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Message from General Chairs

The International Conference on Frontier Computing—Theory, Technologies, and
Applications (FC) was first proposed in early 2010 on an IET executive meeting.
This conference series aims at providing an open forum to reach a comprehensive
understanding to the recent advances and emergence in information technology,
science, and engineering, with the themes in the scope of Communication Network
Technology and Applications, Communication Network Technology and Appli-
cations, Business Intelligence and Knowledge Management, Web Intelligence, and
any related fields that prompt the development of information technology. This will
be the fourth event of the series, in which fruitful results can be found in the digital
library or conference proceedings of FC 2010 (Taichung, Taiwan), FC 2012
(Xining, China), FC 2013 (Gwangju, Korea), and FC 2015 (Bangkok, Thailand).
Each event brings together the researchers worldwide to have excited and fruitful
discussions as well as the future collaborations.

The papers accepted for inclusion in the conference proceeding primarily cover
the topics: database and data mining, networking and communications, Web and
Internet of things, embedded system, soft computing, social network analysis,
security and privacy, optics communication, and ubiquitous/pervasive computing.
Many papers have shown their great academic potential and value, and, in addition,
indicate promising directions of research in the focused realm of this conference
series. We believe that the presentations of these accepted papers will be more
exciting than the papers themselves, and lead to creative and innovative applica-
tions. We hope that the attendees (and readers as well) will find these results useful
and inspiring to your field of specialization and future research.

On behalf of the organizing committee, we would like to thank the members
of the organizing and the program committees, the authors, and the speakers for
their dedication and contributions that make this conference possible. We would
like to thank and welcome all participants to the capital city of Japan—Tokyo.
Tokyo is a city with a long and remarkable history. To get a picture of North-East
Asia, this city will certainly be an entry. Though most of countries may share some
similar characteristics, you will find that culture of Japan is very rich from different
perspectives, such as art, religion, nomadic lifestyle, food, and music. Tokyo is a



vi Message from General Chairs

world-class and well-known city, with modern facilities and convenience traffic.
We encourage the participants to take this chance to see and experience Japan,
especially the remote counties and the nomadic lifestyle there. We also sincerely
hope that all participants from overseas and from Japan enjoy the technical dis-
cussions at the conference, build a strong friendship, and establish ties for future
collaborations.

We send our sincere appreciations to the authors for their valuable contributions
and the other participants of this conference. The conference would not have been
possible without their support. Thanks are also due to the many experts who
contributed to making the event a success.

July 2016 Neil Y. Yen, University of Aizu, Japan
Jason C. Hung, Overseas Chinese University, Taiwan
FC 2016 Steering Committee Chairs
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Fitness Landscape Information for Acceleration and Applications
for Human Science

Abstract

We introduce two topics in evolutionary computation (EC) research. The first topic
is to estimate fitness landscape information and use it to accelerate EC convergence.
Some of these approaches include approximation of fitness landscape and estimate a
rough point of the global optimum, estimation of unimodal or multimodal shape
of the landscape, and estimation of the global optimum from the movement
direction of individuals between generations. The estimated location of the global
optimum can be used as an elite individual, and shape information of a fitness
landscape can be used to change EC operational parameters adaptively. They result
fast EC convergence. The second topic is a new type of EC applications, human
science. Some of these researches include measuring mental dynamic range,
obtaining unknown knowledge on auditory system, and awareness science as a
support system of human awareness.

ix



X Keynote Speaker

Biography

Professor Takagi had worked for the Central Research Laboratories of Matsushita
Electric Industrial Co., Ltd. from April 1981 to March 1995. During these 14 years,
he has researched on software engineering, speech recognition, neural networks,
fuzzy systems, and genetic algorithms.

He was a Visiting Industrial Fellow of the University of California at Berkeley
from October 1991 to September 1993, hosted by Prof. Lotfi A. Zadeh of Computer
Science Division. Besides his visiting research, he played an educational role
through research projects and technical meeting with students, and BISC special
seminar on Soft Computing of Computer Science Division. He has worked for
Kyushu Institute of Design since April 1995 as an associate professor. He belonged
to Department of Acoustic Design in 1995-1999 and Department of Art and
Information Design in 1999-2003. Kyushu Institute of Design and Kyushu
University merged into one on October 1, 2003, and his affiliation name changed to
Faculty of Design, Kyushu University. Now, he is a Professor of Kyushu
University.

Professor Takagi is interested in computational intelligence such as neural net-
works, fuzzy systems, evolutionary computations, and other so-called soft com-
puting technologies, especially cooperation of these technologies. Currently, his
interest focuses on interactive evolutionary computation which aims the coopera-
tion of human and evolutionary computation. He is also interested in signal pro-
cessing and human-machine interface.
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Building the Profile of Web Events Based
on Website Measurement

Zheng Xu, Junyu Xuan, Yiwei Zhu and Xiao Wei

Abstract Nowadays, Web makes it possible to study emergencies from web
information due to its real-time, open, and dynamic features. After the emergence of
a web event, there will be numerous websites publishing webpages to cover this
web event. Measuring temporal features in evolution course of web events can help
people timely know and understand which events are emergencies, so harms to the
society caused by emergencies can be reduced. In this paper, website preference is
formally defined and mined by three proposed strategies which are all explicitly or
implicitly based on the three-level networks: website-level, webpage-level and
keyword-level. An iterative algorithm is firstly introduced to calculate outbreak
power of web events, and increased web pages of events, increased attributes of
events, distribution of attributes in web pages and the relationships of attributes are
embedded into this iterative algorithm as the variables. By means of prior knowl-
edge, membership grade of web events belong to each type can be calculated, and
then the type of web events can be discriminated. Experiments on real data set
demonstrate the proposed algorithm is both efficient and effective, and it is capable
of providing accurate results of discrimination.

Keywords Website preference « Web mining « Web events
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1 Introduction

Web event is what social Medias (i.e., BBS, blog, and news sites) discuss via cyber
and influence on our real society. People can discuss web event in various forms,
such as commenting news, posting and replying in forum, or recording and mes-
saging in blog, etc. A web event could be a hot news story, like a scandal, or the
cover of a social event in the real world on the web, like an earthquake. In general,
the content of a web event is not stationary, but it will change with the evolution of
this web event. This evolution may come from the development of a news story and
the change of interests of its web followers. At a given time, a web event is
generally composed by some sub-topics which focus on different aspects of this
web event. These discussions, which describe lots web events, have an impact on
the evolution of web event. In return, our society will be influenced by the infor-
mation in web. So the detection and prediction of web events evolution is a
meaningful work. To get this goal, we put our hands to measure and analyse
evolution features of web events.

The identification of website preferences web events is of significant. The merits
are: (1) instead of the most visited websites, the specified websites can be rec-
ommended to users and organizations who interest on the aspects of web events
covered by these websites. Then, users can follow their interested aspects of web
events by following the recommended websites; (2) identify the malicious websites
which only publish malicious aspect of web events. If the slander information of a
web event is only come from one website, it is possible that this website is
spreading slander information. From above incidents, the tapping phone is one kind
of social event happened in our society but mapped on the web. By the mapping,
social events spread, evolve and mutate in the web along with interaction with real
world. And we call such events as social events mapped on web. The latter incident
is caused by message on web and impact on real world. In other words, this kind of
event happened in virtual world but evolve with human interference. We call such
events as web sentiment events. All of these two kinds of events are called web
event. Some web events have much bad influence on society. To avoid these bad
influences, it is necessary to monitor and predict the evaluative tendency of web
events. Therefore, how to collect and organize web events in the intelligent and
automatic way, and how to track and measure dynamic evolution of web events are
becoming an important subject in the field of information processing.

In this paper, website preference is formally defined and mined by three pro-
posed strategies which are all explicitly or implicitly based on the three-level
networks: website-level, webpage-level and keyword-level. An iterative algorithm
is firstly introduced to calculate outbreak power of web events, and increased web
pages of events, increased attributes of events, distribution of attributes in web
pages and the relationships of attributes are embedded into this iterative algorithm
as the variables. By means of prior knowledge, membership grade of web events
belong to each type can be calculated, and then the type of web events can be
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dis-criminated. Experiments on real data set demonstrate the proposed algorithm is
both efficient and effective, and it is capable of providing accurate results of
discrimination.

2 Related Work

The evolution is a basic feature of web events and is also a part of studies on Topic
Detecting and Tracking (TDT) [1-3]. Traditional TDT involves detecting unknown
events, gathering and segmenting information, detecting when the event first
reported, detecting follow-up reports of events and tracking events’ tendency.
Generally, TDT technology attempts to detect unknown web events and make
related news pages clustered. Although TDT tracks development of web events, it
does not measure the dynamic evolution process of web events. So we cannot have
a global and clear understanding of web events. Qi [4] suggests that a website
should be evaluated from three aspects: usefulness, service quality and physical
accessibility. The qualities of content and structure of websites will impact on their
usage preferences which means the efficiency of using these websites. And the
content is more important than structure in the long run [5]. The content and
structure of website is evaluated to fit better the needs of visitors by reorganizing
the documents [6]. There are also many extensions of LDA which have considered
different aspects of documents. There are also some works trying to release the
independent of documents and discovered topics by considering the citation rela-
tions between documents [7] and relations of topics. However, all these works are
still based on ‘bag-of-words’ assumption and the relations of keywords within
documents are ignored. Some researchers were ware of this gap. In our previous
work, in order to detect and describe the real time urban emergency event, the SW
(What, Where, When, Who, and Why) model is proposed by Xu [8]. Xuan [9]
proposed a framework to identify the different underlying levels of semantic
uncertainty in terms of Web events, and then utilize these for Webpage recom-
mendations. The basic idea is to consider a Web event as a system composed of
different keywords, and the uncertainty of this keyword system is related to the
uncertainty of the particular Web event. Liu [10] explored a Markov random field
based method for discovering the core semantics of event. The method makes
semantics collaborative computation for learning association relation distribution
and makes information gradient computation for discovering k redundancy-free
texts as the core semantics of event. A crowdsourcing based burst computation
algorithm of an urban emergency event is developed in order to convey information
about the event clearly and to help particular social groups or governments to
process events effectively [11-15].
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3 Iterative Method

In this paper, the communities of keyword level network are adopted to represent
subtopics of a given web event. Since the each keyword is a semantic unit of a web
event, the community of a number of keywords, which have relative close relation
with each others, can be seen as a sub-topic of a web event. The most straight-
forward method to get the preferences of websites would be to detect the com-
munities of keyword level network and then these detected communities could be
seen as the different sub-topics of a web event. The preferences of websites could be

computed as the membership degree on each community. The procedure of this
method can be described as (Fig. 1),

(1) Construct keyword network of a number of webpages published on a number of

websites;
(A
Website Level Network ;‘ \\ 4 f; \"(
: \# I\
A .
I \ ;
/ \ / \

/

Webpage Level Network [

|
|
|
' \
I /
|
|
|
|

Keyword Level Network

Fig. 1 The proposed method
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(2) Do community detection on this keyword network;
(3) Compute the membership degree of each website on the detected communities.

The communities of keyword level network are only based on the keyword
relations between each other, a horizontal relation in Fig. 1. This relation implies
that the keywords, which have close association relations with each others, will be
more likely to describe same sub-topic of a web event. Actually, the webpage level
network will also influence the formation of communities at keyword level. When
all the keywords are in the same webpage by the mapping relations between
keywords and webpages, it is also possible that they are talking the same sub-topic
of a web event. However, the relations in the keyword level network, ALNK, does
not take the mapping relations into consideration, which only consider the statistical
values of co-occurrence relations on all the webpages. For example, two keywords,
ki and kj, have a small co-occurrence relation which means that they do not usually
show in the webpages simultaneously. However, if two webpages which contain
keywords, ki and kj, respectively and they are in the same community of webpage
level network, keywords, ki and kj, are also have big probability to talk about same
sub-topic of a web event. Similarly, the communities of webpage level are also
influenced by the mapping relations between webpages and websites. Inspired by
their inter-dependency and inter-limitation relations of websites, webpages and
keywords, a iterative algorithm is proposed to optimize the formation of keyword
communities/sub-topics.

4 Fuzzy Based Algorithm for Type Discrimination
of Web Events

With the time changing, the emergent degree of web events changes is in dynamic
change. One event in different segments has different emergent degree, so for a web
event, it may go through three states: general state, hot state, and emergent state.
Fewer domestic and foreign scholars study on emergent level classification of web
events in different segments, so that the lack of a prior knowledge of type dis-
crimination of web events in different segments. Therefore, we study the changes of
features and emergent degree of web events in evolution course, and we can obtain
the relationship between emergent degree and outbreak power, fluctuation power.
Then by studying these relationships, we extract features of different emergent
degree, establish evolution model of web events, and construct the membership
model for type discrimination of web events as prior knowledge. Thereby to pro-
vide effective guidance for the type prediction of web event in later section.

For the result of algorithm, it describes the emergent degree of web events and it
is called outbreak power. In this paper, “day” is the minimum time granularity.
Source data of temporal features of web events is collected from different news sites
daily, Algorithm 1 calculate the daily outbreak power of web events based on these
source data, and then time series data of outbreak power of web events in a certain
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time interval are obtained, as shown in Fig. 2. The outbreak power of web events,
which is calculated by Algorithm 1, combines the increased webpages, increased
attributes of events, and distribution of attributes in webpages. The Algorithm 1
considers the physical attributes of web events, semantic content, and distribution
of web events on web. So the outbreak power we get can comprehensively describe
the evolution course of web events.

Herein, 100 web events were selected as the experimental object. And 60 web
events among experimental object as training set to establish prior knowledge of web
events, and the remaining 40 web events were as test set of type discrimination.

In experiment, we first trained 60 web events in training set, annotated the web
events according to their emergent degree, so these 60 web events were labelled as
emergent event, hot event or general event. By statistics on the training set, we
calculated the membership frequency of temporal features belonging to each type
when temporal features took different values, and combined with prior knowledge
of our cognition on web events, we got the membership distribution of each tem-
poral feature belonging to different types of web events. Here, Fig. 3 shows the
membership distribution of average outbreak power belonging to different types of
web events.

Maldives Coup
0.8

0.7
0.6
0.5
0.4
0.3
0.2

Outbreak power

0.1

0
1 3 5 7 9 1113 1517 19 21 23 25 27 29 31 33 35

Fig. 2 The outbreak power of web events in a certain time

General Event

0.8
0.6

0.4

Membership

0.2

(] 0.2 0.4 0.6 0.8 i 1.2

Outbreak power

Fig. 3 The membership distribution of average outbreak power
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5 Conclusions

In this paper, website preference is formally defined and mined by three proposed
strategies which are all explicitly or implicitly based on the three-level networks:
website-level, webpage-level and keyword-level. An iterative algorithm is firstly
introduced to calculate outbreak power of web events, and increased web pages of
events, increased attributes of events, distribution of attributes in web pages and the
relationships of attributes are embedded into this iterative algorithm as the vari-
ables. By means of prior knowledge, membership grade of web events be-long to
each type can be calculated, and then the type of web events can be dis-criminated.
Experiments on real data set demonstrate the proposed algorithm is both efficient
and effective, and it is capable of providing accurate results of discrimination.
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Building Domain Keywords Using
Cognitive Based Sentences Framework

Zheng Xu, Weidong Liu, Yiwei Zhu and Shunxiang Zhang

Abstract As the novel web social media emerges on the web, large scale unor-
dered sentences are springing up in the forms: news headlines, microblogs, com-
ments and so on. Domain keywords extraction is very important for information
extraction, information retrieval, classification, clustering, topic detection and
tracking, and so on. Although these massive sentences contain rich information,
their loose semantic association and highly unordered semantic organization make
web users extremely difficult to capture the rich information due to the lack of
semantic coherence. Sentence ordering is a significant research area focusing on
obtaining coherent sentence orders which could assist web user to easily understand
these unordered sentences. TextRank is a common graph-based algorithm for
keywords extraction. For TextRank, only edge weights are taken into account. We
proposed a new text ranking formula that takes into account both edge and node
weights of words, named F2N-Rank. The results show our model can obtain
coherent sentence orders with higher accuracy in less iterations. The proposed
sentence ordering model can be applied in automatic text organization and
summarization.
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1 Introduction

Domain keywords can serve as a highly condensed summary for a domain, and they
can be used as labels for a domain. Domain keywords should be ordered by the
“importance” of keywords. With the boom of microblogs, massive unordered
sentences are emerging on the web as a main message passing form. Although these
sentences contain much useful information, loose semantic association and unor-
dered sentence organization make web users lost in the large scale data when they
face these massive unordered sentences. Web users normally expect these sentences
are well ordered according to their semantic coherence since coherent sentence
orders can assist them to easily understanding the content of these sentences.
However, such sentence ordering problem is burdensome computation even though
the 10 sentence scale is small.

In the study of keywords extraction, supervised methods [1-3] always depend on
the trained model and the domain it is trained on. And in unsupervised methods [4,
5], algorithms based on term frequency and based on graph are the most common
methods. Algorithms based on term frequency such as TF, ATF, ATF*DF,
ATF*DF are easy to realize but their precisions are not very high. Algorithms based
on graph, such as TextRank [1], are more effective than algorithms based on term
frequency for they take into account the relationships among words. To overcome
the above limitations, we adopt markov random field as special case of association
link network which have been widely used in many tasks from learning tech-
nologies to knowledge discovery. Compared with association link network, markov
random field has stronger ability in representation and inference since it implies
association relation distribution and can make inference on the distribution. More
importantly, our markov random field incorporates three cognitive logical structures
which respectively guide sentence ordering model to link different sentence con-
ditioned on different cognitive structures. What is more, we develop sound cog-
nitive mechanistic for fast sentence ordering such as decision making process on
cognitive logical structure, keywords spreading process and sentence activation
process working on markov random field for ordering sentences.

TextRank is a common graph-based algorithm for keywords extraction. For
TextRank, only edge weights are taken into account. We proposed a new text
ranking formula that takes into account both edge and node weights of words,
named F2N-Rank. The results show our model can obtain coherent sentence orders
with higher accuracy in less iterations. The proposed sentence ordering model can
be applied in automatic text organization and summarization.

2 Problem Formulation

Markov random field is a basic undirected probabilistic graphic model with out-
standing abilities in semantic representation and inference. Inspired the above
outstanding abilities of Markov random field, we propose semantic Markov random
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field which is built by the limited number of association relations in power serials
presentation represent and can inference the whole distribution of association
relation in sentences to be order. In this paper, we can regard semantic Markov
random field as a special case of association link network, which is constructed by
association relations under different cognitive structures.

Sentence ordering task can be regarded as restrictive writing, since the content of
sentences is known and the sentence order is unknown. The human beings’ task is
to order these sentences for well semantic coherence. Based on cognitive process of
writing [6-8], writing can be characterized as a “journey of discovery”. On this
journey, association knowledge is continually activated and spreads to generate a
coherent sentence order. Spreading activation model assumes that specific key-
words distribute on semantic link network [9-13] and spreading activation process
is a semantic processing on semantic link network, where keywords are continually
spreading their influences into relevant keywords and these keywords can activate
relevant sentence. Figure 1 shows sentence ordering process in restrictive writing,
which spans on three memory modules: (1) long term memory, (2) short term
memory and (3) working memory as follows.

(1) Long term memory contains the relatively stable entities and relations. These
entities and relations are stored by semantic link network. Besides, some
cognitive logical structures are stored in this module. Keywords can spread
towards different directions on semantic link network under different cognitive
logical structures.

(2) Short term memory contains cognitive logical structure schema and a word
activation window with m activated keywords since Millers Law pointed out
that the number of objects an average human can hold in short term memory is
seven, plus or minus two. These keywords are activated from semantic link
network by spreading activation process. Which keywords to be activated are
conditioned on three different cognitive logical structures.

Sentence activation procedure
sssssssssns sssssssssane (AR sessssssssnene

H Keyword spreading procedure | i Decision making procedure |
: ] :
1 i :
: semantic link network " : cognitive logical structure "
o o cmanfelink nemort 1L sl 1DSPIF 2IPSF 3100 : legend
L. L i L]
s . N Y long term memory | | I* Daski
' ] H - L
\ / - H Y ' procedure
‘\ { ' N H 2.* _Keyword spreading
word activation window | 1 | SPIF/IPSFAOO L procedure
= = H ! H 3.* Sentence activation
' i short term memory | | —"procedure
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e e e e ==1
" ' j i 1
L] -
. associated sentence adjusting sentence order H @
L]
'
‘ working memory |}
H "
'
L :

Fig. 1 The sentence ordering process
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(3) Working memory contains a newly generated sentence closely associated with
activated keywords and a sentence order to be adjusted by spreading activation
process. The spreading activation process will link all the unordered sentences
toward well semantic coherence.

3 The Proposed Algorithm

TextRank algorithm only focuses on the relationship among nodes, and node
weights are not taken into account. Equation (1) integrates TextRank formula with
the node weight (F(V;)).

FS(Vi)=(1-d)*F(V}) +d*F(V))* ¥ 9 ES(V) (1)
Vje In(Vi) ka e ou(v;) Wik

There are several formulas can be used to calculate the value of F(V;), such as
TF, ATF, ATF*DF. ATF*DF is the most suitable of the three formulas because it
takes into account both term frequency and document frequency. However, the
simple combination of ATF and DF does not account for their proportions. Here,
the idea of F-measure is introduced for calculating F(V;). The formulas are given as
followings:

_ (1+4p?) * ATF (Vi) *DF (V))

FV) = e by (622 @)
oo

ATEVD= e dy) ®)

DE(V;) = logw (4)

The main steps of extracting domain keywords using F2N-Rank algorithm are as
followings (Fig. 2):

Step 1 Identify words (nouns, adjectives, and so on) that suitable for the task, and
add them as nodes in the graph.

Step 2 Identify relations that connect such words, and use these relations to draw
edges between nodes in the graph. Edges can be directed or undirected,
weighted or unweighted.

Step 3 Calculate the weight of nodes in the graph.

Step 4 Iterate the graph-based ranking algorithm until convergence.

Step 5 Sort nodes based on their final score. Top T words are the domain
keywords.
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Cognitive decision making is a core module of cognitive memory-inspired

sentence ordering model (CM-SOM) since: (1) cognitive decision making module
decides which cognitive logical structure and (2) different cognitive logical struc-
tures decides different sentence orders. As such, how to learn an optimal policy for
cognitive logical structure decision making is an important issue for the cognitive
decision learning model since such policy decides how to the logical structures shift
during sentence ordering. To build the above ordering model and obtain a coherent
sentence order, we propose the modules as follow.

(1) Cognitive logical structure learning module. This module proposes three logical

2

3

structure and construct cognitive logical structure based markov random field.
Different cognitive logical structures and corresponding markov random filed
shift in sentence ordering procedure;
Spreading and activation computation module. When a cognitive logical
structure is selected, this module mainly makes keyword spreading and sen-
tence activation based on makov random field, which is similar to the semantic
association ability in human memory.
Cognitive decision making learning module. This module learns the decision
making policy for shifting cognitive logical structure and such policy can guide
which cognitive logical structure to develop sentence before a new sentence is
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4 Experiment and Results

We collect 2 datasets which consist of Reuters news as dataset 1 and paper abstracts
as dataset 2. Domain data is used to learn logical structure and construct semantic
markov random fields under different logical structures; training data is used to
learn the decision making policy of cogitative logical structures. Test data is used to
test the sentence ordering results generated by sentence ordering model. For each
dataset, we will randomly select 50% texts as domain knowledge; 25% as texts as
training data; 25% texts as test data from each dataset.

Dataset 1 includes 60,000 pieces of news for which each piece of these news has
average 15.67 words and these news are crawled from Reuters website from March
2009 to August 2009. These news are about three domains including health,
environment, internet. Dataset 2 includes 50,000 paper abstracts for which each one
has average 13.27 words and these papers are from Association for Computing
Machinery-digital Library. These papers cover 10 different categories including
data mining, machine learning, algorithm and so on.

To evaluate the performance of ranking Tibetan religious keywords, we con-
ducted a performance measurement using precision. Now, we discuss the evalua-
tion of three different ranking algorithms. We compared algorithms which are:
F2N-Rank, TextRank and ATF*DF. Results are shown in Fig. 3 by measuring the
precision for top N keywords. We can see that F2N-Rank clearly outperformed both
TextRank and ATF*DF. For F2N-Rank, TextRank and ATF*DF, the average
precision are 78.6, 62.2 and 49.2%. The improvement over TextRank is around 16%
in average precision and 29% over ATF*DF. Using F2N-Rank for domain key-
words extraction has showed better results.

Algorithms Comparison in Precision
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Fig. 3 Algorithm Comparison in Precision
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5 Conclusions

Domain Keywords extraction is important for many applications of Natural Lan-
guage Processing. TextRank is a common graph-based algorithm for keywords
extraction. For TextRank, only edge weights are taken into account. We proposed a
new text ranking formula that takes into account both edge and node weights of
words, named F2N-Rank. The results show our model can obtain coherent sentence
orders with higher accuracy in less iterations. The proposed sentence ordering
model can be applied in automatic text organization and summarization.
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The Study on Vehicle Detection Based
on DPM in Traffic Scenes

Chun Pan, Mingxia Sun and Zhiguo Yan

Abstract After the HoG feature was proposed, a lot of detectors were developed
based on the feature. But HoG feature has its defects, as high dimensional data
leading to inefficiency, complex scenes leading to poor performances and so on. In
this article, we proposed a vehicle detector based on DPM (Deformable Part
Model). This detector uses a deformable part model to classify the front and the rear
of the vehicles.

Keywords Vehicle detection + DPM - Traffic scenes

1 Introduction

Object detection is one of the most popular researching fields in computer vision,
such as vehicle detection, pedestrian detection and so on. Normally, the common
detecting solutions are using HoG, Sift or Haar to extract features and using SVM
or Adaboost as classifiers. In this article, we propose a solution by using DPM to
detect Vehicles. In consideration of the variety of appearance of the vehicles are
affected by many factors, as the changes of illuminations or angle of view. The
traditional detecting algorithms are hard to overcome the rigid deformations. DMP
uses mixture of multiscale deformable part models to describe an object detection
system which represents highly variable objects [1], which has better robustness
against deformation.

DPM (Deformable Part Model) as one of the most successful detection algo-
rithms, was proposed by Pedro Felzenswalb in 2008 and was awarded the
PASCAL VOC “Lifetime Achievement” Prize in 2010. Due to Felzenswalb’s
paper, the resulting system is both efficient and accurate, achieving state-of-the-art
results on PASCAL VOC benchmarks and the INRIA Person dataset in 2007 [2].
The strong low-level features of DPM are based on the HoG (Histograms of
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Oriented Gradients) features. So the DPM can be considered as an upgrade of HoG
in some ways [3].

As showed in Fig. 1, the upgraded HoG feature in DPM kept the “Cell” concept
in HoG feature, but altered the normalization progress. The result shared similarity
with the result of HoG feature as the upgraded HoG feature normalized the region
which consisted of the target cell and the four surrounding cells. In order to reduce
the feature dimension, P. Felzenswalb used PCA (Principal Component Analysis)
[4] to analyze the unsigned gradients. As illustrated in Fig. 1, there are 31
dimensional features.

In P. Felzenswalb’s work [5], he showed pedestrian detection model as
following.

In Fig. 2, figure (A) shows the pedestrian, figure (B) is a root filter, figure
(C) shows several part models with high resolution, figure (D) shows the spatial
relationships of the part filters.

DPM uses a root filter and several part filters and the corresponding deformable
model, the construction of the whole model is based on the pictorial structures.
Normally, the part models use higher resolution than the root filter, about two times.
Figure 2B, C illustrate the visual structure of the root and part models, it shows the
weighted sum of SVM coefficients which oriented in gradient direction, and the
brightness is proportional to the value. In order to reduce the complexity of the
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Fig. 1 The upgraded HoG feature in DPM
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Fig. 2 DPM pedestrian detection model

whole model, the part models are symmetry. Figure 2D shows the deviation cost of
the part model. The cost is zero in ideal case; the further the part model deviates, the
greater the cost is. Then the target object can be represented by a collection of parts
and the relative deformable position of the parts, the parts are connected by certain
ways [6]. Each part describes local properties, and the spring-like connections are
used to represent the relation between the deformable models [7]. As a single
deformable model is not capable enough to describe an object, usually multiple
deformable models are according with the request [8—15]. In this article, the vari-
ations among different vehicle types are quite significant, so the mixture of
deformable models is required.

2 Methodology

In detecting progress, a scale pyramid is constructed and a scan window approach
[4] is used to scan different layer of pyramid. Figure 3 shows the detecting process
of DPM. In Fig. 3, the score of layer ly coordinate (xg,y) can be calculated as
follows [1]:

n
score(xo, Yo, lo) =Ro, i, (X0, ¥0) + X Di 1y —2(2(x0,y0) +vi) +b.

i=1

Ry, i, (x0,¥0) is the score of root filter, in other words, it expresses the matching
degree between model and target. Y;_; D; 1, —1(2(x0, yo) + v;) is the scores of n part
filters. b is the root of set which is used to align the components. (xg,yo) is the
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Fig. 3 DPM detection process [1]

coordinate of the root filter’s left-top in the root feature map. (2(xop,yo)+v;) is
coordinate of the i-th part filter in the root feature map.
The score of part filters can be calculated as follows [1]:

D; (x,y)= gxla(.ix(R,-J(x+dx,y+dy) —d;- Dy(dx, dy)).
,dy
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D; i(x,y) is the optimal solution of part filter, namely, it searches the anchor
position and within a certain range for a proper location which has combined
matching and optimal deformation. (x, y) is the ideal position of the i-th part filter in
layer [. (dx,dy) illustrates the relative offset from (x,y). R; ;(x+dx,y+dy) is the
matching score in coordinate (x+dx,y+dy). d;- ®,(dx,dy) expresses the offset
loss causing by the offset (dx,dy); ®4(dx, dy) = (dx,dy,dx*,dy*), d; is the coeffi-
cient of offset loss, it is to be calculated in the training process. To initialize the
model, d;=(0,0,1,1) is the Euclidean distance between offset location and ideal
location, namely the offset loss.

3 Experiment

3.1 Data Preparation

The original image data are captured from traffic surveillance system somewhere in
JiangSu province. The training data which are used in DPM illustrated as following:

In training process, positive samples must be labeled with bounding boxes which
are illustrated in Fig. 4B. In this experiment, 1700 images of vehicle front and 1900
images of vehicle rear as positive samples which are labeled with bounding boxes
and the property files are generated.

3.2 Training Procedure

The training procedure is completed by initializing the structure of a mixture model
and learning parameters. The parameters are learned by training LSVM (Latent

(a) (b)

Fig. 4 DPM training data: vehicle front
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Fig. 5 Training Procedure
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LI - N L

C. Pan et al.

Data:

Positive examples P = {(I1, By)...., (In, Bn)}
Negative images N = {Jj,..., I}

Initial model 3

Result: New model 3

Fn:=0
for relabel := 1 to num-relabel do
Fp:=0
fori:=1ton do
Add detect-best (5,1;,B;) to F,
end
for datamine := 1 to num-datamine do
for j:=1to m do
if |[Fy,| = memory-limit then break
Add detect-all(3,J;,—(1+4)) to F,
end
B :=gradient-descent (FpUF,)
Remove (i,v) with §-v < —(1 + ) from F,
end
end

Procedure Train

Support Vector Machine) [16]. The LSVM is trained by gradient descent algorithm
and the data-mining approach [17, 18] with a cache of feature vectors (Fig. 5).

4 Results

In this experiment, three models are designed by DPM: vehicle front model is used
to recognize the frontal side of a vehicle; vehicle rear model is used to recognize the
back side of a vehicle; vehicle mixture model is used to capture either frontal or
back side of a vehicle. There are two testing sets in this experiment: 100 vehicle
front images and 100 vehicle rear images. The testing results of vehicle front model

are illustrated as following:

DPM vehicle front model recognizing testing images of vehicle front

Total image Correctly recognized Accuracy | Correctly recognized

samples samples

objects

100 93

93% 96
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The testing results of vehicle rear model are illustrated as following:

DPM vehicle rear model recognizing testing images of vehicle front

Total image Correctly recognized Accuracy Correctly recognized
samples samples objects
100 96 96% 112

In order to know which model performs better under the same conditions, we
used the two models to recognize the same image objects and then outputted the
results with the higher confidence degree.

DPM vehicle front and rear models recognizing testing images of vehicle front

DPM vehicle front model DPM vehicle rear model

Total Correctly Accuracy | Total Correctly Accuracy
image recognized image recognized

samples samples samples samples

100 39 39% 100 69 69%
DPM vehicle front and rear models recognizing testing images of vehicle rear

DPM vehicle front model DPM vehicle rear model

Total Correctly Accuracy | Total Correctly Accuracy
image recognized image recognized

samples samples samples samples

100 47 47% 100 76 76%

As the front and rear side of the same vehicle always share certain similarity, we
conjecture the probability of using one model to recognize the two sides of a
vehicle. So we used DPM to design a mixture model to capture the vehicles in
2-way lanes. The testing results show as following:

DPM mixture model recognizing testing images of vehicle front

Total image Correctly recognized Accuracy | Correctly recognized
samples samples objects
100 70 70% 70

DPM mixture model recognizing testing images of vehicle rear

Total image Correctly recognized Accuracy | Correctly recognized
samples samples objects

100 90 90% 203
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5 Conclusions

By comparing the results from three DPM vehicle models, the non-mixed models
acquired higher accuracy. But they performed not unsatisfactory in mixture test. In
order to capture the vehicles in 2-way lane, we proposed the third mixture DPM
vehicle model. It is more efficient to capture vehicle vision and shows high
versatility.
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The Research on Video Security Carving
Using Secure Outsourcing Approach

Zheng Xu, Guozi Sun and Yong Ding

Abstract Recovery of fragmented files is an important part of digital forensics. The
shared software and hardware resources and information can be provided to the
computers and other equipment according to the requirements. A majority of cloud
computing services are deployed through outsourcing. Outsourcing computation
allows resource-constrained clients to outsource their complex computation work-
loads to a powerful cloud server which is rich of computation resources. This paper
presents a video recovery technique of a fragmented video file using the frame size
information in every frame and the index. The proposed method addresses how to
extract AVI file fragments from data images and map all the extracted fragments
into original order. In this paper, we propose a novel outsourcing algorithm for
modular exponentiation based on the new mathematical division under the setting
of two non-colluding cloud servers. The base and the power of the outsourced data
can be kept private and the efficiency is improved.

Keywords Video carving -« Outsourcing computation « Video security

1 Introduction

In the increasingly interconnected society, multimedia social network (MSN) has
become a ‘mainstream’ tool used by online users to connect and share contents with
other users 24/7 in real-time. It is, therefore, unsurprising that MSN has become a
salient area of inquiry by computer scientists and computer security researchers. For
example, researchers need to design intelligent computing and soft computing
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technologies to improve multimedia system functions, efficiency and performance,
and improving user’s sharing experiences (e.g. using recommendation systems and
more effective algorithms). In addition, security of users and data are also an
ongoing topic of interest and importance due to the ease in producing and sharing
user and multimedia content using MSNs. Digital video equipment, such as digital
camera and surveillance cameras have become more and more popular. Large
amount of digital videos are produced everyday and record almost every aspect of
human life. Due to the limitation of storage space and file system storage strategies,
video files may be stored in fragment form and non-sequential order. Therefore
recovering video files from storage space is meaningful but challenging work Video
always play an important role in about video forensics and video carving is popular
these years. Outsourcing computation provides a lot of convenience for people.
However, users lose ability to control over the data. The server with powerful
computing resources may obtain some sensitive information from the outsourced
data. In outsourcing computation, the inputs and the outputs should not be revealed,
the results need to be computed correctly, and the correctness of the results can be
verified by clients. Thus, the computation outsourced should be blind to the server.
Since the user does not compute the outsourced data, when receiving the returned
results, user has to do the verifiable computation [1, 2].

Verifiable computation should at least satisfy three basic requirements. Server
cannot cheat the user with a random value without computing the outsourced
function. Server cannot cheat the user with the computing result of other input
values. The verification of client should be efficient [3]. Modular exponentiation is
the most expensive computation operation in public key cryptography, which plays
an important role in the information era. A large number of modular exponentiations
will decrease the execution efficiency of public key cryptographic protocols. It is a
good avenue to improve the efficiency by utilizing outsourcing computation. Since a
lot of modular exponentiations are computed in polynomials and bilinear pairings.
Thus, it is very necessary to study the modular exponentiation outsourcing.

This paper presents a video recovery technique of a fragmented video file using
the frame size information in every frame and the index. The proposed method
addresses how to extract AVI file fragments from data images and map all the
extracted fragments into original order. In this paper, we propose a novel out-
sourcing algorithm for modular exponentiation based on the new mathematical
division under the setting of two non-colluding cloud servers. The base and the
power of the outsourced data can be kept private and the efficiency is improved.

2 Related Work

Bifragment File Carving is a carving technique which can recover files which are
fragmented into two fragments. This technique use more information than pure
signature based carving that it try to find correct combination of data between the
header and footer. After finding the file header and footer, a slide size gap of



The Research on Video Security Carving ... 31

unrelated data is set. The size of the gap is adjusted until the remaining data can be
validated as a file. This file carving method are can only cope with files with two
fragments and can not work when the gap is large Smart Carving is a general file
carving method which is not limited to the number of file fragments. This method
identifies fragments and reorders the fragments. Smart Carving consists of three
steps: preprocessing, collation and reassembly. The file data is collected on a block
base that the total process can overcome the severe fragmentation. The collected file
data are classified into different file categories and the associated blocks are merged
into a file. Smart Carving is also a file based carving method that it may also fail
when part of the file is overwritten.

To enhance the private preserving property [4, 5], the confidential inputs and
outputs should not be revealed. In 2005, Hohenberger and Lysyanskaya [6] defined
the formal security of outsourcing, and proposed a classical algorithm for out-
sourcing of modular exponentiations based on precomputation [7] and server-aided
computation [8, 9].

In this scheme the inputs and outputs are blind, and the checkability is 12. In
2008, Benjamin and Atallah [10] constructed a verifiable secure outsourcing
scheme for linear algebraic calculation by using semantic security based homo-
morphic encryption. In 2009, Gennaro et al. [11] proposed a non-interactive fully
homomorphic encryption scheme for verifiable outsourcing with input privacy. It
allows cloud server compute the encrypted data directly without knowing the
encryption algorithm and the decryption key. The decryption of the returned results
is agreed with the operation results of original data. It gives a theoretically secure
outsourcing solution, although the efficiency is low.

3 The Proposed Method

The proposed method extracts frames based on FOURCC and frame size of each
substructure. Each frame data is extracted based on the beginning flag and the frame
length information. The extraction process regards the frames with continuous
physical location as the data of the same file and the adjacent and complete frames
constitute one fragment for the next stage. As the data length of AVI header is
relatively small, the possibility of fragmentation between the header and the movie
data is very low. Therefore the header data will be associated to movie data and the
index according to the principle to the nearest. In one fragment the frames range in
sequential order and the size of each frame can be acquired in the frame header. In
the reordering of extracted fragments, the fragmented videos can be connected and
restored based on the frame length information. After the reorder process the
playable video or video clips will be carved out. The proposed AVI carving tool is
software written in JAVA which realize the function of AVI carving and based on
the AVI Carving method above. The overall workflow of the proposed tool is
shown below in Fig. 1. The main two functions of the software are extracting video
fragments in disk images and reordering the fragments. The other important
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Fig. 1 Overall steps of the proposed technique

function of the software is to show the result of the extracting and reordering
function. As a tool which aimed to be used in forensic scene, the software also order
some forensic function such as calculating the hash value of the disk and generating
reports automatically.

The proposed method extracts frames based on FOURCC and frame size of each
substructure. Each frame data is extracted based on the beginning flag and the frame
length information. The extraction process regards the frames with continuous
physical location as the data of the same file and the adjacent and complete frames
constitute one fragment for the next stage. As the data length of AVI header is
relatively small, the possibility of fragmentation between the header and the movie
data is very low. Therefore the header data will be associated to movie data and the
index according to the principle to the nearest. In one fragment the frames range in
sequential order and the size of each frame can be acquired in the frame header. In
the reordering of extracted fragments, the fragmented videos can be connected and
restored based on the frame length information. After the reorder process the
playable video or video clips will be carved out.

4 Comparison and Efficiency

We compare the proposed algorithm with the algorithms. Let MM denote modular
multiplication, MInv denote modular inversion, Invoke denote the invocation of
subroutine. We omit other operations such as modular additions in these algorithms.
The comparison of computation workload in the user side is shown in Fig. 2. We
know the checkability of our algorithm is greater. Though the checkability is the
same as that in the MInv is less. Thus, our algorithm is better. We know that in the
same checkability the computation of algorithm is more than that in SExp. The less
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Fig. 2 The comparison of computation workload

Mlinvs and invocation times of Rand are needed in SExp. Further more, another
important advantage of our scheme is that the MInvs and invocation times of Rand
keep invariant when the number of outsourcing simultaneous modular exponenti-
ations increasing.

5 Conclusion

This paper propose a video carving method and tool for fragmented and partly
overwritten AVI files without using the file system information. The proposed
method takes advantage of the feature of AVI files and is applicable to severely
damaged video files. Most of the existing video carving techniques rely on file
system information and can only cope with few fragments or complete file. The
proposed method use signatures and data chunk size information to extract data
fragments and reorder the data in a fragment base.
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Community Semantics Recommender
Based on Association Link Network

Yang Liu and Xiangfeng Luo

Abstract Community semantics recommender offers the semantic communities for
topically homogeneous terms with the user demand, which helps people to acquire
personalized information in mass documents and saves users’ cognitive energy
significantly. However, most of current recommendation models merely focus on
users’ behavior (e.g., item purchase behavior or user browsing traces) while pay
less attention on the knowledge itself, especially the community semantics. In this
paper, we present a community semantics recommender based on Association Link
Network. We organize and represent the knowledge by Association Link Network
(ALN). Given a user demand, we first select topically relevant community based on
ALN; then we conduct community semantics activation process on the activated
community to produce the topically homogeneous terms. Experimental results
demonstrate our model can offer the user topically homogeneous terms and help
them to understand the implicit knowledge that hidden in the large scale of
documents.

Keywords Community semantics « Recommender system -+ Association link
network

1 Introduction

The knowledge recommendation offers users the knowledge service [1], such as
refining the implicit fuzzy demand and extending the domain knowledge, which not
only saves users’ effort for complex information seeking but also improves users’
experience significantly. Community semantics recommender provides the
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semantic communities, which conveys topically homogeneous knowledge to meet
users’ demands.

Current researches on knowledge recommender mainly focus on recommending
documents by users’ behavior. The two major recommender models are the
collaborative-filtering model [2, 3] and the content-based model [4, 5]. The former
explicits relevance feedback from users to update the user profiles [6], which is
widely used in the e-commerce sites like Amazon and Taobao. The latter monitors
document stream and pushes documents that match a user profile to the corre-
sponding user [7, 8]. Above two kinds of recommender models have two commons:
(1) recommend items/documents that are similar to what a user liked in the past;
(2) recommend the items/documents which similar users group likes as target user’s
potential demand. Above two recommender models can hardly provide users their
interested knowledge. Another widely used recommender for documents is the
general search engines such as Google and Baidu, which recommend the docu-
ments that contain the terms in user’s queries. The search engines offer different
users same document list, if they have the same queries. Current recommenders
seldom pay attention on the semantics of knowledge themselves, especially the
community semantics, which leads the recommended results having abundant
knowledge.

For these reason, this paper proposed an Association Link Network based
community semantics recommender, which simulates the recommendation process
of human memory based on the study of cognitive science. Specifically, we employ
the Association Link Network (ALN) [9], an automatic built semantic link network
[10], to organize and represent the knowledge of the documents. Based on ALN, we
implement spreading activation [11, 12] model to simulate the knowledge recom-
mendation process of human memory. Given a user demand, we first select topi-
cally relevant community based on ALN; then we activated community to produce
the topically homogeneous terms. Therefore, our recommender not only can pro-
vide the user the community semantics for a better understanding of knowledge
scenario, but also offer topically homogeneous terms.

The rest of the paper is organized as follows. The related work is discussed in
Sect. 2. Section 3 describes community semantics recommender based on ALN. In
Sect. 4, we demonstrate the effectiveness of our approach with comparative
empirical results. Finally, we present the conclusions and point out future work in
Sect. 5.

2 Related Work

Recommender is changing the way people interact with the Web and being more
and more important. The recommender predicts the utility or relevance of the item
to a particular user. Considering the different types of information used, the rec-
ommender can be divided into content-based recommender and collaborative fil-
tering recommender.
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The content-based recommender [13] recommends the documents which are
similar to documents in the corresponding user’s profile. Content-based recom-
mender creates content-based user profiles using a weighted vector which denote
the user feature. User profile can be computed by user’s rating score using a variety
of techniques such as Bayesian classifiers [14], decision trees [15], and neural
networks [16] to estimate the probability that the user like the documents.

Collaborative filtering recommender [17] is based on the opinions of other users.
The user ratings of documents are stored and can be used to predict ratings of
documents which have not been rated by corresponding users. The user-based
collaborative filtering model [18] finds the similar users according to users’ rating
history and then analyzes similar users’ profile to predict the favor of target user.
Different metrics have been used to calculate the similarity between users, such as
mean squared difference [18], vector similarity [19] and weighted Pearson [20].
Item-based collaborative filtering model [21] finds the similar items by the items
history and recommends the similar items to users. The item based model is better
than the user based model because the similarity between items tends to be more
static than the similarity between users. Taking the advantage of both item-based
and user-based collaborative filtering models, a similarity fusion algorithm is pro-
posed that has higher computational-complexity than both two algorithms [22].

Current recommenders pay less attention on the knowledge, especially the
community semantics. Content-based recommenders only consider the similarity of
items while users’ need for association cannot be meeting. The collaborative fil-
tering doesn’t consider the characteristic of knowledge itself. The semantic com-
munities are topically homogeneous terms, which help users to obtain personalized
knowledge from mass documents and save their cognitive energy. A user friendly
knowledge recommender should have following features: (1) Recommender should
provide the user the community semantics for a better understanding of knowledge
scenario. Human will easily understand the topically relevant knowledge, extend
the domain knowledge, and solve specific knowledge questions. (2) It should offer
the user topically homogeneous terms, which are relevant terms related to user
demand and provide extra choices to users for further interaction. In this paper, we
present a community semantics recommender system, where we provide the users
relevant semantic communities as well as topically homogeneous terms.

3 Community Semantics Recommendation

In this Section, we will propose the ALN based community semantics recom-
mender system. As Fig. 1 depicted, the framework of our community semantics
recommender has two phases: (1) community selection phase, which provides the
user the community semantics for a better understanding of knowledge scenario;
(2) community semantics activation phase, which offers the user topically homo-
geneous terms and provide extra choices for the next recommendation interaction.
Above two phases are based on the ALN. We employ ALN to organize the
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Fig. 1 The framework of ALN based community semantics recommender

semantics of knowledge database by association linked terms. Then, we discover
communities on ALN, which can be used in community selection phase. We will
detail each phase in the following.

3.1 Automatic ALN Construction

We employ ALN, which is an automatic built semantic link network [9], to
organize the association linked nodes. Human knowledge retrieval is naturally
directed. We construct ALN using significant terms, and the formula of computing
association strength between term a and term b is as follows:

a—b _ Co(a,b) 0
/DF(a)DF(b)

where Co(a,b) represents the total co-occurrence times that term @ and term
b appear in one document. DF(a) is occurrence times of word a in the document
set.

The terms correspond to knowledge nodes in the human memory network. Term
association has a value in the range [0, 1] to represent semantic related strength
which corresponds to the strength between concepts in human memory. Thus, the
generated ALN could be a knowledge network to simulating human domain
knowledge, and based on it, we offer the user topically homogeneous terms.
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ALN is able to organize the associated resources loosely distributed in the
knowledge database for effectively supporting the recommender intelligent activities.

3.2 ALN-Based Community Discovery

After constructing ALN using the terms of knowledge database, we discover the
community on ALN. The terms in a community are densely linked, and they have
strong relationships between each other. We employ community detection algo-
rithm to discover the community on ALN.

Enlightened by the thought of label propagation [23], each node is initialized
with a unique label and at every step each node adopts the label that most of its
neighbors currently have. In this iterative process, densely connected groups of
nodes form a consensus on a unique label to form communities. Consequently,
densely connected groups reach a common label quickly. The detailed process is as
follows [23]:

(1) Label Initialization: we initialize the nodes’ labels on ALN, and give each node
on the ALN a unique node label.

(2) Label propagation: we do label propagation in iteration. For the iteration, each
node adopts a label that a maximum number of its neighbours have, with ties
broken uniformly randomly. As the labels propagate through the network in
this manner, densely connected groups of nodes form a consensus on their
labels.

(3) Community Generation: at the end of label propagation process, nodes with the
same labels are grouped together as the communities discovered on ALN.

The advantage of this algorithm over the other methods is its simplicity and time
efficiency. The algorithm uses the network structure to guide its progress and does not
optimize any specific chosen measure of community strengths [23]. Furthermore, the
community number and their sizes are not known a priori, and can be determined at the
end of the algorithm. We conduct community discovery on ALN and provide the
topically relevant community to users for a better understanding of knowledge sce-
nario. And human will easily understand the topically relevant knowledge, which
extends users’ domain knowledge and solves specific knowledge questions.

3.3 Community Selection for Knowledge Scenario

For the user query, we select the topically relevant community to users, which gives
the user comprehensive knowledge scenario for their understanding. A community
can explain the topics of user demands, which offer the user knowledge context to
extend their domain knowledge and solve the specific knowledge questions.
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We select the topically relevant community for user demands based on ALN.
The community is discovered based on the label propagation process on ALN. We
view the terms with the largest degrees as well as association link weights as the
most central terms for this community. We activate the most topically relevant
community through computing the similarity between the user query and
community:

2 We”
I.= Zae(ch)W (2)

where term « is the terms of user query. ) w?~ is the total association weight
between term a and its adjacent terms on community c¢. Y, w, is the sum of all
association weights of community c¢. We select the community with the max I,
value as the knowledge scenario for users.

3.4 Community Semantics Activation for Detailed Terms

After selecting the topically relevant community with user demands, we will offer
the user topically homogeneous terms from the community based on the based on
the spreading activation of human memory. The spreading activation of human
memory tells the way that how human recommend the knowledge in human
memory. We provide the relevant terms related and offer extra choices to users for
further interaction.

In the human memory spreading activation process, user demand is the source of
activation, and we conduct the spreading activation on the ALN-based topically
relevant community.

(1) Energy Initialization: We give the terms of user queries an activation value
represent their activation energy. And other terms of the community are zero.

(2) Spreading Activation: The activation energy is spreading in the community to
get the topically homogeneous terms. After the spreading activation process,
higher value represents user’s higher focus.

(3) Term Generation: Terms with higher activation energy value will be generated
as the topically homogeneous terms for the community semantics.

4 Experiments

In this section, we will make evaluations of the proposed community semantics
recommender. We downloaded 1,222 documents from Tencent new channel as the
knowledge database. Then, we construct ALN based on this dataset and perform
community discovery on the ALN. We discovered 19 communities from the ALN.
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Table 1 The Results of Community Semantics Recommendation

Query terms Recommendation
Arizona, student, Topically Relevant Community (Keywords of the Community):
shooting Shooting, U.S., Obama, Arizona, suspect, death, Tucson, condemn,

college, American, head, police, blood, kill, federal, charge

Recommended Detailed Terms:
Obama, suspect, condemn, college, death

Iran, earthquake, Topically Relevant Community (Keywords of the Community): Iran,
Azerbaijan earthquake, death, Azerbaijan, rescue, hospital, China, injure,
Armenia, aftershock, shelter, damage, town, Ahar, emergency

Recommended Detailed Terms:
injure, damage, China, Armenia, rescue

Nigeria, flight, crash Topically Relevant Community (Keywords of the Community): Nigeria,
China, death, Dana, passenger, flight, crash, disaster, people, aircraft,
fire, damage, Lagos, reason, airframe, time

Recommended Detailed Terms:
China, Dana, passenger, disaster, aircraft

U.S, hurricane, Topically Relevant Community (Keywords of the Community): Sandy,
Sandy storm, U.S, hurricane, flood, Obama, victim, weather, power, people,
kill, wind, electric, speed, hospital, Cuba, town

Recommended Detailed Terms: Victim, Obama, electric, power, power

Table 1 shows parts of recommendation results of our recommender system. Given
a user query, our recommender first selects topically relevant community based on
ALN, where we show the keywords of the relevant community. The recommended
community provides users the knowledge scenario for a better understanding of
relevant semantics. For example, the topically relevant community of the query
“Arizona, student, shooting” can well explain the context how the Arizona shooting
happens. Secondly, we recommend the detailed terms that are related to user
demand, and provide extra choices to users for further interaction. For example, the
detailed terms of the query “Arizona, student, shooting” describes some detailed
information about the “Arizona shooting”.

5 Conclusion

In this paper, we present a community semantics recommender, which focuses on
the knowledge itself and provides the users knowledge including topically relevant
community and related terms. The former provides the comprehensive knowledge
scenario for user understanding. The latter offers relevant terms representing
detailed community semantics. We employ Association Link Network (ALN) to
organize and represent the knowledge. Based on the spreading activation of human
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memory, we activate topically relevant community and related semantics, and
recommend them to users, which can better serve users and will be widely used in
the field of e-learning and web service.
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Is Low Coupling an Important Design
Principle to KDT Scripts?

Woei-Kae Chen, Chien-Hung Liu, Ping-Hung Chen and Yu Wang

Abstract In keyword-driven testing (KDT), a keyword represents a sequence of
actions (events and assertions) and a test case is constructed by using a sequence of
keywords. That is, in a KDT script, a test case depends on a number of keywords, and
a keyword depends on some other keywords and GUI components. Such dependency
is also known as the coupling between test cases, keywords, and components. This
paper studies the question of whether low coupling is an important design principle
to KDT Scripts. A coupling measure, called unweighted coupling, is proposed. A
case study is conducted to assess the maintainability and readability of KDT scripts
with different couplings. The results indicated that, when maintaining KDT scripts, a
low-coupling script required, on average, less changes than a high-coupling one. On
the other hand, a low-coupling script does not necessarily offer a better readability.

Keywords Keyword-driven testing * Test script * Coupling * Maintainability *
Readability

1 Introduction

As GUI (Graphical User Interface) is pervasive in all kinds of software applications
(Web, mobile, and rich client applications), GUI testing assumes increasing impor-
tance nowadays. To automate GUI testing, a tester prepares a test script (or test case),
which contains a sequence of actions (events and assertions) that are performed on
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the components (widgets) of the GUI [1, 2]. The test script is then executed to exer-
cise the GUI and perform verifications.

When developing a test script, Keyword-Driven Testing (KDT) approach (e.g., [3—
6]) is widely used. In KDT, a keyword performs one or more actions and a test case
is constructed by using a sequence of keywords. In general, a keyword can also use
(call) some other keywords, creating a hierarchical keyword structure. For example,
Fig. 1 shows a simple KDT test script (called simply KDT script or script hereafter)
supported by Robot Framework [3]. The keyword Login sequentially opens a login
page, enters an account name into the account widget, enters a password into the
password widget, and then submit the login form. In this example, Login key-
word uses another keyword Open Login page, which opens a browser with a
specified login URL. The advantages of KDT are that test cases are more concise
and readable, and keywords are reusable and can be revised to accommodate to the
changes in the GUL

The principle behind KDT is procedural abstraction. The role of a keyword/action
is analogous to a C language function/statement. Figure 2 depicts a call graph in
which test cases use keywords, and keywords in turn use actions to accomplish a test
job. Such relationships between test cases, keywords, and actions are also known as
the coupling between them. Note that, as shown in Fig. 2, when a keyword K uses
an action A performed on component C, K is in fact coupled to C, not A. This is
because, without the existence of C, A cannot be used at all (e.g., suppose K uses the
click event of a button, K depends on the button, not on the c1ick event).

In software design, coupling is a measure of how strongly one software module
is connected to, has knowledge of, or relies on other modules [7-10]. It is generally

Keyword Action Argument Argument
Open Login Page | Open Browser http://host/login.html
Title Should Be |Login Page

Login Arguments ${account} ${password}
Open Login Page
Input Text account ${account}
Input Text password ${password}

Submit Form

Fig.1 A simple test script

Fig. 2 A general call graph of test cases, keywords, and components. A vertex 7; denotes a test
case, a vertex K; denotes a keyword, and a vertex C; denotes a component on which an action is
performed
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known that a software system designed with low coupling supports low change im-
pact and promotes maintainability. However, to our knowledge, so far there are no
researches that study the coupling for the special case of KDT scripts. Is low cou-
pling an important design principle to KDT scripts? Since the purpose of a KDT
script is to create user interactions, it is not the same as a piece of source code that
performs intensive arithmetic/logic computations. Thus, code coupling may not be
directly applicable to the case of KDT scripts. In particular, it is not even known
whether different KDT scripts may have different degree of couplings.

This paper studies the question of whether low coupling is important to a KDT
script when maintainability and readability are of concern. This is important to a
tester who needs to constantly develop and maintain KDT scripts. We define a mea-
sure, called unweighted coupling, that evaluates the coupling of a KDT script. A case
study with three experiments is conducted to address whether coupling is related to
maintainability and readability. The results indicated that (1) given exactly the same
sequence of actions to perform, different testers created KDT scripts with completely
different couplings; (2) when maintaining KDT scripts, a low-coupling script re-
quired, on average, less changes (test cases and keywords) than a high-coupling one;
and (3) in terms of readability, a low-coupling test script is not necessarily easier to
read than a high-coupling one.

The rest of this paper is organized as follows. Section 2 presents a simple coupling
measure for KDT scripts. Section 3 reports a case study that addresses whether cou-
pling is related to maintainability and readability. The related work is discussed in
Sect. 4. A conclusion is given in Sect. 5.

2 Coupling in KDT Scripts

We define the coupling of a KDT script as the degree to which each module (either
a test case, keyword, or component) relies on each one of the other modules. A KDT
script is like the source code of a high-level language. However, a typical KDT script
contains mainly actions. Its purpose is to drive the GUI and verify its correctness.
Therefore, a KDT script does not normally perform complicated arithmetic/logic
computations. Consequently, language constructs such as structure and class are
unnecessary and are not supported by many popular KDT enabled tools (e.g., [3,
5]). According to Myers [10], there are five different kinds of code couplings (i.e.,
data, stamp, control, common, and content couplings). However, since a KDT script
is not designed for computations, using sophisticated code coupling metrics can be
unrealistic. Therefore, we focus mainly on evaluating the caller-callee relationships
between modules.

We use a coupling diagram, like Fig. 2, to illustrate the coupling between mod-
ules (for simplicity, we use the term keyword to represent a module hereafter).
When a keyword uses another keyword, there is a coupling between them. There-
fore, a straightforward measure of coupling is to evaluate the density of the coupling
diagram—the higher the density, the higher the coupling. More precisely, a coupling
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diagram is a directed, unweighted graph whose vertices are keywords and there is
an edge (K}, K)) if and only if K; uses K. Thus, given a coupling diagram G = (V, E)
where V is the set of vertices and E the set of edges, we can define Unweighted
Coupling (UC) as:

|E]
UC=——-1_
(vi-1

In this equation, |E| is divided by |V| — 1 to obtain the density. Since a normal cou-
pling diagram should have at least |V| — 1 edges (i.e., a connected graph without
any unused keywords), the minimum value for UC is 1. Figure 3a is an example of
7 vertices (2 test cases and 5 components) and 8 edges (note: as all edge directions
are top-down, arrows are not shown in the graph). In this case, UC = % =1.33.
Figure 3b is another example with UC = 1.

How does a KDT script have a high coupling? We present three cases that key-
words are not properly designed, resulting an increased coupling: (1) using too few
keywords, (2) using keywords that are not reusable, and (3) having redundant key-
words. The first case appears when many actions are repeatedly executed for several
times, yet no keywords are used to simplify the repetition. For example, Fig. 3a shows
that both 7', and T, use the same actions from C,, C;, and C,. In this case, by adding
a new keyword K, (Fig.3b) to encapsulate these actions, 7} and T, no longer de-
pends directly on C,, C;, and C,. Thus, the overall coupling is reduced from 1.33 to
1.

The second case appears when a keyword cannot easily be reused. Figure 4a
shows an example that 7| uses K, to perform actions on C;, C, and C;. On the
surface, T, also performs actions on C;, C, and Cj3, and thus, it is maybe possible for
T, to reuse K. However, suppose K, contains one or more actions that 7, does not
need (e.g., K, uses two different actions of C,, but T, needs only one of them), 7,
is forced to use C;, C, and C; directly, resulting the diagram shown in Fig. 4a. The
fundamental problem in this case is that K, is not designed as a common keyword
for both T and T),. Thus, a better design, like Fig. 4b, is to refactor K, so that both
T, and T, can use it, and such a refactoring also reduces the overall coupling from
1.4t0 1.2.

The third case appears when a test script grows larger and larger, and the tester
is unaware of an existing keyword and creates a new one, or when a keyword is not
properly parameterized and cannot be reused. Figure 5Sa shows an example that K

(a) No keywords (UC = 1.33) (b) Adding a keyword K, (UC =1)

Fig. 3 The coupling diagram of the first case
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(a) T> cannot use K; (UC =1.4) (b) K, is redesigned (UC = 1.2)

Fig. 4 The coupling diagram of the second case
[ [

—

—
—
.

) [

(a) K2 is redundant (UC = 1.2) (b) K3 is removed (UC = 1)

Fig.5 The coupling diagram of the third case

and K, are in fact identical (or identical when the differences between K, and K, can
be eliminated by using parameter substitutions). In this case, T, can use K, instead
of K, (Fig. 5b), reducing the overall coupling from 1.2 to 1.

3 Case Study

This section reports a case study that addresses whether low coupling is an important
design principle to a KDT script. The research questions are:

RQ1 Given the same test cases (i.e., the same sequence of test actions), do different
testers create different keyword designs?

RQ2 Does a different keyword design produce a different degree of coupling?

RQ3 When maintaining a test script, does its coupling affect maintenance cost?

RQ4 When reading a test script, does its coupling affect readability?

We conduct three experiments to answer the above research questions. The ex-
periments use Crossword Sage v.0.3.5 (called simply CS) [11] as the target software
under test. CS is a rich client application (Fig. 6) that can be used to create/solve
crossword puzzles. We choose CS for our experiments because it has been tested by
many GUI testing researches [12-15].
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3.1 Experiment I

The first experiment addresses RQ1 and RQ2. We recruit 5 graduate students to
participate the experiment. The participants, called P1-P5, act as testers who are
requested to develop a KDT script that implements a pre-defined test plan. The test
plan contains a total of 9 different test cases, testing the most important user scenarios
of CS. Each of the first 7 test cases exercises and tests a single, simple feature. The
last 2 test cases, on the other hand, perform integration tests that use several features
altogether to create a real crossword puzzle. The test plan specifies the exact sequence
of actions that are performed in each test case. A total of 422 actions are required.

Each participant is requested to use Robot Framework [3] to implement a KDT
script that can produce exactly the same 422 test actions. When developing a script,
the participants are reminded of keeping maintainability and readability in mind.
When a participant completed his script, we perform a verification to ensure that the
script is implemented correctly. Then, we compute the coupling of the script. The
results are shown in Table 1. It can be seen that every participant designed keywords
differently. For example, P2 used 15 keywords, P3 used only 14, and P4 used no key-
words at all. Thus, the answer to RQ1 is “yes—while the participants were requested
to develop exactly the same test cases (and exactly the same sequence of actions),
each participant created a completely different keyword design.”

Figures 7 and 8 show the coupling diagrams of P2 script and P3 script, respec-
tively (note: for simplicity, we call P2’s script simply P2 script). In P3 script (Fig. 8),
many test cases directly access components without using any intermediate key-
words. P2 script (Fig. 7), on the other hand, had a better keyword hierarchy. Thus,
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Table 1 Coupling of the scripts created by participants P1-P5

Participant ID Keywords used ucC

P1 16 1.94
P2 15 1.87
P3 14 2.21
P4 0 2.44
P5 13 1.95

Fig.7 The coupling diagram of P2 script (note: an edge (K|, K,) is drawn with a thicker line when
K, accesses K, for more than one time)

Fig. 8 The coupling diagram of P3 script

Fig. 8 shows an overall higher coupling than Fig.7. The UC of P2 script was 1.87,
lower than that (2.21) of P3 script. To save space, we do not present all five coupling
diagrams. Overall speaking, the answer to RQ2 is “yes, a different keyword design
did result in a different degree of coupling.”

3.2 Experiment I1

The second experiment addresses RQ3. To evaluate maintainability, we modify the
GUI of CS (via modifying its source code). The new GUI results in an improved CS,
called CS’, which simplifies the following user interactions: (1) remove the “Suggest
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Table 2 Test script maintenance cost

Participant ID Modifications
Pl 45
P2 53
P3 93
P4 140
P5 69

Word” button and show the suggested words automatically, (2) remove the “Find
Possible Matches” button and show possible matches automatically, (3) remove “Add
Word” button and use double click instead, and (4) add a new “Add Word Tips”
dialog to remind the user of how to add a new word.

A test script designed for CS no longer works for CS’. We request each participant
of the first experiment (P1-P5) to maintain (repair) his own script so that the script
can be reused to test CS’. The results are shown in Table 2, where “Modifications”
indicates the total number of modifications that was made (including both test case
and keyword modifications). The correlation coefficient between UC and modifica-
tions was 0.97. The strong correlation indicated that a low-coupling script generally
required less modifications, i.e., less maintenance cost. Note that, UC evaluates the
overall coupling of a script. In case that there is a small, partial GUI modification,
the modification may not necessarily produce a global impact to the entire test script.
Therefore, it is reasonable that the correlation between coupling and modification is
imperfect. Overall speaking, the answer to RQ3 is “yes, a low-coupling script gen-
erally requires a lower maintenance cost.”

3.3 Experiment II1

The third experiment addresses RQ4 and then revisits RQ3. We recruit another 4
graduate students to participate the experiment. The participants, called P6-P9, are
requested to assess the readability of the scripts developed by P1-P5 from experi-
ment I. Each participant (P6-P9) is given all the 5 scripts in random order, and is re-
quested to read each script and then assign a readability grade for each script, based
on the grading standard defined in Table 3. Figure 9 shows the average readability
grade received by each script. Except for P2 script, which received a higher grade,
the rest of the scripts received similar grades, indicating that these scripts had sim-
ilar readability. The correlation coefficient between UC and readability grade was
—0.59. Here, the correlation was not that strong. Our interview with P6-P9 indi-
cated that whether a test script was easy to read depended more on keyword naming
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Table 3 Readability grades

Grade Description

5 The test script is very easy to understand. The
actions that are to be executed are very clear.

4 The test script is easy to understand. The
actions that are to be executed are clear.

3 Most of the test script can be understood. There
are occasionally some actions that are not so
clear.

2 The test script is difficult to understand. There
are a lot of actions that are not so clear.

1 The test script is very difficult to understand.
The actions that are to be executed are not clear
at all.

Fig. 9 Average readability 5
and maintainability grade of ® Readability grade
each script 4 = B Maintainability grade

P02 PO3 P04

PO

5

than on keyword structures. Some participants pointed out that, when a keyword was
not properly named, one needed to constantly reread its actions so as to confirm its
action sequences; some participants considered that P4 script was not any more dif-
ficult to read even though it had no keywords at all. This was mainly because the test
scripts contained mostly straightforward actions (without any complicated logics),
and therefore, the lack of structure did not pose serious readability problems. Thus,
the answer to RQ4 is a vague “yes and no, there is a correlation between coupling
and readability, but the correlation is not very strong—keyword naming is also an
important factor to readability.”

We then revisit RQ3 by requesting each participant (P6-P9) to assess the main-
tainability of P1-P5 scripts. We inform the participants that the GUI is to be changed
from CS to CS’ (the same changes as described in Sect. 3.2). Each participant is re-
quested to identify how each of the five scripts can be repaired and reused for CS’,
and then assign a maintainability grade for each script. The results are shown in
Fig.9. Note that, while P4 script was not particularly bad in readability, it received
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the worst maintainability grade, indicating that a test script could be easy to read,
yet difficult to maintain. The correlation coefficient between UC and maintainabil-
ity grade was —0.91, a very strong correlation. In other words, from the viewpoints
of P6-P9, a script’s coupling was highly related to its maintainability. The results
reaffirmed the answer to RQ3 reported in the previous section.

4 Related Work

Among various test automation approaches, keyword-driven testing (KDT), of- fered
by Fewster and Graham [4] and Kaner et al. [6] among others, has been widely used.
KDT is an improvement over data-driven testing. In KDT, both test data and key-
word implementations can be taken apart from test scripts and put into external input
files. To offer better flexibility, many KDT tools (e.g., [3]) also allow testers to con-
struct high-level keywords. Thus, many testers develop/maintain their own keyword
hierarchies by themselves. However, as reported in Sects. 3.2 and 3.3, a KDT script
is not necessarily easy to maintain. The current trend in iterative/agile processes [9]
promotes evolutionary refinement of plans, requirements, and design. Thus, the test
script associated with the design must also be updated frequently and its mainte-
nance becomes important. That brings up the question, when creating keywords, is
there a guideline that a tester should follow? The results of this paper suggest that
low coupling is an important design principle for the development of KDT scripts.

The measurement of coupling for high-level languages and object-oriented sys-
tems has been extensively studied in the literature [7, 8, 10]. However, a KDT script,
a procedural abstraction of GUI operations, is not equivalent to a piece of code.
Though some KDT tools (e.g., Robotframework [3]) also support keywords that
perform loops, conditional expressions, and even arithmetic/logic computations, the
bulk of a script is made of sequences of actions. At the extreme, a test script simply
stores all the actions linearly. In case that arithmetic/logic computations are neces-
sary, they are normally encapsulated into special keywords and account for only a
very small portion of the script. Therefore, the most prominent coupling in a script
is the caller-callee relationships between modules (test cases, keywords, and com-
ponents). Consequently, general code-coupling measures (e.g., data, stamp, control,
common, and content couplings [10]) do not capture the essence of a script nicely.
To our knowledge, so far there are no previous researches that specifically address
the coupling of KDT scripts. This paper fills this gap by offering a simple measure
along with an evaluation (Table 4).
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Table 4 Maintainability grades

Grade | Description

5 The test script is very easy to maintain. A small GUI change results in only very few
keywords (or test cases) need to be changed, and a keyword change does not impact the
other keywords (or test cases)

4 The test script is easy to maintain. A small GUI change results in only a small number of
keywords (or test cases) need to be changed, and a keyword change does not impact the
other keywords (or test cases)

3 The test script is not so easy to maintain. A small GUI change results in many keywords
(or test cases) need to be changed, and a keyword change could impact some other
keywords (or test cases)

2 The test script is difficult to maintain. A small GUI change results in a large number of
keywords (or test cases) need to be changed, and a keyword change could impact many
other keywords (or test cases)

1 The test script is very difficult to maintain. A small GUI change results in almost all
keywords (or test cases) need to be changed, and a keyword change could impact almost
all other keywords (or test cases)

5 Conclusion

This paper studies the question of whether low coupling is an important design prin-
ciple to KDT scripts. We use the density of a coupling diagram to evaluate the overall
coupling of a KDT script. In addition, a case study with three experiments is con-
ducted to assess the relationships between coupling and maintainability/readability.
The results indicated that, when maintaining a test script, a low-coupling script re-
quired, on average, less maintenance cost. On the other hand, as keyword naming
is also an important factor to readability, a low-coupling script does not necessarily
offer a better readability than a high-coupling one. Overall, the results suggest that,
for a tester who needs to constantly develop/maintain a set of test scripts, the tester
should follow the low-coupling principle and use appropriate keyword names.
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Research and Implementation
of FM-DCSK Chaotic Communication
System Based on GNU Radio Platform

Bingyan He, Yuanhui Yu and Lizhen Chen

Abstract FM-DCSK is a non-coherent modulation and demodulation technique,
the output of which has the inherent wide-frequency performance will cause the
estimation interference and the bit error rate decline. This paper designs and
implements Frequency-modulated Differential Chaotic Shift Keying (FM-DCSK)
Communication system based on GNU Radio platform. In order to get FM-DCSK
signal, it needs to combine the FM modulation with the DCSK system. The bit
energy of signals remained stable by using FM modulation so that the BER per-
formance in such system can be improved. Since the system is based on software
defined radio (SDR) to perform in a real-time wireless transmission, the bitrate,
bandwidth and central frequency can be modified at ease. The experimental
performance are discussed and compared to the theoretical performance.

Keywords Frequency-modulated differential chaotic shift keying + Chaos
Random-like property -« Soft defined radio

1 Introduction

The unique initial value sensitivity, random-like property and unpredictability of
chaotic signal can provide the guarantee for the secure transmission of information.
The basic idea of chaotic secure communication is that using chaotic signal as a
carrier, the transmissing data signal is hidden in the chaotic carrier, the waveform of
the modulated chaotic signal is disorderly and irregular, not easy to be stolen.
Chaotic signal is seemingly unpredictable, in fact, it is pseudo random signal which
can be described using mathematical equations describing the broadband
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characteristics make it widely used in the fields of multiple access communication
and spread spectrum communication, etc.

Chaotic signals are a relatively new field of in communication systems. Potential
of this method derived from the advantages offered by chaotic signals, such as
robustness in multipath environments and resistance to jamming. Chaotic signals
are non-periodic, broadband, and difficult to predict and reconstruct. These are
properties which match with requirements for signals used in spread spectrum
communication systems [1].

Various types of modulation can be used in direct chaotic communication sys-
tems like chaotic on-off keying (COOK). Differential chaotic shift keying (DCSK)
and additive chaos modulation (ACM), etc. In all chaotic modulation types, DCSK
with orthonormal basis properties offer the best robustness against the multipath and
channel imperfections [2].

The performance of chaos-based digital communication systems under additive
white Gaussian noise (AWGN) and m-distributed fading channels has been thor-
oughly studied [3, 4, 5].

SDR (Soft defined radio) is an intelligent wireless communication system, which
can automatically sense the wireless environment and the use of spectrum. It’s
architecture has broken the traditional design pattern based on the special hardware,
as much as possible using general hardware as the basic platform, to achieve
wireless and communication functions by the software on the general processor, in
order to achieve the wireless communication system upgraded and reconfigurable.

In this paper, we implement a FM-DCSK communication system on SDR. We
put forward a simple and robust method to implement a Chaotic generator where
the period loop length is sufficiently long and exactly known making this generator
suitable for real-time transmissions. Considering complex wireless transmission
environment, we study The symbol synchronization problem, and a better algorithm
is proposed and implemented to make this system operational in real-time
transmissions.

2 FM-DCSK Communication Scheme

A block diagram of FM-DCSK communication system is shown in Fig. 1 in this
paper, This system uses FM-DCSK as a chaotic carrier to spread the digital signal
over a wide frequency band. And modulate the digital signal to achieve the purpose
of transmitting information. Firstly, the chaotic signal is generated by Logistic map,
then Logistic signal is fed into the FM modulator, and FM-modulated Logistic
signal is used as a new carrier. At the receiving end, the self correlation and
cross-correlation of the chaotic signal are used to demodulation, and the digital
sequence is obtained.
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Fig. 1 a FM-DCSK transmitter b DCSK receiver

2.1 Generation of Chaotic Signal

Various types of chaotic and hyper-chaotic signals which are generated by various
types of nonlinear circuits and are suitable for security communication are the hot
topics in the field of physics and information science. Chaotic signal in this paper,
we use Logistic mapping method to generate chaotic signal. At present, many
research achievements have been made, such as Four order variant chaotic circuit,
multi-scroll chaotic and super-chaotic circuit [6].

Considering the simplicity and good statistical properties of the logistic [7], the
implementation of chaotic signal generator is based on the improved logistic full
mapping equation, one-dimensional differential mapping equation is defined as
follows:

X,1=1-X> X, e(-1,1) (1)
X is the initial value

1 M=1 ;
B = Jim o X Xn= / Xf (x)dx=0 )

-1

the X, has a very small change, After a certain number of iterative computations, it
will produce completely different two sequences, making use of this feature, by
setting the initial value, can generate a number of unrelated sequences. The DCSK
system is not relevant and does not need to generate chaotic signals at the receiving
side. In view of this, we use the Linux random number generator as the basic uniform
random number generator. Linux random number generator produces random bytes
from the entropy pool collected from the host computer activities such as the time
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interval The user uses the keyboard, the distance and interval the mouse moves and
the time interval between the specific interrupts, these host activities for the com-
puter are nondeterministic and unpredictable. The kernel maintains an entropy pool
based on these non deterministic device events, and the data in the pool are com-
pletely random. When there is a new device event coming, the kernel will estimate
the randomness of the newly added data, when we get the data from the entropy pool,
the kernel can reduce the estimated value of the entropy. Through the get ran-
dom_bytes () interface of the kernel, we can obtain the kernel 32 random integers
from the entropy pool. Random integer range in [—2°!, 23! — 1], these random
integers can be converted into [—1, 1] range of floating point number.

The parabola map contains the basic idea of the modern chaos theory, including
the basic frame and the model of the nonlinear theory, such as the period to chaos
and bifurcation diagram. Then, by using the F~'(x) function to process the values of
these uniform distributions, we obtain the random values of the Logistic
distribution.

2.2 Modulation and Demodulation of FM-DCSK Signal

In the FM-DCSK [8] modulating system, the system firstly modulate the chaotic
signal using FM modulation, and then the FM-modulated chaotic signal is used as
the carrier for digital modulation. Since the energy of periodic positive cosine signal
is constant in one cycle. So if the bit cycle is several times the cycle of positive
cosine signal, you can ensure that the energy of each bit after the modulation of the
FM-DCSK is not randomly variable. To realize the above description, as long as the
frequency of positive cosine signal used to modulate chaotic signal is much higher
than the chaotic signal, it can be easily achieved.

Firstly introducing Binary DCSK modulation, the modulated transmission signal
can be expressed as

_ ok l<k<M
Sk_{b,-ck_M M <k<2M ®)

¢y 1s a chaotic reference signal, ¢; has M chaotic signal samples, 2 M is the number
of chaotic samples sent per bit, M is an integer. A chaotic signal ¢, as a reference
signal is transmitted in the first half cycle of each bit, the data is transmitted in the
second half of the cycle, if the data is 1, still transmitted chaotic signal ¢, if the data
is 0, an inverted version of the chaotic signal to be transmitted.

Moreover, at the receiver side, the signal is embedded in an additive white
complex Gaussian noise (AWGN) n; with two side power spectral density equal to
2N,. Finally, the received signal is modeled as: r, = s; + 1y,

At the receiving side, the received quadrature signal r; delayed by half a bit
duration and correlated with undelayed signal. It then passes by a correlator where
the reference and corresponding data samples are correlated. At last the sign of the
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correlator output is computed to estimate the transmitted bit. In a practical imple-
mentation, many parameters like synchronization and time sampling correction
must be taken into account to correctly achieve demodulation.

The output of the correlator is y;.

M
Firgem = 2 [ sk + mi][skem+ e pu]

kgl =

Yi

ek + nibickym + Niyn] (4)

bi

™M=

M M M
et X b X oot 3 may
1 K=1 K=1 K=1

The first item is a useful signal and the second one is a random noise with zero
mean value. It can be seen that the polarity of b; and y; is consistent, so the original
signal can be demodulated. The decision threshold is 0, y; is positive, then the data
is 1, y; is negative, the data is 0.

3 FM-DCSK Communication System Based on GNU
Radio

GNU Radio [9] is a open and free software radio platform which can run on the
common PC. It provides signal processing components to implement SDRs,
through combining with the Minimal configuration hardware (mainly USRP), it can
define the radio waves transmitting and receiving mode, and construct various
wireless communication systems. It uses the two stage design, that data and control
channel is separated. C++ is used to describe a variety of signal processing
modules, Python is used for the configuration and connection between modules.

Figure 2 shows The whole FM-DCSK communication system model. In the
GNU Radio platform, the parameter of the channel_model in the FM-DCSK
communication system is as follows:

DCSK

cos() 1B - surator [ channel -_’®_> dt

Delay j /2 l;
t > T2 !
’_’2”’(_/’ [ dt
(1]

- DCSK
sin(. channel || f; _—’®_>
P SnC) 1 modulator |} .dt
Chaotic Delay j I/
generator > T2

Fig. 2 The FM-DCSK system model
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noise_voltage = 0.5; frequency_offset = 1e2/samp_rate; epsilon = 1.0;
taps = (1.0 + 1.0j); noise_seed = 0; samp_rate = 100 k.

In the GNU Radio platform, we design and encapsulate several blocks such as
logistic Filter, Chaos Generator, Chaos Modulator and Chaos Demodulator, install
these blocks to the GNU Radio platform. We can use these blocks to expand our
chaotic communication system. The core function of the blocks is implemented by
C++. The output of Chaos Generator is 32 bit float number. Chaos Modulator
block implement a FM-DCSK modulation, this block has two inputs, one output
and a parameter N_samples. One input is Frequency-modulated chaos, another
input is data bit, the Frequency-modulated chaos is complex, the data is unsigned
char.

Chaos Demodulator implement a demodulation of a chaotic signal, The input of
this block is complex signal samples. The output is the value of the best syn-
chronized correlation value. This block also includes a symbol synchronization
algorithm in order to correct the phase and frequency errors of the radios. Figure 3
demonstrates the output wave of the Chaotic generator. Figure 4 shows the output
wave of the Chaos Modulator.

The main problem of the DCSK receiving module is the symbol synchronization.
Considering the USRP2 clocks are not synchronized and not controlled by software
method, there are non-negligible drifts between the transmitter and the receiver
clocks. This drift has a direct effect on the center frequency and the sampling rate. As
the reference and data signals will be equally shifted in frequency, a small portion of
noise will be mixed with the useful signal, resulting in a performance degradation.
The sampling rate error is a bigger issue. Our synchronization algorithm tries to
esynchronize symbols by finding the best auto-correlation value amongst multiple

Chaos Generator cm|
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1 |
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Fig. 3 The output of the Chaotic generator
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Fig. 4 The output of Chaos Modulator

delayed copies of the received signal. Due to the good auto-correlation properties of
the chaotic signal, any symbol misalignment (delay) will result in a very low cor-
relation value between the reference and the data. In order to control the computa-
tional complexity and efficiency that this synchronization algorithm required. We set
a limiting parameter to the number of delayed copies.

4 Performance Measurement Results of the FM-DCSK
System

The analytical BER performance for FM-DCSK system computed under Gaussian
approximation [10] is given by:

1 E, 2 E, MNy\ !
BER = - S R B i 5
2o \/4N0< Tsun, * zE,,) )

where erfc is the complementary error function, Ny/2 is the noise variance, Ej, is the
bit energy computed at the output of chaotic modulator.
Figure 5 shows measured BER and theoretical BER.
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Fig. 5 BER performance of the FM-DCSK system

5 Conclusion

j |

"
¥

The article describes the implement of a real-time FM-DCSK communication
system based on GNU Radio platform, introduces a simple and robust imple-
mentation method of chaotic signal generator and symbol synchronization algo-
rithm. System implementation method is suitable for the study and development of
the wireless communication system that have a customized requirements about the
communication protocol standards and the whole system. It helps to reduce iterative
process at a later stage of system development, shorten the development period of

the system.
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A Survey of Techniques for the
Representation of Very Large
Access Control Matrices

Garfield Zhiping Wu, Junyi Gu and Jie Dai

Abstract In industry, the efficiency of access control has become the bottleneck of
many very large data management systems; however, little work has been done to
develop an effective and efficient representation of access control data. We survey a
number of relevant techniques, including several sparse matrix compression schemes
and bitmap compression schemes. All these techniques can be potentially used to
represent very large access control matrices.
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1 Introduction

Efficient access control is critical for a variety of data management applications, such
as Enterpise Content Management (ECM) systems, comment management systems
[10], and multimedia management systems [13]; however, previous work on access
control has been focused on the design of models, and very little work has been
done systematically on the implementation side. In industry, the efficiency of access
control has become the bottleneck of many very large data management systems.
Therefore, the effective and efficient representation of access control data is nowa-
days worth careful investigation.

All systems’ access control data can be represented as an access control matrix.
First introduced by Lampson in 1971 [8], an access control matrix is a matrix with
each subject represented by a row, and each object represented by a column. A matrix
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Table 1 An example of an access control matrix

Object 1 Object 2 Object 3
Subject 1 orwx ™w
Subject 2 r r
Subject 3 w X

Table 2 An access control matrix in which the length of data in each cell is pre-defined

Objectl Object2 Object3
Subject 1 11111111111 00000000000 00000100100
Subject 2 00000000000 00000000000 00010000000

entry M[S, O] is the permissions the subject S has on the object O. Table 1 shows an
example of a simple access control matrix.

In some systems (e.g.ECM systems), the number of permission types is pre-
defined; thus each cell in the matrix (except the first row and the first column which
represent the object IDs and the subject IDs, respectively) contains a fixed number
of bits (see Table 2 for an example).

Essentially, what we desire is an approach to representing access control matrices,
making them (1) space efficient, and (2) fast for access control operations, including
checking permissions, updating permissions, revoking permission, etc. We survey a
number of techniques that can be potentially used to represent large access control
matrices in this paper.

The remainder of this paper is organized as follows. We review sparse matrix
compression techniques in Sect. 2, followed by Sect. 3 in which several bitmap com-
pression schemes are described. We conclude our survey in Sect. 4.

2 Sparse Matrix Compression

An access control matrix is usually sparse. In practice, we require look-up and update
of one or more cells to be efficient. Two types of update operations are considered in
our context: changing the value in a cell to another value without any pre-knowledge
about the value in the cell (whether it is zero or not) or changing a pre-known zero
cell to be a non-zero one. The latter type is usually called insertion of a cell. The
cost of update is dependent on the cost of look-up and the cost of insertion (a look-
up followed by either a change of the value or an insertion). We primarily discuss
look-up and insertion in this section. Additionally, a cell with the value of zero and
an empty cell are not distinguished in the rest of the survey.

There are many schemes for compressing a sparse matrix. Generally speaking,
we can group those schemes into two categories: one category is optimized for space
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and fast insertion (often slow look-up); the other category is designed for fast matrix
operations, such as multiplication (slow insertion). Dictionary of Keys (DOK), List
of Lists (LIL), and Coordinate List (COO) fall into the first category, while Com-
pressed Sparse Row (CSR or CRS) and Compressed Sparse Column (CSC or CCS)
fall into the second category [5]. Typically, in the community of scientific comput-
ing, schemes in the first category are used to construct a sparse matrix, and then the
matrix is transformed into the format of a scheme in the second category for further
computation [5]. There also exist schemes that aim to balance the efficiency of inser-
tion and other matrix operations. We review several typical schemes below. There
are also many schemes designed for special matrices (e.g. banded matrix, diagonal
matrix, and symmetrix matrix) [5]; we, however, are not interested in these special
schemes.

2.1 List of Lists

List of Lists (LIL) stores one list per row for the non-zero cells, where each entry
stores a non-zero cell’s column index and value. Four arrays are used to implement
the list of lists. The first array, A, contains all non-zero values in the matrix. The
second array, C, stores the corresponding column indexes for each element in array
A. The third array, NEXT, stores the index of the next element for each element in
arrays A and C (—1 if no next element). The last array, R, contains the index of each
row’s first non-zero element in arrays A and C. For example, a matrix

10200 0 0 O

M= 0300400 O

0 0506070 0

00 O0O0 080

may be compressed to be (zero-based index)

A= [ 3020 10 70 50 60 40 80 ]
C= [11 04 233 5 ]
NEXT=[6 —-11 —-13 4 —-1-1]
R= [2 0 57 ]

Logically, the above arrays store four lists as the name of the scheme list of lists
indicates. Figure 1 presents how the non-zeros are stored logically.

This scheme is usually used to construct a small matrix. It supports fast insertion,
but the lookup of an entry is slow. For insertion at (RowID, ColumnID), we simply
have to add the new element at the front of the list of the row RowID. Specifically, we
first append the value of the newly inserted entry at the end of array A and the column
number ColumnlID at the end of array C; second, the value in array R associated with
the row RowlID (i.e., R(RowID)) is appended to array NEXT; finally, the value of
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Fig.1 A logical example of Non-zero elements

the list of lists (LIL) E-m--
- — -
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Table 3 A matrix compressed by COO

Row Column Value
0 0 10
0 1 20
1 3 40
1 1 30
2 3 60
3 5 80
2 4 70
2 2 50

R(RowlID) is changed to refer to the last entry in arrays A, C, and NEXT. For lookup
of the value at a specific position, we, however, have to linearly search the non-zeros
in the corresponding row.

2.2 Coordinate List

The Coordinate List (COO) scheme stores a list of (row, column, value) triples for
all non-zero cells. For example, the matrix in Sect. 2.1 may be compressed to the list
of triples (zero-based index) in Table 3. Alternatively, we may use three arrays, each
of which stores the values of a corresponding row in Table 3 in the same order.

Theoretically, the triples can be in any order. In practice, however, they are usually
stored in insertion order since we simply append a triple to the end of the list when-
ever we are inserting a value into a cell in the matrix (very efficient insertion). Note
that storing tuples in insertion order does not help improve the efficiency of look-up,
and a linear search is inevitable anyway in order to look up (or then update) the value
of a specific cell. This also indicates that a general update of the value of a cell can
be slow since we have to go through the list in order to find the corresponding cell
first.

Overall, COO is slow for look-up (and general update). It is, however, very effi-
cient for insertion.
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2.3 Dictionary of Keys

Dictionary of Keys (DOK) encodes non-zero cells as a dictionary (hash table) map-
ping <row, column> pairs to values (a <row, column> pair is a key). Obviously,
DOK consumes more space than COO does (i.e., extra space for buckets and point-
ers). Various hash tables may be implemented. This scheme supports fast insertion
and look-up (O(1)); however, iterating over non-zero values in sorted order is not
well supported since the order of the non-zero cells is random after compression.

2.4 Compressed Sparse Row

Instead of storing both row and column information for each non-zero cell, Com-
pressed Sparse Row (CSR) further compresses the row information. Thus it is more
space efficient than COO.

Let NNZ denote the number of non-zero cells in an m X n matrix M. COO needs
a table containing 3 X NNZ cells (or 3 arrays, each of which is of length NNZ) to
represent M. Using CSR, 3 arrays are necessary. The first one, A, and the second one,
C, are both of length NNZ. The array A holds all non-zero elements of M in strict left-
to-right top-to-bottom order; the array C keeps the column index for each element
in array A. The last array R is of length m + 1, containing the starting pointers to
the elements in array A for each row. Therefore, row i contains all elements from A
(R(@@)) to A (R@ + 1) — 1). For the special case that row i has no non-zero cells, we
will have R (i + 1) = R (i). The last element of array R equals to NNZ (zero-based
index for array A), which is the ending flag.

Using CSR to compress the matrix in Sect.2.1, we will get three arrays after
compression (zero-based index)

Il

4;

o

0 N W
A
w o

A
C
R

l\)'—‘l\)
#»—‘w

[ 10
[0
[0

~N W
U S -

Besides the space-efficiency, look-up is fast using CSR since we can efficiently
find elements in a specific row and then use binary search to reach the element in the
specific column. The major drawback of this scheme is that insertion is expensive.
Suppose a new element needs to be inserted into row i. We have to insert an element
in array A and C, respectively (by shifting elements and potentially expanding the
arrays). Also, we have to modify the pointers for each row starting from row i + 1.
In fact, in scientific computing, a matrix is transformed to CSR format only when it
is assumed to be static (no more insertions).
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2.5 Compressed Sparse Column

Compressed Sparse Column (CSC) is very similar to CSR with the exception that the
column information is compressed instead of row information. Therefore, we need
an array A to keep all non-zero elements of a matrix with the strict top-to-bottom
left-to-right order, an array R to record the row indexes for each element in A, and
an array C to keep pointers to element in array A for each column. For example, the
matrix in Sect. 2.4 is compressed into the following arrays

0 40 60

080

8
3

Jkl\)Ul

= [ 1020 30 6
[0 0 1 2
[0 13 7

AN — B
oI SRS |
T

CSC has the same advantages and drawbacks as CSR does. For an m X n matrix,
whether CSC or CSR is more space-efficient depends on m and n (CSR if m < n;
CSC if m > n). Please note that both CSR and CSC may consume more space than
COO for matrices containing many rows or columns without any non-zero cells.

2.6 MTL4

While most schemes are optimized for either look-up or insertion, Matrix Template
Library 4 (MTL4) provides a scheme that balances look-up and insertion by pre-
allocating fixed-sized space for each row or column [6]. It then stores each row’s
or column’s non-zero cells in the pre-allocated space for each row or column (the
space has to be big enough for the row or column with the largest number of non-
empty entries). For example, we use this scheme to represent the previous matrix in
Sect.2.1. Assuming that we choose a row-based compression and there are at most
4 nonzeros in a row, we will get

A=1[1 20 @ %) 30403 506070 380 @ @ @ |
cC=[0 1 %) %) 1 3 @2 3 4 @5 000]
R=11[0,2]1[4,6][8,11][12, 13] ]

The result is similar to CSR; however, there are two differences. First, we have
pre-allocated unused entries (represented by phi). Second, the array, R, is now a
2-dimensional array containing the starting and ending pointers for each row’s used
entries; for example, the first element [0, 2] of R indicates that Row O contains the
Oth to 1st (2-1) elements in array A; the 2nd and 3rd elements are also reserved for
Row 0.

Obviously, with this scheme look-up is as fast as with CSR. For insertion, we
(binary) search the elements in the corresponding row, and then insert the new
element into the corresponding space; thus no other rows will be affected. The



A Survey of Techniques for the Representation of Very Large Access Control Matrices 73

representation, however, relies on there being a small number of non-zero entries
in each row or column. Thus this scheme does not work well if some rows/columns
have just a few non-zero entries but some others have a relatively large number of
non-zero entries (wasting considerable space).

3 Bitmap Compression

For matrices in which each cell contains a fixed number of bits data, each row or each
column can naturally be viewed as a bitmap, and an access control operation can be
interpreted as an operation against a bitmap. In this case, a matrix is transformed to
a number of bitmaps.

We begin by noting immediately that we are only concerned with lossless bitmap
compression, and therefore do not consider lossy image compression (such as JPEG)
to be relevant. Research on lossless bitmap compression has been introduced by
DB researchers designing column-oriented database systems. At the same time, IR
researchers have introduced many techniques for compressing ordered lists of inte-
gers representing document IDs, with or without storing positions within the corre-
sponding documents. Because there is an equivalent bitmap for any list of document
IDs, we use the term bitmap compression to cover both types of work.

Although compressing a bitmap and compressing an ordered list of integers are
logically equivalent problems, DB researchers and IR researchers developed quite
different schemes because of their different points of departure. Specifically, the
input for compression in column-oriented databases is a bitmap, while the compres-
sion schemes for information retrieval take a list of integers as input.

Naturally, the fundamental idea among DB researchers is to compress contigu-
ous 1 s or Os into smaller space (e.g. using a byte or word to represent several con-
tiguous 1s or Os). In general, we can categorize this work into two groups: byte
based schemes, which consider a byte as the smallest unit, and word based schemes,
which consider a word as the smallest unit. Byte-aligned Bitmap Code (BBC) [3]
and PackBits (PAC) [7] fall into the first group, while Hybrid Run-Length encoding
(HRL) [9], Word-aligned Bitmap Code (WBC) [11, 12], Pack Word Code (PWC)
[11, 12] and Word-Aligned Hybrid run-length code (WAH) [11, 12] fall into the
second group. None of these schemes require decompression in advance for bitwise
operations; instead, simple interpretation is sufficient. Researchers have shown that
word based schemes are usually faster for both compression/decompression and bit-
wise operations at the cost of a little extra space, since modern CPUs access data by
word [11, 12]. Please refer to the paper by Wu et al. [11] for more detailed compar-
isons among the schemes mentioned above.

In contrast, the core idea of compressing a list of document IDs is to use less space
to represent an integer. The compression procedure is usually broken down into two
steps, as follows. The first step is to transform the list of document IDs to a list of
differences (d-gaps) so that most elements in the list become smaller integers. The
second step is to represent each d-gap using one or more bits, bytes, or a fraction of
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a word. Variable length sequences of bytes (vbytes) [4] is a standard compression
algorithm which contains 7 bits of d-gap and 1 bit indicating whether additional
bytes are needed. Simple-9 [1, 2] and its extension Simple-16 [14] encode multiple
d-gaps into one word. The four most significant bits of a word are used to indicate
the number of d-gaps encoded in the word. Simple-16 has been shown to have faster
decompression.

Many other compressions schemes have been proposed with the aim to reduce
compression and decompression time. For example, PFOR-Delta [15] encodes d-
gaps in batch sizes of some multiple of 32; it is not word-aligned and requires
decompression of each batch prior to performing bitwise or lookup operations. Such
schemes are not suited to our task.

We review two typical and influential schemes (i.e., WAH and Simple-9) devel-
oped by DB researchers and IR researchers, respectively, in detail below.

3.1 Word-Aligned Hybrid

Word-Aligned Hybrid run-length coding (WAH) is a mainstream bitmap compres-
sion scheme. WAH encodes long run of contiguous O s or 1 s using run-length encod-
ing (called a fill), and represents a mixed-value word in its literal version. Therefore,
there are two types of words: fill word and literal word. In WAH, each word represent
(w —1) x N literal bits (N is a natural number and N > 1), where w is the length of
computer word (e.g., 32 or 64). In any word, the most significant bit (MSB) is used
as a flag to distinguish a fill word and a literal word (O for a literal word; 1 for a fill
word). For a literal word, the next w-1 bits is simply a copy of the actual value. For
a fill word, the second MSB is called the fill bit which represents the value of the
contiguous bits. The rest of a fill word encodes the length of the run (number of w-1
bits); for example, in a 32-bit implementation, 62 contiguous 0 s may be encoded as
10000000000000000000000000000010. Due to its word-aligned requirements, we
may not have a full w-1 bits in the last word we want to encode. Thus there is a spe-
cial tail word to encode the last few bits of the bitmap (a literal word). There is also
an additional word to record how many bits are used in the tail word.

Figure 2 shows how a 128-bit bitmap is compressed using a 32-bit WAH [12].

Although WAH requires slightly more space than previous byte aligned schemes,
it can better exploit modern CPUs to get better performance of bitwise operations.
WAH, however, fails to take into account the efficiency of checking, setting, or clear-
ing given bits in compressed bitmaps.

128 bits 1,20%0,3%1,79%0,25+1

31-bit groups  1,20#0,3%1,7+0 620 10%0,21%1 4#*1

groups in hex 40000380 00000000 00000000 OO01FFFFF 0000000F

WAH (hex) 40000380 20000002 001FFFFF 0000000F 00000004 |

Fig.2 An example of WAH encoding [12]
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Table 4 Simple-9 encoding options in a 32-bit word

Selector (4 bits) NO. of coded d-gaps | Length of each code | NO. of wasted bits
(bits)
0000 28 1 0
0001 14 2 0
0010 9 3 1
0011 7 4 0
0100 5 5 3
0101 4 7 0
0110 3 9 1
0111 2 14 0
1000 1 28 0

3.2 Simple-9

As a scheme designed to compress an ordered list, Simple-9 first transforms the
list of positions to a list of d-gaps. It then encodes as many d-gaps (up to 28) into
one 32-bit word as possible (a word-aligned scheme). The four most significant bits
of a word are used to indicate the number of d-gaps encoded in the word (called a
selector). The remaining 28 data bits encode up to 28 d-gaps, each of which occupies
exactly the same number of bits. Table 4 shows the 9 possible ways in which a word
is partitioned. For some cases, a few bits are wasted.

Interestingly, given a d-gap, instead of encoding its actual value, Simple-9 encodes
the actual value minus 1. For example, a list of d-gaps (5, 2, 1) will be encoded as (4,
1, 0). In this case, a bit can be used to encode the value of 1 or 2 (a d-gap is always
at least 1).

During the compression, Simple-9 first checks whether the next 28 d-gaps can
be encoded into one word; if not, it will check whether the next 14 d-gaps can be
encoded into one word; this process will not stop until one of the nine possible ways
is found to be appropriate. (Since there are at most 28 bits used to encode a d-gap, any
d-gap greater than 22® cannot be encoded.) For example, suppose we have a posting
list (4, 11, 12, 13, 16, 21, 22, 29, 30, 42, 65, 66, 76, 94). It will first be converted to a
list of d-gaps (4,7, 1,1,3,5,1,7, 1, 12, 23, 1, 10, 18). Then two words will be used
to encode these d-gaps. The first word is (0010, 011, 110, 000, 000, 010, 100, 000,
110, 000, @), where a @ means an unused bit, and the second one is (0100, 01011,
10110, 00000, 01001, 01001, @@D).
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4 Conclusion and Future Work

We surveyed a number of techniques for the representation of large access con-
trol matrices (particularly ECM systems’ access control matrices), including several
mainstream sparse matrix compression schemes and bitmap compression schemes.
However, none of them can satisfy our expectation for an effective and efficient repre-
sentation very well. The primary issue is that permission granting/revocation is typi-
cally too expensive using existing techniques. We therefore have to explore new data
structures for access control data representation in large data management systems.

In the future, we could potentially take advantage of hash tables to represent
access control data. For example, we may build a hash table for each row or each
column. Using hashing tables, the time complexity of checking/updating/revoking
a certain permission could be reduced to O(N) + O(1) + O(M), where N is the
number of subjects/objects (which equals to the number of hash tables built), and
M is the number of permission types. As long as we can make N and M relatively
small, access control operations are expected to be fast. Additionally, we could take
into account some access control data’s specific characteristics (e.g. ECM systems’
access control data), and design novel data structures for them.
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A Settling Time Model for Testing
Potential Induced Degradation of Solar
Cells

Jieh-Ren Chang, Yu-Min Lin and Chi-Hsiang Lo

Abstract In recent years, a barren degradation phenomenon of solar cells in large
photovoltaic fields called potential induced degradation (PID) has been intensively
investigated and discussed. PID is characterized by the power attenuation under
high voltage stress between glass and solar cells through encapsulates. It will cause
serious solar module power loss when the terminal voltage is applied on solar
modules at outdoor field. For PID testing at solar-cell level, a quick and direct
process method is required. In this study, a settling time model is applied for data
analysis with an experimental data by a PID tester at solar-cell level to shorten the
PID testing time. A settling time model is built up by the trend of measured data of
the PID tester process. According the solar cell degradation settling time model, a
threshold value is found at the settling time to predict PID or not on solar cell level.
The experiment results show that the average test period is only 14.2 h and the hit
rate is 94.2% for PID prediction. The proposed method is an efficient approach for
reducing PID phenomenon in working field.

Keywords Solar cell - Settling time - Potential induced degradation

1 Introduction

The development of sustainable energy is the common trends around the world. We
know the solar power is the most easy to take for using energy, but there are some
problems to be solved with photovoltaic (PV) system which is used for generating
electricity power. Potential Induced Degradation (PID) is a phenomenon that makes
solar cells system lose power seriously under high voltage stress between glass
surface and solar cells when PV system is in the working field.
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There were some ways to prevent PID phenomenon with changing the structure
or material of encapsulates in recent research [1-5]. S. Pingel and the other authors
presented some options on panel and system level for preventing PID and further
decreasing overall degradation rates of PV system [1]. PID also can be prevented by
using chemically strengthened glass as solar module cover glass that was made in
high quality factory [2]. Some optimization techniques had been demonstrated
process to improve cell-level PID performance [3]. The Anti-Reflection Coating
layer had been optimized for better film quality.

The procedure of manufacture had been improved by using some techniques as
mentioned in the previous paragraph but there were some solar cells existed with
PID in the manufacture process. So some different test methods which can be used
on-site in a PV installation to detect PID in modules were proposed [4]. Options to
prevent PID on module and cell levels were found and verified experimentally in
the research [5]. Dominik Lausch had proposed an experimental setup for PID
testing at solar-cell level in order to avoid PID in the solar module [6].

The testing procedures are time consuming in Dominik’s method. It almost costs
24 h for testing each solar cell. In the detection process the test equipment collects
the data by the time, and the equipment identifies the solar cell is PID or not. If
there is solar cell with PID phenomenon then the resistance would be below 100 Q
in 24 h [6]. In this research, a settling time model is proposed for fast detection of
PID phenomena.

In this paper, a PID testing result for the resistance against PID on the solar-cell
level is introduced and the sequential resistance data trend is described in Sect. 2.
Subsequently, Sect. 3 shows a settling time model for fast detection of PID phe-
nomena. In order to discuss the possibility of the proposed method, an average
settling time for shorten the testing process and the optimized threshold for rec-
ognizing PID are shown in Sect. 4. Finally, a conclusion is presented in Sect. 5.

2 The Trend of Sequential Shunt Resistance Data
of PID Test

In this study, a PID tester is used for measuring the shunt resistance of the solar cell,
which had shown in Dominik’s research [6]. The solar cell is placed on a
temperature-controlled aluminum chuck to control a constant temperature
throughout the testing process. The shunt resistance R was measured every sam-
pling time At on the solar cell for the duration of the testing procedure.

During the test process, shunt resistance value decreases or keeps stable until the
voltage is turned off. This PID shunt resistance degradation of the solar cell by the
PID tester had been shown as from PV system at working field experiments [7]. The
time dependence of the degradation is described in [6, 7].
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Fig. 1 A typical plot of sequential shunt resistance of a PID solar cell

The testing procedures are time consuming for identifying PID in Dominik’s
method. It almost costs 24 h for testing each solar cell. Therefore, it is expected to
shorten the test time for PID recognition.

In a typical plot of the shunt resistance of PID solar cell, the trend of the curve is
a downward by time. In such decay trend, the shunt resistance value declines
rapidly in early testing time, but stabilizes in the post. This phenomenon is due to
attenuation by the beginning of the high voltage impact on the potential of solar
cells that were induced. So the shunt resistance value decreases seriously by the
leakage current on some cell regions in the beginning duration. After a while, there
is no significant breakdown in other regions, thus shunt resistance is no longer
decline, and the resistance curve is nearly horizontal. A typical plot of sequential
shunt resistance of a PID solar cell is shown in Fig. 1.

3 Settling Time Analysis

In the process of PID measurement, the shunt resistance changes like the process for
charging the capacitor in RC circuit, which the electric charge gradually reaches
stable by time. In this section, a settling time model is proposed for prediction of
PID by using the time-varying shunt resistance data, which the concept is from [8].

The original method identifies PID if the shunt resistance is less than 100 Q in
the end of test process. For shortening the PID test time, the settling time model is
based on the idea that the trend of curve is very stable after settling time. So PID is
identified at settling time with a threshold value.
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Fig. 2 Settling time training Input: resistance sequence data base Sy
algorithm Output: Settling Time for PID test
Method:

X; = find all segeunces PID (Syg)
for each x;(iAt) € X {
Ry =x1(0);
Rp = x1(FinalAt);
Rs = |Rp — Ro| X 5% + Rp;
Find t,(Rs) fromuxy(ts) = Ry
add tg(Rs) to Ty ;
}
tsavg = T, ; //Settling Time of PID

3.1 Settling Time Algorithm

By the concept of settling time, the corresponding resistance value R, with settling
time ¢, is defined as:

Rs=|RF—R0|X5%+RF, (1)

where initial shunt resistance value Ry is denoted with the starting time #;, and the
end of detection time is #z (typically 24 h in [6]) with the final resistance value Rp
for the process of the PID test.

In order to find the settling time, some definitions are described as follows. The
input of this problem contains a sequence database S, S includes many time-interval
sequence data:

X={x(iAt)|[i € N U {0}} =[x(0), x(At), x(2At), ..., x(Final At)]

for each solar cell with sampling time At time. The database S is grouped into 3
parts, S,, with some PID sequence data for settling time training, Sy; with mixing
PID and non-PID sequence data for threshold value training, and Sy, is the rest of
data for testing of the accuracy of the proposed method. The pseudo code is shown
for searching the settling time in Fig. 2.

4 Searching the Optimized Threshold Value

The threshold value is defined for identifying PID on the solar cell level at the
settling time. By searching S;,;, at f,,,, the corresponding shunt resistance x, (tSGVg)
is found with the following range:

X2 (tsavg) € (min(x(iAt)) ~ max(x(iAt))) (2)
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Fig. 3 Optimized threshold Input: resistance sequence database Sy tsayg
algorithm Output: Optimized Threshold AR is a resistance
value
Method:

for each AR € (min(x(iAt)for_S.;)~max(x(iAt)for_Sy1) {
for each x,(iAt) € Sip i
1f (xy( tsang) < AR) {
pridictvalue=PID;
else
pridictvalue=NoPID; }
add pridictvalue to predict;
}

It is recognized in PID if the shunt resistance value is less than the threshold
value AR. Otherwise, it is recognized in non-PID. In this study, AR is set from the
minimum value to maximum value to find an optimum value. The pseudo code is
shown for searching the optimum threshold value in Fig. 3.

4.1 Online Testing

After finding the settling time and threshold value, an online testing method is
developed as the following flowchart in Fig. 4.

Fig. 4 Online testing flowchart
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S Experiment Results

In this experiment, all data measured from the PID tester which a prototype from
[6]. The solar cells tested with the voltage 1000 V and temperature 60 °C which
were as occurring under field operation. The test time was 24 h for experiment data.
There were 8641 sample data with sampling time 10 s for each solar cell test. There
were 48 solar cells with PID for training settling time. After settling time training
process, the average settling time for PID test was found at 14.2 h. The optimized
threshold value was derived in 511 Q with 30 solar cells training data at the settling
time of 14.2 h.

30 solar cells combined with PID and no PID were randomly selected for testing
this proposed method. The results show the average prediction accuracy rate of
94.2% for 10 times test.

6 Conclusions

In this study a settling time model is proposed to predict PID phenomenon on solar
cell level. According to the experimental results, the proposed method effectively
forecast the PID phenomenon. In this study, the settling time algorithm is not only
shorten the solar cell testing time in 14.2 h (the original method was 24 h process),
but also predict the PID phenomenon in high hit rate 94.2%. A threshold value
511 Q is derived to identify PID at the settling time. Some intelligent algorithms
such as neural network theory and fuzzy inference theory are expected for pre-
diction of PID on the solar cell level in the future.
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Multi-stage Dictionary Learning for Image
Super-Resolution Based on Sparse
Representation

Dianbo Li, Wuzhen Shi, Wenfei Wang, Zhizong Wu and Lin Mei

Abstract Sparse representation has been proved successful in solving image
super-resolution (SR) problems. It aims to compensate the high-frequency details
from a pair of high—low (HL) resolution dictionary which is trained by the corre-
sponding resolution of image patches. This paper presents a novel strategy to
generate a super-resolution image via multi-stage HL dictionaries which are trained
by a cascade training process. Extensive experiments on image super-resolution
validate that the proposed solution can get much better results than some
state-of-the-arts ones in terms of PSNR and FSIM.

Keywords Multi-stage dictionary learning + Image super-resolution - Sparse
representation

1 Introduction

One single image SR problem has been a concerned issue in image processing for a
long time. The goal is to recover the high resolution (HR) image from its low
resolution (LR) form. However, it is an ill-posed inverse problem that some prior
knowledge is in need to make the solution unique and stable. Lots of articles
provide various methods to address this problem, which can be roughly divided into
three categories, interpolating based, reconstructing based and learning based.
Among them, the third one is more worth being researched than others in trend. For
example, example learning based methods [1-4] employ a database consisting of
co-occurrence examples from a training set of HR and LR image patches. Since
they rely much more on the similarity between the training set and the test set,
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they are not very practical in some situations. Another kind of efficient
learning-based method [5—8] use the sparse-representation modeling to deal with
this problem. Sparse-representation theory assumes that there is a linear relationship
between high and low dimension, so that high dimension signal can be restored
from their low dimension projection accurately [6]. Besides, [7] found that image
patches can be well-represented as a sparse linear combination of elements from an
appropriately chosen over-complete dictionary, so they made a compact represen-
tation for these patch pairs to capture the co-occurrence prior to improve the speed
and the robustness significantly, achieving much better performance. Lately, [5]
modified the approach above in various respects including computational com-
plexity and algorithm architecture, which shows to be more efficient and much
faster than [7]. Because of the limitation in recovering high-frequency details and
the wide gap between the frequency spectrum of the corresponding HR image and
that of the initial interpolation, [8] put forwards a dual-dictionary learning method
via parse representation for image super-resolution, which consist of two steps to
make up the wide gap. First, a main learned high-frequency dictionary was used to
reduce the most gap of the frequency spectrum primarily. Then, a residual high-
frequency dictionary was trained to recover the lack of residual high-frequency
signal. According to [8], it obtained better results than [5] in PSNR.

However, the gap between the frequency spectrum of the corresponding HR
image and that of the initial interpolation is so wide that two-layer progressive
estimation of high frequency is not enough to recover the whole image high fre-
quency details. In order to alleviate this problem, the multi-stage dictionary learning
method is proposed. First, multiple stages of dictionary are trained offline, and each
one also contains both high and low resolution parts. After that, high frequency
details will be compensated by using these dictionaries via sparse representation
stage by stage until the gap is smaller enough. This scheme can be treated as a
cascade coarse-to-fine recovering progress, and the final results in the experimental
section show that our method is better than expected.

This overall framework is as follows: some methods and research were intro-
duced before in this section. In Sect. 2, the proposed SR scheme are described in
detail including dictionary learning in Sect. 2.1 and image restoration in Sect. 2.2.
Section 3 shows some experimental results in different views, and Sect. 4 makes
some conclusions.

2 Method

When capturing image, it is easy to be affected by some factors such as defor-
mation, blur, noise and down-scaling etc. Assuming that the original capturing
image is an HR image, the actual obtained result is a LR image. This process can be
described by formulation (1):



Multi-stage Dictionary Learning for Image ... 89

Stage-1 Stage-2 Stage-3
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Fig. 2 Frame of image synthesis stage
y=GBDx+n (1)

where x is the original HR image, y is the observed LR image. G denotes the
geometric deformation operator, B denotes a blurring operator, D denotes a
down-scaling operator and n is the additive Gaussian noise.

It can be seen that solving x is an ill-posed inverse problem. As a learning-based
method, sparse representation method can get the coefficient between LR and HR
image via a trained over-complete dictionary, which avoid to solving the equation
directly. Both dictionary training and image generation are needed inescapability.
We describe the training process as Fig. 1 and image generation progress in Fig. 2.

2.1 Offline Dictionary Learning

In this stage, multi-stage dictionaries are trained using sparse representation, i.e.
D, D,, D3, .... Each dictionary like D; has two parts: low-frequency dictionary
(LDy) and high-frequency dictionary (HD;), respectively. Our training scheme is
similar in spirit to that of [7].
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As shown in Fig. 1, H; and Hy, which represent HR low-frequency image and
HR high-frequency image is the first pair input to train the first stage dictionary Dy,
and some pre-progress to the defined original HR image H, should have been done
to get them before the true training stage. First, we down sampling H, and get its
blur image L,;. Then, applying bi-cubic interpolation method on L; to construct the
image H;, which is of the same size as H,. The final image Hy is generated by
subtracting H; from H,.

Since we have said that each stage dictionary has two coupled sub-dictionaries
(LDy,HDy), we need to extract the local patches from H; and Hy, to forming the
training data {pa{‘,paﬁ}, where pay is the set of patches extracted from image Hy,
directly while pa is built in another way which has been explained in detail in [8].

In order to generate the dictionary LD; and HD, the following two Egs. (2), (3)
can be used to generate them. Formulation (2) is K-SVD dictionary learning [9]
procedure and Formulation (3) is based on the theory of high-dimension image
patches can be accurately recovered from their low-dimension projections.

n : n n 2 n
LD, {¢"} =argmin ), ||pal —LD-q"||;, s:t.||q"lg <L, Vn (2)

where {q"}, are sparse representation vectors, and || - ||, is the 1y norm counting the
nonzero entries of a vector.

. n a2 .
HD =argmin Y, ||paj —HD - ¢"||; =argmin ), |Py—HD-Q|3 (3)

where the matrices Py = {pa | and Q={q"},, respectively.

So far, the first stage dictionary D; has been trained, and we need set a stage
number n to train more stage dictionaries. The next stages of dictionary can be built
by using the same method of dictionary learning as D;. As the input training image

of the next stage, H/ is generated by adding H; and H!, which contains more details
(ﬁ}l) than H;. It is important to note that other stage of dictionary D; is also consist

of two coupled sub-dictionaries: low-frequency residual dictionary (LD;) and
high-frequency residual dictionary (HD;).

Finally, all the rest stages of dictionary are trained as the same way described
above. Theoretically, the back stage of dictionary contains less high-frequency
signal than the previous stage and the dimension of the dictionary is higher, and at
some point, the dictionary may has little use to compensate the high frequency
signal.

2.2 Online Image Generation

After the offline training stage, there are multiple stages of dictionaries were gen-
erated. Each stage of dictionary can be used to compensate some high frequency
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component for the low resolution image. More high frequency details can be got via
a cascade compensating strategy in theory. However, too much compensation is not
necessary, and even cause a distortion. Generally speaking, the problem of how
many stages of dictionary should we use for generating the final HR image is hard
to be determined, because we have not the strict evaluation standard to estimate the
result. In this paper, we select the PSNR value as an indicator. When the PSNR
value decline or stay the same, we stop the next image synthesis stage.

As shown in Fig. 2, H} is the final synthetic image. H),H7, ..., H} are the
intermediate synthetic image after each stage of dictionary representation, which is

also used to the next stage input. ﬁ},, ﬁi, e, ITI}I are the lost high frequency of each
input LR image.

Each stage of image synthesis has the same procedure to restore the loss. For the
first stage example, suppose that an input LR image denoted by L; has been done
the same pre-progress in Sect. 2.1 to an HR image. Then, H; is the first input target
of the super resolution. With the use of dictionary D; and the method in [5], the first
stage high-frequency image is generated H!, which is just contain the lost high
frequency signal, and add the input LR image H;.

First, make sure that H; is filtered with the same high-pass filters and PCA
projection as the training stage, and then is decomposed into overlapped patches
{pal'},. After all, employ the traditional OMP method [8] to generate {pal'},, and
calculate the sparse representation vectors {q"}, by allocating L atoms to their
representation under LD;. Next, the HR image patches can be reconstructed by the
formulation: {paj} ={HD;-q"},. Finally, generate the first high frequency loss

I/-i}l by solving the following minimization problem (4):

ol

- 2
H,, = argmin Y, ||R,H,, — pa’ ,

4)

More details of the solution can be referred to [8]. Then, the first HR temporary
image HiF containing more details than Hy g is built by adding H; to ﬁ,ﬁ

(a) (b) (a) (b)

© @

(0 () (e

Fig. 3 Some vision comparison by different methods: a Bicubic interpolation; b J Zhang et al. [8];
¢ our method; d original images
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In the same way, Hi can be generated by using of HZ1 and D,, then, H[3 R H}
and so on until reach the certain stopped condition. The last synthesized HR
high-frequency image H; contains much more details than the original HR
high-frequency H;. The stopped condition has been explained before in this section.
Some synthesized image result is shown in Fig. 3.

3 Experiments

Extensive experiments on image super-resolution by using our method are
demonstrated in this section. Bi-cubic interpolation method is a kind of complex
interpolation method which is the best method of super resolution based on the
interpolation method. It is comparable with sparse representation on the compre-
hensive performance, as a result, we employ it as a basic correlation method used in
this paper. Besides, we take the comparison with the similar method in [8] to
illustrate the advantages of our method.

First, we trained 9 stages dictionary as an offline library for the image synthesis
step in Sect. 2.2. In order to test our performance with the methods bi-cubic
interpolation method and dual-dictionary learning method [8], we take the same
parameters as the method [8] including the Gaussian filter size and standard
deviation of blurring operator which are set to 5 X 5 and 1 respectively, down
sampling scale factor of decimation operator which is set to 2, and also the size of
each level dictionary which is set to 500. Besides, the number of atoms for rep-
resenting each image patch is fixed to 3, and the size of image patch is 9 X 9 with
overlap of 1 pixel.

Some experimental results are shown in Fig. 4, which separately show the result
of PSNR and FSIM with different stages of dictionary to be used in the image
synthesis step. Each curve represents a test image, and each point in curve is an
evaluation result corresponding to the stage in axis X. From the figures, we can see
that in the front several stages, PSNR and FSIM increased significantly, and then
remain the same or stay a little shock. In which, PSNR is the most widely used
evaluation quality objective measurement and FSIM indicates the similarity of the
original image and the interpolated high frequency image which is ranged from O to
1. Both of them are the bigger the better in their ranges.

To show the performance of the proposed method intuitively, we draw Table 1
as the compare result between different methods with the evaluation index PSNR. It
can be seen that the proposed method can gain much better results of PSNR than the
methods mentioned above, which increased 3.45 dB and 0.48 dB, respectively. The
last column means how much the proposed method gain over Zhang’s method [8],
in which it claimed that his approach is better than the state-of-art method [5]. In
conclusion, our method is effective in any way.
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Fig. 4 PSNR and FSIM results on different test images
Table 1 PSNR comparisons 150 Bicubic | J. Zhang Proposed | Gain
with different algorithms (dB) (8]
Cameraman | 24.97 26.88 27.31 0.43
Foliage 31.65 35.50 36.45 0.95
Monarch 27.78 30.88 31.39 0.51
Peppers 32.32 34.78 35.01 0.23
Lena 32.19 34.96 35.09 0.13
Butterfly 24.23 28.01 28.64 0.53
Average 28.86 31.83 32.31 0.48

4 Conclusions

This paper presents a novel image super-resolution approach via multi-stages dic-
tionaries learning based on sparse representation, which can restore a
high-resolution image from a low-resolution one by a series of progressive
high-frequency compensation utilizing multi-stages dictionaries. Experimental
results show that the proposed method is able to narrow the gap between the
frequency spectrum of the corresponding HR image and that of the initial inter-
polation, hence achieving better results in terms of both PSNR and FSIM. However,
our method may spend some time off because of too much compensation in high
frequency. Next, we will do some work to improve it.
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Research and Practice of Genetic
Algorithm Theory

Junyi Gu, Zhiping Wu and Xin Wang

Abstract Genetic Algorithm is a class of high collateral, stochastic self-reliance
search algorithms which based on mechanism of nature select and nature genetic.
The paper introduces the principles of genetic algorithm and its methodology. The
algorithm is practiced on the solution to find the maximum value of function in a
given interval and the result is satisfied.

Keywords Genetic Algorithm - Nature select - Extrema problem

1 Introduction

Genetic algorithm is a search heuristic that mimics the process of natural selection
and routinely used to generate useful solutions to optimization and search problems
[1]. The schemata theorem and the implicit parallelism are two basic theoretical
principles of genetic algorithms. Genetic algorithm use techniques inspired by
natural evolution, such as inheritance, mutation, selection, and crossover. It plays an
important role in artificial intelligence field and provides solutions for TSP,
Prisoners’ Dilemma, etc.
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2 Basic Theory of Genetic Algorithm

There is a great variance between Genetic Algorithm and the traditional algorithm
and the two main features of Genetic Algorithm are intelligence and parallelism.
Genetic Algorithm is a self-organization and self-adaptive search technique with
learning ability by simulating a natural evolutionary process and realizing the
survival of fitness law. The simple implementation of parallel processing for
Genetic Algorithm is performing the genetic calculation of each population on
separate computers since basically the evolutionary process of each population is
relatively individual.

2.1 Schema Theorem

Holland’s schema theorem, also called the fundamental theorem of genetic algo-
rithms, [2] is widely taken to be the foundation for explanations of the power of
genetic algorithms. It says that short, low-order schemata with above-average fit-
ness increase exponentially in successive generations. The theorem was proposed
by John Holland in the 1970s.

A schema is a template that identifies a subset of strings with similarities at
certain string positions. Schemata are a special case of cylinder sets, and hence form
a topological space.

Schema Theorem identify that schema with high level of average fitness grow
exponentially in competition, and after consideration of other operator, the theorem
further suggest that the evolution of schema with high fitness, short defined-length
and low-order bring the exponentially growth of the number of solutions.

2.2 Implicit Parallelism

Implicit parallelism is a characteristic of a programming language that allows a
compiler or interpreter to automatically exploit the parallelism inherent to the
computations expressed by some of the language’s constructs. A pure implicitly
parallel language does not need special directives, operators or functions to enable
parallel execution.

Schema with high fitness, short defined-length and low-order increase expo-
nentially in reproduction process and thus calculation size of each generation is
proportional to n3 supposing that the size of population is n.
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3 Methodology of Genetic Algorithm

In a genetic algorithm, getting the optimal solution means that a population of
candidate solutions evolves toward better solution. The evolution usually starts
from a population of randomly generated individuals. It is an iterative process, with
the population in each iteration called a generation. In each generation, the fitness of
every individual in the population is evaluated; the fitness is usually the value of the
objective function in the optimization problem being solved. The more fit indi-
viduals are stochastically selected from the current population, and each individ-
ual’s genome is modified (recombined and possibly randomly mutated) to form a
new generation. The new generation of candidate solutions is then used in the next
iteration of the algorithm. Commonly, the algorithm terminates when either a
maximum number of generations has been produced, or a satisfactory fitness level
has been reached for the population.

3.1 Encoding

Since the genetic algorithm cannot operate directly on problem space, we need to
establish an mapping from problem space to genetic space, thus to perform the issue
object in genetic format which refers to chromosomes.

The common coding methods include binary coding and floating point coding.

3.2 Fitness Function

Genetic Algorithm use fitness function to judge the adaptation degree and popu-
lation with low degree with got eliminated. The fitness function is normally
designed as a relative function to the object function.

3.3 Genetic Operators

Selection
The selection operation is designed to simulate the evolving process of survival of
the fitness: individuals with higher fitness are more likely to be selected to pass their
genes to the next generation.

The common selection methods include ratio method and arrangement method.
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Fig. 1 Crossing-over of chromosomes

Crossover

The crossover operation is main operation in Genetic Algorithm. The paired
chromosomes exchange their genes on a random selected position and make a
difference between the fathers and children (Fig. 1).

Mutation

The mutation operation refers to generating a new individual by changing genes on
random selected positions according to the mutation ratio. It is designed to keep the
diversity of population.

Although crossover and mutation are known as the main genetic operators, it is
possible to use other operators such as regrouping, colonization-extinction, or
migration in genetic algorithms [3].

It is worth tuning parameters such as the mutation probability, crossover prob-
ability and population size to find reasonable settings for the problem class being
worked on. A very small mutation rate may lead to genetic drift (which is
non-ergodic in nature). A recombination rate that is too high may lead to premature
convergence of the genetic algorithm. A mutation rate that is too high may lead to
loss of good solutions, unless elitist selection is employed.

3.4 Termination Condition

The generational process is repeated until a termination condition has been reached.
Common terminating conditions include:
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A solution is found that satisfies minimum criteria

Fixed number of generations reached

Allocated budget (computation time/money) reached

The highest ranking solution’s fitness is reaching or has reached a plateau such
that successive Iterations no longer produce better results

4 Practices of Genetic Algorithm

To get intuitive understand of Genetic Algorithm, an interesting experiment which
called jumping kangaroo was done.

Consider the solution to get the maximum value of function in a given interval,
and try to image the below function curve as peaks and valleys. Each possible
solution for the problem is like a kangaroo and optimum solution is the kangaroo on
the highest peak and the process of finding the optimum solution can be simulated
as kangaroos jumping to the highest peak. The first generation of kangaroo is
located somewhere among the peaks and valleys and they jump higher or lower and
reproduce the next generation. Every several years, the kangaroos in lower places
got eliminated to keep the whole number of kangaroos stable. And after a few
generations, the survivals will be the highest jump kangaroos (Fig. 2).

Sx) = xsan(107 )+20 xe[-12]

L] ] ®

Fig. 2 Function curve
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4.1 Encoding and Object Design

The first job is to design the coding of chromosomes for kangaroos. The key feature
for these kangaroos is the level of their location, that is to say, coding their
x-coordinate (a real number) according to the function curve. Floating point
encoding is simpler to represent real numbers.

4.2 Fitness Function and Selection Tragedy

The fitness function is simply the level function of kangaroos since the location of
kangaroos is the only consideration for selection and elimination.

And the selection tragedy is roulette wheel selection. Suppose there are three
individuals with their adaptive number are 10, 15 and 25 respectively.

So the sum of adaptive number is F = 10 + 15 + 25 = 50.
The selected possibility for each individual is

P, —]% *100%

Pz—Jé *100%
F

Ps B 100%
F

P1=10/50*100% =20%,
P2=15/50*100% = 30%,
P3=25/50*100% = 50%.

The realization of Roulette Wheel Selection is as follow.

Genome GenAlg:: GetChromoRoulette ()
{
//generate a random number betweeen 0 and the total population
double Slice = (random()) * totalFitness;
//This gene will include the selected individuals.
Genome TheChosenOne;
double FitnessSoFar = 0;
for (int 1=0; i<popSize; ++1i)
{
//Add fitness
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FitnessSoFar += vecPopl[i] .fitness;
//Select this gene if the added score bigger than the random number
if (FitnessSoFar >= Slice)
{
TheChosenOne = vecPop[i];

break ;

}
//return the selected gene

return TheChosenOne;

4.3 Parameter Control and Genetic Operations

//Code number of each chromosome, here is 1.

int g_numGen = 1;

//Generation of evolution

int g_Generation = 1000;

//Population
int g_popsize = 50;

//Probability of genetic mutation
double g_dMutationRate = 0.8;

//Mutation step size (the maximum distance Kangaroo jump)
double g_dMaxPerturbation = 0.005;

The realization of mutation is as follow.

void GenAlg::Mutate (vector< double > &chromo)
{
//Following a predetermined probability of mutation, pro-
cess the gene mutation
for (int 1i=0; i<chromo.size(); ++1)
{
//if mutated
if (random() < mutationRate)
{

//increase or decrease a little random number to the weight

101
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chromo[i] += ((random()-0.5) * maxPerturbation) ;

if (chromo[i] < leftPoint)

{
chromo[i] = rightPoint;
}
else if (chromo[i] > rightPoint)
{
chromo[i] = leftPoint;
}

4.4 Execution and Result

void GenEngine:: OnStartGenAlg ()
{
//Generate random numbers
srand( (unsigned)time( NULL ) ) ;
//Initialize the genetic algorithm engine
genAlg.init (g_popsize, g_dMutationRate, g_dCrossoverRate, g_numGen,
g_LeftPoint,g_RightPoint) ;
//Empty containers
m_population.clear();
//Put random initialized population in to container
m_population = genAlg.vecPop;
vector < double > input;
double output;
input.push_back(0) ;
for ( int Generation = 0;Generation <= g_Generation;Generation++)
{
//Each chromosome is operated
for ( int 1=0;i<g_popsize;i++)
{
input = m_population[i].vecGenome;
/ /Do adaptability evaluation for each individual, the evalua-
tion score is the function value.
output = ( double )curve.function (input) ;
m_population[i] .fitness = output;
}
//Evolve progeny population from parent population

genAlg.Epoch (m_population) ;
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//1if (genAlg.GetBestFitness () .fitness>=bestFitness)
bestSearch=genAlg.GetBestFitness () .vecGenome [0] ;
bestFitness=genAlg.GetBestFitness () .fitness;
averageFitness=genAlg.GetAverageFitness () ;

//cout<<bestSearch<<endl;
report (Generation+1) ;

}
//return bestSearch;

The following pictures provide an intuitive show of generation evolution. It is
obvious that the final result is not the optimal solution. Since the selection of
parameters has influence on the process and a larger initial population and a higher
step size may get the optimal solution in 1000 generations which required further
experiment and research (Fig. 3).

-
e

Fig. 3 Process of generation evolution
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5 Conclusions

Based on the introduction of the basic principle and theory of Genetic Algorithms,
aiming at the machinery and step of genetic algorithms design, the paper elaborates
common encoding project, fitness function, selection strategy and the parameter
control selection. Genetic Algorithms have good performance to a few applications
such as extreme problem, and also have its limitations which required further
research and optimization.

Acknowledgements This work was supported in part by the Canada NSERC Business Intelli-
gence Network and by the University of Waterloo, in part by the National Science and Technology
Major Project under Grant 2013Z2X01033002-003, in part by the National High Technology
Research and Development Program of China (863 Program) under Grant 2013AA014601, in part
by the National Science Foundation of China under Grants 61300028, in part by the Project of the
Ministry of Public Security under Grant 2014JSYJB009.

References

1. Mitchell, Melanie (1996). An Introduction to Genetic Algorithms. Cambridge, MA: MIT Press.
ISBN 9780585030944.

2. Bridges, Clayton L.; Goldberg, David E. (1987). An analysis of reproduction and crossover in a
binary-coded genetic algorithm. 2nd Int’l Conf. on Genetic Algorithms and their applications.

3. Akbari, Ziarati (2010). “A multilevel evolutionary algorithm for optimizing numerical
functions” IJIEC 2 (2011): 419-430 [1].



Micro-blog Friend Recommendation
Algorithms Based on Content
and Social Relationship

Liangbin Yang, Binyang Li, Xinli Zhou and Yanmei Kang

Abstract First, this paper researches the micro-blog information push, which leads
to the concept of user’s friends, expounds the reason and meaning of friends rec-
ommendation algorithm, and introduces its current research situation, the paper has
made the detailed introduction and analysis of existing algorithms and made a
comprehensive comparison of the advantages and disadvantages of them. Then we
make a recommendation of the micro-blog friend recommendation algorithms,
which has two broad categories and three types: the recommendation algorithm
based on content, the topology recommendation algorithm based on social relations
and the filtering recommendation algorithm. Through the analysis of existing
micro-blog friends recommendation algorithm, we represent the process of the
algorithm and emphatically elaborated the implementation process, and finally we
work out the Reasonable weighting of the three recommendation algorithm, get a
sequence of recommended as a result, improved the algorithms, and reached a more
comprehensive recommendation method. The improved algorithm could be a more
effective way of potentially friends recommended for users.

Keywords Micro-blog -+ Information push -+ Social relationship - Friend
recommendation - Algorithm

1 Background of the Research

As the personal computer is more and more popular and been spread into common
families, the purpose of the Internet has changed from the original military
researching tools to a medium which could achieve a convenient contact with others
anytime and anywhere. We can use QQ and email to chat with some friend we can’t
often meet, to exchange work content and achievement with our classmates and
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colleagues, to receive and submit tasks we work on; and we can also input the
keywords of what we need to know in the search box and let the searching engine
tells; we can even enter an enormous online game platform which have millions of
players at the same time, enjoy the pleasure of searching for treasure and upgrading
with friends... In a sense, the Internet has greatly changed the way we live, work
and entertains.

However, everything is in a constant development. Entering the Web2.0 era,
matured technology and human wisdom has given rise to the appearance of the
social network. Making changes of the Webl1.0 era—when users’ just browsing
information as a reader, users today could be more than a visitor and disseminator
of the information, they are also the maker and publisher of information. Many
remarkable sites and applications, such as Facebook, Twitter in the U.S., Flickr,
Renren and Kaixin in China, millions kinds of blog and Twitter have miraculously
appeared, and at the moment they born, they draw attention of the time sailors, there
are tens of millions of registrations, hundreds of millions of views in a few months.
Generally, they have a slogan such as to mobile, sharing, interaction; they try their
best to provide users with easy, rich and enthusiasm site environment and atmo-
sphere. Users can write down their own mood, upload the photos they take during
their vacations, share the funny video they found online, publish something make
sense to them or some philosophy essay... whatever they want to tell others, they
could publish onto their own social network. At the same time, people shared their
information and received information from other users. If someone makes com-
ments on your social network, you can also have a communication with him/her.

Then the question has risen. How could a social networking website which has
numerous users to push out the information we published? If we are using a social
network, such as Renren, we published a information such as “it’s a nice day today,
I’'m so glad”, there is no doubt that this information would be send into the database
website. However, would this information appear on the interface of all users?
Every user will see our message, but will we see all the information released by
users? Let’s do a simple calculation (as each social network have a different number
of user, we only do a rough hypothesis): the registration of domestic at most social
network are mostly about tens of millions now, we assume that users who landing
everyday (including new registered users) of a web site is only at a number of five
million, only 10% of them (this will be five hundred thousand people) release
something new, then we would receive five hundred thousand messages a day,
while many of them is talking about meaningless content such as the weather as we
described above. Obviously, to push all the information to all people is not realistic.

Ones who used social networking could know that the real information push is
pushing the information published by their friends, the ID which publishes some-
thing of their interested fields or some wonderful content to us. After log in our own
interface, we will only receive messages from those specific accounts. We pay
attention to the ID we chose, and the wonderful pieces system deemed are choose
by some data such as forwarding number and the number of comments, thumb up
evaluation. We add our own friends and it has been confirmed. So, when we want to
find someone and add them as our friends, do we have to enter their name in the
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search box? If every friend is come from this, then the time and energy we spent on
it will be too huge to image. Fortunately, today’s social networks have a smart
friend recommendation algorithm, it can find out the user who you have not added
at the time but may have registered in the same social network with you, and these
people will be recommend to you as potential friends. The meaning of this paper is
to research on how friends’ recommendation algorithm working and producing
results on micro-blog, and basing on the result, the more comprehensive and rea-
sonable algorithm is put forward.

At present, there are four main method of friend recommendation in micro-blog:
firstly, users could be initiative to search for friends they want to add. This is the
user’s voluntary behavior, which has strong pertinence and high efficiency, but the
operation could be tedious, and it needs time and energy; the second way is “people
you may interest to”. At the beginning the recommended strategy of this area is
depend on the number of mutual friend between the two users, there is no order
between the recommend ones, maybe someone have a lot of mutual friends would
be tail of the queue as a contract. Besides, you can obtain more mutual friends using
this kind of method, “change” a lot could also miss the friend you would like to
add. Nowadays, most of it is based on the similarity of which area users concern
about. The third kind is “what friends concern”, which is recommended by the
person your friends added but you did not focused on; The fourth is the “com-
munity”’, becoming a member can raise the chance of being recommend, which is a
extend of the hot user recommendation before.

Social network is designed to help users establishing and expanding their own
social circle online, and it is changing the way people sharing information and
communicating today [1]. According to the research, the social network users not
only hope to keep in touch with friends who they already known in real life, but
also hope to make friends with people who share similar interests and hobbies with
them [2]. However, for ordinary users, with the explosive growth of the scale of
social networking user, finding familiar friends in real life or friends who have same
interests is becoming more and more difficult.

Besides, friend searching methods at mostly social networking site is inhumane.
When users searching for a name on social networking sites, the result coming out
is usually a random one or a list by first letter of their last name, if there are a lot
people share a same name, finding the friend you need will cost a lot of time. Even
if some sites considered this problem, they mostly are simply consider whether they
are in the same school or if there is a mutual friend and the results generally could
not satisfy people at all [3]. Secondly, the list of friends is usually arranged in order
of time, rather than according to the relevance [4]. User can’t be familiar with every
person of the social graph, and who they pay attention to may also be just one part
of it. These things have cause many inconvenience to user.

As a form of social network, micro-blog also has similar problems. How to get
the information you want, how to expand your circle of friends, these are the core
research contents of the current social networking sites and recommendation
research [5]. In our daily life, the importance of friends is gradually highlighted;



108 L. Yang et al.

dividing “friends of friends” into account could largely expand the user
communities.

Therefore, basing on the characteristics of micro-blog, friend recommendation
mechanism is studied in this paper in order to design a more reasonable person-
alized recommendation algorithm which can serve the user.

2 The Research Status of Friends Recommendation
Algorithm

At present, most of the recommendation algorithms tend to automatically extend
some web pages, movies, commodity and label to the user which can meet the
demand of their interest [6]. The research of algorithm which referring potential
friends to users are relatively few. Lo S. and Lin C. put forward a theory that
measure the relationship according to the interaction between friends, the more
interaction they make, the better relationship they share. If two users show highly
intimacy at the same time to a third user, that means there is a good relationship
between the three users, so that they can set up a new friendship [7]. Chin A. tends
to recommend friends according to the interaction between any two users [8].
Shen D. and Zheng Y. etc. analyses user’s interest model according to the blog
which they pay close attention to or the place they have visited, and calculated user
interest similarity to find potential friends using the model [9]. Bacon K. put for-
ward to an idea to establish a complete sub-graph according to the relationship
between the user, the sub-graph meet the relationship between any two users are
friends, and then carried out in accordance with the common user merger between
sub-graph, so there must be concluded someone hasn’t been in a friend relationship
in the picture. Finally we can recommend friends for ones who have not yet
establish relationships with others [10]. Wu Z., etc. Come out with a algorithm to
recommend friends according to the user’s appearance [11]. Yu Haiqun etc.
Through doing analysis of the subject of social network user preference, they
proposed a algorithm based on the topic of user preferences [12]. Niu QingPeng
studied in the blog potential friends’ recommendation algorithm [13]. Shi Lingfeng
etc. studied the map query algorithm based on the relationship between social
network friends [14].

Wen-bing Zhao etc., using metrology method, through the statistical analysis
showed that the characteristic of users in micro-blog users are focus on several
follows power-law distribution, which is widely attention, while the majority of
users’ influence is very limited [15]. Gou put forward. SFViz system in visual
friends recommend SFViz system was provides a new visual, interactive tools,
users not only recommend search results in a single view. SFViz system can
support the user interactively explore and seek to have a common interest friend,
using social network topology structure and semantic structure of the active data,
social tag hierarchy, reflects the interest of users to surf the web. Through multiple
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perspectives of fused similarity between people in the hierarchy to enable users to
seek potential good friend relationship [16]. Xie X. design has realized the online
social network system based on biology, which USES the friends of the recom-
mended strategy is actively considering the users of all kinds of information,
showing the effectiveness of the design of friends recommend framework [17].
Hannon skillfully using Twitter user information and Twitter users social graph
structure, put forward a recommended strategy, an analysis of the different range is
more effective to improve the quality of the recommended a friend. The last show
out the recommended method is recommended results have better effect [18]. Yan
Yu proposed a social network based on hybrid graph friend recommendation al-
gorithm, this algorithm adopts to reset the random walk method based on hybrid
graph model, and complete to the users of social networks have a common interest
friends recommend. Optimal parameters obtained by many times experiments
weight, is the result of the recommendation is most ideal [19]. Java on Twitter, the
study found a large number of micro-blog users to know each other before using
micro-blog, there are a large number of micro-blog users are after a friend’s invi-
tation to try to use micro-blog and add as a friend. So, the current mainstream
micro-blog is mainly based on “hot spots” and friends of friends “indirect” rec-
ommended mode. Although the two methods provide the user with a huge reference
candidate crowd, ignoring the user’s own habits and hobbies (a large part of the
user wants to find some more and his congenial friends), caused the recommen-
dation information redundancy, accuracy and recall rate is extremely low, more let a
lot of users have no choice [20]. Jia-jia Zheng friend recommendation algorithm
based on graph theory is proposed. The core idea of the algorithm is used for the
user, the user of the tag and searching as well as user’s friends have the same
concept of semantic space, and then use graph structure to describe the semantic
space [21].

Current requirements and trends of the friends recommendation algorithm are
deeply analyze each user attention object structure position and role in the whole
social networking features, and then from the trend of the overall grasp of the
masses of users to use, and dug up each user’s behavior, improve the effectiveness
of the recommended by the user. Because friend recommendation algorithm has
certain targeted mostly, the recommended algorithm described above the recom-
mendation on the object and purpose have bigger difference. So in accordance with
the actual situation and features of the micro-blog friend recommended, there is a
need to make a comprehensive analysis and research.

3 Micro-blog Friends Recommend Related Technology

Compared with the goods recommendation technology widely used, such as book
recommendation system on Amazon, Netflix movie recommendation system of
micro-blog friends recommend related research is less. A twitter user’s friends is to
focus on the user object. In general, micro-blog friends recommendation technology
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is divided into recommended based on content and based on the recommendations
from the social relations two kinds big. In content-based recommendation, Hannon
using micro-blog keywords as a characteristic, mining high quality sources of
information. Based on the recommendation of social relations, one is based on the
recommendations from the social networking topology, Armentano [22] social
networking topology is used to find the user interested friends [23]; Two is rec-
ommended based on social filtering algorithm, the friends of friends as recom-
mended target.

3.1 Content-Based Recommendation

Friend recommendation algorithm based on content is based on this idea, if two
people have similar topics, they may be more willing to get to know each other.
That is to say, this algorithm is trying to find and target users with similar interests
[24].

In 2010, Hannon Twitter friends recommended method put forward by
micro-blog content information as the characteristics of the user, through infor-
mation retrieval methods are recommended. Algorithm of this paper is divided into
two steps: establishing attribute information for each user, with TF-IDF model is
recommended.

Build user attribute information User tweets can well reflect the history of user
interests, so can according to micro-blog content attribute information to the user.
The simplest attribute information source is released the users themselves. UT
target users for UT, defined as users recently published micro-blog:

The definition can be further extended, each user attention object set called
followers, each user’s fans set called followers, are defined as follows: The user can
focus on followers, think users interested in followers of micro-blog, so you can use
followers micro-blog as the user’s profile, are defined as follows: User UT, in turn,
the followers of the UT, is likely to be interested in UT’s micro-blog, fans of the
micro-blog content also has a certain probability and UT interest is consistent, can
be based on the attribute information to the user.

Through micro-blog content and social relationships, we have established
attribute information for each user, only out of each user’s characteristic vector, are
defined as follows: The simplest case, can use word frequency as weights. But here
the application of scenarios, with TF-IDF model is more appropriate, namely the
UT of t; entry score, and the user is directly proportional to the frequency of the
term in the attribute information, and other attribute information in the entry is
inversely proportional to the frequency. This leads to appear in the user attribute
information frequently appear in other user attributes information don’t frequent
terms have higher weight. Corresponding are defined as follows: Calculated by TF-
IDF model, each user’s characteristic vector, when the user is recommended to
calculate candidate recommendation object features and user cosine similarity, the
similarity of the largest former several objects as recommended.
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Using cosine similarity to calculate users a and b two vector similarity of v, and
Vp. Can intuitively think that if users a and b share the same keywords in their daily
use, and a few other users to share these keywords, then they have a lot of simi-
larities. Algorithm based on content and link is through the use of social link
information in the social network to enhance the accuracy of the matching algo-
rithm based on content.

Algorithm by using the weak constraint and implicit social network users [25],
target users are more willing to accept this kind of algorithm. This algorithm and the
algorithm of calculation based on the content of similarity method has a lot of
similarities. And recommended to the user, however, before a few method to the
highest users, if the user effective connection between u and user c, the degree of
similarity between users u and ¢ would add 50% of the weight, that is if there was a
link between the users u and c, in its recommended recommend that order will be
above the recommended item content based similarity. A valid connection is
defined as: a number of users in a row, the first users as the target, the last user as
recommended users, each between two users a and b must satisfy at least one of the
following three conditions:

@D a initiative to contact b
® ato b had a comment
® b initiative to contact a

This definition ensures that the two entities social connections between the user
and the minimum that they or their friends are acquaintances or have some inter-
action. Such as user a ¢ comments to users, and users b and c are friends rela-
tionship, we think that the user a and user b between such a valid connection. When
recommend using effective connection, also consider the content of the same
keyword matching, we can also send a link as a kind of extension, including
consider users u and candidate concentrated all the connections between c. In the
recommended by users, at least more than 7 cases need to be considered effective
connection information.

3.2 The Recommendation Based on Social Topology

Based on the recommendations from the social networking topology In 2011,
Armentano et al. proposed a micro-blog friend recommended method based on the
social networking topology structure, the method is divided into two steps: search
candidate recommended users; According to the characteristics of the different
weighting of candidate recommendation ordered by users. (1) Search candidate for
users. In order to find the target user U candidate recommended users, the algorithm
is based on the assumption that the user U focus fans the attention of the user object
is an object candidate recommendation. Simply speaking, users U and F are focus
on an object, other objects of attention of the user F users U may also be interested
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in. The rationality of the hypothesis is that the target user is searching for infor-
mation on and found he is interested in information source, the other focus on users
of the information sources and target users are likely to have a common interest,
and other sources have discovered the same topic. Ditto section, are defined as
follows, if A focus on the B, then B is a follower, A is B’s followers, search
candidate user steps are as follows:

(1) Starting from the target user, first, to get its attention to collection of objects,
S, (2) for each element of S, its collection of fans, merge each collection (allows
repeating element), (3) for each element of L, its focus on a collection of objects,
merge each collection, to get the recommended candidates (allows repeating ele-
ment), (4) remove the user from T U have focused on object, get the final set of
candidate recommendation R (allows repeating element), R is the each element in
the target user of candidate recommendation object, each element may appear
multiple times in the R.

The weighted feature the first characteristic is recommended candidate object
media properties, because the user is looking for information, you can assume that
there are a lot of fans, such as user but very few users attention. Are defined as
follows: The second characteristic is the candidate recommended frequency of
object in R list, the list of an object in R x is the number of occurrences of neighbor
number of x and the target user. Are defined as follows: The third feature is the
target user U and candidate recommendation object x number of common friends,
are defined as follows: The combination of these three features: Recommend to
target users, from the candidate recommendation object selected top-K are rec-
ommended according to the weight.

3.3 The Recommendation Based on Social Filtering
Algorithms

Based on the recommendations from the social filtering algorithm Social filtering
algorithm (Social filtering) is based on such A premise: if A friend is A friend of B,
then it is possible that B friends. The recommended method not only consider the
user’s interests, also through the analysis of implicit in every friend of information
users, to recommend friends to users [26].

First give a definition: in the social network, if user b is a good friend, will be
defined. The description of the algorithm are as follows: Assumes that user a and
user u, user u recommend friends RC (u) is defined as the candidate set, the user is a
user u friends, users c is a good friend at the same time, the user is the recom-
mended candidate for the user u and c concentration of a user, Is defined as a
mutual friend set, Through a mutual friend relationship, we added between users u
and c. And then through the calculation and collection of mutual friend user can
recommend percentage of ¢, user can recommend percentage and centrally by the
candidate to the target user u recommend top-K with the highest scores. The
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algorithm is more suitable for application in contact with realistic society has great
social networking sites. Algorithm is larger deficiency is the accumulation of target
users need to have a certain number of friends, for a new friends or a small number
of registered users, the algorithm is not applicable.

4 The Improvement of Micro-blog Friend
Recommended Algorithm

4.1 The Basic Thought of Solving the Problem About It

As the current recommendation algorithms have advantages and disadvantages, in
practical applications, the recommended method is generally mixed (Hybrid Rec-
ommendation), that is, how to combine different recommended strategies to pro-
duce better performance results. The more commonly used method is to use two
recommended methods to produce two predictions, and then in some way combine
the two results. Although there are many combinations feasible in theory, but not in
the specific application of each effect are good. The most important principle for
mixing is that the mixing one can avoid or compensate their weaknesses.

On mixing the recommended method, there are the more commonly used ideas:

(1) Weighted: The result for each recommendation algorithm plus weights, then get
the final recommendation result.

(2) Mixed [27]: Provide a variety of results of recommendation algorithm to the
user reference in a while.

(3) Switching: according to the actual situation of the problem and asked to select
the other recommended methods.

(4) Feature combination: combine different characteristics recommendation result,
by the use of a recommendation algorithm.

(5) Cascade [28]: Start with a preferred method for generating preliminary rec-
ommendation result, re-use the second recommended method recommended
earlier on the basis of the results of further recommendations.

(6) Feature augmentation: a recommended method uses additional feature infor-
mation generated by another recommended method.

(7) Meta-level: a recommended method uses the entire recommended model pro-
duced by another recommend method

From the current recommended combination of technology research situation
seen on the content and composition studies based on more collaborative filtering.
Other recommended combination of fewer major online data privacy reasons. When
using a combination of recommended techniques must be noted that a combination
of strategies for content-based and collaborative filtering, it must consider the
quantity and quality of data in the database.
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4.2 The Proposition of the Recommendation Algorithm
Which Is Based on Content and Social Relationships

At present, micro-blog friends’ recommendation for each user’s is in multiple
columns to display, each column is determined by the area only a recommendation
(some are hot spots recommended members, some are friends’ concern), factors to
be considered too single, so although net shop is large enough, its recommend
efficiency is very low. This article seeks to consolidate different factors, to develop
a way to take full account of user preferences and social recommendation algo-
rithm, based on their ideology and that is: each user has their own social network
(including the user object of concern and attention to the user fans) and the tweets
you post, the two categories of potential users recommend friends have a certain
impact. This article is to be recommended and users with the highest similarity and
potentially more friends in common with the user already exist.

The similarity between users is different user personal information, interests, and
on the geographic location of the similarity. Interests include the user’s first concern
when the public account login micro-blog; micro-blog users post content and show
it in personal information and other items of interest. Location is personal infor-
mation, hometown name, school name, or the name of the user to fill in the
workplace, but also fill the other users on the same locations on the geographical
similarity with the user. This part can use the content-based recommendation
algorithm come recommended result.

In common between two users, the more there is a great probability that two
users described in reality the larger social circle intersecting surface coverage, the
higher the possibility the two met. On the other hand, based on social topology is
also recommended to use a mutual friend a few sort the results, so this part is used
in social relationships recommended.

Finally, the three recommended results are given different weights, and then use
the formula to arrive at final recommended top-K friends.

Micro-blog users have friends represent their personal information and network
connections, so that each user is unique presence, the proposed recommendation
algorithm main reference is the user’s personal information, and the user’s existing
micro-blog content social networks. Through these aspects into consideration the
recommendation result obtained.

4.3 Processes of Micro-blog Friends’ Recommendation
Algorithm Which Is Based on Content and Social
Relationships

Micro-blog friends’ recommendation algorithm based on content and social rela-
tionships implementation process consists of three modules: data collection
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preprocessing module, recommendation algorithm module implementation and
results of the display module. The basic flow chart shows in Fig. 1.

(1) Pre-processing module is divided into three steps of data collection:

First, get the data set. The data set includes a user’s personal information, use
micro-blog published content and their social networks. Personal information
contains both various place names associated with the user, but also contains the
user’s public concern number. Users can now include social networking friends and
fans.

The second step, analyze the data. Get a great probability data set is very large,
so the need for these data processing, screening out some repetitive, less significant,
for example, data time, fans and so the user select to represent the user’s data and
structural process.

The third step, read out the processed data for the next module.

(2) Algorithm module is divided into the following sections:

The first part, read the user’s personal information and his micro-blog content,
using TF-IDF algorithm derived user tags, calculate the similarity between the user
and the target user, select one kind of K highest similarity Top-N (N > k) rec-
ommended composition of a candidate set 1;

The second part, establish the user’s friends relations matrix, identify candidate
centralized buddy relationship between users, association rules algorithm to cal-
culate the number of common friends among users, the largest number of elected
mutual friend Top-N recommendation candidate set consisting of 2 users;

The third part, use the social filtering algorithms to identify both similar interests
have more in common candidate sets 3;

Calculate
the
similarity

Take out
the front
ranking of
umers’
similarity

Establish user

wvector which
Recommended

candidates’ set 1

is based on
the content

According to
the social Recommend
filtering . the front k
algorithm to Recommended users of the

recommend candidates’ set 2 el resut

According to
the social =
networking .

technology Recommend ed
to search candidates’ set3
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Fig. 1 Based on content and social relationships micro-blog friends recommendation algorithm’s
flowchart
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The fourth part, achieve the content recommendation of micro-blog friends’
algorithm which is based on social relationships and share the number of weight
values obtained by the three methods feature vector using a combination of weights
three candidates set as the target user recommended a comprehensive right friends.

(3) Recommended result display module:

The final Top-K Promoted results are displayed.

4.4 The Realization of Recommended Algorithm Based
on Content and Social Relationships Micro-blog
Friends

Basing on the user’s personal characteristic information, the overall objective of the
algorithm is to calculate the set of users as similar as to the target user and word
feature vector, that is, to produce a recommendation basing on the users’ profile in
descending order of similarity. Specifically, for the target user u, by his personal
feature information and specific similarity function, calculate the K users which is
closest to his feature information as the target user u’s nearest neighbor set, which is
the target user u’s Top-K recommended set.
The implementation steps of the algorithm:

(1) Collect users’ information

Social networking sites typically require users to describe their own interests and
personal information. In micro-blog, the user needs to choose the direction of their
selves’ interest and other areas of expertise. Residential address filled in the basic
information as well as the label is also on behalf of the individual characteristics of
the user. In addition, users’ micro-blog content and the user’s friends are also
concerned about the need to collecting users’ information.

(2) Create a user feature vectors

This step needs to consider two major categories. The first is the user’s interest
information and relationship information, which come from the user’s micro-blog,
interests, and location content associated with the user. Then use TF-IDF algorithm
to translate the information into word feature vector written as:

Vu=(W1,W2, e Wy, ...,Wm)

Wherein m represents the number of user’s characteristics, and w; represents the
user’s characteristics.

(3) Calculate the similarity between the users to obtain the candidate set 1
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After obtaining the user’s feature vector, calculate the cosine similarity between
the feature vector to obtain the similarity between the user u and the target a,

sim(u,a) = cos(Vu, Va) = %
u| - [Va

By similarity calculation, we obtain the Top-N recommendation, which is most
similar to the target user u and set as friend recommended candidate set 1.

(4) Find what the user u’s friends follow, and compute the number of common
friends between the two

As social filtering algorithm shows, first find all the friends which the object of
interest user u follows, one of which is located ¢, and a is a common friend of u and
¢, and then calculate the number of common friends between the two. As is
described in the previous section, a mutual friend set is defined as:

MF(u,c) ={a|F(u,a) ANF(a,c)}

By mutual friends, we add contact between user u and user c. Then we can get
user ¢’s recommend percentage by calculating the number of mutual friend set MF
(u, ).

Here, p is defined as the recommended candidate relationship matrix. In this
matrix, if the user i and user j are friends, P;; is 1, O otherwise.

p” cee pl] cee pln
P=|pan - pj - Pin
Pnt >t DPnj ' Pnn

Let A equal to matrix P calculated from the correlation matrix, with n users each
associate rules confidence. The correlation matrix of A is a matrix of n X n, n is the
number of users, a;; is the confidence of association rules. a;; represents both user i’s
friend, but also the user j’s friends proportion of all users in the N.

all see al] cee alﬂ
A= ap .oo aij Ain
Anl st dpj ottt pp

The preference vector of use u is a matrix of 1 X n. uy; expresses mutual friend
relationship between the target user K and J, which is the amount of lateral P
matrix. Then recommend for the target user vector s, and it can be got from the
correlation matrix A and the target user’s preference vector u.
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(5) Base on the number of common friends to sort the candidate set of potential
friends to give the candidate set 2

According to the number of common friends between the target users and the
mutual friend recommended centralized, we can get a mutual friend and recom-
mend candidates for the number of the target user set 2 from more to less friends.

(6) Get the user u’s neighbor

Using social topological methods, find the user u’s neighbor T, and remove of
which there is already a friend of the user to obtain the final user neighbor R.

(7) Weight neighbor users to get the candidate set 3

Weight the R value based on the user’s media properties, repetition rate and the
number of common friends. Add the calculation results to obtain the candidate set 3
of friends recommend.

(8) Select suitable weights

In micro-blog, each user’s behavior is a unique behavior collection which is
different from the behavior of other users’. So the three candidate sets generated for
each user when considering their weight distribution is necessary to specific con-
ditions. When considering the weight, we first exclude the situation that users u has
no friends or social networking in which we can simply recommend the recom-
mended candidate q directly. We consider both the content of the user and the
situation of social relations.

Suppose three weights are o (the weight of candidate sets 1), B (the weight of
candidate set 2), 1 — o — B (the weight of candidate sets 3). In the new algorithm,
the three values of the weights are based on the user’s content feature vector, the
friends’ friends in social relations and the number of fans concerned about the user
to determine the proportion of three. For example, if a user’s micro-blog content is
rare but it has a huge social networking circle, then o will surely much less than
1 — a. Let the final recommendation result is Z, then

Z=axSetl +fxSet2+ (1 —a—f)x Set3

(9) Obtain the final recommendation result

Recommend the recorded Top-K friends to the target user, and complete
micro-blog friends’ recommendation algorithm.
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5 Conclusions

With the rapid development of network, human beings have entered the Internet
information age. As the way that people commonly use in the network to contact
friends, social network get more and more attention. Friends recommended in the
social network as the basic function of the various social networking sites, has
become a hot area of research.

This article first introduces the relatively excellent project recommendation
algorithm, and then analyzes the status quo and technology of the existing friends in
micro-blog recommendation algorithm. Secondly it puts forward a personalized
friend recommendation algorithm based on the content and social relationship, and
it mainly introduces the realization of the combining user’s personal information,
micro-blog content and the social relations in the algorithm.

The paper mainly does the following work: the statement of the definition,
development history and characteristics of micro-blog, the introduction of the
current recommended algorithm, and the analysis of the advantages and disad-
vantages. It then recommends related technologies for the current micro-blog
friends and lay the theoretical foundation for the presenting of the personalized
friends recommendation algorithm. It puts forward a personalized friend recom-
mendation algorithm based on the content and social relationship, and extracts the
details of the users’ personal information, micro-blog content and social relation
circles. It can be divided into three parts. First, it calculates the similarity between
the users, basing on the recommended content. Second, it gets the users’ neighbors
according to the users’ social networking topology, and it plus the right to obtain
candidate sets.

In this paper, there are some shortcomings, in future work, needs to be done: 1,
personalized recommendation algorithm proposed in this paper, although the user
can solve the problem recommended by friends, but also fully used in the user’s
personal information, but did not consider dynamic changes to user interests, and
therefore need to increase work in the future consideration of user interests
dynamics. 2, although the new algorithm by multiple project team members to
discuss improvement from, but there are always ill-considered part of, and the
practical application and theoretical research will be most performance difference.
3, the pace of development of the Internet much faster than expected, and now the
mainstream friends recommendation algorithm may have a new algorithm replaces
the future, and therefore in future research should pay attention to research
prospective.
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Abstract This paper proposes a novel approach called KDSVM, which utilized the
k-mean techniques and advantage of feature learning with deep neural network
(DNN) model and strong classifier of support vector machines (SVM) , to detection
intrusion networks. KDSVM is composed of two stages. In the first step, the dataset
is divided into k subset based on every sample distance by the cluster centers of
k-means approach, and in the second step, testing dataset is distanced by the same
cluster center and fed into the DNN model with SVM model for intrusion detection.
The experimental results show that the KDSVM not only performs better than
SVM, BPNN, DBN-SVM (Salama et al., Soft computing in industrial applications,
2011 [21]) and Bayes tree models in terms of detection accuracy and abnormal
types of attacks found. It also provides an effective tool for the study and analysis of
intrusion detection in the large network.
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1 Introduction

Network intrusion detection is a new network security mechanism designed to
detect, prevent and repel unauthorized access to a communication or computer
network. An intrusion detection system (IDS) plays a crucial role in maintaining a
safe and secure network. In recent years, a huge network data is generated due to
the application of new network technologies and equipment, which leads to the
declining of the defect rates. The intrusion detection process is a difficult and
complicated one in terms of detection accuracy, detection speed, the dynamic
nature of the networks and the available processing power for processing high
volumes of data from distrusted network systems [15]. Recently, many researchers
proposed innovative approaches in recent years.

These methods, based on detecting in team of behavior-based and resource type
of access, are divided into four categories. The first category is to detect anomalies
based on statistical analysis, such as, Bayesian model [3], Decision Tree.
Anomaly-based techniques build models of normal network samples and detect the
samples that deviate from these models in literature [7]. It can detect new types of
attacks via already known normal events. Therefore the anomaly detection
approach suffers from a high rate of failure. The second category is anomaly
detection approach where most methods require a set of standard normal dataset to
train the classifier and check whether new sample fits the model. These principle
methods are coined as outlier detection algorithm, such as k-mean, self-organizing
maps and unsupervised support vector machines approaches [8]. The third category
employing Al techniques to detect attack types by taking advantage of machine
learning can prioritize solutions to certain problem, such as, SVM [5], RF [23],
genetic algorithm (GA) and artificial neural networks etc. The last category is the
hybrid and ensemble detecting methods that integrated advantages of different or
same methods in order to incase accuracy of detection. These approaches include
bagging, adaboost [19] technology, and the PSO-K-means ensemble approach [16].
The PSO-k-means methods could achieve optimal numbers of clusters and increase
the high detection rate which utilized K-means technology to detect attack types in
networks. In addition, the SVM-KNN-PSO ensemble method proposed by [1] can
obtain the best results, which used advantage of nonlinear processing capability and
classification capability based distance for each sample. However, their work is
based on binary classification methods, which can distinguish between the two
states. Alom et al. [2] combines the deep belief network (DBN) and SVM model,
the proposed model utilized DBN to select the feature and SVM to capture the rules
from attack process, then the reduction dimension output data by DBN regarded as
the input dataset fed SVM into detection intrusion. In above methods, it is supposed
that each feature of datasets is independent in all time, but in real world, the feature
of intrusion dataset is complex and needed a comprehensive analysis.

Taking above discussions into consideration, this paper proposes the KDSVM
model using the k-means algorithm to capture the feature of raw data and divide
dataset into different subsets. Then each subset is fed to the improved DNN which
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top layer instead of SVM model, respectively, and learning different characteristics
of the sub dataset. Next, these tested datasets are divided by prior cluster center of
training dataset into sub testing datasets. Finally these testing sub datasets are fed to
the trained DNN for intrusion detection. Because the DNN can acquire enough
information, via prior learning processing and capture more specific rules of attack
types in networks based on extracting feature capability for massive and complex
data [6, 13]. The DNN model based on theory of deep learning, can solve
non-linear problems with complex and large-scale data, and has been successfully
applied in the area of weather forecasting and stock prediction [10]. The experi-
mental results based on the knowledge of KDD CUP99 datasets and NLS-KDD
datasets [22] show that KDSVM generates better accuracy and more robust than
other well-known algorithms, and well supported for parallel computing.

The rest of the paper is organized as follows. The related literature concerning of
IDS is reviewed in the Sect. 2. Section 3 presents the proposed approach in detailed
and describes it works. Section 4 describes the experimental datasets and illustrates
the data preparation, evaluation criteria, results and discussions of experiments.
Finally, the conclusions and suggestions for future work are provided in Sect. 5.

2 Literature Review

In this section, the deep learning approach of deep neural network is briefly
introduced. As a matter of fact, IDS as classification method is very important for
deal with feature of dataset, because the categories learner has acquired knowledge
and patterns based on the characteristic of data. Additionally, the level of feature
representation is determining the performance of a learner.

2.1 DNN Algorithm

The essence of the deep neural network is to learn more useful feature of machine
learning and construct multiple layers in network and vast amounts of training data.

Auto-encoder: An auto-encoder is one type of unsupervised neural networks
with three layers [12] and the output target of the auto-encoder is input data. The
encoder network transforms the input data from a higher dimensional space to
codes in a low dimensional space and the decoder network remodels the inputs
from the previous works.

The encoder network is defined as an encoding function denoted by f,;coger- This
function indicates the encoding process:
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K" =fencoder ()gn) ( 1 )

In which x™ stands for data point from a dataset, & is the encoding vector
obtained from x™.

Decoder: The decoder network is defined as a reconstruction function denoted
as fgecoder, this function indicates the decoding process:

b zfdewder(hm) (2)

In which " is the decoding vector obtained from A™. There are specific algo-
rithms for several encoding functions and reconstruction functions including:

1

LOgSig: fencoder ()‘m) = W (3)
0 if xX"<0

Satline:  foncoder(¥™)=4¢ z if 0<x™<1 (4)
1 if x¥"<0

Pureline:  foncoder (X)) =x" (5)

Pre-training: The process is proceeding in the sequence until the Nth
auto-encoder is trained for initialization the final hidden layer of the DNN. In this
way, all the hidden layers of DNN are stored auto-encoder by stacked structure in
each training N times, and are regarded as pre-trained. This pre-training process is
proven to be significantly better than random initialization of the DNN and con-
ducive to achieving generalization in classification [9, 11].

Fine-tuning: Fine-tuning is the process that utilizes the supervised fashion to
improve the performance of DNN. The network is retraining and labeled from
training data, and the errors by difference between real and predicted values are
back propagation with stochastic gradient descent (SGD) method for all multilayer
network. The equation of SGD is defined as follows:

1

=3, Oi— 1)’ (6)

M=

E

1

where, the function E is loss function, y is the real label and ¢ is the output of
network. The gradient of weight parameter ® is obtained by derivative the error
equation.

dy _OE oy 9% (7)

dw;  dy; Ou; Owy
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With the gradient of the w;; the equation of updated SGD is defined as:

Wf =i = (=) -y (1 =) - b (8)

In which, the # is the step size and greater zero, A is the hidden layer number in
the deep network [4].

This process is tuned and optimized by the weight and threshold based on the
real label data in the DNNS, in this way, the deep networks can learn important
knowledge for final output and direct the parameter of whole network to detect
correct classification [20].

3 Proposed Approach of KDSVM

This section, the proposed approach is used based on clustering methods and deep
learning with SVM model to solve above problems. In the first place, the sub
training datasets divided the training process into different subsets and calculate
center points by each train points. Second, the sub train datasets are trained by kth
DNNs, the number k is the value of clusters, this take DNNs that have learned
different characteristic of each cluster centers. Third, the sub testing datasets are
divided from the test datasets by k-means algorithm that uses the previous cluster
centers in the first step, and these sub testing datasets are applied to detect intrusion
attack type by completely trained per DNN which top layer used SVM classifier.
Finally, the outputs of every DNN are aggregated for the final results of intrusion
detection classifiers.

3.1 The KDSVM Algorithm

The approach in detail is showed the algorithm of KDSVM. The point center and
training sets are generated by output of k-means function in line 1, the sub testing
sets are obtained by calculating the distance with Huffman function in line 2-6, the
kth DNN s is trained by training set in line 7—12, the sub testing sets are index and
the final results are predicted by the aggregation in line 13-19.
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Algorithm 1: KDSVM algorithm

Input: TR-Train Dataset, TE-Test Dataset, K- the number of the cluster, HLN- the
number of the hidden layer node, HL- the number of the hidden layer, TSVM-top
layer classifier of architecture in each DNN.

Output: classification result- for KDSVM model

/* get the center points and sub-train dataset */

1. C,subTR « kmeans ( TR, K)
/* calculate distance from each data points in TE to center points */
2. Fori=1toN
3 Forj=1to K
4. distance (i,j) = huffman (TE;, ;)
5. End
6. End /* Train the every deep neural network by the each sub-train dataset */
7
8

Switch p do
. casep do
9. Train the DNN, =DNN(subTRp, HLN,HL);
10. Train the TSVM,=DNN,,
11. End

12. End /* get sub-test dataset by the per cluster center Cj*/

13. For m=1to N

14. index « find (min(distance (i))); SubTE; ., < TE;

15. End /* train DNN model for each subTR and test DNN model for subTE */
16. For m=1to K

17. prediction = model,, (subTE,,)
18. End /* aggregate each prediction result */
19. Return classification result = aggregate (prediction)

4 Experiments

The experiments will be examined and compared with other detection engineer
models, for instance, SVM, BPNN, DBN-SVM and naive Bayes. The six datasets
from the KDDCUP99 and NSL-KDD are used to evaluate the performance of all
models. Then, the parameters of the number of clusters and the weights of DNN are
discussed and analyzed.

4.1 The Dataset

In this research, six datasets are randomly generated from two datasets, KDD
CUP’99 and NSL-KDD, which reduce the amount of data, and called Dataset] to
Dataset6, respectively [18] and show in Table 1.
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Table 1 The distribution of training set and testing set are shown in six dataset from the KDD‘99
and NSL-KDD

Data set | Training dataset Testing dataset

Normal | Dos Prob. |U2R |R2L |Normal |Dos Prob. | U2R |R2L
Dataset1 9727 39145 | 4107 |52 1126 | 60593 |229853 |4166 |228 |16189
Dataset2 | 48639 195729 | 4107 |52 1126 | 60593 |229853 | 4166 |228 |16189
Dataset3 | 97278 | 391458 | 4107 |52 1126 | 60593 | 229853 | 4166 |228 | 16189

Dataset4 | 13449 9234 | 2289 |11 209 | 9711 7458 | 2421 | 200 2754
Dataset5 | 33671 22963 | 11656 |52 995 | 9711 7458 | 2421 | 200 2754
Dataset6 | 13449 9234 | 2289 |11 209 | 2152 4342 | 2402 | 200 2754

The six new datasets are used to evaluate the performance of KDSVM algo-
rithm, and execute to compare the other detection engineering methods, such as
SVM, BPNN, DNB-SVM, and Naive Bayes [14].

4.2 Evaluation Methods

In this study, the Accuracy, Recall, and Error Rate (ER) are used to evaluate the
performance of the detection models. The formulas of above criteria are calculated
as follows [17]:

TP+1TN

Accuracy = 9)
TP+TN +FP+FN
TP
Recall= ——— (10)
TP+ FN
FP+FN
Error Rate = 11

O R ¥ TP+ TN+ FN (1)

In which, True Positives (TP) indicates the number of network attack types
distinguishing correct cases, the True Negatives (TN) shows the number of normal
network type classifying the correct normal type, the False Negative (FN) is denotes
the number of classified attack type detection as normal type, the False Positive
(FP) means that the number of classified normal type as attack cases. The step of
Accuracy shows the degree of whole correct detection accuracy of dataset and the
ER refers to robust of classifier, the Recall indicates the degree of correctly
detection attack type in whole attack recodes. In above team, higher accuracy and
recall and lower ER is represented good performance.
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4.3 Experiments with KDSVM

In this section, cluster number of k is evaluation of KDSVM based on the six
dataset, because the area of value of k are different in each dataset and this are
serious impact precision of results for KDSVM method. Next, the testing datasets
are used to compare the performance of the five models.

Results and Comparisons

In this section, the fusion matrix and the evaluated criterion are calculated with the
KDSVM and other four traditional detection engineers in the six datasets respec-
tively. The experiment results of above algorithm in six datasets are shown in
Table 2 and Fig. 1.

Table 2 The comparing the results for the intrusion network for six datasets (\%)

Dataset k | model Normal | Dos Probe |U2R |R2L | Acc Recall |ER
Datasetl |- |SVM 98.21 83 66.01 [0.88 |3.14 |[81.52 [77.72 |18.48
- | BPNN 96.51 89.49 [46.18 |9.21 |193 |85.66 |8348 |14.34
— | DBN-SVM | 93.65 96.62 [59.27 |0 0 90.44 |91.08 |9.56
— | Bayes 91.51 95.59 | 6135 |4.39 |[3.56 |89.48 |92.57 |10.52
2 | KDSVM 97.21 96.87 8032 | 114 |6.88 |91.97 |91.68 |8.03
Dataset2 |- |SVM 96.22 97.1 65.84 |0 0.05 |91.39 |90.52 |8.61
— | BPNN 91.44 9742 [62.69 |7.02 |541 |90.93 |92.88 |9.07
— |DBN-SVM |98.23 96.48 |3826 |0 0 90.95 |89.51 |9.05
— | Bayes 95.92 9598 |62.55 |4.82 |4.38 [90.69 |91.07 |9.31
4 | KDSVM 98.42 97.2 70.64 |3.51 |1.57 [92.03 (9135 |7.97
Dataset3 |- |SVM 95.87 97.23 |64.86 |0 0.06 |91.41 |90.59 |[8.59
- | BPNN 81.53 96.95 |8.81 6.14 |7.26 |88.03 |90.05 |11.97
— |DBN-SVM | 99.57 96.57 |0 0 0 90.76 |89.37 |9.24
— | Bayes 96.38 96.29 |59.15 |7.02 |746 |91.12 |90.95 |8.88
5 |KDSVM 97.61 97.23 6596 |4.39 |6.59 |92.1 9223 |79
Dataset4 |- | SVM 95.54 70.18 |5737 |0 1.63 |70.73 |53.26 |[29.27
- | BPNN 96.35 71.17 |6555 |0 0.58 |72.16 |57.79 |[27.84
— | DBN-SVM | 99.63 63.11 |7.23 0 0 64.57 4045 |35.43
— | Bayes 93.9 72.18 [41.02 |0 0 68.73 |52.78 |31.27
3 | KDSVM 96.17 75.84 |5337 |3 3.01 |72.64 |57.48 |27.36
Dataset5 |- |SVM 98.57 18.93 4989 |0 0.11 |54.1 2045 |459
— | BPNN 91.79 7.63 66.58 | 1.5 243 149.53 [27.56 |50.47
— | DBN-SVM | 99.69 62.64 |4899 |0 0 68.93 4643 |31.07
— | Bayes 99.06 61.65 |354 0 0 66.87 |44.28 |33.13
3 | KDSVM 97.19 7451 |4837 |5 0.62 |71.83 |55.08 |28.17
Dataset6 |- | SVM 95.81 41.5 43.67 |0 0 4146 |30.6 58.54
— | BPNN 74.72 4.61 88.67 |0 1.53 |33.59 |30.6 66.41
— | DBN-SVM | 99.72 36.15 |6.74 0 0 3273 | 189 67.27
— | Bayes 82.16 48.25 2852 |0 0 38.37 |30.08 |61.63
5 | KDSVM 84.2 50.02 |52.66 |1.5 0.98 |44.55 |37.85 |55.45
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Fig. 1 The prediction accuracies histogram of five types for models of SVM, BPNN, DBN-SVM,
Bayes and KDSVM are compared in six datasets in different colors

In which, the columns symbol of ACC in table heads mean the average accuracy
for each models. The records are unbalance in six dataset, the types of Normal and
Dos have major compositions, the U2R and R2L have sparse distribution, because
the last two cases have especially intrusion actions which have obtained advanced
user right, it is more covert intrusion for difficultly detection.

From Table 2 and Fig. 1, consideration accuracy, the KDSVM has better
accuracy than other four methods, and has the lowest error rates in the datasets.

4.4 Discussion

The overall accuracy is used to generate the histogram and compare distinguished
results in six datasets and shown in Fig. 2. This is more detailed to evaluate the
classification performance with five types (one normal and four types).

From the above, the results show that KDSVM algorithm is good at detection
cases of Normal, Dos and Probe in the six dataset. Therefore, for sparse and difficult
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Fig. 2 The histograms of the 100
e o8 I svm
average precision by the five . O o e |
models are compared with the [ DBN-SVM
six datasets [Csayes
[ Ikpsvm

precision

Dataset1 Dataset2 Dataset3 Dataset4 Dataset5 Dataset6

cases of U2R and R2L in six datasets, the KDSVM model also obtains higher
accuracy.

5 Conclusion

The attacking events of low frequent are usually difficult to predict and it can cause
severe threats to networks. This paper puts forward the innovative approach which
takes the advantage of k-means and hybrid deep neural network with top layer used
SVM classifier, to detect attack types. In the first stage, the features of the network
dataset are clustering and divided into k sub datasets in a bid to find more
knowledge and patterns from the similar clusters. Then in the second stage, the
highly abstract information is obtained by deep learning networks from the subsets
during the clustering process. Finally, the DNNs which used SVM classifier to
instead of softmax layer, are used to detect the attack cases with testing subsets.
This is an efficient way to improve the accuracy of the detection rates. The results of
experiment show that the KDSVM performs better than the SVM, BPNN,
DBN-SVM and Bayes with best accuracy over the six datasets. On the other hand,
the proposed algorithm is more capable of classifying term of sparse attack cases
and effectively improves detection accuracy in real security system. However,
limitations of the KDSVM include the DNN parameters of weights and threshold of
the every layer, and the SVM parameters that need to be optimized by heuristic
algorithms, and it will be study works in the further.
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PET/CT Imaging Automated
Classification, Structure Testing
and Inspection of the Human Spinal Cord

Wei-Ming Chen and Chih-Sheng Feng

Abstract For the Positron Emission Tomography/Computed Tomography
(PET/CT) technology, the traditional vertebra spinal cord examination tumor shift
examination, is decided by doctor itself experience because the experience deter-
mination easily to have the fail diagnosis probability, these fail diagnosis make the
patient body huge burden, these risks use the Computer-aided diagnosis avoid,
vertebra spinal cord and so on specific spot use computer precise computation, the
design of calculating method strengthens forecast ability in the tumor position,
urges the accuracy promotion, reduces the risk of fail diagnosis, this medical
examination service is the indispensable diagnostic assistance. In our system, we
can classify characteristics of the vertebra, the spinal cord and the tumor, identify
vertebral metastases, and accumulate in the training data, which improve success
ratio of the system automatic identification. The experimental results make the
doctor’s Computer-aided examination and operation use of the three-dimensional
model with the corresponding position and the tumor information.

Keywords Positron emission tomography/computed tomography - Magnetic
resonance imaging - Vertebral column detection - Backbone detection - Spine
detection + Tumor detection - Neoplasm detection

1 Introduction

Along with technical progress and development, the mortality rate of malignant
tumor (cancer) stays at the highest level, recent years the World Health Organi-
zation announced the human ten big causes of death, the malignant tumor (cancer)
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placed fifth, the malignant tumor (cancer) still is disease which in the medical
system convalesced most with difficulty. Nowadays medical establishment uses
Magnetic Resonance Imaging (MRI) to examine the malignant tumor, the extre-
mely few use Positron Emission Tomography/Computed Tomography (PET/CT) to
examine the malignant tumor, in the tumor shift vertebra spinal cord part, MRI
examination cost higher than PET/CT examination, causes the waste of medical
resource, also existed many limit, e.g., the human subject cannot be equipped any
metallic decoration in the MRI instrument when processing, this limit leads
excessively people cannot get health screening on subjects protection.

Nowadays studies in Lee et al. [1] and Staal et al. [2] proposed the method to
solve the rib classification, lies in the automatic spinal canal tracing, but this method
is only for chest CT, which is unable to use on the chest outside, André Mastmeyer
et al. [3] proposed the mark type of spinal column examination, the mark type of
spinal column examination must let doctor to mark, this paper will propose the
automatic detection method to be able the rapid effective automatic detection
vertebra pathological.

In order to improve above shortcoming, this research uses Positron Emission
Tomography/Computed Tomography (PET/CT) to automatic tumor detection.
Using PET/CT examination cost lower than Magnetic Resonance Imaging
(MRI) examination, with examines the tumor characteristic merit, the more higher
analysis rate of the more precise examination result, improves many patients to be
obtain the examination safeguard.

( CTimage data | ¥
' ‘ Spinal canal
‘ tracing
. —
Bone
segmentation } L

Analysis of the
‘ spinal structure

I
Bone edge
detection = L. _
( Spinal Cord
pathology /

Fig. 1 The experimental flow chart
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2 Method

So far, the detection methods have been proposed are all using artificial to detection
spinal column. The method proposed in this paper, Fig. 1, can detect the majority of
spinal columns automatically by using CT image data, and can narrow down the
diagnostic area to get a better efficiency on the system processing speed. Each time
our method will train the training data while system make an analysis process, and
it will provide the training result to the next phase to improve the analysis accuracy.
Moreover, combined with the characteristic the PET tumor detection which can get
more effective detection of tumor characteristics and location.

2.1 Bone Segmentation

For the first step, in Fig. 2, the highest intensity area is also a value as HU
value + 1000 which indicates the bone range. We can use this characteristic to
separate the bone from other parts. Figure 3 shows the result of this separating
process which include the head, the body and the buttocks.

Air Fat Liver Blood Muscle Bone BaSO4

Plain CT Contrast CT at arterial phase

Fig. 2 HU value distributed scope Source www.cmu.edu.tw
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Fig. 3 The result of classify
the bone with other part, the
bone range including the

head, the body, the buttocks

2.2 Bone Edge Detection

This step we use the result of the previous step, which produce many noise. We
employ J. Canny [4] et al. edge detection of the bone to solve this problem. We take
the result of edge detection to be the initial points. By using Romen Singh, T [5]
et al. local adaptive threshold as the threshold value, the disconnect noise around
the bones will be removed more easily and clearly. The result is shown as Fig. 4.
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Fig. 4 The edge detection
and the inflation result of the
bone

2.3 Spinal Canal Tracing

We use the result of previous step to trace the spinal canal, and make statistics each
2D for slice. The top 1% of the statistics result will be marked as vertical position
points. Use these points as the initial points to inflate toward the outside, the
inflation range will not surpass the result of before step, then use the different slice
biggest area occurring together deletion noise. This step method will be as follows:

First, statistics each 2D slice position points (Fig. 5).

Second, uses the mark of vertical position points to be the initial points which
inflate outward (Fig. 6).
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Fig. 5 The statistics of each 2D slice points

Third, find the largest group of different slice and use inflation (Fig. 7).

Fourth, find the average and standard deviation of all the 2D slice statistical
middle line (Fig. 8).

After above step completes, examines the spinal column pathological charac-
teristic according to the experimental result, Stokes et al. [6], Kang et al. [7], Steiger
et al. [8], Kalender et al. [9], Kalender et al. [10], Steiger et al. [11] proposed the
spinal cord pathological characteristic save in the training database, in order to help
other analysis.
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Fig. 6 The result of vertical
statistics which inflate
outward

2.4 Analysis of the Spinal Structure

This paper collects the spinal column disease CT data to analysis (Fig. 9), use on
tumor detection and spinal cord pathology.

2.5 Experiment

This training data is collected from the China Medical University Hospital, all of
the CT scans data use the low radiation dose (120 kV, 29 mAs-35 mAs) with slice
thicknesses varying from 3.8 mm. The doctor selects the correct result to compare
this paper method detection result.
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Fig. 7 a, b The largest group of different slice

3 Results

The experimental results are shown as Figs. 10, 11, 12. The medical pictures in this
experimental will be resized automatically into 256 px X 256 px. The doctor
selects the target area which have about 20,000 points, and the hit probability
probably of our experiment result is above 85%. The incorrect parts located at
division vertebra are mainly in cervical vertebra part.
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Fig. 8 Statistical average and standard deviation middle line result. a Inflation result. b Primitive
bone result

4 Conclusion

The experimental result can be used on detect spinal cord pathology and intra-
medullary tumors. This paper proposed the automated spinal cord detection
method, patient’s posture must place the hand forehead in the CT scan. The pre-
liminary result showed 85% above spinal column are detected. This paper’s
weaknesses is in cervical vertebra region.
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Fig. 10 The experimental result (normal)
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Fig. 12 The experimental result (Scoliosis)
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The Improved Gaussian Mixture Model
for Real-Time Detection System of Moving
Object

Zhiwei Tang, Yunfei Cheng and Longhu Chen

Abstract Detection of moving objects is a kind of segmentation techniques based
on regional characteristic such as color, gray, texture, which is the key technology
in analyzing and processing of video image. A real-time motion detection method
based on improved Gaussian Mixture Model is presented in this paper which is
optimized and structure adjusted from Gaussian Mixture Model. Gaussian Mixture
Model has been widely used in complex background scene modeling, especially in
some occasions with small repetitive motion, such as shaking of the leaves, a
rotating fan, bushes, the sea waves, rain, snow, etc.

Keywords Gaussian mixture model - Real-time « Motion detection

1 Introduction

In the ideal background model, the static background and moving targets are not as
background, but what kind of specific extraction targets will be decided by the
application of the scene. To distinguish between the moving target and background,
we should find the deviation of the moving target and the background of some
inherent properties. The key problem of the research is how to model the natural
attributes of the scene, and how to define the deviation, which is the problem to be
solved in the background modeling and moving object extraction.
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2 The Principle and Implementation of Improved
Gaussian Mixture Model

In the video sequences, gray value of each pixel is in line with the gauss distri-
bution. When the target area is difference with background area in gray value, its
gray histogram will show as double peak or valley, also one peak corresponds to
one target, and another peak corresponds to the background, so the complex image
needs to use Gaussian Mixture distribution for its double peak. It can increase the
number of gauss model to approximate any complex image, but traditional Gaus-
sian Mixture Model enjoys a large calculation, and the embedded CPU is difficult to
achieve real-time detection, so it needs to be simplified.

Assume that the number of Gauss distribution for each pixel is K, and the k
Gauss distribution is (¢, Xx), so the k Gauss distribution can be expressed as the
formula (1).

1 1 Te—1
fi(x)= ——=exp| — 5 (x— W) I (x—p) (1)
k (277)2|2k| P{ 5 He) < 1]

Where k = 0, 1, ..., K, x is the pixel value of the current pixel, py is the mean
value of Gauss distribution, Xy is variance of Gauss distribution, and the weights of
K Gauss distribution are o, m,, ..., 0k respectively. When reading an image, gauss
distribution is set with initial variance X, and mean value x, corresponding each
pixel value, and assigns initial weight wg [1-9].

When reading a new frame, it needs to follow the steps below to update the
gauss distribution.

(1) Computing the Mahalanobis distance

The current frame of each pixel and the k Gauss distribution of the Mahalanobis
distance as shown in formula (2).

-1
M=¢XI%T§X ) (2)

For the color image, it has three channels of RGB, so the formula is extended to
type (3).

- /62 0 0 r—u,
Lk=%x—ﬂk)Tg(x—uk)=(r—ur,g—ug,b—ﬂh) 0 1oy 0 g—H,
0 0 1/o2] Lb—m
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2 2 2
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(2) Background matching

If the Mahalanobis distance calculated is greater than the threshold value of 0y, the
current pixel is determined as the foreground, and judge the effective number of
Gauss distribution. If it lacks the number of K, it can add an new Gauss distribution.
If the effective Gauss distribution reaches to the number of K, it should remove the
smallest-weight Gauss distribution, and add a new Gauss distribution. The new
Gauss distribution built up with x, as mean, and X as the initial variance, and o as
initial weight.

The rest of the Gauss distribution weights in current pixel will be updated
according to type (4) [10-17].

o= (1—a)wy 4)

Then K weights of Gauss distributions will be normalized, and ranked in
descending order.

If the Mahalanobis distance calculated is not greater than the threshold value 0,
the current Gauss distribution will be marked as k,,,;,, and all Gauss distributions in
current pixel will be ranked in descending order according to the weight value wy.
And it will add all weight value of Gauss distribution in current pixel from first to
last, until the weight value added is greater than the threshold value of 6. If the
Gauss distribution corresponding to k,;, belongs to the distribution added, the
current pixel belongs to background, otherwise the current pixel belongs to
foreground.

The weights of existing Gauss distribution will be updated according to formula

).

_J(d-a)ox+a, k=kpyin
k= { (1 - a)wk7 k;'ékmin (5)

The mean value and variance of Gauss distribution marked as k., will be
updated according to formula (6) and (7).

e =(1=p)uy+px (6)

= (1=p)Zi+p(x—p) (x—p) (7)

3 The Optimization System

In this paper, the mixed Gaussian background modeling algorithm was partly
improved. When in a pixel background model and a Gaussian distribution with
each beat new entrants to the pixel value matching frequency is higher than the
threshold, within the next 100-200 frame of video image, the pixel background
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model of each Gaussian distribution parameters are unchanged, no longer updated.
After 100-200 frame, re study the Gauss distribution parameters in the relatively
equal conditions, until the Gauss distribution and the new into the pixel value
matching frequency is greater than the set threshold, so the cycle repeated. This
method can be used to improve the speed of the algorithm, not only in the static
region of the monitoring scene, but also in the scene area such as the leaf shaking,
the water surface wave, the display flicker, etc. In the repeated movements in the
region, the pixel has been recurring for several values, by acquiring new pixel value
continuous training Gaussian mixture model, there must be two or three Gaussian
functions alternating with newly acquired pixel value matching and the weight of
the Gaussian function will larger and less, has maintained a larger, and at the same
time several Gaussian functions between the weight difference between the two.
When the Gaussian weighting function is greater than a certain threshold, in the
back of a period of time that the Gaussian distribution of the mean representing the
background, in this period of time no longer to update parameters, after a period of
time and then transferred to the Gaussian distribution of the weights is relatively
equal status to learn, until the discovery of new Gaussian distribution of the weight
sum is greater than the threshold, so the cycle repeated.

(A) (B) ©

Moving target extraction effect

4 Result

In the surveillance video, if a body position change, or placing new stationary
objects in the scene, if not timely update the background of the scene, the shadow
will appear. In the mixed Gauss model, usually by adjusting the parameter learning
rate, real-time updating background model. Higher learning rate, the background of
the establishment of model can quickly adapt to the stationary targets within the
scene changes, or changes in light, but may also appear will require moving target
learning to become part of the background scene. Therefore, the difficulty is to
weigh the various application conditions, and select the most appropriate. May need
to use some other information to adjust, such as when the number of foreground



The Improved Gaussian Mixture Model ... 151

pixels, and each frame image of the ratio of the total number of pixels greater than a
certain threshold (65%), improve the learning rate, accelerate the speed of updating
background model, or reduce the learning rate.

The aiming at the problem of the computation of Gaussian mixture background
model, real time poor, through the analysis of the existing Gaussian mixture
algorithm the parameter update mechanism defect proposed a fast Gaussian mixture
improved algorithm can emerge from the chaos degree depending on the value of
each pixel, to take different Gaussian function parameter update mechanism.
A large number of experimental results show that the proposed algorithm can
improve the processing speed of the hybrid Gauss model without affecting the
background modeling and moving object extraction.
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Music Similarity Evaluation Based
on Onsets

Shingchern D. You and Ro-Wei Chao

Abstract This paper describes a music similarity approach based on the time
differences between two adjacent onsets. To better detect onsets, temporal and
spectral detection methods are employed. Each set of detected features are indi-
vidually matched by using the rough longest common subsequence (RLCS) algo-
rithm. The final score is a weighted sum of individual scores from each detection
method. The simulation results show that, on the average, 85% of the audiences
agree that two musical soundtracks are similar if the computed score is greater than
0.3. When compared with an existing approach, it is easier for the proposed
approach to set up a threshold to recommend highly similar soundtracks.

Keywords Music similarity + Onsets - Rough longest common subsequence

1 Introduction

With the advances of technology, more and more online soundtracks are available
to music lovers. For many instances, a music lover may want to listen to more
soundtracks similar to his/her favorite ones. To provide this type of service, tech-
niques for music recommendation can be applied. Currently, there are two
approaches to provide the recommendation list. The first one is based on the
preference of other users, whereas the second one is based on the temporal and/or
spectral similarity of the soundtracks. The first approach is easy to implement. For
example, if two soundtracks A and B are frequently downloaded or listened by
many users together, then we may assume that A and B are similar. Therefore, if the
user requests to recommend soundtracks similar to A, then soundtrack B will be
recommended. Though effective, this approach, nevertheless, does not truly rec-
ommend “similar” soundtracks to the query soundtrack. Furthermore, this approach
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almost always recommends most popular soundtracks at the time of query, and
ignores any really similar ones with only a few downloads (or browse). Finally, this
kind of approach requires Internet connection, which is inconvenient for some
situations.

As the second approach assesses the temporal and/or spectral similarity between
two soundtracks, the similarity is truly based on the contents of the soundtracks
without referring to other users’ preferences. For this type of approach, we could
either provide a set of musical works to train the similarity evaluation system. Or,
we could alternatively use a pre-defended metric to measure the similarity between
two soundtracks. In this paper, we only consider approaches without prior training
for its ease to use.

According to Wikipedia [1], there are many different criteria to assess whether
two pieces of music are similar, such as based on pitched similarity, non-pitched
similarity, and semiotic similarity. However, in actual implementation, approaches
based on timbral and/or rhythmic pattern similarity are more popular because these
approaches match the perceptual intuition of human beings.

E. Pampalk [2] proposed a similarity evaluation system based on MFCC
(Mel-frequency cepstrum coefficients) and other features. The overall similarity
score is a weighted sum of the feature distances. A release of his program is
available in [3]. In this paper, we will compare the simulation results of our
approach with Pampalk’s approach.

The Austrian Research Institute for Artificial Intelligence (OFAI) has released
another music similarity system in its official webpage [4]. This system uses both
features from timbre and rhythmic patterns to evaluate the similarity of two
soundtracks [5]. The comprehensive version of the program is subject to a license
fee, whereas the basic version is open to public [6].

Other than these two systems, there are still other researchers conducting
research in this area. One of the well-known competition on music similarity is
MIREX (Music Information Retrieval Evaluation eXchange) [7], which attracts
many teams to compete each year.

So far, most available music similarity approaches measure the similarity based
on spectral and/or rhythmic similarity. The rhythm mentioned here actually means
the regularity of temporal repetition of strong energy. Although rhythm is an
important factor for similarity measure, it, nevertheless, is insufficient in some
situations. In this paper, we use the relative time differences between onsets as
features to measure the similarity between two soundtracks to increase the dis-
crimination capability of temporal similarity. The purpose of this paper aims to
provide an alternative similarity method other than existing ones. With more
variations of similarity evaluation methods, hopefully the user can choose, among
the approaches, a particular one to better serve his/her needs in the future.
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2 Proposed Approach

According to Wikipedia [8], “onset refers to the beginning of a musical note or
other sound, in which the amplitude rises from zero to an initial peak.” Currently
there are many different approaches to detect onsets, including temporal and
spectral approaches [9]. In this paper, both approaches are employed in onset
detection.

As shown in Fig. 1, the proposed approach combines four different onset
detection methods to find the similarity score. The first method is based on the
variation of energy in time domain, denoted as temporal detection in Fig. 1. Onsets
detected based on temporal approach provides acceptable accuracy if the audio
signal contains strong energy variation. On the other hand, temporal detection is not
accurate enough if relatively smooth (or slow) musical waveforms are encountered.
For this type of signal, it is better to use spectral-based methods than temporal ones.
To this end, we introduce three spectral-based methods in the proposed model,
denoted in Fig. 1 as HFC (high-frequency contents) detection, spectral difference
detection, and up-count detection. Once the onsets from a particular method are
detected, the time difference between two adjacent onsets becomes one feature. The
collected features are to be matched with the features in the database by using the

Temporal RLCS
P Detection P Matching
- T T ] 4 0.4
I I
I HFC | RLCS
|= Detection } P Matching |
I
Audio : I imilari
Input | | g 02 Similarity
| Score
: Spectral | RLCS
_|.> Difference f P Matching
| Detection I
I : 4 02
I
I Up-count l RLCS
:= Detection | P Matching
I |
- — ] 0.2
Spectral
Feature
Database

Fig. 1 Block diagram of the proposed approach
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RLCS (rough longest common subsequence) algorithm [10]. The final score is a
weighted sum of individual scores. The following briefly describes these methods.

2.1 Temporal Onset Detection

The processing flow of the temporal onset detection is given in Fig. 2. The
incoming audio samples have a sample rate of 11,250 s/s. When the audio samples
pass through a four-band filterbank, four sets of subband samples are obtained. The
frequency bands of the filterbank are 0-630 Hz, 630-1720 Hz, 17204400 Hz, and
higher than 4400 Hz. Let the obtained subband samples be denoted as
x,(n), 1 <p<4. The subband samples are divided into frames of 512 samples. The
energy of each frame is computed as follows:

Em=_ ¥ 256 : 1
ﬁ<”>—53m=§56 %, (2560 +m)|” w(m) (1)

where w(m) is the Hamming window. This step is denoted as computing band
energy in Fig. 2. As the Hamming window is used, overlapping of 50% samples
between successive frames are carried out. The obtained energy E, is then under-
gone a first-order difference after taking the logarithm value [11]

Ay(n)= log(Ep(n)) - log(Ep(n - 1)) (2)

If A,(np) is a local maximum value, it is an onset candidate. To reduce the
number of candidates, we remove any local maximum whose value is less 0.01 of
the average amplitude, denoted as min peak threshold in Fig. 2. If A,(no) is a local
maximum within 100 ms centered around ng, then n is a candidate position for an
onset. In the decision-making step, if A,(no) is a candidate for all four bands, then
Ap(ng) is determined as an onset [12]. The features used in the similarity compar-
ison are based on the time difference between two adjacent onsets.

2.2 Onset Detection Based on Spectral Domain

This subsection describes the computational steps of the spectral-based onset
detection blocks. As shown in Fig. 3, the pre-processing step for all spectral-based
methods is to divide the incoming audio samples into frames, with each frame
containing 512 samples. Samples in a frame are multiplied by a Hamming window
with 50% overlapping. The windowed samples are transformed to spectral domain
by FFT (fast Fourier transformation).
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Fig. 2 Block diagram of the temporal onset detection
The HFC (high-frequency component) detection method [13] assumes that the
variation of high-frequency energy is strongly correlated with onsets. Specifically,

assume that (after FFT) the obtained spectral coefficient for frame » is denoted as
X, (k). Then, the frequency-weighted energy is computed as

256
Eprca(n) = kgl K - 1X, (k)| 3)

where k is the spectral index. The energy difference is then calculated as
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Fig. 3 Block diagram of the spectral onset detection

Agrea(n) =Egpea(n) — Egpea(n—1) 4)

We will use Agpca(n) in the decision-making step to determine onset locations.
The spectral difference detection method considers the spectral difference for
each spectral index k [14]. To this end, this method computes Agr(n) by

256

Agp(n) = ElH(|X,,(k)| _fn(k))Z (5)
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where

£l = 15 2 a-n(h) )

is a simple moving average of the past spectral coefficients to reduce the influence
of noise, and

H(x) = (x+x[)/2 (7)

returns O for any non-positive argument x. Again, Agr(n) is to be used in the
decision-making steps.

The up-count detection method is a modified version of the spectral difference
method. As the former one is sensitive to noise, a possible modification is to count
only the number of spectral lines with increasing energy, and ignores the actual
(positive) value. Therefore, we use Ayc(n) as the basis to determine the location of
an onset:

Aucln) = 3 G((b)] - 2,0 3)
where
1, x>0
G(x)= { 0, otherwise ©)

Once we obtain Ay(n) (x is either HFC2, SF, or UC), we use a moving average
filter to reduce the fluctuation to obtain Ay(n). A onset candidate point is a location
ny with Ax(ng) is a local maximum in the vicinity of 100 ms. An onset is deter-
mined as a local maximum with its value exceeding a pre-defined threshold.
Finally, the time difference between two adjacent onsets is a feature to be compared
by the matching algorithm.

2.3 RLCS Algorithm

In addition to (time difference) features, we also need a matching algorithm to
evaluate how similar two sequences of features are. For this purpose, we adopt a
string-matching algorithm. Some well-known matching algorithms include
dynamic warping, edit distance, and longest common subsequence. In this paper,
we use the extension version of longest common subsequence algorithm, called
rough longest common subsequence (RLCS) algorithm. Previously, we have used
the RLCS algorithm for copy detection of music [15] with satisfactory results, and
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therefore we again use this algorithm for the proposed approach. For the sake of
completeness and clear explanation, we outline the RLCS algorithm below.
Assume that there are two sequences (of strings) given as
Ai=<ay, ...,a;>,1<i<M and Bj= < by, ...,bj>, 1 <j<N with Ag
F2 By as empty sequences. The longest common subsequence can be computed as

0, i-j=0
LCS(AiaBj)= LCS(Ai—lij—l)'i"s’ i-j>0,a,-%bj (10)
maX(Lcs(Ai,Bj_|),Lcs(Ai—I,Bj)), i-j>0,a,-!zbj
where “~” means |a; — bj| < Ty, “!~” means |a; — bj| > Ty, and §=1— ‘“‘T_dbf‘ In the
experiment, we use T, = 3. We then compute width across reference (WAR) Wy
and width across query (WAQ) Wy, functions as follows:

0, ij=0
WR(A[_I,B,*_I)-FI, i-j>0,a,-zb_,~
Wr(Ai, Bj) =< Wr(A;i_1,B)) +1, i-j>0,a;'~bj,Lcs(Ai—1,Bj) > Les(Ai Bi—1), Wr(Ai, Bi—1) >0
0, i-j>0,a;'~bj,Lcs(Ai—1,Bj) > Les(Ai, Bi—1), Wr(Ai, Bi—1) =0
Wr(Ai, Bit1), i-j>0,a;'~bj,Les(Ai—1,Bj) <Lcs(Ai, Bi—1)
(11)
and
0, ij=0
WQ(Ai_l,Bj_1)+1, i~j>0,a,-zbj
Wo(Ai, Bj)=<{ Wo(Ai—1,B)), i-j>0,a;'~bj,Lcs(Ai-1,B;) > Les(Ai, Bi—1)
WQ(A,',Bj,[)-‘rl, i'j>0,ai!%bj,LCS(Ai,th)<LCS(A,~,BJ~,1),WQ(A,',BI',])>0
0, i'j>0,ai!zbj,LCS(Ai,th)<Lcs(Ai,Bj,1),WQ(AI',B]',])=O
(12)
The similarity is given as
Srrcs(A, B) = max score(i, ) (13)
L]
where
Les(AiB)) (a'LCS(Ai»Bj> (1_a>'LCS<Aiij)) Loo(A: B> ) -
score(i,j) = N WeldB) T Wo (A, B)) +Les(Ai Bj) 24 - N (14)
0, otherwise

In the experiment, 1 is (1/N) and « is 0.5. We know from (14) that the value of
Srrcs(i, j) is between 0 and 1 and 1, means perfectly matched.
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3 Experiments and Results

To perform the experiments, we collect 38 soundtracks of classic music and 94
soundtracks of pop music from various albums. The duration of each soundtrack is
30 s. The original sample rate for each soundtrack is 44,100 s/s. However, the
sample rate is reduced to 11,025 s/s before conducting the experiments.

When the user input a particular soundtrack, the proposed system computes the
features for the input soundtrack. The computed features are then compared with
the features in the database through the weighted sum Sy, cs of four Sg;cs scores.

To understand the correlation between the computed Syrzcs and the perceptual
impression of a human listener, we conduct a listening test. In the test, five
(5) soundtracks are selected as the input to the system. The computed Sy, s are
divided into four categories: 0 <Swgrrcs <0.1, 0.1 <Swrres <0.2, 0.2 <Swrrcs
<0.3, and Swgrcs > 0.3. The soundtrack corresponding to the greatest and smallest
scores in each category is selected. Thus, totally eight soundtracks are picked for
each testing input. Ten (10) audiences are asked to give opinions regarding whether
the testing soundtrack is similar to one of the eight picked soundtracks (individually
compared). The experimental results are given in Table 1. It can be observed that if
the Swrrcs score is greater than 0.3, on the average, 85% of the audiences feel that
both soundtracks are perceptually similar. Therefore, we can use this value as a
threshold to recommend soundtracks to a user.

To further investigate the performance of the proposed approach, we compare
ours with the approach proposed by Pampalk [3]. We use the same testing
soundtracks for listening tests as the input to both systems. The scores for both
systems are given in Table 2. For the proposed system, the range of the score is
between 0 and 1, and 1 means highest similarity. On the other hand, the scores of

Table 1 Subjective similarity versus Swyr.cs

SwrLcs score Similar percentage (%) Dissimilar percentage (%)
Swrrcs > 0.3 85 15
0.2 < Swrres <0.3 40 60
0.1 < Swrres <0.2 0 100
0< Swrres <0.1 0 100

Table 2 Similarity scores of  (yuery index Score (proposed) Score (Pampalk)
both approaches First Fifth First Fifth
1 0.3552 0.3019 9.2669 9.3085
2 0.3691 0.3111 9.3068 9.3922
3 0.5376 0.2644 9.0575 9.4085
4 0.3691 0.3084 9.3586 9.44
5 0.3102 0.2701 9.2172 9.4061




162 S.D. You and R.-W. Chao

M Pampalk M Proposed

40

30
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Fig. 4 Cross comparison between the proposed system and the Pampalk system

the Pampalk approach ranges between 9 and 13, with 9 as the highest similarity. It
can be seen that the proposed system has larger (normalized to the full range of 1)
score differences between the first (best) match and the fifth match, whereas scores
obtained by the Pampalk approach have relatively smaller differences (normalized
to the full range of 4). Conceptually, a larger difference (wider distribution) means
that it is easier to set a threshold to recommend truly similar soundtracks. In this
regard, the proposed system is a better choice.

When cross-comparing the number of soundtracks in the four categories men-
tioned previously, the results becomes apparent. As shown in Fig. 4, the proposed
system has many more soundtracks with scores less than 0.2 and fewer soundtracks
with scores of greater than 0.3. As a score (in the proposed system) less than 0.2
means that both soundtracks are not similar at all, the proposed system can better
discriminate dissimilar soundtracks than the Pampalk approach.

4 Conclusions

This paper describes an approach for music similarity evaluation based on the
detected onsets. When combining scores computed from individual onset features
with the RLCS algorithm, the proposed approach is able to provide a final,
weighted score for two soundtracks. The listening tests confirm that if two
soundtracks have a similarity score of 0.3 or higher, these two soundtracks are
perceptually similar according to the opinions of the listeners. When compared with
an existing system, the proposed approach has a better score distribution to ease the
determination of a threshold to recommend highly similar soundtrack titles among
the titles in the database. Overall, the proposed approach is a possible choice for
users to choose other than existing similarity evaluation methods.
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Eye Tracking as a Tool in Manga-Based
Interactive E-book on Reading
Comprehension in Japanese Learning

Chun-Chia Wang, Hong-Fa Ho, Guan-An Chen and Hui-Sheng Su

Abstract As indicated by some studies, the problem of prior knowledge often
exists when exploring the outcome of reading comprehension in academic language
learning. This pilot study aimed to employ eye tracking technology to explore how
students with different levels of prior knowledge processed the content of
manga-based interactive E-book while learning Japanese language. Students’ visual
behaviors were tracked and recorded when they read a Japanese conversation with
the relationship between graphical manga and interactive textual annotations.
According to the pretest scores, 6 university students were categorized into high
and low prior knowledge (PK) groups. Using EyeNTNU-120 eye tracker to com-
pare including Total Contact Time (TCT), Number of Fixations (NOF), and
Number of Clicks on textual annotations of the two PK groups based on areas of
interests (AOIs) was measured. After the eye tracking experiment, students received
a posttest of reading comprehension. The results revealed that (1) the high PK
students showed longer reading time in graphic AOIs than the low PK students,
(2) the low PK students showed longer reading time in text AOIs than the high PK
students, (3) the low PK students showed longer reading time in annotation AOIs
than the high PK students, (4) the high and low PK students had no significant
difference in the whole reading time, (5) the low PK students showed more NOF of
texts that the high PK students, (6) the low PK students clicked many of annotations
AOIs than the high PK students, and (7) the low PK students had a significant
outcome of reading comprehension compared with pretest and posttest scores. This
suggests that interactive E-book containing graphical manga attracted students’
visual attention and improved students’ outcome of reading comprehension.
Suggestions are made for future studies and instructional design for interactive
E-book learning.
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1 Introduction

According to the report of ministry of education in Taiwan, learning Japanese as a
second foreign language (JFL) has gradually increased because not only young
people love Japanese popular cultures, but also Taiwan is one of the top consumers
of Japanese pop culture, likely due to factors such as geographical proximity and
the two country’s colonial history. It is worth mentioning, manga (i.e. Japanese
comic) is form of these popular cultures that derive from Japan, especially among
young adults. The hype and enthusiasm of manga is tremendous not just in Japan,
but throughout the world [2]. Generally speaking, the adolescents’ consumption of
manga cannot be regarded as mere entertainment, the notion of manga can provide
an emotional intimacy, a visual representation of conversation, and a believable
social context for students’ own identities as future workers [5, 17, 20]. In the past
two decades, manga has begun to receive more scholarly attention from the
standpoint of popular culture studies and literacy education [3, 13]. This is due to
the fact that the graphic representation and ideologies contained in imported manga
may have a more powerful cognitive effect on the group of youths than any formal
educational process they undergo. For example, Khurana [9] considered manga as
an effective tool for media literacy instruction. Ogawa [14] used educational manga
in English language classrooms in a Japanese university to indicate learning and
motivational benefits. After a postcourse survey, it revealed that positive overall
responses from students with regard to both language and content learning. Adams
[1] reported that high school students’ reading skills are influenced and heightened
due to reading manga.

With the rapid development of technology, college and university students own
laptops, and an increasing number of them are purchasing tablets, smartphones, and
other handheld devices [19]. Meanwhile, since the state-of-the-art technology
development makes students’ learning habits change, publishers are offering an
increased number of textbooks in digital format, called Electronic-book (E-book),
to affect student’s adoption, along with the broad content of E-book, such as text,
text-speech, music, sound, and animation [10]. Lin [11] investigated that the fea-
tures of E-book enhance the motivation of students while reading foreign lan-
guages. Chou [6] attempted to find out Taiwanese undergraduate students’ E-book
reading attitudes in both first language (L1—Mandarin) and second language (L2—
English) and explored factors that may play a role in explaining students’ E-book
reading attitude in L2. The results showed that the students demonstrated a slightly
more positive e-book reading attitude in L2 than in L1 and indicated that if a reader
has a positive reading attitude in an e-book environment when reading in his or her
L1, this same attitude can be transferred to an L2 context. Yin et al. [21] analyzed
on students’ learning behaviors comprise an important thrust in education research
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and used the E-book system BookLooper to record students’ learning behaviors in
their daily academic life. The paper found that a number of learning behaviors have
a significant relation with students’ test scores and showed that the number of pages
read correlated with students’ scores. Shimada [18] proposed a method to analyze
preview behaviors of students using a learning management system (LMS) and an
E-book system. The paper collected a large number of operation logs from E-books
to analyze the process of learning and reported that students who undertake good
preview achieve better scores in quizzes.

In this pilot study, we developed a manga-based interactive E-book with the
combination of the effectiveness and advantages of E-book and manga to construct
a useful and practical tool for academic learning and promote learning motivation
while learning Japanese. On the basis of the Dual-Coding Theory [15] and Cog-
nitive Theory of Multimedia [12], this pilot study utilized an eye tracking as a tool
to explore how the effect of the manga-based interactive E-book on students’ visual
behaviors while reading Japanese language. An eye-tracking technology has been
widely applied to studies on human visual behaviors and adopted eye trackers to
study the process of reading [16]. There are over ten different types of eye
movements, of which the most important ones are fixations, saccades, and smooth
pursuit. When the eyes stop to focus it is called a fixation and the movements
between these fixations are called saccades. Besides, areas of interests (AOIs) and
gaze-related variables are often used when recording visual behavior with eye
tracking technology. Researchers often define AOIs according to research questions
and main areas of concern before the experiment to observe the relationship
between eye movement variables and the main areas of interest of the experiment.
The AOI definitions and the visual information of the material are interdependent:
the AOIs of various materials and the research questions are defined accordingly.
Based on the defined AOIs, the pilot study adopted two common eye movement
variables, Number of Fixations (NOF) and Total Contact Time (TCT), used in
visual behavior observations on each AOI. The two variables are common models
for processing eye movement data [4, 8]. In addition, the third variable, called
Number of Clicks, was adopted to count the number of annotations they were
clicked to present the meanings of words or phrases in the sentence.

2 Research Questions

This pilot study intends to examine the relevance between different prior knowledge
and students' visual attention, the experimental analysis is conducted to observe
students’ visual patterns. In order to probe in-depth into how students learn Japa-
nese language in the classroom with multimedia materials, we conducted a pilot
study that examined students’ visual attention in terms of their eye-movement
patterns as they were given a conversation presentation with manga-based inter-
active E-book design in the classroom. Therefore, this study proposes three research
questions as follows:
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1. How would university students distribute their visual attention to a manga-based
interactive E-book with annotation text—picture formats?

2. How would university students make use of annotations to realize what the
words and phrases mean in manga-based interactive E-book?

3. How do university students with different prior knowledge backgrounds differ in
their outcome of reading comprehension?

3 Methodology

3.1 Participants

A total of 6 university students, with Japanese competence background, were
selected from a mid-level Japanese course in Taiwan. According to the pretest
scores, the 6 university students were categorized into high and low prior knowl-
edge (PK) groups. All participants passed the eye tracking calibrations. They all
consented and were included in an eye tracking experiment with a Japanese con-
versation used in manga-based interactive E-book reading comprehension.

3.2 Stimuli

The reading stimuli material was prepared a manga-based interactive E-book pre-
sentation on the topic of “daily conversation” for the pilot study. The manga-based
interactive E-book consisted of 8 slides showing various textual annotation—picture
conversation. The content and the design of the interactive E-book presentation
were constructed by a content expert who is an Associated Professor of the relevant
area and a Japanese education researcher.

3.3 Apparatus

An EyeNTNU-120 eye tracker with a sampling rate of 120 Hz (sampling 120 times
per second) was used to track each participant’s eye movements while they read the
material about the context of scenario. While collecting the movement data, a
chin-rest was used in the experiment to reduce the occurrence of invalid or inac-
curate data. The error rate of EyeNTNU-120s eye measurement is less than 0.3°,
which is sufficient for this experiment. SPSS software were further utilized to store
and analyze the eye movement data.
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3.4 Data Collection

In order for the participants to be familiar with the software, the researcher gave
them a short orientation and overview of the experiment. A paper-and-pencil pretest
was used to measure each participant’s PK about Japanese competence. All par-
ticipants received the same pretest and wrote down their answers on paper. The
participants were asked to rest their chin on the chin rest while the EyeNTNU-120
eye tracker camera was directed to their right eye. Participants have gone through a
nine-point calibration process to ensure data accuracy. After passing an eye tracking
calibration, the experiment started by letting the participants view the arranged
stimuli with graphical and textual information shown on a computer screen. No
time limit was set for the task. Each participant’s eye movements were tracked and
recorded by EyeNTNU-120 during the whole reading process. After finishing
reading the stimuli, participants received a posttest immediately.

4 Results and Discussions

4.1 Results of Total Contact Time and Number of Fixations

Independent sample ¢ tests were employed to examine whether there was any
significant difference in the participants’ viewing behaviors as follows: (1) total
contact time (TCT) and (2) number of fixations (NOF) within the graphic AOIs and
with the text AOIs between the higher and lower PK groups. If a significant result
was found, an effect size of Cohen’s d [7] was then further calculated. The results in
Table 1 revealed that the high PK group has more fotal contact time on the graphic
AOIs than the low PK group with a large effect size (r = 2.86, p = 0.046,
d = —2.34) and the low PK group has more total contact time on the text and
annotation AOIs than the high PK group with a large effect size (t = —2.79,
p =0.049, d = 2.28) and (t = —3.72, p = 0.021, d = 3.03), respectively. How-
ever, with respect to fotal contact time on the whole reading behaviors, no sig-
nificant difference was found between the two PK groups. It showed that the two
PK students paid the same attention to and put the same mental effort into reading
the whole texts and graphics in the learning material. Meanwhile, Table 1 showed
that the low PK group has more number of fixations on the text AOIs than the high
PK group with a large effect size (r = —3.97, p = 0.017, d = 3.24). However, with
respect to number of fixations on the graphic AOIs, no significant difference was
found between the two PK groups.
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Table 1 Eye tracking measures compared between the high and low groups

Eye tracking | PK t p Cohen’s

measure Higher (n = 3) Lower (n = 3) d
Mean SD Mean SD

TCT (Text) 149.33 47.48 594.67 |272.71 -2.79 |0.049" 2.28

TCT 2078.33 | 976.22 390.33  [299.41 2.86 | 0.046* -2.34

(Graphic)

TCT 88.00 61.80 883.33 36549 |-3.72 |0.021* 3.03

(Annotation)

TCT 2315.67 |951.85 1868.33 | 554.31 0.70 |0.521

NOF (Text) 42.33 31.56 188.33 55.37 -3.97 |0.017* 324

NOF 45.00 19.28 61.00 42.88 -0.59 |0.587

(Graphic)

*p < 0.05, “p < 0.01, "p < 0.001
4dl > 0.5 shows a medium effect size, Idl > 0.8 shows a large effect size

Table 2 Independent sample r-test of number of clicks on annotations

PK t p Cohen’s
Higher Lower d*
(n=3) (n=3)
Mean SD Mean SD
Number of Click 1.67 1.15 [8.00 [2.00 |—475 [0.009" |3.88
(Annotation)

“p < 0.05, “p < 0.01, "p < 0.001
4dl > 0.5 shows a medium effect size, Idl > 0.8 shows a large effect size

4.2 Results of Number of Clicks on Annotations

The Table 2 showed that the familiarity with annotations is significantly different
between the two PK groups with a large effect size (r = —4.75, p = 0.009,
d = 3.88). It means that the low PK group clicked annotations for the need to
realize the meaning of words or phrases in Japanese conversation. Due to this pilot
study, the number of click on annotations was considered as an indicator to promote
the outcome of reading comprehension in the posttest.

4.3 Paired-Samples t-Test of Pretest and Posttest Scores

As shown in Table 3, through a paired-samples t-test, pretest had a significant
difference from posttest for the low PK students. It means that the posttest score is
higher than pretest for low PK students after reading manga-based interactive
E-book. That is, a manga-based interactive E-book promoted a reading compre-
hension in this pilot study.



Eye Tracking as a Tool in Manga-Based Interactive E-book ... 171

Table 3 Paired-samples r-test of pretest and posttest scores

Pretest Posttest 95% CI

Lower (n = 3) Lower (n = 3)
Variable Mean SD Mean SD t(2) p LL UL
Score 43.33 5.77 80.00 10.00 —11.00 0.008"" -51.01 —22.32

“p < 0.05, “p < 0.01, "p < 0.001

5 Conclusions

This pilot study was aimed to employ eye tracking technology to examine how
learners with different levels of expertise engaged in reading a Japanese conver-
sation in manga-based interactive E-book that was provided as graphic and textual
annotation formats. The findings of this pilot study were as follows. First, the high
PK students spent more time observing and investigating the graphic information
than the low PK students. Conversely, the low PK students spent more time
observing and investigating the textual annotation information than the high PK
students. Second, the low PK students showed more NOF of texts that the high PK
students and clicked many of textual annotations AOIs than the high PK students. It
means that the low PK students spent much time trying to realize the meanings of
the annotations what the words and phrases meant. Third, there was a significant
difference in score between the pretest and the posttest in the low PK students. That
is, the low PK students resulted in better learning efficiency while reading a
manga-based interactive E-book in this pilot study. Furthermore, as this was also a
pilot study, the sample size might not be enough to find an evident difference in the
analysis of eye movement data among students that were with different levels of
expertise in Japanese. The future experiment is suggested to conduct a formal study
with a bigger population to investigate the effects of manga-based interactive
E-book on students’ visual attention and learning performance.
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Based on Wavelet Analysis—Fuzzy Neural
Network Real Time Traffic Flow
Prediction

Tian Fu and Zhen Wang

Abstract This paper analyses the advantages and disadvantages of Prediction
Model of wavelet analysis and fuzzy neural network model in real-time traffic
prediction, proposes the traffic flow forecasting model based on wavelet analysis
and fuzzy neural networks, uses the frequency components of the model of traffic
flow time series for forecasting and finally induces the forecast results. Finally, it
verifies the effectiveness of traffic simulation data validation model.

Keywords Wavelet analysis + Fuzzy neural network .+ Component -
ANFIS - Forecast model

1 Overview

With China’s rapid economic growth and urbanization, the urban traffic problems
have been more serious. The ways of using the Intelligent Transportation Systems
(ITS) and effectively solving the traffic congestion has become an important issue of
sustainable urban development. So how to finish accurate real-time traffic flow
forecasting is the key technology to realize ITS. As the traffic flow with highly
non-linear characteristics, domestic and foreign researchers use artificial neural
network for nonlinear prediction and achieved certain results [1, 2]. But because the
artificial neural network is not unique, it can not meet the demand of the forecast of
traffic flow.

Wavelet transform is a time-frequency analysis method. Wavelet analysis can
make the stable and random separation of the traffic flow information according to
the different frequency components of the data, then the characteristics to be pro-
cessing and analysis, which can achieve the purpose to improve traffic flow
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prediction accuracy [3-5]. Adaptive neural fuzzy inference system (adaptive
neuro-fuzzy inference system, ANFI), with artificial neural network self-learning
function and fuzzy system inference and decision function, has been used in many
fields [6-8]. In this paper, the wavelet analysis and adaptive neural network sim-
ulation system (ANFIS) are studied, and the combined model is applied to real-time
traffic prediction. Because the combination has the characteristics of self adaptation
and self adjustment, it can predict the traffic time series well.

2 Model Prediction Theory

First to obtain the traffic flow data with Mallat wavelet transform method for several
resolution decomposition of different frequency signal decomposition, then the
decomposition sequences by Mallat space reconstruction, dimension calculation,
then use ANFIS model is trained, then ANFIS according to the decomposition
sequence component prediction sample results. Finally, the prediction samples each
component of the synthesis of the final forecasting results are obtained.

Step 1: Firstly, using wavelet transform Mallat algorithm (i.e. a sequence of dis-
crete wavelet transform algorithm) on the traffic flow time series decom-
position, the algorithm is as follows:

{C’“_HC’,I'=0,1,...,1 (1)
diz1 = Gg;

In the formula, H is the low frequency component operator and G is the high
frequency component operator; ¢; and d;, respectively, as the original signal in the
resolution of the approximation signal and the details of the 2~/ signal; and the I is
the maximum decomposition level.

co is defined as the original signal L, through the algorithm (1) can be decom-
posed into xq,x2,x3, ..., X; and ¢;, each layer of the details of the signal and the
approximation signal is the adjacent frequency of the adjacent components of the
original signal L.
Step 2: The decomposition sequence of the use of Mallat reconstruction algorithm
for space reconstruction, the specific algorithm is as follows:

Ci=HCiy1 +G Dy, i=11-1, ...,1,0 2)

In the formula: H* and G” are the conjugate transpose matrix H and G.
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The reconstruction algorithm (2) of the wavelet decomposition of signal
reconstruction can increase the signal points, di, d», d3, ..., d; and C; are
reconstructed, the reconstructed signal Dj, D,, ..., D; and C; have consistent
points with the original signal L. and

X=Di+Dy+--+D;+(C (3)

Step 3: The component dimension of the component signal is calculated, and the
G-P method is used to reconstruct the phase space, and the distance
between the Yi and Yj is less than R:

= Nl% 3 H(r -] @)

i=1j=1

Based on the Takens theorem, the phase space dimension m is determined, and
then the time series can be predicted by using the M theorem.

Step 4: The ANFIS model is established, and then the ANFIS model is trained
by using the component signals, and the ANFIS is used to predict the
sample data. Finally, the final prediction results are obtained. ANFIS is a
kind of structure of fuzzy system and neural network, Its regular form is:

yn= 2 aynj/ 2 4= X &y, (5)
j=1 j=1 j=1
In the formula: n=1,2, ... k, according to the T-S model, can be designed as

shown in Fig. 1 the ANFIS network structure, the network is a total of six layers.
Each node of the first layer is wholly intact to input variables passed to the next
layer, so it is

i f v

Total output

Node output

Variable input fuzzyrule Normalize UVs
membership function

Fig. 1 Structure of ANFIS
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iV =x (6)

In the formula: i = 1, 2, ... n, represents the sequence of the input nodes in the
input layer.

After the fuzzy processing of second layers, the input variables are obtained
respectively corresponding to the degree of membership of the fuzzy subset.

1P =u(x) (7)

In the formula: m=1,2, ... u;, i=1,2, ... n; u; is fuzzy partition number for
Xi.

The third layer is the fuzzy rule base, each node of this layer represents a fuzzy
rule, and its function is to calculate the applicability of each rule. The output of this
layer is

ﬁ(3)=min{f1(ii,ﬁ3, éfﬁ,}
(8)

=12, ....m m=1]]m

i=1

The number of nodes in the fourth layer is the same as the third layer, which is
the normalized calculation. The output of this layer is

f7<4> _ f/‘(3) / i} fj<3> 9)
=

Each node of the fifth layer is an adaptive node with a node function. The output
of this layer is

£ = 3y (10)
J

=1

In the formula: Parameter {w;} in yj; is the parameter set of the node.
The sixth layer is the output layer, which calculates the sum of all the transmitted
signals.

O = zjfk(f’) (11)

For the linear part of the ANFIS output, the least square method is used to
identify the linear parameters, which is based on the formula (5) and the formula
(10).
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fk(s>= % [i (xi];(4)wjl§i> +J§(4)W]]f0} (12)

j=1 Li=1

i=1,2,...,nj=1,2,...,m;k=1,2, ..., r. By the formula (12), it is a linear

function of the linear set {wﬁ-, wj’fo}, which can be identified by the least square

method.

3 Urban Traffic Flow Time Series Prediction

This article refers to a road of the city within 2 h of traffic flow monitoring data
simulation. First, the adverse events are screened out from the data, such as
weather, road maintenance, traffic accidents, and others eliminate unfavorable time
factors. Then the Daubechies wavelet analysis is used to deal with the time
sequence. The fractal dimension value is 3.6, and the dimension of the phase space
is 5.7. In order to test the effect of the forecast model, with the aid of the MATLAB
simulation experiments, he traffic flow data by a group of 10 min, call 291 records,
first extracted 200 records for training, the remaining 91 records for the validation
of the prediction results.

The predicted values of the traffic flow in the same time period are obtained from
the trained ANFIS network model (Table 1).

Analysis of training results and measured values (Table 2).

Table 1 Traffic flow forecast value for every 10 min

Time 9:00-9:10 [ 9:10-9:20 | 9:20-9:30 | 9:30-9:40 | 9:40-9:50 | 9:50-10:00
period
Traffic 181 164 182 142 170 158
flow

Table 2 The results of traffic

Time Actual Predicted Prediction error
flow forecast period flow fow 9
1 181 196 -8.2
2 164 150 8.5
3 182 176 32
4 142 149 -4.9
5 170 161 52
6 158 152 3.7




178 T. Fu and Z. Wang

4 Conclusions

Wavelet analysis has the characteristics of effective analysis in the numerical value.
At the same time, ANFIS has strong information storage and learning ability,
especially the ability to use knowledge to deal with fuzzy situation. In this paper,
wavelet analysis and ANFIS are combined to analyze the traffic time series of a
certain intersection. The adaptive fuzzy neural network model (ANFIS) is used to
simulate the experiment. The experiment results show that the method is used to
predict the traffic flow in a certain period of time.
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Human Activity Recognition with Smart
Watch Based on H-SVM

Tao Tang, Lingxiang Zheng, Shaolin Weng, Ao Peng
and Huiru Zheng

Abstract Activity recognition allows ubiquitous wearable device like smart watch
to simplify the study and experiment. It is very convenient and extensibility that we
do study with the accelerometer sensor of a smart watch. In this paper, we use
Samsung GEAR smart watch to collect data, then extract features, classify with
H-SVM (Hierarchical Support Vector Machine) classifier and identify human
activities classification. Experiment results show great effect at low sampling rate,
such as 10 and 5 Hz, which will give us the energy saving. In most cases, the
accuracies of activity recognition experiment are above 99%.

Keywords Human activity recognition « Smart watch « H-SVM

1 Introduction

In the studies of human activity recognition, there are two main directions. One of
them is based on vision sensors, which is not suitable for long-term monitoring in
real life because of monitor environmental, equipment price and protection of
privacy. The other is based on wearable sensors, which has been widely used
because of low cost, small size and low energy consumption.

Mi Zhang did his study by wearing a device around his waist, this device is
similar to a pager [1]. Piyush Gupta improved his study on the basis of Mi Zhang’s
study by wearing three devices around his waist. Thus, the accuracy of human
activity recognition is higher [2]. Jennifer R. Kwapisz and his research group used a
smart phone to instead of a sensor device to identify different activities in 2011.
And his method has a praiseworthy recognition accuracy [3]. There is a higher
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accuracy of SVM than accuracies of other classification algorithms in Davide
Anguital’s paper [4]. However, the use of smartphones also has its limitations in the
study of human activity recognition. It has different results when smartphones are
placed in different pockets of clothes. Thus, the smartphones are putted into
specified pockets in more and more studies [5]. Now it is so popular to do the study
of activity recognition with home-made wrist-mounted devices [6]. Of course, it is
very convenient and extensibility that we do study with the accelerometer sensor of
a smart watch. In this paper, we use Samsung GEAR smart watch to collect data,
then extract features, classify with H-SVM classifier and identify human activities
classification.

There is a high accuracy of human activity recognition by using home-made
device. But it has no generalizability by using that device. By contrast, it is a lot
easier for activity recognition by using smart phone. However, it has different
experimental results when smartphones are placed in different pockets of clothes.
The experiment conducted by smart watch [7-9], but its identification accuracy is
not particularly high. James Amor shows the wonderful walking accuracies at high
frequency and low frequency [8]. Our H-SVM algorithm performs better than
James Amor’s at low frequencies.

The remainder of this paper is structured as follows. Section 2 describes the
methodology of H-SVM. Section 3 describes our experiments and results, includ-
ing data collection, feature extraction and classification performance. Section 4
summarizes our conclusions and discusses areas for future research. Acknowl-
edgement is described in final section.

2 Methodology

The proposed approach is illustrated in Fig. 1. Raw data is collected with high
sampling rate (50 Hz) to extract features activity. And the H-SVM classifiers were
applied to distinguish human activities [10].

2.1 Sampling Rate

The original frequency of human activities (sitting, standing, walking and running)
are 50 Hz.

2.2 Feature Extraction

Four features were extracted to recognize the user behaviors, including the motion
acceleration in three axis X, Y and Z, and the RMS (root-mean-square) of the
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Fig. 1 The system of human
activity recognition Data Collection

-

Feature Extraction

Training Set ¢ Testing Set
H-SVM
SVM 1
static status moving status
SVM 2 SVM 3
Sit Standt Walk Run

changes in acceleration. Three-axis acceleration are the features that reflected the
human position. The three-axis acceleration changed during the transition between
sitting and standing, so that it can be used for distinguishing sitting and standing.
The root-mean-square of the changes in acceleration reflected the amplitude
changes of human activities, the acceleration of movement changed significantly
while very little during the static status, so it can be used for distinguishing
movement and static. It can also be used for distinguishing running and walking
because the amplitudes and the variations of the acceleration in running are larger
than those in walking.

The root-mean-square value of the dynamic variation of acceleration can be
calculated by Eq. (1).

ace,= \ [ highX? + high? + highZ? (1)

where highX,, highY, and highZ, are the changes of the acceleration in the three
axis X, Y and Z at time ?. acc, is the root-mean-square value of the change of
acceleration in the three axis at time ¢.

All the features are extracted from a time window and integrated by using the
mean filter described in Eq. (2).
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b

ar= Z (az+i)/(2b +1) (2)

i=-b

where 2b + 1 is the width of the sliding time window, and « is X, Y, Z or acc;.
After passing through the mean filter, a median filter with the time window of
2b+ 1 (width), is applied to the features before being analyzed by the H-SVM.

2.3 Activity Recognition

An H-SVM classification model was applied in the research to distinguish four
activities (sitting, standing, walking, and running) in the daily living for identifi-
cation and classification. Support vector machine (SVM) is a supervised learning
algorithm. The basic SVM model is the probability of a binary classification. The
H-SVM includes three basic SVM classifiers: SVM1, SVM2 and SVM3.

The SVM1 is used to distinguish static status and moving status based on acc;.
The SVM2 is used to distinguish standing and sitting activities according to X;, Y;
and Z;. The SVM3 is used to distinguish the walking and running activities based
on acc;.

3 Experiments and Results

3.1 Data Collection

We installed a data collection Application on Samsung GEAR Smart Watch. We
collect raw data of acceleration sensor by sampling frequency of 50 Hz. Our
experiments contains four motions, which are sitting, standing, walking and run-
ning. Original sampling frequency is 50 Hz. We divided it into four kinds of
sampling frequencies, 50, 25, 10 and 5 Hz in experiments. There are five volunteers
participate in our experiments. The five volunteers are all males and age from 24 to
25. The five volunteers are numbered as A, B, C, D and E. Each motion of each
person was sampled 4 min (240 s). To avoid the influence of extraneous data, each
data set is removed its first 20 s and last 20 s. So each data set is 200 s.

3.2 Feature Extraction

Feature selection methods select the features, which are most discriminative and
contribute most to the performance of the classifier, in order to create a subset of the
existing features.
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Although SVM are powerful neural computing methods, their performance is
reduced by too many irrelevant features. Therefore, H-SVM feature selection
methods are proposed. We consider an SVM feature selection approach for better
system performance.

In this paper, we propose 4 attributes for human activity recognition:

X axis: Filtered data of X axis
Y axis: Filtered data of Y axis
7 axis: Filtered data of Z axis

Root Mean Square (RMS) of Variation: RMS value of the change of accelera-
tions in the three axis.

The filtered data of each axis are different between Fig. 2a, b, so it can identify
sitting and standing. The raw data are processed by mean filter and median filter.
Figure 2 is the filtered data in 50 Hz.

RMS of variation value is almost the same between Fig. 3a, b, but it has a huge
difference between Fig. 3c, d. Thus, this value can be used to distinguish walking
and running. Figure 3 is the RMS of variation value of each motion in 50 Hz.
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Fig. 3 The RMS of variation value of training data set in 50 Hz

3.3 Training Set and Testing Set

The data set of volunteer A is set as a training data set, while the data of other
volunteers are set as a big testing data set.

3.4 Performances of Different Classifiers

The selected or reduced features that create feature sets are used as inputs for the
classification and recognition methods. Following are a summary for the most
widely used classification and recognition methods.

J48: J48 are decision support tools using a tree-like model of decisions and their
outcomes, and costs.

Decision Tables (DT): Decision Tables serve as a structure which can be used to
describe a set of decision rules and record decision patterns for making consistent
decision.
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Table 1 Accuracies of

o . % of records correctly predicted
activity recognition

H-SVM |SVM J48 NB DT
Sitting 99.31 24.90 100 228 190.60
Standing | 98.49 16.25 81.93 0 4.34

Walking | 98.99 87.51 83.48 [86.04 |87.79
Running 99.34 99.54 90.07 [99.14 |98.48
Overall 99.03 57.05 88.87 [46.87 |70.30

Naive Bayes (NB): Naive Bayes is a simple probabilistic classifier based on Bayes’
theorem.

Support Vector Machine (SVM): SVM is supervised learning methods used for
classification.

We put the selected characteristic values into different classifiers. Table 1 shows
the accuracies of different classifiers.

As can be seen from Table 1, the accuracies of SVM and NB are very low at the
motion of sitting. And the accuracies of SVM, NB and DT are also low at the
motion of standing. It can be seen in these attributes, H-SVM and J48 perform
wonderful at each motion. On the whole, H-SVM algorithm performs the best
between them.

3.5 Performances of Different Frequencies

To test the performance of H-SVM algorithm at different frequencies, we extract
four different frequency from the raw data as 50, 25, 10 and 5 Hz. Table 2 shows
the classification accuracy of each motion at different frequencies.

As can be seen from Table 2, the accuracies of H-SVM performs very well at
different frequencies. Even at the low frequency (5 Hz), this classifier can very easy
to distinguish different motions, and its overall accuracy is above 99%.

Table 2 Accuracies of % of records correctly predicted

ia{c_t;l]tﬁl/{ recognition based on 50 Hz 25 Hz 10 Hz s Hz
Sitting 99.31 99.86 99.99 99.87
Standing 98.49 99.02 98.95 98.62
Walking 98.99 99.78 99.91 99.67
Running 99.34 99.90 99.64 99.85
Overall 99.03 99.64 99.62 99.50
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4 Conclusions

In this paper, we present an activity recognition approach based on H-SVM. In our
experiments, smart watch performs a good classification ability. Smart watch is not
lost to other devices in the field of recognition activity. Experiment results show
that H-SVM algorithm performs the best between many algorithms. At each
motion, H-SVM almost has the highest classification accuracy between those
algorithms. Experiment results show great effect at low sampling rate, such as 10
and 5 Hz. In most cases, the accuracies of activity recognition experiment are above
99%. Future work will include more participants, especially elderly users and
evaluating the proposed algorithm with data collected at real living environments.
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Integrating Augmented Reality
Technology into Subject Teaching:
The Implementation of an Elementary
Science Curriculum

Rong-Chi Chang and Ling-Yi Chung

Abstract Augmented Reality (AR) technology has changed abstract science to be
presented to the students with concrete image by interoperable way which has
provided with new possibilities to reduce students’ cognitive load. The nature and
composition of materials is an important concept to study Chemistry. However, to
the middle school students, it is a great challenge for them to understand both micro
and macroscopic world of the whole Chemistry. This study has designed a peri-
odical table based on AR to develop a course of Chemistry changes with inter-
operation. The study has implemented an experiment targeting on learners to study
and research students’ learning effects by applying AR technology and how it
affects them in learning Chemistry. The result indicates that AR technology can be
integrated with teacher’s teaching, which has made the students’ learning attitudes
become positive. By way of interoperation to learn, students’ grades have been
obviously more improved than those before the experiment. Through the process of
the study, the researcher realizes the importance that students study knowledge in
science with interactive technology and it has significant help in promoting stu-
dents’ learning achievements as well as their learning motivation.

Keywords Augmented reality « Scientific education + Learning effectiveness -«
Chemical changes
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1 Introduction

Chemistry is the scientific study of physical properties, composition, structure and
physical changes of matters. The properties and composition are crucial concepts in
learning chemistry, acting as the foundation for further education in organic
chemistry and material science. However, the abstract concepts in chemistry, such
as molecules, atoms and mass, present great challenges for junior high school
students in the understanding of the microscopic and macroscopic chemical world.
At times, it is difficult for students who lack the necessary mental acuity to construct
a mental image of how atoms form matters. Therefore, an enhanced learning
method or tool may be needed for students to grasp the scientific knowledge of
chemistry.

Augmented reality (AR) is an extension of virtual reality (VR). Compared to
traditional VR, AR features a seamless interface that combines the real world and
the virtual world. Users can merge real-life scenes with virtual objects to gain a
natural and realistic man-machine interactive experience.

With the rapid advances in AR, its applications in disciplinary education have
seen significant success stories. AR is best suited in the following two scenarios:
(1) when a phenomenon cannot be easily simulated in real life, such as planetary
movements in the solar system; and (2) when an experiment has obvious short-
comings or is dangerous in the classroom, such as experiments on the image
production using convex lens and lighting of candles.

We believe that AR provides a workable solution to the problem in
computer-assisted chemistry learning by solving the microscopic aspect of chem-
istry courses, e.g. the imperceptible tiny particles that cannot be observed in real
life. The purpose of this study is to develop an investigative learning tool powered
by AR applications to be used in chemistry courses in junior high schools. The
study will explore the effects of AR learning tool on students’ cognitive perfor-
mance, compare the learning effectiveness and explore students’ attitudes toward an
AR-enhanced learning environment.

The research focused on the “composition of matters” in the chemistry cur-
riculum in junior high school, i.e. exploration of the microscopic structure of our
world. Traditional 2D images and texts cannot present the true three-dimensional
structure of matters, making the learning process of molecular geometry difficult.
Regular chemistry learning software only allows students to observe the structure of
the molecules and nothing more. For these reasons, we developed an AR-powered
learning tool, where students can use AR markers to manipulate the microscopic
particles, and observe molecules or crystals in three-dimensional space from various
angles to effectively further their understanding of the composition of matters.
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2 Literature Review

Many teachers or researchers have applied computer-assisted learning tools in
chemistry teaching. With these tools, researchers design experimental projects and
test the effects of students’ learning. In recent years, learning tools based on Virtual
Reality and Augmented Reality are highly recommended have been applied in
Microstructure study of Chemistry.

Dalgarno et al. [1] constructed a virtual laboratory to be provided as distance
learning environment for freshmen. Most students believe it is an important
preparatory tool and it is suggested that it should be widely applied in the future.
The applications of the Virtual Reality are proven to be helpful in learning, how-
ever, the interaction of the Virtual Reality is still unnatural and has its restriction.

It is greatly helpful for the students being equipped with space capabilities. It is a
daunting task to demand students have visualization in Microstructure of Chem-
istry. Harle and Towns [2] found in their study that specific students who are lack of
visual spatial skills in Chemistry have difficulties in understanding the molecular
alternation. Tuckey et al. [3] indicated in their study that many college students still
have difficulties in perspective thinking and these difficulties come from their
misunderstanding about simple concepts and skills. Merchant et al. [4] studied how
3D Virtual Reality environment effect the simulation leaner’s features in Second
Life. There inter-features of these application procedures include enlarging,
zooming, rotating objects and stylized objects to be interacted with objects in some
ways. They found that 3D Virtual environment can promote students to learning
Chemistry.

Augmented Reality (AR) is an extension of Virtual Reality (VR). AR provides a
seamless joint, which integrates the real world with the virtual world. AR tech-
nology is widely applied in the field of engineering, flight training, environmental
science, medicine and education. Designers have constructed a series of interactive
process so that it allows users to get the most natural and true 3D human-computer
interactive experience.

Nunez et al. [S] made a research targeting on college students about spatial
relationship of AR teaching system and Chemistry issues. In the experiment, the
students can manipulate certain objects such as ZrSiO4 and the crystal structure of
markers. However, in the above-mentioned study, only a still image or a structure is
rendered. Recent studies indicate that full application of AR technology has made
the interaction between the students and the computer more interesting. In addition
to subject of science, AR to subject of arts also has a very good effect. In the visual
arts curriculum, AR system has a positive impact on high school students’ learning
motivation [6].

AR help students to explore in the real world [7] and also allows us to expe-
rience a chemical reaction which can not be easily carried out in the real world. AR
provides concept of real-world virtual element visualization such as operation of air
flow or magnetic field, etc. [8]. AR can help students improve their knowledge and
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skills and is more effective than other techniques [9]. In this way, students can get
better investigation skills as well as increase their learning motivation.

Based on these studies, our goal is to eliminate the difficulty of spatial skills
when students are learning Chemistry microstructure.

3 Research Methods

3.1 Materials Development and Design

This study aimed to develop an AR-based learning tool for assisted learning in
chemistry courses. Chemistry is a large body of knowledge. This study primarily
focused on the “composition of matter” in the design of learning content. Prior to
the design, chemistry teachers were interviewed to gain a better understanding of
the abstract contents students generally have trouble with and lack the initiative to
learn. It is hoped the AR tool can arouse students’ interests in learning chemistry
and encourage them to take initiatives in exploring the knowledge on the compo-
sition of matters.

The effectiveness of AR interactive learning tool in chemistry courses was
investigated. The AR tool pack consisted of the AR software, six AR markers and a
learning sheet. The learning pack included four applications on matter composition:
(1) water molecules made up of oxygen and hydrogen atoms, and water from the
composition of water molecules; (2) diamond crystal composed of carbon atoms;
(3) graphite crystal composed of carbon atoms and; (4) NaCl (table salt) composed
of chloride and sodium ions.

AR markers are interactive picture cards printed with different symbols, allowing
students to use this AR tool to observe and manipulate the different elements in the
composition of matters. After installing the software, students can control and
observe the molecules and their structure using different AR markers. With the
learning sheet, students can further acquire the concept underlying the composition
of matters and gain the relevant knowledge. The software identifies the various AR
markers via a camera to render accurate 3D models of the different molecules. The
interface is designed to allow human-machine interactions, where the applications
trigger different animations to present the changing process of composition of
matters, as shown in Fig. 1.

3.2 Research Design

This study adopted a quasi-experimental design. Subjects were divided into the
experimental group and the control group. The independent variable of this
experiment was the intervention of the learning tool, where the control group
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nor-v

(a) Various forms of clements (b) Structure of molecules (c) Changes in composition
of matters: diamond crystal-
lization

Fig. 1 Interactive learning process using the AR tool

received conventional textbook learning, while the experimental group received
AR-powered assisted learning. The dependent variable was the learning achieve-
ment of learners in the acquisition of chemistry knowledge.

The participants comprised a total of 55 seventh-grade students in Taiwan,
including 27 in the control group and 28 in the experimental group. Students in the
two classes were taught by the same chemistry teacher. Composition of matters was
selected as the chemistry learning topic for the experiment, and the learning
effectiveness was explored.

The experiment included the learning achievement tests and questionnaires, and
was divided into three phases as follows.

1. Pre-test: To assess students’ basic knowledge of chemistry and to ensure that no
significant differences were observed between the two groups of students prior
to the experiment. The teacher designed a quiz containing 10 questions
according to the content of their textbooks, and the quiz was administered and
lasted 30 min. The participating students tried to answer the questions, and one
point was given for each correct question answered, with a full score of 10.

2. Learning exploration activities: Students in the experimental group were given
instructions on how to operate the software to make sure they know how to use
the AR learning tools. Students in the control group learned the contents via
textbook reading and video clips. Students in either group learned the materials
on the learning sheet in the absence of teacher instructions.

3. Post-test: According to the learning unit, the test content was designed in a
similar fashion to the pre-test, at a total of 10 questions to be completed in
30 min.

4. A questionnaire was conducted after the learning experiment, where students
answered questions on a five-point Likert scale regarding learning motivation
and attitude, technology acceptance and satisfaction of the learning tools.
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4 Analysis and Discussion

4.1 Analysis of Learning Effectiveness

To better understand the similarity in prior knowledge of the two groups of students
before the experiment, independent sample t-test was used to assess the differences
in their chemistry knowledge. Statistics from the pre-test results showed that the
experimental group averaged 6.71 (mean), while the control group averaged 6.76
(mean), and there was no statistically significant difference (t = 0.421, p > 0.1)
between the two groups of students in terms of prior knowledge, meaning the two
groups of students had similar level of knowledge on chemistry before the
experiment.

To study the learning effectiveness between the experimental and control groups,
ANCOVA was performed for the post-test results with the pre-test scores as
covariates. For consistency with the assumptions of ANCOVA, tests of homo-
geneity of variance and homogeneity of within-class regression coefficient were
carried out for the two sets of scores. The homogeneity of within-class regression
coefficient test showed homogeneity of the regression coefficients (F = 0.526,
p = 0.47 > 0.05), indicating the covariate variable (pre-test scores) and the
dependent variable (post-test scores) would not vary due to variations in the
independent variable, fulfilling the assumption of homogeneity of within-class
regression coefficient for it to be further analyzed by ANCOVA.

Table 1 shows that after excluding the effect of covariate variable on the
dependent variable, the two groups of students exhibited significant differences in
test scores (F = 4.259, p = 0.039 < 0.05) in the learning the composition of
matters. Mean score of the experimental group was 7.59 (SD = 2.09), while the
mean score of the control group was 6.18 (SD = 2.15). Therefore, it can be con-
cluded that, statistically speaking, AR learning tools were significantly more
effective than traditional textbook learning with videos.

4.2 Learning Motivation Analysis

To explore whether AR learning tools were helpful in enhancing the learning
motivation for students in the experimental group, a motivation scale was in place

Table 1 ANCOVA result (Post-test) of analysis of learning effectiveness

Items Mean Adjusted average SD F
Control group 27 6.18 6.97 2.15 4.259"
Experimental group 28 7.59 7.61 2.09

‘P <0.05
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Table 2 Descriptive statistics for the results of the learning motivation questionnaire

Items Control group Experimental Cohen’s
group d
Mean SD Mean SD
Item 1. I like the way the class is being 3.87 0.93 4.25 0.66 0.49

taught today.

Item 2. The way the class is taught draws my | 3.82 1.00 |4.13 0.87 ]0.31
attention.

Item 3. I think the teaching materials are 3.76 0.75 | 4.29 0.64 |0.69
diversified.
Item 4. I have more understanding of the 3.83 0.87 |4.25 075 10.39

structure of molecules.

Item 5. I like the strengthening activity that 391 091 4.21 0.83 0.41
helps me learn about the composition of
matters.

for the pre-test and the post-test to understand the impact of different learning
strategies and activities on students’ motivation to learn the basics of chemistry.

The total score of all items on the learning motivation scale (5-point Likert scale)
prior to the learning experiment was subjected to independent sample t-test. Mean
score for the control group was 4.17 (SD = 1.06) and the mean score for the
experimental group was 4.21 (SD = 1.17). The t-test results showed no significant
difference between the two groups of students in terms of learning motivation prior
to the learning activities (t = 0.054, p = 0.957 > 0.05).

After the learning activity, the two groups of students took the questionnaire on
learning motivation. Their responses to the questionnaire for learning motivation
are summarized in Table 2. The results as shown indicate that students in the
experimental group rated most items higher than those in the control group, though
they were a relatively moderate effect size. Accordingly, compared with digital
video, AR technology was particularly useful to stimulate students towards the
study of composition of matters.

4.3 Analysis on Technology Acceptance

In order to understand the technology acceptance of the two groups of students in
strategically different learning activities, the scale used in this study included 10
questions from aspects of perceived usefulness and perceived ease of use. Using a
5-point Likert scale for scoring, independent sample #-test was performed to probe
into the scores from the two groups. Table 3 shows the results, where technology
acceptance in the experimental group was significantly higher than that of the
control group (p = 0.00 < 0.001). This suggested that students have a higher
acceptance to learn with AR tools compared to general digital learning.
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Table 3 t-test result of Items Mean SD ¢
analysis on technology s
acceptance Control group 27 4.05 0.42 4.01
Experimental group 28 4.74 0.61
P < 0.001

5 Conclusion

Based on the findings on learning effectiveness, students’ attitude, and analysis
from classroom observation and interview data, the following conclusions were
derived. The results from the study found that the integration of AR technology into
learning the basics of chemistry was helpful in improving students’ learning
effectiveness and motivation, and students generally agreed that AR tool was useful
in encouraging an active learning attitude and that they enjoyed the exploratory
learning experience.

In addition, learners using AR tools were observed to have a significantly higher
technology acceptance than their control group counterparts. This study explored
the potential and acceptance of AR tools, helping us better understand AR appli-
cations in learning. AR learning tools were found to significantly improve students’
academic performance in understanding the microscopic structure of chemical
matters. We hope to further the use of AR tools, extending their application to other
units in the chemistry curriculum, such as the memorization of abstract chemical
structures or concepts.
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Influence of Inclined Angles

on the Stability of Inclined Granular Flows

Down Rough Bottoms

Guanghui Yang, Sheng Zhang, Ping Lin, Yuan Tian,

Jiang-Feng Wan and Lei Yang

Abstract The granular flow down an inclined plate or chute is a potential choice as
a high-power spallation target. Here we studied about the stability of the inclined
granular flows down rough bottoms through a series of simulations on GPUs. The
periodic boundary is used here. Following the previous work, there are some
conclusions in this work: (1) the phases of flows with various inclination angles are
classified. (2) According to the oscillation modes, the oscillation flow region can be
further divided into three sub-regions. (3) The oscillation flow region is a transition
region between ordered and disordered flow region, where more details about the

self-organization and dilatant are shown.
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1 Introduction

For high power neutron sources, there are various kinds of targets that have been
designed, constructed, operated, such as plate targets in IPNS and ISIS, CSNS, rod
targets in German SNQ project [1, 2] and SINQ at PSI [3], and liquid metal targets
in SNS and JSNS [4, 5]. Following the various spallation targets above, as a new
concept, the gravity-driven dense granular-flow target (DGT) in a hopper was
proposed lately [6], which combines the advantages of solid and liquid targets. The
inclined granular flow is another attractive design because of the wide adjustable
range of velocity of grains. The stability of the granular flow is very concerned in
the design of granular target system.

Inclined granular flows relate with many phenomena ranging from mudslides
and avalanches to dune formations and singing sands. To understand these phe-
nomena more clearly, flows of granular materials down inclined planes or chutes
are widely used as laboratory paradigms. The inclined flows are complicated and
can be divided into many phase regions according to the microscopic structure and
dynamics [7]. To solve the problem theoretically, kinetic theory was developed to
describe the inclined collisional flows in the dilute limit [8]. However, numerous
verifications have been carried out and there are discrepancies between the theory
and experimental or numerical results, especially in dense flows of inelastic parti-
cles [9, 10]. In last decades, many experimental tools have been developed to
observe the flows and measure the physical quantities directly [11]. For the physical
quantities which are hardly to be measured (such as rotation velocity), numerical
simulation is able to offer a reliable picture.

A characteristic feature of inclined flows is that the flows will stop unless the

inclination angle 0 is big enough. The hstop is a decreasing function of the inclination

angle 0 [12, 13]. In Pouliquen’s work, there is a fitted formula: A, = Ad %,

where 91 is the minimum angle required for flow, 62 is the maximum angle at which
steady flow is possible, d the particle diameter, and A is a characteristic dimensionless
length [14, 15]. Moreover, the Froude number can be expressed in terms of hstop:
F= \/“g =p % — 7, where f and y are constants independent of chute inclination and
particle size [14]. The formula of hstop also can be predicted theoretically by using
shear transformation zone (STZ) theory [16]. From Baran et al.’s simulation it shows
an approximate relationship A, /d ~ In (hy,, /d), where Axx is the correlation length in
velocity correlation functions [17, 18]. In Silbert et al.’s work, the phase diagram of
periodic inclined flows was plotted with different packing height h and 0, the steady
flow can be further divided into three sub-phases [19]. Besides the height and incli-
nation angle, phase transition can also be induced by changing the base roughness
[20]. Recently, Weinhart et al. presented a deta picture of inclined flows with various
base roughness A (defined as the size ratio of the fixed and the flowing spheres) by
using discrete particle method (DPM) simulations [21].
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In classical Bagnold’s assumption, there is a constitution relation between shear
stress and shear rate: 7~ y? [22]. Based on it, the profile of velocity in inclined
flows can be deduced:

32— (h _Z)B/Z

h
vx(z)=2/3B\/pgsin9(T)+vh (1)

where B is a parameter which varies with € [23] and v;,. is the slip velocity at the base.
The classical Bagnold scaling was verified by simulation works in periodic inclined
flows or vertical chute flows [23, 24]. The Bagnold profiles of velocity were also
verified in two-dimensional (2D) or three-dimensional (3D) inclined flows [25-29].
The shear rate in periodic inclined flows was plotted and compared with Bagnold
profiles [30]. Reddy and Kumaran investigated Bagnold coefficients in periodic
inclined flows with linear spring-dashpot model carefully [31] and the results show
the influence of stiffness on the coefficients is negligible. Recent experiment of
granular flows down the inclined plane suggested the Bagnold relation may be
invalid for those non-spherical grains [32]. In cohesive granular flows, Brewster et al.
showed that Bagnold scaling is broke down [33]. The interpretation of experimental
results made by Bagnold was doubted by Hunt et al. [34].

Another important quantity in inclined flows is the shear rate, which is always
mentioned in the studies of singing sands and Bagnold scaling [23, 35]. In
Andreotti et al.’s work, the shear rate is assumed to only depend on the inclination
angle in steady flows but not on the height [36, 37]. Whereas from Silbert et al.’s
simulations with linear spring-dashpot model, it is found that in an inclined flows,
the variations of shear rate is obvious, especially in the chute flows with ordered
bases [38]. Moreover, there is a range of inclination angle where there is an
oscillation between ordered and disordered states [21, 38, 39]. Tan et al. developed
a model to explain this phenomenon [40]. The shear rate decreases with increasing
height which is consistent with the experiments by Azanza et al. [11]. Additionally,
from previous experiments it shows the shear rate in the surface flows is nearly
constant [41, 42].

Here we studied the granular flow down a periodic, inclined planes with
hexagonal-ordered base by using Hertz-Mindlin contact model and discrete element
method (DEM) simulations. The steady phases with different inclination angles and
heights in this system are concerned, with a specific focus on the switches of steady
phases (oscillatory flows).

2 Methods

Due to the inhomogeneous and anisotropic properties, it is a big challenge to study
granular materials theoretically and computationally [43], and under certain con-
ditions the continuum approximation is not applicable anymore [44, 45]. Thus, the
discrete element method (DEM) integrating with molecular dynamics (MD) starts
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Table 1 The parameters of Quantity Symbol Value

the material properties in this ;

work Young’s modulus (MPa) E 70
Poisson’s ratio 0 0.25
Sliding friction coefficient p 0.5
Density of spheres (kg/m3) p 2500
Coefficient of restitution E 0.8

to attract increasing interest for simulating the granular dynamics [46, 47]. The
simulations in this work were performed on GPUs [48, 49]. Mono-disperse glass
spheres were simulated in this work and the interactions between the spheres were
given by Hertz-Mindlin contact model [50, 51].

We employ the discrete element method to perform 3D simulations of granular
flows down inclined planes. Mostly, a system, consisting of 8,000 mono-disperse
spheres (the diameter d = 1 mm), is used. The system is periodic in the x (flow)
and y (span-wise) directions, and has a hexagonal-ordered base constructed of
spheres of the same diameter (i.e., A = 1) and material properties. The parameters
of material properties are shown in Table 1. The simulation cell dimensions in the x
and y direction are 20d and 10d respectively, resulting in an approximately 40d
height in the z direction. The time-step in our simulations is 5 X 10 — 7 s. There
are two ways of box identification to achieve the periodic boundary condition. In
Process I, identification of a transfer particle is according to the box number and the
box number of the particle in next step is determined by an AND operation [48].
Process II is searching the neighbor boxes to judge if a particle passes through the
boundary. The disadvantage of Process I is the space is divided into 2n in the
direction of periodic boundary for computing efficient. Here Process II is employed.

Initially, 8,000 spheres are randomly dropped into the horizontal chute and we
simulate until a static packing is produced. And then the system is tilted to a high
inclination angle (30°) to initiate flow and erase preparation effects, as used in
previous work [38]. After 80,000 time-steps, the system is tilted to the desired
inclination angle and reaches steady state after a period of time.

3 Results and Discussions

The inclined plane configuration has the advantage to generate steady uniform flows,
for suitable parameters, with only two control parameters: the angle of inclination (8)
and the thickness of the flowing granular layer h. Below a thickness threshold (hstop
(0)) the flow stops. In Fig. 1a, we plot the hstop as a function of 8 for our system.
From simulation results of the system with the hexagonal-ordered base, we observe
five major flow regimes for inclination angle in the range 17° < 6 < 40°: no flows,
steady ordered flows, oscillatory flows, steady disordered flows and gas flows. This
phenomenon is similar to the result of [21], where the authors also observed five flow
regimes for system with random base and A = 1/2. For 6 < 19°, we observe that
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granular flow cannot continue running after a period of time, thus name this region
no flows. For 6 > 30°, spheres frequently hit the base and behave like gas (i.e. gas
flows). In the region 20° < 8 < 29°, we obtain three steady-state flows: steady
ordered flows, oscillatory flows (quasi-steady) and steady disordered flows. At small
inclinations 20° < 0 < 23°, the flow exhibits low-dissipation behavior (steady
ordered flows). On the contrary, high-dissipation appears in large inclinations 26°
0 < 29° (steady disordered flows). For intermediate range of inclinations 23.5°
0 < 25°, the kinetic energy of system shows different modes of oscillation between
low and high values (oscillation flows). The bulk-average kinetic energy (KE) per
particle against time for four flow regimes (with a typical angle respectively and the
oscillatory regime excluded), is displayed in Fig. 1b. In this paper, we primarily
study the effect of inclination angle on the oscillatory flow regime.

The oscillation between high and low kinetic energy levels for the inclined
flows was reported previously in [21, 38]. Here we find, for inclination angles
23.5° < 0 < 25° there are three modes of oscillation in this system: transient
low-energy levels and durable high-energy levels (see in Fig. 2a, b); transient
high-energy levels and durable low-energy levels (see in Fig. 2d); alternate
high-energy and low-energy levels (see in Fig. 2c). For every mode, the
high-energy state of this system is similar to the steady ordered flows and the
low-energy state of this system is similar to the steady disordered flows. From these
figures it is found that the periods of the oscillations are varied over time while the
maximum kinetic energy in every oscillation of this system is almost the same, and
so is the minimum kinetic energy. The change of height of this system is consistent
with the variation of kinetic energy.

In [38], the authors described the transition from ordered to disordered flows is
because of the dilatant and there is an ‘explode’ of the system (see the maximum
height in Figs. 3, 4, 5 and 6). Then the transition from disordered to ordered flows is
due to the self-organization of this system. Here we plot the development of the

(a) (b)
150 10°
‘0
.
g 1ore \ 10°
z ° ' °
j=2}
S L £
° o 4
50 e . 0 107
° e
AN — 18
S 22°
- \0‘ 26°
0 Tl 10° — 32°
17 18 19 20 21 22 23 0 500 1000
6 (degree) Time (s)

Fig. 1 a The hy,, as a function of 6. No flow state is shown with an open symbol, steady state
with a closed symbol. The demarcation line is fitted to A, with a fitted formula used in [15] for
inclined flows (the red dash line). b The KE per particle against time for four flow regimes (with a
typical angle respectively and the oscillatory regime excluded)
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Fig. 2 KE per particle against time when 6 = a 23.5°; b 24°; ¢ 24.5°; d 25°

Fig. 3 Configuration snapshots of the system at 8 = 23.5°. a—d refer to the corresponding time
points showed in Fig. 2a
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(a) (b) (c)

Fig. 4 Configuration snapshots of the system at & = 24°. a—d refer to the corresponding time
points showed in Fig. 2b

(a)

Fig. 5 Configuration snapshots of the system at 8 = 24.5°. a—d refer to the corresponding time
points showed in Fig. 2¢

profiles of number density and shear rate during the oscillations. The self-
organization before the ‘explode’ of the system is shown in Figs. 2, 3, 4, 5 and 6.
The transition from disordered state into ordered state is quick. When the flows are
exploding, there is still a big shearing in the system.
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Fig. 6 Configuration snapshots of the system at @ = 25°. a—d refer to the corresponding time
points showed in Fig. 2d

4 Conclusion

This work is a study about the granular flow down a periodic, inclined plane with
rough base by using Hertz-Mindlin contact model and discrete element method
(DEM) simulations. The inclination angle is changed and the behaviors of flows are
investigated. Based on previous work by Silbert et al. [38] and Weinhart et al. [21],
there are some conclusions of this work: (1) the phases of flows with various
inclination angles are classified. (2) According to the oscillation modes, the oscil-
lation flow region can be further divided into three sub-regions. (3) The oscillation
flow region is a transition region between ordered and disordered flow region,
where more details about the self-organization and dilatant are shown.

The simulation results of inclined granular flows in this paper show good
agreement with previous results using different simulation methods. In the future
there are a lot work need to be done. The previous work used softer sphere to
accelerate the simulation. So what will happen when the sphere becomes much
harder? The periodic boundary condition in x and y directions is used here, the
effect of sidewalls is neglected. For the design and engineering of inclined chute
target, the large-scale granular materials (more than 10 000 000 particles) flows
down a long, inclined chute has to be simulated further.

Acknowledgements This work is supported by the National Magnetic Confinement Fusion
Science Program of China (Grant No. 2014GB104002).
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Evaluation of Influences of Frictions
in Hopper Flows Through GPU
Simulations

Ping Lin, Sheng Zhang, Guanghui Yang, Jiang-Feng Wan, Yuan Tian
and Lei Yang

Abstract The applicability of general purpose computing on GPUs for scientific
and engineering applications has been growing several folds in recent years. Dis-
crete Element method (DEM) is a way to modelling of particles, in which micro-
scopic understanding of millions of particles is studied through simulation of
granular materials such as sand or powders. Taking advantage of the highly data
parallel nature of such computations, the benefits of executing DEM simulations
have been widely spotlighted, and accelerations of computations through hetero-
geneous many-core environments are expressive. In this work, we present efficient
implementations and investigate the applicability of GPUs to DEM used in particle
motion simulation. In our implementations, algorithms such as neighbor list gen-
eration and pointer-exchange are performed. For the design of granular flow target,
the influence of different frictions in hopper flows are investigated and presented
here.
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1 Introduction and Related Studies

Discrete Element Method (DEM) was first proposed by Cundall et al. in 1971 [1]
for simulating the behavior of materials consisted of particles. These particles could
be rocks, grains, sands or toners. Because of its convenience and validity, DEM has
been well developed and is widely used today. Today it has been applied in many
fields such as agriculture and food handling, chemical engineering, mineral pro-
cessing, pharmaceutical, powder metallurgy, and several other fields. GPUs
(Graphics Processing Units) have become a powerful alternative for such compu-
tationally intensive applications in recent years, and clusters with GPUs as accel-
erators offer a possibility to tackle with DEM simulations with hundreds of millions
particles in reasonable time.

Compared to traditional CPUs, GPUs have a large number of lightweight
computational units called streaming processors. It was not popular for people to
dispatch calculations into such units till 2002. However during that period, only
those scientists with experiences in graphics-oriented libraries such as OpenGL or
DirectX could use the so-called GPGPU technology to conduct parallel computa-
tions indirectly. Later in 2006, NVIDIA released CUDA (Compute Unified Device
Architecture), to provide scientists with a much easier programming paradigm for
common computations. In CUDA C, one can easily launch a kernel function on
GPU. The kernel function prefixed with modifier __global__ is annotated by adding
“<K <..ee,... >>7 between the function name and the parameters, which
contents “tell” GPU how to organize the computational resources [2]. Since most of
these computations are independent and GPUs have large number of light-weighted
processors suitable for parallel processing, implementation of DEM on GPUs could
be much more efficient than on CPUs. In this paper, we propose a novel algorithm
and its efficient implementation that highly exploits parallelism that fully takes
advantage of GPU resources.

DEM, which closely relates to MD (molecule dynamics), needs a huge number
of calculations. Since CPUs are not good at this, several researchers have driven the
implementation of DEM on GPUs to take advantage of a large number of small
processors for calculations. Implementations of MD and DEM on GPUs could be
much more efficient than its CPU counterpart with high efficiency [3-5]. Liu et al.
[6] have accelerated MD simulations using CUDA, while Rapaport proposed
several algorithms for MD [7] and later implemented in CUDA. Le Grand et al. [§]
discussed a mixed precision model for GPU accelerated MD simulations. Among
these implementations, the method in [7] has been widely used. Brown et al. [9]
discussed several important issues in porting large molecular dynamics application
program to parallel hybrid machines, and then partially used the algorithm in [10].
We investigated DEM on GPUs using the algorithm in [10]. Compared to tradi-
tional MD, the DEM cells are much smaller. However, this algorithm did not
explore to take advantage of small cells. We derived a new but simpler method to
take advantage of DEM with large scale GPUs parallel computation. We found that,
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within certain conditions such as smaller cell requirements in DEM, the method
proposed in this work has large advantages as performance improvement [3].

Recently, Xu et al. [11] and Xiong et al. [12] have implemented DEM on GPUs
without including tangential force. Walizer et al. [13] provided a box search
algorithm for particles with different sizes. Su et al. [14] developed a robust and
accurate algorithm for detecting the interaction between a spherical particle and an
arbitrarily complex geometric surface. Ye et al. [15] studied large-scale granular
flow scenes on GPUs with application of DEM. Zheng et al. [16] concentrated
investigations on the contact detection based on GPUs. Radeke et al. [17] used
GPUs to simulate large-scale powder mixer. These previous researches as intro-
duced did not provide enough details of implementation neither comparative
benchmark results.

Flowing granular materials usually behave like solid and liquid simultaneously.
As high power neutron sources, various kinds of targets have been designed,
constructed, operated, such as plate targets in IPNS and ISIS, CSNS, rod targets in
German SNQ project [18, 19] and SINQ at PSI [20], liquid metal targets in SNS
and JSNS [21, 22]. Following the ideas above, the gravity-driven dense
granular-flow target (DGT) was proposed lately [23], which combines advantages
of solid and liquid targets and the container is generally like a hopper. The DEM
simulations on GPUs are very available for design of the target. The natures of the
hopper flows can be investigated by large-scale DEM simulations [4, 5].

In the design of granular target, the roles of friction is a crucial issue, which will
affect the flowing behavior of the hopper flow [4, 24, 25]. Moreover, the influernce
of wall and bottom on the granular flow should be obtained. In this paper the
influence of particle-particle, particle-bottom, particle-wall frictions will be evalu-
ated by large-scale simulations on GPUs.

2 Physical Model

In DEM systems, particle i may interact with its neighboring (or contacting) par-
ticles. Many have been used to describe the force when particle i and particle j. Here
we use the so-called Hertz Granular Contact Model [26]. In this model if one
particle i and another particle j collide at position (r;,r;) with velocities (v;,v;) and
angular velocities (w;, ;), the contact force between them is given by:

Fjj=F,, +F (1)

[0

F"ij = E(knénij - annij) (2)
On

Fy,= E( — kS —v,vy;) (3)
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Table 1 Constants Notation Meaning

N Number of particles

dr Time step

u Coefficient of friction

€ Coefficient of restitution

k, Normal stiffness

k; Tangential stiffness

Yn Normal viscosity

iz Tangential viscosity

d; Diameter of particle i

r; Radius of particle i

m; Mass of particle i

I; Moment of inertia of particle i
Table 2 Variables Notation Meaning

ri Position of particle i

Vi Translation velocity of particle i

W; Angular velocity of particle i

a; Translation accelerations of particle i

b; Rotational accelerations of particle i

Current time
70 The time when collision starts

Here the subscripts n and ¢ represent normal and tangential direction. Moreover,
k, y, d;, v are elastic parameters, viscoelastic parameters, displacements, velocities,
respectively.

In Hertz model, all the physical quantities on the right hand of Egs. (2), (3) can
be obtained by two types of parameters. One is constant as the system is running,
such as density, Young’s modulus, Poisson’s ratio, coefficient of restitution, etc.,
and as a result these constants are inputs according to particle material. All of this
kind of parameters are listed in Table 1. The values of these constants can be
obtained from the tables of material properties. The other kind varies when spheres
change their status, and they are listed in Table 2. Table 3 provides how to calculate
other physical quantities on the right hand of Egs. (2) and (3). Note that &, is
integrated from the moment two particle collided, and after the collision is over it
vanishes.

In the other hand, a local Coulomb yield criterion which is ||F p || < ,u||F i H must
be satisfied where u is the coefficient of friction. Forces between two contacting
particles is obtained by Egs. (1), (2), (3) and Table 3. In simulations, walls are
usually used. The walls used to be considered as spheres with infinite radius and
mass. As a result, the forces between walls and particles could also be calculated by
the method stated above. It’s also necessary to mention that y, € and k, etc. are



Evaluation of Influences of Frictions ... 213

Table 3 calculation of relative displacement and velocities in normal and tangential directions

Output(s) Input(s) Formula(s)
Ty 1y TisTj ri=ri—r
ni=ry / ||ry]]
V,'j Vi, Vj V,‘j =V — Vj
Vg Vijs 1ij Yy = (Vi i)
Vi Vijs Vg Tis 1, @i, @ Vg =Vij = Vuy = (10 + 1j0;) X1
On Tis 1 Tij Sn=ri+ 15— |||
6,,[./. 5,1,71,']' 6,,‘.,. :6,,n,-j
6t,.,. v,ij, 7,70 6t‘.,. = j:)_ o Vide

parameter between two bodies. Therefore, u, € and &, etc. between particles and
those between particle and walls should be distinguished.
Translational and rotational accelerations @; and b; are determined by:

ma; = Y, Fij( +mg when considering gravity) 4)
Lb;= —rizjriij,i/. (5)

At last a velocity-Verlet scheme [27] is chosen to integrate the Newtonian
equation of particle motion. The specified formulas can be found somewhere else.

3 Implementation and Parameters

In this section, we discuss and present implementation issues on our proposed
strategy. In order to develop an efficient parallel application that computes the
DEM, one must come up with a good high-level decomposition of the problem. As
we showed in Sect. 2, one must have clear understanding of behavior to make most
suitable decisions. In order to take advantage of GPUs, computation steps and
algorithms used for linked-cell and neighbor lists are employed. Figure 1 is the flow
chart of whole process. The processes 1, 2, 4, 6 are simply parallel implemented in
GPU, because each particle corresponding to one thread would do. It is necessary to
generate neighbor list to accelerate force calculations and other operations. Instead
of traditional neighbor list generating algorithm [10, 28], we chose a method which
is more suitable for DEM cells. Algorithm 1 demonstrates this implementation to
generate the neighbor list. After the neighbor list generated, we use a
pointer-exchange algorithm to reduce the time of memory exchange. Tables 1, 2 and
3 give the constants, variables and intermediate variables in the code and the physical
parameters needed in the code are listed in Table 4.
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Initialization: Generate a configuration, allocate memory and set initialized values

l

4 » 1: Update velocities and angle velocities by 1/2 step in GPU in parallel

2: Update positions by 1 step in GPU in parallel

3: Generate the cell list and neighbor list in succession in GPU in
parallel

4: Reorder the tangential displacements array in GPU in parallel

5: Calculate Accelerators &

corresponding tangential displacements in GPU in parallel

rotational accelerators and

6:Update velocities and angle velocities by 1/2 step in GPU in
parallel

Enough steps?

l

Free memories

end

Fig. 1 The complete flow chart for single-GPU
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Table 4 Geometrical and

material parameters in
simulations

Quantity Notation | Value

Particle diameter d 1

Particle mass m 1

Acceleration of gravity g 1

Normal elastic constant k, 20 x 10°

Tangential elastic constant k, 2.0/5.0 k,

Nomal damping constant Yn 50.0

Tangential damping 7 30.0

constant

Coefficient of friction u 0.0, 0.001, 0.05,
0.5

Coefficient of restitution € 0.8

Hopper diameter D 30

Hopper orifice diameter Dy 6,7,8,9, 12

Algorithm 1: Generation of neighbor list

JjID;

1: i = blockIdx.x * blockDim.x + threadIdx.x

2: if 1 < N then

3: r,=r_.,[1]; 1ID = pID[i];

4: define CCoor;

5: CCoor.x= floor(r,.x - ox)/cellx;

6: CCoor.y= floor(r,.y - oy)/celly;

7: CCoor.z= floor(r,.z - oz)/cellz;

8: cntnbr = 0;

9: for Cjz = CCoor.z - 1 to CCoor.z + 1 do

10: for Cjy = CCoor.y — 1 to CCoor.y + 1 do
11: for Cjx = CCoor.x — 1 to CCoor.x + 1 do
12: if Cell(Cjx,Cjy,Cjz) is not empty then
13: startp = CS[Cjz*cellnx*cellny+Cjy*cellnx+Cix];
14: endp = CE[Cjz*cellnx*cellny+Cjy*cellnx+Cjx];
15: for j = startp to endp do

16: if i # j then

17: rj = rsorted[]];

18: dist = |r, - r, |;

19: if dist < R, + R, then

20: JID = pID[]j];

21: nbrlst [N * cntnbr + iID]

22 cntnbr++;

23: end if

24: end if

25: end for

26: end if

27: end for

28: end for

29 end for

30: nbrlstcnt[iID] = cntnbr;

31: end if
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4 Roles of the Frictions

As mentioned in Sect. 2, the frictions are interactions between 2 bodies. Therefore,
in our simulations investigating the influence of frictions in hopper flows, three
types of frictions are considered: particle-particle, particle-bottom, particle-wall
frictions. The values of these coefficients we used are shown in Table 4, as well as
other physical and geometrical parameters. These parameters are dimensionless
with d, g and m as the basic dimensionless parameters. The flat-bottomed hopper
diameter we used is 30 d and the orifice varies from 6 d to 12 d. Figure 2 gives the
results of our simulations. It could be seen that the influence of particle-particle
friction on flow rate is the most while particle-wall friction also has a significant
influence. There is no obvious influence of particle-bottom friction on flow rate,
which should be related with the formation of stagnant region on the bottom [29].
The flow rate can be quantitatively described by the Beverloo’s law which has a
form ¢ = Cp;/g(Do — kd)z‘5 for three dimensional hoppers with round orifices [30].
In this equation, C and k are parameters to be fitted, and p; is the equivalent density
of granular materials in the hopper. In our simulation results, k is fitted to be 1.4,
and C varies from 0.53 to 0.76 for different friction conditions, which is consistent
with typical values of k and C [30].
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Fig. 2 Flow rate against orifice diameter under condition of a varying particle-bottom friction
coefficient; b varying particle-bottom wall coefficient; ¢ varying particle-particle friction
coefficients
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5 Conclusions and Future Work

DEM combing MD method are implemented on GPUs to simulate granular
materials. Because of the features of the simulation system, it is suitable for parallel
computation on GPUs and some algorithms such as neighbor list generation and
pointer-exchange are used to accelerlate the simulation. Wall are modelled in the
GPU code and hopper flows under different friction conditions are simulated. It is
found particle-particle and particle-wall friction affect the flow rate obviously. For a
full size design, larger systems simulated by multi-GPUs will be performed in the
future.
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The Requirement Analysis and Initial Design
of a Cloud and Crowd Supported
Mathematics Learning Environment

for Computer Science Students

Chun-Hsiung Tseng, Jyi-Shane Liu, Yung-Hui Chen,
Lin Hui, Yan-Ru Jiang and Jia-Rou Lin

Abstract Math learning has never been easy and math learning in computer
science is not an exception. However, the important of math can never be under-
estimated. In computer science, it was found that students learning performance in
math is strongly connected with the development of the following capabilities: prob-
lem solving, programming, computer hardware and architecture design, computer
science theory understanding, and software engineering and system analysis. The
goal of this research is to develop a method based on cloud technologies and crowd
intelligence to enhance students learning performance of math in computer science.

Keywords Crowdsourcing + CSCL - Elearning

1 Introduction

Mathematics plays an important role in many learning and research fields, and com-
puter science is not an exception. Several mathematics topics are considered required
for students who choose computer science as their major. For example, most stu-
dents have to pass the training of basic statistics and calculus. Additionally, as shown
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in several surveys, how university students performed in mathematics classes also
affects their working performance. For those who want to be good programmers
after being graduated, a solid mathematics background is usually needed for writing
error-proof programs. For those who want to participate in research jobs in computer
science, the importance of good mathematics background is even higher. Some hot
research topics, such as big data, put high demand on mathematics capabilities. How-
ever, teaching and learning mathematics are never easy tasks. The situation motivates
this research.

According to the survey made by Bravaco et al. [1], there are several reasons about
why students majoring in computer science do not perform well in mathematics [1]:

1. students have wide range of mathematical abilities, so course design is difficult

2. some students do not see the importance of the linkage between mathematics and
their major

3. it is difficult to get students to take their courses in the best order.

To deal with the challenges shown above, the researchers believe that several
information technologies can help. To ease the design difficulties of course materials
due to students wide range of mathematical abilities, e-learning technologies can be
adopted. A possible solution is to augment the traditional computer supported collab-
orative learning (CSCL [2]) methods with crowd technologies. In such a way, we can
incorporate the advantages of computer supported collaborative personalized learn-
ing methods into CSCL by organizing collaborative groups dynamically according
to students abilities. Then, the more flexible CSCL groups become stronger supports
for students with different mathematics backgrounds. Furthermore, to help students
realize the importance of linkages between mathematics and their major, we have
to give them more practical materials. For instance, to have students understand the
importance and use cases of linear regression, including real data prediction cases
in class materials will be helpful.

2 Related Works

For students majoring in computer science, mathematics is a very important course.
The survey made by Konvalina et al. showed that mathematical reasoning ability and
mathematical background has very important effect for the potential success in com-
puter science [3]. The work of Henderson et al. showed a similar result and stated
that mathematics is an important tool for problem-solving and conceptual under-
standing in computing [4]. The work of Beaubouef summarized several fields in
computer science in which mathematics is essential [5]. However, learning mathe-
matics has never been an easy task. Fleming wrote an article on about.com, which
said The thing that makes mathematics difficult for many students is that it takes
patience and persistence. For many students, mathematics is not something that
comes intuitively or automatically - it takes plenty of effort. It is a subject that some-
times requires students to devote lots and lots of time and energy. Shermans article
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summarized several factors about why students struggle in mathematics [6]. These
factors included: instruction, curricular materials, the gap between learner and sub-
ject, locus of control, memory ability, attention span, and mathematics language
understanding. Although former studies draw to different conclusions about why
learning mathematics is difficult, the importance and difficulties of mathematics
learning was stated clearly. Focusing on mathematics classes in computer science,
the work of Bravaco et al. listed the difficulties encountered in teaching [1]. Many
pioneering researchers have devoted their works to make learning and teaching math-
ematics easier. Some researchers focused on game-based learning. For example,
Zanchi et al. described a Next Generation Preschool Mathematics project in which
researchers and media developers joined their works to develop mathematics curricu-
lum supplement that supports young childrens learning of subitizing and equiparti-
tioning [7]. Kes study indicated that gaming goal structures, beyond the games them-
selves, yield significant effects on participants mathematics learning attitudes [8].
Kes another work argued that using computer-based educational game as a motiva-
tional tool for cooperative learning is more convincing than using it as a cognitive or
metacognitive one [9]. In addition to game-related methods, researchers developed
various ways of benefiting from computer technologies to aid learning mathematics.
Niess highlighted that Mathematics teachers are challenged to think about scaffold-
ing students learning about spreadsheets while they are also learning mathematics
[10]. Stahl found that mathematics can be accomplished collaboratively, even by
small groups of novice mathematics students helping each other, building sequen-
tially on each others moves and exploring together, even across session, and pro-
posed a concept named as virtual mathematics teams [11]. Although not specifically
targeted at mathematics learning, Lambropoulos, N. and Romero considered the per-
sonalised information retrieval in a CSCL task through the use of a Group-Awareness
widget and achieved excellent results [12]. The work of Edrees proposed e-Learning
2.0, which integrated web 2.0 technologies and tools into educational and institu-
tional practice [13]. In this research, in addition to CSCL-based technologies, the
researchers would like to benefit from the intelligence of the crowd. The concept is
similar with crowd sourcing, and its importance was pointed out by Greengard in his
research work [14].

3 Cloud and Crowd Supported Mathematics Learning

In this research, the researchers propose a cloud and crowd supported mathemat-
ics learning method which focuses on mathematics classes in computer science. As
stated in previous section, since computer science students are usually familiar and
feel at ease with information technologies, the researchers will design an e-learning
system to facilitate the adoption of the proposed method. The system will utilize
crowd intelligence to augment the traditional CSCL method to help students with
various mathematics abilities benefit from group learning. The system will also uti-
lize crowd intelligence for the construction of scaffoldings of topic flows and course
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Fig.1 The usecase diagram

contents. Furthermore, the system will utilize information extraction technologies to
obtain real world supplementary materials from the cloud.

There are three types of users involved in the proposed system: teachers, stu-
dents, and course scaffold providers. Teachers are the main mediators of a course and
are responsible for the preparation of course materials, the management of courses,
and assessments. On the other hand, students are main players in a course. In most
cases, students follow the flow designed by teachers. To benefit from group learning,
the system includes various group interaction utilities. Furthermore, in addition to
main materials, students can read supplementary materials that either contributed
by teachers or automatically collected by the system. Course scaffold providers
are responsible for designing scaffolds for course materials or flows of topics. The
designed scaffolds can be used by teachers to aid the design of the course. Note
that teachers can also play the role as students or course scaffold providers. Figure 1
shows the complete use case diagram.
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10.

11.

12.

There are 13 use cases included in the design:

. Create material scaffold for a topic: a material scaffold defines what should be

include in a class, e.g. exams, main materials, and the criteria of supplementary
materials; additionally, a material scaffold can also include preferred assessment
method for this class

Create learning flow scaffold for topics: a flow scaffold defines the flow between
several topics for a class

Read main materials: students can read the main materials of a class

Read supplementary materials: students can read the supplementary materials
of a class; supplementary materials can be provided by teachers or automatically
collected by the system

. Take exam: students can take exams provided by the teacher; note that if collab-

oration is allowed and needed, students should execute the interact with group
members use case

. Take lab/assignment: students can take labs or assignments provided by the

teacher; note that if collaboration is allowed and needed, students should execute
the interact with group members use case

. Join a manual selected or system recommended study group: classes adopting

CSCL benefit from interaction among group members; however, how well a
learning group is formed will definitely affects the learning performance; by
including a learning group recommendation module, the proposed system can
automatically recommend suitable groups for students

. Interact with group members: after joining a learning group, students can inter-

act with group members; applications such as discussion rooms and collabora-
tion environments will be provided

Read report: students can read their assessment reports of the learning perfor-
mance for their participated classes

Manage course materials: teachers can manage both main and supplementary
materials for a course; note that for automatically extracting supplementary from
the Web, teachers have to specify proper information sources and extraction
rules; when managing course materials, teachers can use existing material scaf-
folds as templates

Manage courses: teachers create, update, modify, and delete courses with this
functionality; when managing courses, teachers can use existing flow scaffolds
as basis to design the learning flow among topics; besides, logs of the courses
are also available

Manage exams/labs/assignments: exams, labs, and assignments are important
for students to practice concepts learned from classes and for teachers to eval-
uate the learning performance of students; in this use case, teachers will cre-
ate, update, modify, and delete exams, labs, and assignments; also, teachers can
correct exams, labs, and assignments completed by students; note that in some
cases, collaboration may be allowed and required to complete exams, labs, and
assignments; in such cases, students should execute the interact with group mem-
bers use case
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Fig. 2 The design of system components

13. Assess performance: in this use case, teachers will assess students learning
performance; four types of assessment are available: exam/lab/assignment
assessment, manual assessment, group interaction assessment, and activity
assessment; exam/lab/assignment assessments are based on students perfor-
mance on exam/lab/assignment; manual assessments allow teachers to assess
students performance according to their empirical impression; group interac-
tion assessments are based on students involvement in group activities; activity
assessments come from analyzing students overall activities such as how many
times students read course materials, etc.

To implement these use cases, Fig. 2 illustrates the design and relationships of
system components. Five sub systems are included: the System Management Sub
System, the Course Design Sub System, the Group Management Sub System, the
Assessment Sub System, and the Information Collection Sub System. These sub
systems are described below:

1. System Management Sub System: handle the underlying functionalities of the
whole system
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2. Course Design Sub System: for teachers to design courses

3. Group Management Sub System: for teachers to design and manage learning
groups

4. Information Collection Sub System: for collecting information from the cloud

5. Assessment Sub System: for assessing students learning performance; each indi-
vidual assessment sub modules assess a certain type of performance and teachers
can specify the weight.

4 Conclusions and Future Work

In this manuscript, we propose the initial design of a cloud and crowd based mathe-
matics learning environment targeting the students majoring in computer science. To
teach computer science students mathematics is challenging since they have diverse
mathematics backgrounds. In this research, we listed 13 use cases along with three
system components. In the future, we have the following goals:

1. complete the listed sub systems
2. integrate the sub systems with an existing e-learning system
3. incorporate affective learning concepts into the learning groups.
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The Design of Music Conducting System
Using Kinect and Dynamic Time Warping

Chuan-Feng Chiu, Chia-Ling Tsai and Yu-Chin Hsu

Abstract This paper propose a design of music conducting system by analyzing
the human hand gesture and translate to music playing command. The proposed
system uses Kinect device as the human computer interface to recognize the hand
gesture. In order to recognize the hand gesture we propose the virtual grid to track
the path of the gesture and use Dynamic Time Warping to recognize the gesture in
this paper. And the proposed mechanism allows music conductor to control the
music feeling by hand gesture command and to be as a tool for training music
conducting gesture.

Keywords Music conducting system -+ Kinect +« Dynamic time warping -
Virtual grid

1 Introduction

Human Computer Interaction(HCI) is a popular area in recent years. HCI tech-
nology leads users to have a newly and nature way to make interaction with
electronic device including computers and so on. Microsoft Kinect is the one of
popular devices to realize human computer interaction(HCI) and has been applied
to areas including entertainment, education etc. In this paper we take the advantage
of Kinect technology and propose music conducting system based on Kinect
technology. Music conductor is the major player in an orchestra and responsible for
controlling the playing and revealing the emotion of the song via the hand gesture,
facial expression or human action of the body. However a music conductor must
practice the song playing with all music players and need to make all music players
together, so that the music conductor can present his/her own music style to all
music players. Making all music players together is difficult because of many music
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players are involved in the orchestra and be in different locations. On the other
hand, young music conductors have less experience for conducting music song,
they need more and more experience. So a tool for practicing music conducting
gesture is useful for most of young music conductors.

Therefore, in this paper we propose a serial design for practicing and simulating
for music conducting that includes the following features:

e Designing the beat recognition to lead music conductor to have more flexibility
to display their emotion in the song

e Designing the alternative gesture to lead music conductor to have more music
surrounding feeling control.

e Providing a design of the tool for music conductor to practice or simulate the
playing situation that music conductors expect.

In the following we describe the related technology and research regarding the
music conducting system in Sect. 2. In Sect. 3 we reveal our proposed method and
design of the music conducting system. Finally a brief conclusion and future works
is described in Sect. 4.

2 Related Works

There exist interactive music conducting system based on radio baton, Kinect etc.
In this section, we reveal the literatures regarding related technology and past
researches.

Mathews [1] proposed the first music conducting system in 1991. The system
uses the radio baton to conduct music playing. Based on the tacking of the moving
baton, music is played according the command from the moving batons. Digital
Baton [2] and Conductor’s Jacket [3] also propose music conducting system based
music batons, and propose more parameters or sensors to capture more information
and translate to have more music commands. Eric Lee et al. [4] proposed the music
conduct system for children only and do not acquire priori experience of music
conducting. Toh et al. [5—7] also propose the music conducting system using Kinect
device to capture the human hand gesture to translate the music command the beat
control. Lim and Yeo [8] propose the music conducting system using smartphone as
the controller and [9, 10] use Wii controller to change the music tempo.

Kinect [11] is device developed by Microsoft Inc. The Kinect device consists
RGB camera to capture RGB image and video, IR camera to get the depth data to
understand the distance information between object and camera, and audio module
for capture the voice. Based on the development modules, tracking or recognizing
the object have been became possible. Many applications have been studied in the
past. Chang et al. [12, 13] propose the medical application to assists people to do
rehabilitation using Kinect. [14, 15] use Kinect to be a natural user interface to
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manipulate the system. Izadi et al. [1] use Kinect to capture the object scenes and
reconstruct it as a 3D model. [11] studies more applications using Kinect and give a
comprehensive review.

3 Proposed Design

Before describing the detail of the design of our proposed method, we illustrate the
basic concept of a music conducting processing. A sheet of music consists several
measures that include beats and notes. In the front of the sheet of music, there exists
two numbers as shows in Fig. 1 called as time signature. The top number denotes
how many beats in each measure and the bottom number denotes the basic unit of a
beat. Basically the time signature and beat pattern are same in each measure.
A music conductor would use hand gesture to present the beat pattern and control
the speed of the playing. On the other hand, the music conductor would add some
hints by hand gesture alone with the beat pattern to music players to convey the
music conductor’s expectation of the surrounding feeling of the playing to all
audiences. According to the above description we proposed a Kinect-based music
conducting system that conforms the requirements of the music conducting process.
In the following sub-sections we will reveal the design of the system.

3.1 System Overview

In this section we describe the overview of the proposed design of music con-
ducting system. In our proposed system, we have a Kinect device to capture the
user behavior. After gathering the user behavior, the music conducting system
would analyze the user hand gesture to identify the conducting action. The detail of
the behavior identification mechanism would be described in next section. The
proposed system has two major functions including training module and styling
module which providing the tool for music conductors to be familiar with music
conducting gestures and cooperating with a virtual orchestra before playing music

Time Signature measure
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Fig. 1 The basic concept of music sheet from the English lullaby “Twinkle, Twinkle, little Star”
[20, 21]
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with orchestra to enhance performance. The proposed system also concludes virtual
orchestra that is used for simulating possible music instruments to lead music
conductors to understand the resulting music performance. The music conductor
can select necessary music instruments via our system user interface. Besides vir-
tual orchestra, we also provide the pre-recorded music sheet in the system. Using
the pre-installed music sheet, music conductor can edit the music and corresponding
music instruments easily. In the following we will describe the detail design
regarding the two major functions that are described above.

3.2 Music Conducting Training Module

In order to training young music conductor to be familiar with the gesture of music
conducting, we need to provide a tool for this purpose. The major functionality of
the tool is to recognize the hand gesture of young music conductor and identify the
beat. The beat hand gesture of music conducting is a hand moving sequence.
Different gesture denotes different beat. First we use Kinect device to capture
human hand gesture by analyzing the human skeleton especially for human’s hand.
The human skeleton captured by Kinect is showed in Fig. 2. And then we inves-
tigate the music conducting gesture regarding the basic theory of music and find the
sequence will start from a position and end with the same position. The different
moving sequence is resides between the starting and ending position. Therefore, we
propose the Virtual Beat Grid that contains 5 X 4 cells to identify the hand moving
sequence. When a music conductor start to use the training system, the proposed
system would calibrate with the user’s position and put the Virtual Beat Grid over
the human body. The central column of the Virtual Beat Grid will be aligned with
the SPINE-HEAD line of the human skeleton capturing from Kinect. Figure 3
shows the proposed Virtual Beat Grid and corresponding position human skeleton.
The conducting gesture sequence will be tracking through the cells in the Virtual
Beat Grid and our proposed system would record the sequence to recognize the
action. In order to recognize different actions with the Virtual Beat Grid, we design
moving sequence pattern according to each possible music conducting beat gesture.
Figure 4a—i shows the basic beat sequence pattern alone with the Virtual Beat Grid.

We use Dynamic Time Warping (DTW) [16—19] to find the user’s real-time hand
moving sequence with different beat sequence to identify the action. DTW is a popular
technology that is used for finding the optimal sequence with the given sequence
pattern. For given template T=(#,%, ...,%,) and user’s real-time sequence
C=(cy,¢2, -..,cy), to find a minimum sum of distance between T and C. The min-
imum sum is calculated alone with the warping path W = (wy,ws, ..., w;) thatis a
series points with smaller distance between 7'and C. The warping point of the warping
path wy = (t[, cj) is a pair indices including template indices and user’s real-time
sequence indices. The template and user’s real-time sequence formed a m X n cost
table. In the cots table, y-axis denotes the given template 7 and x-axis denotes the
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Fig. 3 The proposed virtual beat grid and corresponding user interface
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(g) Seven beat pattern (h) Nine beat pattern (i) Twelve beat pattern

Fig. 4 The beat pattern based on music conducting theory

user’s real-time sequence C. The continue sequence line in the m X n table is the
warping path W. Each cell in the table denotes the distance of the sample point between
T'and C. The overall distance between 7"and C'is the summation of each distance of the
corresponding point alone the warping path W. Therefore, to find the matching
template is to find the minimum distance between real-time sequence and templates.
According the classical Dynamic Time Warping technology, it needs to avoid mal-
formed warping path generation. So classical DTW had given the constrains to
warping generation and showed in the following:

Monotonicity: The warping path indices have an increasing order for template
indices and user’s real-time sequence indices both. For an adjacent warping point
Wi = (ti,Cj) and wy, = (l‘,’+1,Cj+1) of the warping path W, #,.;> =t and
Ci+1> =Cj.

Continuity: The increment step of success point of warping path is limited. For
an adjacent warping point wy = (f;,¢;) and wy 41 = (fi41.¢;+1) of the warping path
W, tiz1—t; <=1 and Ci41—C< = 1.

Boundaries: Start and end point of warping path is the start and end point of
template T and wuser’s real-time sequence C. For a warping path
W= (w1, wa, ...,w), the start point w; = (#;,¢;) and the end point wy = (£, ¢,)-
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Based on the Dynamic Time Warping technology, we design the action
recognition mechanism as describing in the following.

e A proposed Virtual Beat Grid G,,,, x is the x-axis indices of the Virtual Beat
Grid and I <=x <=5, y is the y-axis indices of the Virtual Beat Grid and
1 <=y <=4.

e For a beat Template T = {; (gx,gy) €Gy,|l <i<m, 1 <gx<5, 1 <gy<4}

e For a user’s sequence C={c; (gx,gy) €Gy |1 <j<n, 1 <gx<5, 1<gy<4}
First we calculate the m X n cost table using the local cost function D;; showed

in Eq. (1) which is denoted the distance between sample point 7; of beat pattern and
C; of user’s sequence.

|ti(gy) — ci(gy)|. if 1:i(gx) =c;(gx)
D= |ti(gx) = ci(gx) |, if 1:(gy) = ci(gy) (1)

\/(fi(gx) - Cj(gx))2 + (1i(gy) - Cj(gy))z, otherwise

And then we can find the warping path with respect to the cost table to find the
minimum cost between beat template and user’s real-time sequence and the cor-
responding beat action.

3.3 Music Styling Module

Besides the training function for young music conductor, we also propose the music
styling function for senior music conductor. Senior music conductors have been
familiar with the beat conducting, but they intent to provide the customized feeling
to the music playing. Therefore, we also propose the styling module for senior
music conductors to give a hint to music players to present of the music feeling to
audiences. In the styling module, the action duration is different comparing with
beat action. We design alternative mechanism to recognize the styling action to
present music feeling. We also use the similar concept of Virtual Beat Grid and call
it as Virtual Style Grid. The proposed Virtual Style Grid contains 10 X 4 cells
showed in Fig. 5 and the Virtual Style Grid is aligned with central SPINE-HEAD
line of the human skeleton also.

Fig. 5 The proposed Virtual SPINE-HEAD Line

Style Grid Left Hand Right Hand
t s r q p P q r s t
o n m I k jk | m n o
J i h g f Jf g h i J
o d o b a Ja b c d e
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(a) Starting pose (b) Heavy Sound (c) Higher Sound (d) Lower Sound
Pose Pose Pose
(e) Higher Pitch (f) Length Extension (g) Pause Pose (h) End Pose
Pose Pose

t

(i) Speedup Pose (j) Slowdown Pose (k) Back to Initial
Pose

Fig. 6 The proposed music styling gesture pattern based on Human Skeleton

According to the proposed Virtual Style Grid, we provide eleven music feeling
style to customize by senior music conductor and design the recognition rule for
each styling action which are described in the following.

Starting Pose: The pose is the preparation starting point for other action. When
the user’s right hand and left hand are reside on the ‘h’ block in Virtual Style Grid,
the music start to playing and be a preparation pose for some styling action.
Figure 6a shows the corresponding human behavior.

Heavy Sound Pose: The pose can make the stress of music sound immediately
by music conductor. The pose includes two gesture command and need to move as
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downward direction. One is for trigger and the other is for backing to original.
When the user’s right hand and left hand move from top of the proposed Virtual
Style Grid to the ‘k’, ‘f” or ‘a’ area in Virtual Style Grid after the Starting Pose, the
heavy sound would be triggered. After heavy action triggered, music conductor
need to back to original music phase. When user’s right hand and left hand move to
the ‘f” or ‘a’ area in Virtual Style Grid after the trigger pose of Heavy Sound.
Figure 6b shows the corresponding human behavior.

Higher Sound Pose: When user’s right and left hand are resided on the ‘n’” block
in Virtual Style Grid. The volume of the music would be increased smoothly.
Figure 6¢ shows the corresponding human behavior.

Lower Sound Pose: When user’s right and left hand are resided on the central
SPINE line and within the vertical range of 80 in Virtual Style Grid. The volume of
the music would be decreased smoothly. Figure 6d shows the corresponding human
behavior.

Higher Pitch Pose: The gesture of this pose would be moved as upward direction
after Starting Pose. The action is used for changing the frequency of the music and
making the different feeling by audience’s ears. When user’s left hand is move to
‘s’, ‘r’,‘m’, ‘m’, ‘i’, ‘h’, ‘d’ and ‘¢’ in Virtual Style Grid after the Starting Pose, the
higher pitch action would be triggered. Figure 6e shows the corresponding human
behavior.

Length Extension Pose: Music conductors would use this pose to extent the
duration of music beat for different feeling of the music. The gesture of this pose
would be moved as upward direction after starting pose. When user’s left hand and
right hand are move to ‘s’, ‘r’, ‘n’, ‘m’, i’, ‘h’, ‘d’ and ‘¢’ in Virtual Style Grid
after the Starting Pose both, the length extension action would be triggered. Fig-
ure 6f shows the corresponding human behavior.

Pause Pose: When user’s left hand make a first in the ‘I’ block in Virtual Style
Grid, the pause action would be triggered for stop the playing for a while until
music conductors have Starting Pose. Figure 6g shows the corresponding human
behavior.

End Pose: The action is used for ending the playing of the music. When user’s
left hand and right hand make a first in the ‘I’ block in Virtual Style Grid at the
same time, the pause action would be triggered. Figure 6h shows the corresponding
human behavior.

Speedup Pose: When user’s right hand make a first, the position is resided on the
‘m’ block of Virtual Style Grid and the speed of music measure would be increased
in one unit. Figure 6i shows the corresponding human behavior.

Slowdown Pose: When the position is resided on ‘¢’ block of Virtual Style Grid,
the speed of music measure would be decreased in one unit. Figure 6j shows the
corresponding human behavior.

Back to Initial Pose: When the position is resided on ‘h’ block of Virtual Style
Grid, the speed of music measure would be back to the initial of the music. Fig-
ure 6k shows the corresponding human behavior.



236 C.-F. Chiu et al.

Therefore, based on the design of styling gesture mechanism, music conductor
could simulate the surrounding feeling of music playing without spatial and tem-
poral constrain.

4 Conclusion

In this paper we propose the virtual grid to track the human hand gesture and use
the Kinect device as the human computer interface. We analyze the music con-
ducting gesture based on the theory of music conducting and design the basic music
conducting patterns. We track the human hand gesture by recording the path as the
sequence based on virtual grid. And we use Dynamic Time Warping to find the
music conducting command by comparing the captured hand gesture and the
analyzed music conducting pattern. Based on the proposed the design, we also
implement the system that allows music conductor to simulate the music feeling
without making all music players together and be a training tool for practicing the
music conducting gesture. We still work on improving the system. The current
implementation does not emphasis different music instruments. Therefore the
emphasis module for music conductor by human face or human skeleton direction
needs to be proposed to make more natural feeling of music. On the other hand, the
music tempo would be changed by music conductor, to make the audio playing
more smooth is valuable for the future music conducting system.
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A Model for Predicting Vehicle Parking
in Fog Networks

Meng-Yen Hsieh, Yongxuan Lai, Hua Yi Lin and Kuan-Ching Li

Abstract This paper proposes a prediction model with driver’s personal parking
preferences for vehicle parking in parking lots. A parking preference adopted in the
model involves not only parking fee, but also time required for parking, space
waiting, and destination to the space allocated. This model advances and optimizes
the usage of parking lots, also satisfying individual parking requirements. Unlike
other studies acting solely with vacant parking spaces, this one also applies
to parking lots with full state to the assignment of parking space to each parking
request, while each of the lots has the probability of releasing occupied spaces soon.
The request a vehicle parking space corresponds to the parking fee and time con-
sumption of related parking operations. A fog network is defined to realize the
mode assisting vehicles in search of an appropriate lot. Result analysis indi-
cates that the proposed mode is reliable and efficient in search of a parking space.
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1 Introduction

Fog computing, as extension of concepts that defined Cloud computing, it enables
data to be analyzed and managed locally before having it transferred to the Cloud. In
this text, it refers to a virtual layer between vehicles and a cloud network to generate
the features assistant to vehicular transmission such as low latency, location
awareness, geographical distribution, a large number of nodes, predominant role of
wireless access, and others. If fog computing is associated to vehicular networks, a
fog network can be divided into two modes, infrastructure-based and ad-hoc. In
infrastructure-based mode, fog nodes could be fixed or long-term unmoved devices,
possibly along the roadside or located in business buildings. The fog nodes not only
supply/accept useful data to/from moving vehicles, but also assist neighbor vehicles
in message delivery. In the latter mode, one vehicle could be a fog node supporting
ad hoc data transmission and computing to communicate between vehicles directly
without any medium. There are a large number of vehicular applications that may
utilize fog computing, such as traffic light scheduling, congestion mitigation, pre-
caution sharing, parking facility management, traffic information sharing, etc. Most
of them are appropriate to infrastructure-based fog networks, while others in the
ad hoc mode are suitable to urban environment with slow-moving vehicles [1]. This
paper focuses on a parking problem that vehicles attempt to find a parking spot in
crowded, busy parking places. The infrastructure mode with fog servers attached
to parking places or buildings is more appropriate to this research than others.

Various applications in fog networks always require significant components
such as authentication and authorization, offloading management, location service,
system monitor, and resource management and scheduling. The vehicular trans-
mission operations have a number of types, vehicle to vehicle, Vehicle to Access
Point, and Access Point to Access Point [2], while access points could be equipped
in roadside units or traffic devices. Fog nodes can deliver not only instant and rich
traffic-related and geo-distributed information to vehicles, but also be a medium for
intercommunication between two vehicles and location-awareness business service.
Extra devices such as sensors are required for all traffic-detected assistance, while
fog nodes disguise themselves as traffic light devices to improve vehicular traffic
communication.

When living in crowded areas, planning unoccupied parking space wisely will
improve effectively traffic flow and reduce the cost of vehicle parking. Most of
parking lots are attended beside city buildings such as apartment, market mall,
bank, office building, and several others, or be neighbors with commercial streets
and areas. A number of these parking places are organized as a local fog network to
share parking-related information, while each of fog nodes can manage one or more
parking lots. Those parking lots with remaining vacant spaces are involved for
vehicle parking. For instance, a many-to-one matching game in [3] is adopted to
provide lists of vacant parking lots to vehicles in an associated city area based on
the parking cost and price for instant parking requirements from vehicles. However,
the problem of missing some parking lots with implicit vacant spots could appear,
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while vehicles park in these lots at the present time, but will leave from occupied
spaces shortly, in short period of time.

This paper involves with implicit parking spots for vehicle parking, while the fog
network is able to calculate the probabilities of parking state changes between
occupied and vacant. For example, a vehicle can determine whether going for
parking in a lot with no vacant spots and waiting for a spot that would be changed
from occupied to vacant state based on the vehicle-leaving probability of the lot.

After simple instructions about the vehicle parking with features and problems as
depicted in this section, a number of fog applications related to vehicle parking are
presented in Sect. 2. Section 3 describes the proposed system model with com-
munication and computation designs, while vehicles require parking spaces in the
fog network, influencing by predictable parking probabilities. In Sect. 4, the
analysis results for the model are given, while the two lots are illustrated. Finally,
conclusion remarks are delivered in Sect. 5.

2 Related Work

Fog computing technology supports large range of applications, and we may list as
example, smart vehicles, smart grid, smart home, health data management, among
several others. Basically, fog computing often assists end-users to retrieve infor-
mation in time, such as traffic-related data, intercommunication data between
neighbor vehicles, or data from servers built in near roadside and buildings. The
network types for fog computing can be defined as a local cloud, Cloudlet, mobile
edge computing, and mobile cloud computing [4]. Although a fog network is
designed with particular features, latency, efficiency, and generality, a number of
challenges in designing a fog computing platform, such as choice of virtualization
technology, latency, network management, security and privacy.

Research issues related to vehicular parking [1, 3, 5] keep on increasing.
Localize parked vehicles [1, 5] can play as fog nodes to support computing and
communication and to service moving others. However, security and privacy issues
must be required to protect message delivery from selfish fog nodes. In addition,
parked vehicles as infrastructures must face the potential crisis of unstable con-
nection and insufficient endurance ability.

In [3], authors proposed the parking problem in the view of IoT (Internet of
Things) by a Many-to-One matching mechanism. Fog computing is an
infrastructure-based network where fog nodes are installed at parking areas, such as
banks and shopping halls. Vehicles connected to the fog network to gain the
information of available parking lots by neighbor RSUs (road side unit) along the
roadside. That means localized RSUs are the media to aid the communication
between vehicles and fog servers. In addition, the status of parking spots, vacant or
reserved, is provided from fog servers to vehicles. Fog nodes in a local area are
organized as a fog network. Parking space assignment for the vehicles searching
park places is as a matching game, where each vehicle will be assigned to one
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parking slot, at most. The matching mechanism is performed with only explicit
parking slots available to vehicles at present. In VFC architecture [1], vehicles are
treated as an infrastructure-based fog network, while fog nodes are as slow-moving
or parked vehicles, supporting mobility and geographical distribution. Different
distributed vehicles forms particular infrastructures with different communication
and computing among vehicles. Two application scenarios of VANETSs and Jam-
Cloud are given, while moving vehicles are as infrastructures; moreover, other
scenarios of relay packets and parking lot are described, while parked vehicles are as
infrastructures.

Malandrino et al. [5] exploited parked vehicles to extend the transmission ser-
vice of RSUs for content downloading during inter-vehicle communication. In this
system model, the location and movements of vehicles and RSUs are well known.
They utilized a time-expanded graph to represent the dynamic network with tem-
poral and spatial changing based on parked vehicles and fixed RSUs. The perfor-
mance of the vehicle that receives beacon transmissions from other vehicles is
offered, and the Veins simulator is used to simulate the network.

Vehicles in a parking lot are organized as a vehicular data center (VDC) [6] to
assist other vehicles in taking low cost to gain content service from a local VDC
instead of the remote data center. The two-tier data center architecture with three
VDC management policies are proposed to leverage the storage resources on
localized parked vehicles.

3 System Model

3.1 Assumption and Architecture

This research is proposed based on the following assumptions: (1) a fog network
with a number of fog nodes manages a number of parking places to reply to
vehicles’ parking requests, while one of the fog nodes can ‘hear’ the updates of the
parking lots; (2) regional fog networks have been connected to share parking status
of each of parking spots by cloud computation and communication; (3) Each RSU
is equipped with wireless connection, whilst each fog node could be equipped with
wireless connection to service the vehicles having reached the entries of the
managed parking lots; (4) Each vehicle can easily gain parking related information
by RSU or fog node after sending the parking request. The system architecture with
possible parking scenarios is depicted in Fig. 1, where each vehicle can ask for
parking by sending out a request. Each RSU is only deployed with the responsi-
bility of delivering parking requests and responses between fog network and
vehicle.

The possible states of one parking spot are reserved, vacant, and occupied [7].
The reserved spaces are not involved in the fog network. Based on the assumptions
given, the states of all spots are shared in the fog network, and their updates are
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Fig. 1 System architecture in
a fog network

immediately synchronized in all nodes of the fog network. The fog network learns
about the two parking probabilities of each one of the managed parking lots, which
means that each lot has the probability that a vacant parking space is changed into
occupied, and the probability of that occupied park space is changed into vacant
during an assigned period, denoting P,;, and P,;,, individually. These probabilities
can easily be calculated by parking statistics.

3.2 Communication and Computation Design

A fog network must be trusted by vehicles or RSUs to offer correct and convenient
parking service. Vehicles are equipped with wireless devices to connect RSUs or
fog nodes. In addition, RSUs easily connect nearby fog nodes to reply to vehicle
parking requests. The fog network is organized with localized fog nodes attending
some deterministic parking places or lots. A vehicle with the basic profile can send
a parking request to request for a parking spot. Basic profile of a vehicle is com-
posed by current time, the current GPS and the driving destination that can be
retrieved easily and quickly by car navigation system. Specifically, the fog network
managing parking slots from a number of parking lots has the following features,
while the two ways are offered to users for inquiring whether there is any space for
parking:

(1) In the automatic way, the network receives a parking request of vehicles from
themselves directly or through RSUs indirectly. The request with a basic profile
and individual preference as the weights of the driving, walking, and waiting
costs that the driver would like to give. According to each of individual
requirement with user preference, the fog node nearest to the vehicle can offer a
list of possible parking spaces by increasing order of the parking cost.
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(2) In the manual way of searching parking lots, a real-time service for parking
query is required. After connecting to a RSU or one of the fog nodes, only the
basic profile consisting of the current time, the vehicular GPS and destination is
delivered. Based on the profile, the fog network returns all park lots that still
have vacant parking spaces to a vehicle in limited geographic range.

A parking request from a vehicle includes not only the basic driving profile, but
also the three preferred costs and the two durations that driver desired for parking
and waiting. Each vehicle can give the distinct weights and durations for distinct
parking request. When drivers always consider the price and time consumption for
parking their vehicles, the algorithm of a parking decision adopts these costs as
parameters to Algorithm 1, given as basic decision process to associate a vehicle
sending a park request with possible parking lots. These parameters for the algo-
rithm are described as follows:

(1) A vehicle, v;, sends a request, for searching a parking spot to one RSU or fog
node. The message for requiring a parking spot is divided into the few fields.
The request is formatted as Req(Tymp, Profi, {a, B, ¥}weigho ti, tp). The
timestamp, 7y, denotes the time at that the request is sent. The vehicular
profile, Prof;, is composed of the vehicular GPS and the travel destination
where drivers will achieve, represented as Prof; = <GPS;, Dest;>. The next
field contains the three weights for computing the cost of driver’s mind feeling,
when a,f € {0,1}, and y € R: 0 < y < 1. The two durations, # and #p, are
given for parking and waiting that the driver desired.

(2) Price cost for parking: a short-term parking payment adopted is to charge user
parking price at a unit time such hour or day. For example, parking can be
charged at hour rate. The price cost of one lot for a parking request from a
vehicle, v;, with a predictable spending time, i, is calculated by the parking
price of the lot divided by the maximum price of all the lots, denoted as follows.

Price(l;, ti)
MAX({Price(l;,1i)})

"
, when Price(l;, ti) = Ap X Klt (1)

PriceCostjj=

where Ap represents a unit parking fee per unit time, denoted as At, and #i is the
spending time that the driver needs to take to park in a specific lot. However, there
could be various equations of calculating parking price in different countries.
Suppose that a set of n parking lots, denoting L = {/;, 5, ..., l,}, has a set of
parking fee for each vehicular request, denoting {Price(/,, ti)} in the fog network.
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(3) Time cost for parking: the other cost is a period time that a vehicle, v;, has to
take for parking a vehicle to Lot /;, defined as follows:

TimeCost(v, ;) =Ty + T, +y X T,, whenT,;=C,X1p, (2)

where T, is the time cost that users must take for driving from a current position
to I;, T,, is the time cost for walking from parking position to the destination, and T,
is the virtual cost for waiting for a possible vacant park spot of /;. Cost T, and T, are
calculated actually as the travel time duration, calculated in a specific travel mode
using the Google Maps Distance Matrix API, a.k.a. GMAP [8]; moreover the travel
mode is supported as one of all modes, driving, walking, bicycling, and transit. Cost
T, and T,, are acquired for driving and walking modes, individually. However, T, is
computing based on a set of vehicular requests, denoting {Reg}, sent to /; in a time
period, fp, and the number of its remainder vacant spots, denoting {Spot}, while Set
{Req} is composed of the request of v; and the others during the time period.
Duration p is the max length of time that the vehicle can wait for. However, C, is
available in three calculation modes, defined as follows:

oo (Ptv.'?zo)\{sﬂot}\ — {Req}|

“ {Spor}|

(3)

where the number of {Req} is smaller than the number of {Spot}, and the
number of {Spot} is greater than or equal to one, represented as I{Spor}l > = |
{Req}l > 1

(H{Req}| +1{Spor}1) . i 50 @

V20

Ci=

! [{Spot}|

where only the request of v;, and there is only one vacant spot right now,
represented as [{Reg}l > = {Spot}l > =1

[{Req}|
(1-PP,)’

v2o

3_
Cq_ pP

o2v

(5)

where the number of {Req} is larger than the number of {Spot}, and there is no
vacant spot, represented as [{Req}l > |{Spot}| = 0. This cost is greater than one,
and the others are less than one.

Generally, the cost calculation has a feature of that C; must be greater than 2,
and CZ must be greater than C;. The weight, y, denotes user preference on waiting
for a park space, since y is a value in the interval [0, 1].
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3.3 Spot Association

Algorithm 1 is proposed to offer a recommended list of parking lots to a vehicle that
has submitted a parking request. The parking costs, calculated from the involved
park lots neighboring to the travel destination are referred to user preference on
either price or time cost for parking. For each cost, only two states, “like” and
“dislike” denote the user’s rank with “1” and “0”. Based on Egs. (1) and (2), the
sorting mechanism is mainly adopted to recommend a list of parking lots.

Algorithm 1. The Spot Association of Vehicle Parking in the fog networks
Input: Req(Tsamp, Profi, {@, B ¥}, ti, tp) is a request for Vehicle v;;

{L}. is the set of candidate parking lots;

Output: a final list of parking spot, {L},
Initialization: {L} is null;

Send the Req to regional fog nodes neighboring to Dest,.

For each of {L}, /;:
Calculate PriceCost and TimeCost by Eq. (1) and Eq. (2), individually;
End for
If =1 and $=0: //v; prefers price
{L},€ OrderByPriceCost ({L}., Ascending);
For each subset, {/;}€{L},, with the same PriceCost:
{;} € OrderByTimeCost ({1;}, Ascending);
(L} € (L}, Ul
End For
Else If f=1 and a=0: //v; prefers TimeCost
{L} € OrderByTimeCost ({L}., Ascending);
For each subset, {/;} €{L}r, with the same TimeCost:
{l;} € OrderByPriceCost ({/;}, Ascending);
(LY € (LUl
End For
Else
For each of {L}., /;:
Calculate the cost by PTC;; = PriceCost ;; + TimeCost;;
End for
{L};< OrderByPTC ({L}., Ascending);
End if
Send {L},to Vehicle, v;.
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4 Model Analysis

For analysis, we estimate the model how to effectively provide the park lots to
vehicles, sending parking requests. Suppose that the basic information of the two
lots is given in Table 1. When the probabilities of vehicle-coming and
vehicle-leaving in a lot are independent, the P,,, and P,,, are given for a specific
short-term duration, p. A parking request sent by v, to the fog network includes the
predictable values, # = 3 (hours), #, = 10 (mins), « = 1, # =1, and y = 1. Since
the fog network can calculate the first two time costs by GMAP, corresponding to
the distances from the position of v; to a lot, and from the lot to the destination, the
time costs (Ty, Tyw) for /; and [,, are assumed to be (7, 5) and (10, 4) min. The
two Price for [; and [, calculated by Eq. (1) are 20 x 180/30 = 120,
50 x 180/60 = 150, then the PriceCosts values are 0.8 and 1, when the only two
lots are all, receiving the request. T for a lot could be one of the three possible
values, while the lot gains the different number of vacant spaces and parking
requests during the period, #p, after the time, Ty,,,. Suppose that the three possible
amounts in the sets, (I{Spot}l, [{Req}!) are (3, 2), (2, 3), and (0, 5), applied to the
lots at the same time. For the three sets, Cost T, of /; are 0.67, 1, and 78.12, and
Cost Tq of I, are 2, 9, and 625. Table 2 shows the calculation results of PTC, when
the weights are set to 1.

The cost of PTC, of the set (0, 5) is highest, since the /; has not only no vacant
spaces, but also the five parking requests during the period. In addition, the
probabilities of vehicle-coming and vehicle-leaving in /; are higher and lower than
others.

A statistical graph is shown in Fig. 2, when we focus on the TimeCost by only
Eq. (5), with no vacant spot and an increasing of parking requests. According to the
various pair of P,,, and P,,,, more requests drives up more time cost, as also
larger P,,, too.

Table 1 Basic parking info. of the two parking lots

Lot UnitFee ($)/unitTime (mins) P, (tp) P,o.(tp)
A 20/30 0.2 0.8
I 50/60 0.6 0.2

Table 2 Example of cost PTC for [y and I, whena =1, f=1,y=1,ti =3, and tp = 10

({Spot}l, I{Req}l) | PriceCost, | PriceCost, |TimeCost; |TimeCost, |PTC, |PTC,
3,2) 0.8 1 0.67 2 1.47 3
2,3) 0.8 1 1 9 1.8 10
0,5) 0.8 1 78.12 625 78.92 |626
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Fig. 2 Illustration of TimeCost by Eq. (§), with various P,,, and P,;,

5 Conclusions and Future Work

Searching for a vacant parking space is difficult in a crowded city, since most of
parking lots could be already-crowded. This paper proposes a prediction model for
vehicle parking to determine a parking space for vehicles based on predictable
parking time and waiting time that drivers can endure for a parking. With this
model, fog computing is taken into infrastructure-based vehicle networks, so that
the fog network, managed park lots, have to record the probabilities of
vehicle-coming and vehicle-leaving of each of these lots. The costs related to
parking fee and time consumption can be predictable for each parking request of
vehicles that contact the network ahead to ask for a parking space. The formula for
the model are estimated with a spot association algorithm, efficiently offering
confirmed and practical parking lots to vehicles.

As future work, given that the deployment of suitable wireless sensor networks
[9] to parking lots is a trend, vacant parking spaces may be detected automatically
to supply real-time data to the fog network. A parking recommendation service can
be established to suggest user’s parking to the most appropriate vacant space, after
learning the sensor records and user’s driving behavior. Taking into account on
developing mobile applications [10, 11] is aimed in providing convenient GUIs of
parking service. In addition, encryption and authentication issues [12, 13] will be
required for delivering securely correct parking information to users.
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An Assisted Forklift Pallet Detection
with Adaptive Structure Feature
Algorithm for Automated Storage
and Retrieval Systems

Jia-Liang Syu, Hsin-Ting Li, Jen-Shiun Chiang, Chih-Hsien Hsia,
Po-Han Wu and Chi-Fang Hsieh

Abstract This paper is about automatically guided vehicle (AGV) system in the
automated-storage-and-retrieval-system (ASRS). In ASRS, it usually uses AGV
system to transport materials, because it not only efficient but can cost down logistic
cost. However, the major problem of the application about AGV is how to find the
position of the pallets due to the difficulties to locating the pallet position on a
complicated factory environment. In this work, Haar like-based Adaboost scheme
with adaptive structure feature of pallets algorithm to detect pallets is presented, and
by combining direction weighted overlapping (DWO) ratio, it can avoid those
non-optimal candidates in object tracking. The experimental result shows this
method can remove most of the non-stationary background and can increase the
average pallet detection rate by 95%.
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1 Introduction

Nowadays in the development of industry, most of the factories are gradually
moving forward to industry 4.0. Among them, ASRS play a very important role.
Currently, the transportation of materials on the automated storage system usually
used AGV (automatically guided vehicle) because it can rapidly transport and
dramatically decrease the logistics costs. However, the biggest problem of the
application about AGV is how to get the position of pallet. Hence accurate pallet
recognition is necessary. There are many different methods about pallet detection
have been proposed. Basically, there are two categories: image-based method and
sensor-based method. The image-based method usually employs cameras as an
input device and separates the pallet and background by some pallet natural features
[1-3]. The sensor-based method usually employs laser sensors or RFID tag to
recognition pallets, but such methods will cost a lot of money. So, we proposed a
brand new image-based method which only uses one camera as an input in this
paper. This method applies Haar like-based Adaboost with cascade classifier
scheme to detect pallet, and base on the appearance feature and structure feature of
pallets to increase the accuracy.

2 Proposal Method

This pallet detection includes two parts: detection and tracking parts is shown in
Fig. 1. At detection part, it combines Haar-like feature and Adaoost with cascade
classifier schema, using pallet appearance feature and adaptive structure feature to
optimize all result. At tracking part, we will track the detected objects in a period
time, and the latest detection refers to the previous frame to compare the direction
weighted overlapping ratio to select the best candidate.

2.1 Setting a ROI

In our experiment, we set the single-lens camera on the back upper side of forks on
the position of the red circle shown as Fig. 2. So, it can capture the complete
information and avoid getting the burden information as shown in Fig. 3. But, it is
unavoidable that there still have a few parts of fork in the scene. Here, we set up a
region of interest (ROI) as a restriction (the red rectangle region) shown in Fig. 3
for further processing.
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2.2 Down-Sampling

Object detection need to scan all images at different scale, so the detection task
usually spends a lot of computing time. So, in this step, we will reduce image
resolution to speed up post-processing time. Hsia et al. proposed a brand new
method to calculate DWT, which is called SMDWT [4]. SM-DWT improves some
critical flaws of traditional DWT and is more convenient in two-dimensional
multi-stage operation. It also has some advantages such as shorter critical path, fast
compute and independent sub-band processing, etc. Hence we employ SMDWT to
down resolution.

2.3 Pallet Detection by Haar-like Feature

In previous proposed method, people separate the pallet and background by certain
pallet natural features and color distribution [1-3], but they did not use feature
descriptors to detect pallet. We think that appearance features of pallets are very
simple which consists of some rectangles, and the light distribution of pallet has
certain rules under the normal light source. Therefore, Haar-like feature might be
suitable for describing pallet appearance. In this step, we apply the scheme pro-
posed by Viola et al. [5] to detect the pallet.

2.4 Optimization Result

Because, the natural feature of a pallet is very simple, so there are many objects
may have the same feature value. In order to decrease the miss classification, we
apply the variance as a feature and employ the adaptive structure feature of a pallet
to optimize those results generated by the Haar-like detection as shown in Fig. 4.
Figure 5 is the pattern of pallet fixed goods in the real factory. We can divide it into
two parts to analyze, pallet and goods. For the part of pallet, the appearance of
pallet has dramatic shading. Because of the distinctive feature, it makes the gray
value within the pallet ROI become discrete distributions. For the part of goods, its
surface is very smooth, so brightness changes are not significant, and its color is
also very simple. Hence, we calculate the gray value variance of pallet and goods,
and Hue (from HSV) value variance of goods. It uses these three values as a
threshold to help our system define which one is pallet.
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Fig. 4 Result of Haar-like
feature detection

Fig. 5 Sample of Pallet

(a)

e

Fig. 6 a Standard pallet pattern in gray scale. b Woods part of pallet (Binarization result)

2.5 Adaptive Structure Feature

When using some image feature descriptors, the disadvantage is that it only con-
siders the statistics as the feature number, it does not have the information about
feature position. Hence, we propose an adaptive structure feature algorithm for
pallets to compensate for lack that only used general descriptors. Figure 6a is a
standard pallet pattern. The wood part of each pallet is about 45-55% of total
window, which receives more light. So, we then accumulate the percentage of the
gray scale value from the largest value to zero and stop at the accumulation sum
reaching 50%. By this way, we can obtain an adaptive binarization threshold. This
threshold can accurately separate the woods region in the pallet candidates as
shown in Fig. 6b. And, each pallet has three logs, in left, right, and middle places,
respectively, and it is a key structural feature. Hence, we calculate the curve of
horizontal brightness distribution shown in Fig. 6b by using block-based vertical
projection method. The curve of candidates belongs to pallet will have three peak at
left, right and middle, as shown in Fig. 7. Using the characteristics of this curve, we
can separate those non-pallet objects.
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2.6 Tracking

In this step, we will record the information of all detection results of every frame,
track every object detected and follow the characteristics of continuity of time and
space to associate each tracking record with each detection result.

2.7 Direction Weighted Overlapping Ratio (DWO)

A tracking system usually uses the overlapping ratio to assist in selecting the most
appropriate candidate as the objective. However, the position where the object
appears should be assumed to be random as Gaussian probability distribution. So,
this paper proposed direction weighted overlapping (DWO) ratio, which combines
the traditional overlapping ratio and Gaussian probability distribution to make it
more rationalize when comparing each tracking record and each candidate. It also
can enhance the overlapping ratio of some special overlapping condition by
adjusting the vertical or horizontal weight to make the candidate more suitable for
the real moving object and further to find the optimal solution. Figure 8 is an
example of overlapping, and Eq. (1) is the calculation of DWO ratio.
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Table 1 Comparison of traditional overlapping ratio and DWO ratio

No. Overlapping condition Traditional overlapping ratio DWO ratio
(OR) (%) %)
) 100 100
> ] 85.239 59,68
> ] 66.777 96.786
+ ' 67.213 VST
> 72.114 94659
G(A G(B
DWO Ratio = 2 G(Aans) 2 G(Bans) W

Y G(A) X G(B)

where G(x) is the rectangular Gaussian probability value, and the calculation ref-
erences to [6].

Table 1 is a comparison and analysis between traditional overlapping ratio and
DWO ratio. In this example, we decrease horizontal weight to calculate DWO ratio
that means the horizontal probability will concentrate toward the center of rect-
angle. So we can see that case No. 3 has a similar overlapping area to case No. 4,
but the DWO ratio of case No. 3 is greater than that of case No. 4. That is to say,
our method has the characteristics of direction when selects the optimal result.

2.8 Comparison Each Condition

In the previous section, we have calculated the DWO individually between each
tracking record and each detection result, next we will analyze each overlapping
condition. Basically, up to the DWO ratio, there will be three situations as shown in
Fig. 9.

And, there are about three characteristics in factory object tracking: (1) In video
sequence, objects have the characteristics of continuity of time and space, so each
object at time ¢ will appear nearby the same position at time (¢—1). (2) Tracking
object will not overlap each other. (3) Each response at 7 only overlaps with one
tracking record at time (r—1) in the same time. If there a response at time ¢ overlaps
with a tracking record at time (r—1), then the response would not overlap with any
other tracking record at time (#—1). Follow these three characteristics and DWO
ratio, we can make each tracking record correspond to one detection result.
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For each tracking
record, we calculate it
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Fig. 9 The flowchart for finding the best candidate

3 Experimental Result

In this work, the specification of the computer for simulation is Intel Core i7-3770
CPU with 3.4 GHz working frequency and 8G RAM. We implemented this
research by using Microsoft Visual Studio 2008 combining with OpenCV 2.4.3 in
Windows platform and the input device is Logitech HD webcam C310 with
720p. Experimental environment is in the factory warehouse provided by Real-
TouchApp Corp. Ltd. which we cooperate with. In the training data, we have about
3000 pallet positive patterns which are created under the real factory environment
and about 9000 pallet negative patterns from the database and real factory envi-
ronment [7].

In our experiment, we tested the pattern videos with different vehicle speed and
different light source. Table 2 is our experimental result, where Video 1-4, 4-8 and
9-10 each is independent scene respectively, and each of them is shot with different
speed and light source. Video resolution 1-8 are 1280 * 720, the processing time of
each frame is about 100 ms. Video resolution 9-10 are 1920 * 1080, the processing
time of each frame is about 200 ms. The change of brightness is based on the
natural light or incandescent light in factory environment. Although, video 5-8
have high performance in bright and dark environment, but we can see that the
higher brightness basically has a higher detection rate. In the ASRD, the faster
cargo transport, the more virtual cost it will save. Therefore we join the speed
factor. From Table 2 we can see that our algorithm has high detection rate, and the
average error rate is only 1.79%.



An Assisted Forklift Pallet Detection with Adaptive Structure ... 259

Table 2 Experimental result

Frame number Detection rate (%) Luminance Vehicle speed(cm/s)

Video 1 158 96.835 Dark 50.2
Video 2 182 100.000 Bright 50.2
Video 3 118 98.728 Dark 87.0
Video 4 119 100.000 Bright 87.0
Video 5 109 100.000 Dark 87.0
Video 6 126 100.000 Bright 87.0
Video 7 143 100.000 Dark 50.2
Video 8 115 100.000 Bright 50.2
Video 9 172 94.775 Bright -

Video 10 169 96.578 Bright -

4 Conclusion

In this paper, we propose a new pallet detection based on adaptive structure feature
and DWO to aid forklifts do accurately pallet recognition. Unlike other past method
used expensive sensor, we only use camera erected at the forklift. By using
Haar-like feature with Adaboost combining cascade classifier schema and adaptive
structure feature of pallet, we have high performance at pallet detection in industrial
environment and removing those miss classification candidates. In more detail, the
proposed adaptive structure feature can accurately obtain the pallet structure and
recognize pallet well, and the proposed DWO ratio is more suitable for moving
object detection. Overall, we propose pallet feature based on structure and combine
detection and tracking making pallet detection more accurate.
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Distributed Resource Allocation Approach
on Federated Clouds

Yi-Hsuan Lee, Kuo-Chan Huang, Meng-Ru Shieh
and Kuan-Chou Lai

Abstract This paper addresses the distributed resource allocation problem in the
federated cloud environment, in which the deployment and management of multiple
clouds aim to meet the clients’ requirement. In such an environment, users could
optimize service delivery by selecting the most suitable provider, in terms of cost,
efficiency, flexibility, and availability of services, to deploy applications. However,
different providers have different resource allocation strategies. This paper proposes
a distributed resource allocation approach to solve resource competition in the
federated cloud environment. Experimental results show that the cloud provider
could obtain more profits by outsourcing resources in the federated cloud with
enough resources.

Keywords Cloud computing - Federated cloud - Outsourcing + Resource
allocation + Communication overhead - Marginal cost

1 Introduction

Cloud computing is emerging as the next generation computing paradigm, which
adopts virtualization to enable rapid on-demand resource provisioning for orga-
nizing their shared physical resources with minimal management efforts. Therefore,
cloud computing empowers users to scale up and down their resources on demands
as workload variation. As more and more clients outsourcing their applications to
the cloud platform, resource allocation becomes the most important issue in cloud
computing.

Because one cloud provider could not provide unlimited services with limited
physical resources, resource outsourcing becomes one important issue. There has
been also a trend toward the federation of multiple clouds in order to deploy
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applications and distribute workloads across vendors. In the federated cloud, clients
could optimize service delivery by selecting the most appropriate provider, in terms
of cost, efficiency, flexibility, and availability of services, to deploy applications
and distribute workloads across vendors. Participants in the cloud federation could
transact (buy and sell) resources on demand across multiple providers/vendors.
Therefore, how to deploy an application to find the best resource allocation
becomes the most important issue.

In general, different cloud providers own different pricing and allocation
strategies by selfish policies. The federation of clouds has to consider the resource
competition problem cause by the selfish policy in each cloud. When the resource is
insufficient, the cloud provider rents resources from other clouds. If there are lots of
outsourcing requests, competition for some limited shared resources will occur.
Such a problem could be modeled as a game with multiple players.

This study proposes the Distributed Resource Allocation (DRA) approach to
deploy applications over federated clouds to improve system performance in terms
of reliability, availability and cost. Our objectives are to find the minimal job
execution time with the minimal cost. Simulated results demonstrate that the pro-
posed approach could get better profits of the federated cloud. This paper is
organized as follows. Section 2 discusses related works. Section 3 presents the
proposed strategy. Section 4 presents experiment results. Final section gives the
conclusions and future works.

2 Related Works

Cloud computing [1] adopts the pay-as-you-go model by using the virtualization
technology which generates the abstract layer above the cloud OS framework.
Therefore, users can use cloud services in any place. As cloud computing continues
to gain in popularity, the federation of multiple volunteer clouds becomes one of
important issues to meet clients’ requests. A federated cloud [2] is the deployment
and management of multiple public and private clouds to meet clients’ needs.

In cloud computing, resource management is a significant issue. There are
various studies on resource management in cloud computing. One previous work
[3] adopted horizontal elasticity scaling and vertical elasticity scaling to enhance
system performance. Another study [4] also focused on resource re-packing in
vertical/horizontal scaling fashions. Hussain et al. [5] introduced a lot of resource
allocation approaches for clusters and grids in high performance distributed com-
puting system. Wei et al. [6] proposed the concept of partial mapping which uses
the network bandwidth between virtual nodes. To avoid the selfish policy in each
provider, Palmieri et al. [7] proposed a distributed scheduling approach. This dis-
tributed scheduling approach aims to reduce the resource-conflict by using the game
theory. Their approach considers the marginal cost.

In general, the game theory is a good approach to solve the resource competition
problem, which could be categorized to the cooperative and non-cooperative
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approaches. The non-cooperative game theory could be further categorized into
static complete information, dynamic complete information, static incomplete
information, and dynamic incomplete information ones. Ye and Chen [8] studied
the non-cooperative approach for the virtual machine placement problem. The
authors focus on the optimal allocation strategy according to the Nash equilibrium.
Hassan et al. [9] proposed an approach for the distributed resource allocation
problem in cooperative and non-cooperative approaches. Wooldridge [10] also
introduced a simple game theory example to define the game theory models. Mao
et al. [11] presented a cloud service deployment approach. Their approach deploys
the cloud resources by the price and service requirement according to the game
theory. But, their approach does not consider the network latency between com-
puting resources. To avoid the selfish policy in each provider, Palmieri et al. [7]
proposed a distributed scheduling approach. This distributed scheduling approach
aims to reduce the resource-conflict by using the game theory. Their approach
considers the marginal cost.

3 Distributed Resource Allocation (DRA) Approach

This section introduces some of definitions and the proposed approach. Figure 1
shows the architecture of federated clouds. In this architecture, let C be a set of
cloud providers, i.e., C = {Cy, C,, ..., C,}. Each cloud provider C; € C could
provide a set of virtual machines V; = {Vj, Vis,... Vin}. Each Vy; € V; has a cost,
Cost;, which is the same in the same cloud. Each provider could decide whether
accept requests or not. Let J be a set of jobs, i.e.,J = {J,J,,..., Jx}. Each J; € Jhas
the profit, P; and the number of requested virtual machines (i.e., resources), R;. Each
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Fig. 1 Architecture of federated clouds
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job consists of tasks grouped by the same data pattern, i.e., J; = {G;;, Gjs,..., Gji}.
Each G;; € J; has the resource requirement, R;; (the number of VMs).

The proposed approach decides which resource could be rented when the out-
sourcing occurs. When one cloud provider has enough resources, it should provide
its resources to local service requests first. When the local resource is not enough,
the provider will try to find the resource with the minimal renting cost in other
providers, and send the outsourcing request to this resource. If the requested
resource won’t accept the outsourcing request, the provider will send the out-
sourcing request to next resource with the second smallest renting cost till the
outsourcing request is accepted or aborted when there is no enough resource in the
federated cloud.

Let R,; be the number of outsourcing resources for the job i (i.e., the ith out-
sourcing request), then the bound of the renting cost for resource outsourcing is
defined as

Outsourcing_bound; = P;* Roi . (1)

1
When one service sends a request to the cloud provider without enough resource,
this cloud provider will search matching resources with a lower price in the fed-
erated clouds. If there are too many providers which try to get the same resource,
increasing the resource price as time goes on is a simple way to force the out-
sourcing requests to other cloud providers. Let CLevel. be the competition degree

of cloud provider c.
CLevel. = [(; R0i> /VC] s (2)

where V. indicates the number of available resources in cloud C. If CLevel. is less
than one, it indicates that the outsourcing request could be satisfied.

The proposed approach considers the current available resource, current out-
sourcing requirement, and the possible resource requirement in the future to calculate
the marginal cost for resource allocation with the minimal cost. So, the remaining
resource after accepting the ith outsourcing request in cloud C is defined as

Remain; =V, —Ry; (3)

Let T; be the starting time of executing job J;, then T,, could be the possible time
period ready to execute next job n, which is defined as

Yicali=Tioy

T,=
n—1

4)

Let T,; be the time period of executing job J;, then T, could be the possible
execution time of next job n, which is defined as
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Tor= (12! 1) /(n=1) (5)

The proposed approach takes the marginal cost to be the decision criterion. The
marginal cost [12] is defined to reflect the opportunity of renting remainder
resources. In general, the marginal cost is the change in the total cost that arises
when one unit of resources is obtained. In this study, Mcost.; is defined as the
marginal cost for outsourcing request i to cloud provider c; and, Mcost, is the
average marginal cost for all outsourcing requests to cloud provider c.

Let the competition level indicate the degree of resource-conflict. When the
competition level is greater than one, the cloud provider will increase the price of
resources. Otherwise, when there is no resource competition, the price of resources
is obtained from the cost-driven pricing approach [13], therefore, the price is
defined as follows.

Price, = { Pn’cec_. '+ CLevel,*Mcost,, if CLe\felC >1 6)
Cost,*rate, otherwise

where rate, is the rate of applying cost-driven pricing for cloud C.

Let P.; be the leased-out probability of the remaining available resource after
cloud C accepts the ith outsourcing request. When V. is equal to R;, the out-
sourcing request R,; consumes all available resource in cloud C, and no extra
overhead has to be taken. However, when V., is not equal to R,;, the marginal cost
presents the wasted cost when the remaining resource couldn’t be leased out.
Therefore, Mcost, ; is defined as follows.

0, lf Vc = Ri
Mcost. ;=< (1 =P, ;)*Remain. *Price.*T,, if V.#R;andP.;>50% (7)
Remain, ;*Price.*T,, if V.#R;and P, ; <50%

where V. indicates the number of available resources. When the outsourcing
request is accepted, the remaining resource is supposed to be unusable this time.

n n

Mcost, = Y. (Mcost, ;*Cost.)/ Y, R; (8)

i=1 i=1

In order to improve the performance of the proposed approach, this study also
adopts the 0/1 knapsack algorithm to pack the outsourcing requests into sets. The
pseudocode is listed as the following Algorithm 1. In the modified 0/1 knapsack
algorithm, each outsourcing request represents one item; the number of outsourcing
resources, R, represents the weight of each item; the number of available
resources, V., represents the capacity of knapsack; and the cost of each resource,
Cost;, represents the cost of each item.
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Algorithm 1. Modified 0/1 knapsack algorithm
Input: remaining resources (V.), and outsourcing requests (e.g., Ro1, Ro2, Roz, Rog, Ros)
Output: allocation pattern (e.g.,{Ro1, Ro3, Ros, Ros},{Ro2, Ro3}))
{ Minimal cost=maximal value
Knapsack (R,1)
Return allocation pattern. }

Knapsack (Ry;)
{ New a fork for R;
Select a non-repetitive R, to allocation pattern
If accumulated outsourcing requests <= V.
{Calculate the marginal cost, Mcost, ;.
If Minimal cost > Mcost,; then
Update allocation pattern and Minimal_cost.
Knapsack(next Ry;);}
else
fork end }

The next pseudocode, Algorithm 2, decides the resource allocation pattern for
each outsourcing request. When the current remaining resource could support the
outsourcing request, the provider accepts the outsourcing request; otherwise, the
proposed approach applies the modified 0/1 knapsack algorithm to get the alloca-
tion pattern with the minimal marginal cost. If there are more than two allocation
patterns with the same minimal marginal cost, the proposed approach selects the
allocation pattern with higher resource requirement first. After determining the
allocation pattern, the proposed approach will allocate resources according this
pattern, and then update the resource status.

Algorithm 2. Distributed Resource Allocation algorithm
Input: remaining resources (V.), and outsourcing requests (€.g., Ro1, Ro2, Ro3, Ros, Ros)
Output: resource allocation for outsourcing request. (e.g., {Ro2, Ro3})
{ If V; could satisfy all outsourcing requests then
accept all outsourcing requests.
else
get possible allocation patterns by the modified 0/1 knapsack algorithm
If there are more than two allocation patterns with minimal marginal cost
find the allocation pattern with the maximal resource requirement
when there are more than two patterns with the maximal resource requirement
select any one allocation pattern randomly

else
find the allocation pattern with minimal marginal cost
update resource status and response requests. }
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4 Experimental Results

In order to demonstrate the performance of the proposed approach for the larger
scale environment, this study applies the simulation approach to show the perfor-
mance comparison with the Maui [14] algorithm. The simulation environment is
shown in Table 1. The number of job requests is between 40 and 100.

In this experiment, this study assumes there are five clouds in the federated cloud
environment. Each cloud has its resource capability and the rate of applying
cost-driven pricing. In every second, each cloud will issue two job requests with
different resource requirement. Each simulation will be held in 10 min. The average
experiment results are simulated by ten times.

Figure 2 shows the comparison of profits obtained by DRA and Maui approa-
ches in the federated clouds. The experimental results demonstrate that the pro-
posed DRA approach can obtain better profits from outsourcing jobs. When the
number of jobs is 80, the proposed approach obtains the maximum extra profit by
outsourcing jobs.

Table 1 Simulation environment

Clouds Cloud 1 Cloud 2 Cloud 3 Cloud 4 Cloud 5
Resource capability 30 30 30 50 60
Rates (Eq. 6) 1 1 1 2.3 2.7
# of tasks per job 1~12
Job profit # of task * random rate
100 | —e—DRA outsourcing
% | —_e—DRA total
80
o— Maui . ®
70
- 60
g s
=T e
40
30
20
10
0
40 50 60 70 80 90 100
# of tasks

Fig. 2 Comparison of profits by DRA and Maui
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5 Conclusions

This paper proposes a distributed resource allocation approach for solving resource
competition in the federated cloud. The proposed approach considers the marginal
cost and competition degree when the resource-conflict occurs. The 0/1 knapsack
algorithm is also applied to improve further performance. Experimental results
show the superiority in the profit obtained by DRA. In the future, this work will
consider various resource types in a larger scale simulation environment.

Acknowledgements This study was sponsored by the Ministry of Science and Technology,
Taiwan, R.O.C., under contract numbers: MOST 103-2218-E-007-021 and MOST
103-2221-E-142-001-MY3.
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Utilizing Software Defined Wireless
Network to Improve Ship Area Network
Performance

Shih-Hao Chang and Kuang-Chi Lee

Abstract In this paper, we combined Self-Organizing Time Division Multiple
Access (SOTDMA) and software defined wireless network (SDWN) to apply in the
next generation ship area network (SAN). We introduced network controller policy
and resource pool to reduce network delay and achieve high performance. We
sketch out changes and extensions to controller platforms, and wireless AP stations
to enable software defined wireless networks. The complete design of a SDWN
architecture using SOTDMA is an exciting avenue for future ship area network. Our
evaluation result shows that for one wireless AP station can obtain the expected 3
Mbps throughput.

Keywords SAN . SOTDMA . SDWN - QoS - AIS

1 Introduction

In today’s global cargo transportation, more than 75% of the total amount of
international trade is the use of maritime transport [1]. Since ship in the sea will
suffer natural climate and harsh environment impact, it will be an essential option to
provide wireless sensors to monitoring the currently situation of the shipboard
itself. A wireless transmission between ship instruments and sensor devices become
an essential option with respect to energy efficiency, system deployment cost, and
recovery and management convenience. Besides, using traditional ship area net-
work cannot enable intelligent and autonomous maintenance services [2].
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Many researchers recently have been focusing on developing an integrated ship
area network (SAN) applying state of the art IEEE 802.15.x based wireless com-
munication technologies such as wireless personal network (WPAN) as well as
WiMedia based SAN network as in [3, 4]. These research works relay operation in
MAC layer network protocol as well as energy efficient transmission scheme.

One of recent research works in MAC layer network protocol in [5], the author
utilize Time Division Multiple Access (TDMA) based Wireless Personal Area
Network (WPAN) application model. In [5], the author goal is chosen because it
can guarantee energy efficient operations with high date rate transmission in a
wireless network environment. However, one problem in the TDMA communica-
tion system is that if any user obviously violates the relevant standards or rules,
such as acts against the spirit underlying the standards and rules will result in an
inability to ensure efficient and safe navigation of ships [5]. Moreover, increase of
the channel load in TDMA could lead to a situation of no availability of slots. In
contrast, Self-Organizing Time Division Multiple Access (SOTDMA) guarantees
an upper bound on the channel access delay defined by the Selection Interval length
(SI). The SOTDMA algorithm can intervene channel by reducing in a controlled
way to effective operational range of the system [6].

On the other hand, autonomous network control is required in SAN but its not
feasible until network virtualization is implemented. Since the network maintenance
work is hardly implemented by ship crew, hence, autonomous network control
could bring the benefits like reduced maintenance cost and improved reliability in
SAWN. Many researchers recently also focus on developing Software Defined
Wireless Networking (SDWN) [7, 8]. SDWN is a newborn wireless networks
architecture that can be used for conveniently operating, controlling, and managing
wireless networks. These features enable SAWN to deliver control data through the
wireless network without human interaction. Moreover, in the SDWN architecture,
the radio access networks are enhanced with programmability, supporting multiple
functionality levels to enable scalability and variability. The contributions of this
paper are: proposed wireless ship area network architecture. In Sect. 2, background
and related works are briefly described. In Sect. 3, we first described the design
criteria and present our software defined wireless network architecture and related
mechanisms in Sect. 4 and our simulation results will be present in Sect. 5. Finally,
we conclude our works.

2 Background and Related Work

In this section, we described the ongoing researches and key technologies, and
challenges issues. First, ship Area Network (SAN) is one of the international
standard is mainly based on wired networks such as dedicated connections,
instrument networks and shipboard control networks (Ethernet based connection).
This network delivers main operations such as sensing and control shipboard
systems and management of crucial information for safety and navigation. In last
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decade, SAN has integrated with navigation system on board using National Marine
Electronics Association (NMEA) 2000 standard [1]. It is primarily designed to
provide two-way communication between the ship’s navigational equipment such
as radar, GPS receiver, automatic identification system (AIS) [2, 3], etc. NMEA
2000 is based on controller area network (CAN), which is standardized by ISO and
also became the international standard under IEC. However, the maximum
throughput of current NMEA 2000 bus connection is limited to 125 kbps; it cannot
satisfy the increasing need for large amount of data transmission among the bulk of
instruments on the ship [4].

Since the PHY and MAC layers technologies in SDWN are much more com-
plicated than in the wired scenarios, it is indispensable for SDWN to achieve cross
layer software defining. In the presence of unconstrained IEEE 802.11 stations, the
majority of the above-referred real-time communication approaches need to be able
to provide QoS guarantees whenever unconstrained stations try to access the shared
communication medium [5]. As TDMA solution has been proposed as an access
scheme for multi-hop radio networks where real-time service guarantees are
important [6]. The idea is to allow several radio terminals to use the same time slot
when possible. A time slot can be shared when the radio units are geographically
separated such that small interference is obtained. However, TDMA can lead to the
so-called hidden terminal problem. A way around this is to first transmit a short
request-to-send (RTS) and then only send the message if a clear-to-send (CTS) is
received.

Software-defined networking (SDN) decouples the data and control planes,
removes the control plane from network hardware and implements it in software
instead, which enables programmatic access and, as a result, makes network
administration much more flexible. In past 6 years, SDWN [7, 8], an innovative
paradigm, and become one of the latest and hottest topics in network fields. Before
year 2011, the SDWN standards and OpenFlow protocol had been designed by
Stanford University. After year 2011, various research groups are working towards
designing SDN and OpenFlow specification, configuration, management protocols
and so on. It is important to note that OpenFlow has become the core protocol of
SDN. OpenFlow was proposed by Stanford University to enable the flow control in
vSwitch. The SDWN layers can be divided into control plane and data plane.

3 Design Criteria

In this section, we identify several design criteria in SAWN, and explain why
integrate SOTDMA into SDWN is a perfect solution. Now, to represent this as a
radio network each of wireless AP stations as shown as in Fig. 1, giving us a
9-node network, a node in the middle picture (circles). Direct communication is
usually possible if the units are close to each other, but objects like body of ship can
prevent direct communication even when units are close, see for example nodes 6
and 8 in Fig. 1. Furthermore, we can see that communication between node 1 and 9
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Fig. 1 Monitoring platform for maritime activities

must be relayed by node 2 and 3. Hence, a communication schedule could assign
link (1, 2), (9, 3), and (6, 7) to transmit simultaneously, since they are sufficiently
far from each other. The relaying of data traffic can enable communication between
units further away. However, it also introduced the problem of transmission and
end-to-end delay. These two problems are generally referred to performance issue
in multi-hop wireless network. To solve these two problems in SAWN system, we
claimed that both network (Layer 2) and routing (Layer 3) protocols will be
required to guarantee data transmission. In consideration of network layer perfor-
mance issue, SAWN focused on MAC coding/decoding techniques. In routing
protocol, we consider end-to-end path(s) to achieve real-time guarantee. Thus, we
utilized SOTDMA MAC protocol and coordinate with SDWN controller to provide
a centralized routing which reduce the transmission delay. Here, we listed three
design criteria as below:

Low Latency Allowance: The number of instruments and devices of a general
container vessel is more than 460 items and these devices are normally connected to
an isolated wired network [8]. These devices are connected to the SAN and transmit
traffics through the network. Most data traffic within vessel carry control and status
information, these data traffic must be lossless with low latency allowance.

High Data Throughput: As mentioned before, data throughput of the con-
ventional NMEA 2000 is not sufficient to satisfy the increasing amount of data
caused by a bunch of various machines, devices on the ship. Therefore, a high data
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rate supported system is necessary for providing a degree of freedom in deploying
wireless APs with many instruments and devices on the ship at the lowest level.

Dynamic Channel Assignment: The network traffic generated from number of
instruments and devices from the vessel sources such as throttle control, trans-
mission control, engine computer and compass is also considered. Different types of
network traffic must be able to handle simultaneously. For example, node assign-
ment is used for broadcast traffic, and link assignment is used for unicast traffic.
Hence, it would be preferable if one assignment strategy can be used for all traffic
types.

As the SOTDMA provide the transmission rights for each time slot, it can be
very efficient if a centralized nod has time information about the network. Due to
each wireless AP station will be notified its own transmission schedule (slot), based
upon data link traffic history and knowledge of future actions by other wireless AP
stations. This can be done in a centralized manner, i.e. all information is collected
into a central node, which calculates a new schedule and then propagated
throughout the network. The SOTDMA schedule must be updated whenever
something changes in the network and synchronized with each wireless AP stations.
Hence, the design goal to achieve real-time SOTDMA schedules, e.g. minimizing
delay or being able to update the schedules in a centralized fashion.

Another important parameter, which will affect the usefulness of a radio net-
work, is the delay of information from source to destination. Since, we have global
time information and each local AP’s status information, we can discuss the delay
for unicast traffic and how this differs from broadcast traffic. As seen from a
network level, this can be translated to the network delay. Network delay is the
expected time, in time slots, from the arrival of a packet at the buffer of the entry
node to the arrival of the packet at the exit node, averaged over all origin-
destination pairs. This is the first parameter we will investigate. When we want to
broadcast message to each AP, each arriving packet has all other nodes as desti-
nation. We can now use several different definitions of the packet delay since a
packet will arrive at its destinations at different times. One example would be the
maximum delay, i.e. the delay of a packet would be the delay until the arrival at the
last node. However, most nodes will experience a much lower delay. So, we instead
will use the average delay of a packet. The end-to-end delay of a packet that
originated at node vi can be written as:

1
Di=——~ > Dy (1)
N_lj:(i,j)€N2

where Dij can be described as the path delay between AP node vi and node vj. This
is the path in the tree with root vi given by the routing algorithm for broadcast
routing described in the previous section. The network transmission delay, D, can
thus be described with the following expression which is similar to the expression
for unicast traffic.
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4 Software Defined Wireless Network Architecture

The proposed SDWN architecture as shown in Fig. 2 offers fine grain, real-time
control without sacrificing scalability. Working our way down from the controller
platforms to the base stations, we propose four main extensions to enable SDWN.
First, controller applications should be able to express policy in terms of subscriber
attributes, rather than IP addresses or physical locations, as captured in a subscriber
information base. Second, to improve control-plane scalability, each switch should
run a local control agent that performs simple actions (such as polling traffic
counters and comparing against a threshold), at the behest of the controller. Third,
switches should support more flexible data-plane functionality, such as deep packet
inspection and header compression. Fourth, base stations should support remote
control of virtualized wireless resources to enable flexible cell management. Each
device is a wireless transceiver connected to each navigational instrument or
devices.

Software Defined Wireless Network for Shipboard Architecture
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Fig. 2 The proposed SAWN architecture of SOTDMA based system
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4.1 Network Controller Policies

A controller application running on the controller can spread access-control rules
over multiple switches, and manage the scheduling of traffic by QoS classes across
multiple hops in the network. SDWN enables centralized control of base stations.
A SDWN controller will have a global view of the current power and subcarrier
allocation profile of base stations. In addition, a SDN controller running on a
commodity server would have much more computing resources than most base
stations. As a result, a SDN controller can make a more efficient allocation of radio
resources to handle new requests. The SDWN controller consists of a Network
Operating System (NOS) running a collection of application modules, such as CPU,
Memory, Bandwidth resource management, mobility management, and routing.
The handling of individual packets often depends on multiple modules. For
example, the flow of traffic through the network depends on the subscriber’s
location (determined by the mobility manager) and the paths between pairs of
network elements (determined by infrastructure routing), and traffic monitoring and
packet scheduling depend on the policy and charging rule function. As such, the
NOS should support composition to combine the results of multiple modules into a
single set of packet-handling rules in each switch.

The NOS can translate policies expressed in terms of subscriber attributes into
switch rules that match on packet headers. Similarly, the NOS can translate network
measurements (such as traffic counters) to the appropriate (sets of) subscribers, to
allow the application modules to focus on subscribers and their attributes. The
controller can also dynamically divide the network into “slices” that handle all
traffic matching some predicate on the subscriber attributes. This allows the net-
work provider to isolate roaming traffic, isolate dumb traffic using legacy protocols.
To enable scalable slicing of semantic space, the controller can instruct ingress
switches to mark incoming packets (e.g., using an MPLS label or VLAN tag) sent
to or from subscribers with particular attributes (Fig. 3).

Radio Resources Management
*  Check freq. allocation

*  Acquire unused freq.

*  Update channel status

Channel Update Module
*  Neighbor channel list

*  Neighbor channel profile BoLing Pokcy
* Neighbor channel update

Execute

Fig. 3 The proposed SDWN algorithm to control packet flow
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4.2 Resource Pool

As we consider the resource requirement in wireless AP stations which can be
denoted by R = (CR, M, B, C, T), which includes information such as communi-
cation region CR, the amount of CPU resource C, the amount of memory resource
M, required bandwidth B, and the maximum latency 7. Each communication
between two devices on ship has a specific maximum latency T that should not be
exceeded threshold d. The SDWN Controller could enhance its capabilities by
allocating resources to remote Wireless AP or renting resources from the local
resource pool. The resources allocation is based on resource requests.

My By Ci

Xt =a +b +c
K™ " MaxM. "~ MaxB, = MaxC}

3)

where Ck is CPU resource, Mk is the memory resource, Bk is the bandwidth
resource and X'K is the weighted sum of resources. a, b, and c are fixed coefficients
of three kinds of resources (memory resource, bandwidth resource, CPU resource).

4.3 Emergency Data Transmission

According to our literature survey, using of traditional TDMA has some disad-
vantages mainly because the “time delay”. Therefore, we applied SOTDMA
algorithm in our communication algorithm for sending emergency messages.
SOTDMA is the most complex TDMA access scheme defined for AIS and also
provides the backbone for autonomous operation of the network offshore.
SOTDMA can provide for dynamic and autonomous management of capacity in
busy areas. It allows the slots occupied by the stations most distant to a particular
mobile station to be re-used for its own transmissions. This effectively reduces the
size of an AIS ‘cell’ and ensures that position reports from the nearest vessels
(which are most relevant to safety of navigation) are not affected. The SOTDMA
frame structure follows four different states as (I) Initialization, (IT) Network Entry,
(IIT) First Frame (IV) Continuous Operation as shown in Fig. 4.

In the initialization state, a node will listen channel activity among one frame
(called super-frame) then obtain the frame structure. Within this time, it also will
record the message of the active nodes transmitting, obtain position of each time
slot. In the network entry state (II), the node will select its own slot based on the
information acquired in previous state. If all the slots are occupied, the node will
make use of the position knowledge to transmit in the slot of the farthest node. In
first frame state (II1), the node will join the network actively and begin transmit in a
slot which determined by the network entry state; In the last phase, namely con-
tinuous operation (IV), the node falls into continuous operation, transmitting
periodically message in a specific slot which has been assigned before. Once the
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Fig. 4 The SOTDMA algorithm implementation procedure

topology change in the network, the slot allocation should change dynamically.
Thus, in first frame state (III), the node will draw a random integer (e.g. n in the
Fig. 4) for each time slot assignment. Then, it will determine for how many con-
secutive frames this particular slot will be used.

5 Evaluation

In this section, we present results different scenarios. The simulation parameters
used are shown in Table 1. In a SAN where each super-frame has got a transfer rate
of 5 Mbps, each car transmits 500 byte long messages every 100 ms and there can
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Table 1 Parameter setting Parameter Value
for simulati
or simuiation Packet size 500 byte
Super-frame period ls
Transfer rate 5 Mbps
Heartbeat rate 10 Hz
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cohabitate up to 75 equipment within 1 s super-frame. The Fig. 5 depicts the traffic
in kbps of a single aggregate sends to the channel. Now we calculate from this
wireless AP station the total throughput for the 75 equipment aggregates trans-
mitting in a full traffic scenario and we obtain the expected 3 Mbps throughput.

6 Conclusion and Future Works

In this article, we presented combination of SOTDMA and SDWN can make ship
area network much high performance issue and easier to manage. We introduced
network controller policy and resource pool to reduce network delay and achieve
high performance. We sketch out changes and extensions to controller platforms,
and wireless AP stations to enable software defined wireless networks. The com-
plete design of a SDWN architecture using SOTDMA is an exciting avenue for
future ship area network. Our evaluation result shows that for one wireless AP
station can obtain the expected 3 Mbps throughput.
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A Quality of Experience Aware Adaptive
Streaming Service for SDN Supported 5G
Mobile Networks
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Abstract In recent years, as the number of mobile users increases sharply, the
mobile communication industry rapidly develops, and mobile communication
network equipments are added on a large scale; consequently, the transmission
problem of mobile communication increasingly occurs, which creates bottlenecks
in the development of mobile communications. How to effectively break through
the yokes of energy efficiency and spectral efficiency is key to the development of
the future 5G mobile communication network. On the other hand, with the
emerging technology Software-Defined Networking in the Internet, this new type of
network architecture changes the mode of traditional network control, thus, the
mobile data transmission of Heterogeneous Multi-Networks is severely challenged.
It is important to design a service-oriented Heterogeneous Multi-Networks col-
laborative architecture in the case of Heterogeneous Multi-Networks, and to create a
cooperative transmission strategy according to user requirement, network resource
state, and the differences in server capacity and time variations. This paper proposes
a bandwidth evaluation mechanism based on the dynamic streaming protocol,
where the network bandwidth is timely adjusted to provide users with uninterrupted
viewing, and a streaming mechanism of video play with better Quality of Experi-
ence is provided in the same network bandwidth.
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1 Introduction

In past decades, wireless communication was rapidly developed in both techno-
logical research and development and marketing functions; however, the users and
requirements for flow of traffic continuously increased, and while the LTE and LTE
Advanced (the fourth generation cellular mobile communication system) systems
were beginning to be extensively deployed, the establishment of the next generation
of the 5G standard has been initiated with great speed. Aiming at the development of
a new generation of 5G network techniques, many studies indicated that the future
5G technology shall simultaneously attain three major objectives: (1) wireless
transmission capacity expansion; (2) low power requirements; (3) connecting all
items [1-3]. Looking forward to the fifth generation, or 5G mobile networks, the
requirements for high speed connection will be more urgent. With the development
of mobile communication network technology, Software-Defined Networking is
regarded as a revolutionary technology overturning the traditional Internet. As SDN
separates the Control Plane from the Data Plane, the traditional network equipment
can concentrate only on the data transmission of the Data Plane, while the Cen-
tralized Controller is in charge of the control and management works of the Control
Plane, according to the programmable concept, in order that the layout of new
network services is free from the original network equipment; while the optimization
engineering of the Switching/Routing mechanism, Traffic Engineering, Network
Virtualization, and Network Function Virtualization, can be implemented to obtain
agility and flexibility [4, 5]. SDN also establishes the Service-Level-Agreement
(SLA) for different usage requirements, meaning that users can obtain the service
quality when accessing services.

The two emerging network techniques largely expand the network connection
territory, meaning that we can access and share all “things” anywhere, and at any
time. In addition to simple speech and data services, the vision of “connect anything
all the time” is implemented, meaning the demand for the data services of mobile
and fixed networks increasingly grow. However, as the data transmission capacity
increases, the quantity of more complicated equipment requiring more data
increases, and users have increasingly strict requirements for network services. The
“seamless connection” becomes a basic requirement, i.e. smoothly transmitting
applications among various mobile devices, for example, transmitting network
content without interruption among the tablet PC, mobile phones, and home
amusement centers. To meet the aforesaid requirements, users shall access and
control content via the Heterogeneous Multi-Networks of the internet and mobile
communication network as shown as Fig. 1. Previous studies regarding Cloud
multimedia networks often placed emphasis on the dynamic resource scheduling of
cloud data centers and high efficiency network transmission technology, including
the transfer of virtual machines in local Cloud centers or other Cloud centers, the
dynamic resource allocation of virtual networks, and guaranteed Quality of Service
of dataflow under dynamic network requirements [6—8]. However, in the aforesaid
emerging Heterogeneous Multi-Networks architecture, transmission quality cannot
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Fig. 1 Multimedia services over heterogeneous multi-networks

be satisfied only by the special network topology of a cloud data center or new
Ethernet protocol. Therefore, this paper proposes a bandwidth evaluation mecha-
nism based on the dynamic streaming protocol, where the Distributed Cloud Edge
of a Cloud center in SDN records the online bandwidth and response time of 5G
mobile communication network users in order to calculate the available multimedia
streaming quality for the user [9-11]. The OpenFlow instruction of an SDN con-
troller controls the cloud data center to transmit the streaming data instantly by
SDN-enabled switching, and timely adjusts the network bandwidth without inter-
rupting the user’s viewing, thus, multimedia streaming service, which is able to
satisfy the user’s quality of experience, is provided for the 5G mobile communi-
cation network user in the same network bandwidth.

2 Quality of Experience of Adaptive Streaming Service

Quality of Experience (QoE) is a sort of evaluation method for surveying user
satisfaction with the overall system [12]. Quality of Service (QoS) is often heard
and used, and is correlated with QoE; however, there are slight differences, the QoS
evaluates two measurable indices, including hardware and software, in order to
enhance and improve the overall QoS. The QoE displays the user’s subjective and
objective satisfaction. The evaluation mechanism of QoE can be applied to com-
mercial activities or services related to users, while QoE is usually used as an index
in information technology and consumer electronics.
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QoE collects the consumers’ experience and appraisal mostly by market survey
or questionnaire, and is judged according to several critical indices, such as relia-
bility, privacy, safety, expenditure, performance, and efficiency. These evaluations
have key environmental factors, such as hardware facilities and application sce-
narios, which may influence the overall score. For example, there are many
application scenarios that can be discussed merely for QoE testing of video, such as
video conference, live programming, or VoD streaming. The application scenarios
correspond to different requirements, and discussions regarding QoE are more
extensive.

For Adaptive Streaming Service, many experts have proposed guidelines to
improve user experience, and even the organizations of 3GPP and MPEG have
established specifications stipulating the factor indices of QoE in the specifications
of Adaptive Streaming technology. The HAS specifications of 3GPP provide a
trigger for the QoE measurement mechanism, which evaluates the Client commu-
nication protocol and multimedia format transmission for feedback to the network
server, and is a free choice during Client implementation.

Some indices of QoE are defined in the HAS specification of TS 26.247, as
established by the 3GPP organization. Seven major indices, and their contents, are
listed, as follows:

e Representation Switch Events

This index is used to report the switch event of Representation, where this switch
event signal is transmitted to the player in order to switch to the adaptive mecha-
nism adjusted Representation. The Client shall measure and report the new Rep-
resentation identification code, the time of response to request switching content,
and the time from receiving the new Representation media segments to playing the
first new media segment.

e Average Throughput

The Client records the byte number of content, activity time, and measured interval
length, as received by HTTP Response during measurement. The activity time is
defined as; there is at least one HTTP GET Request not yet completed after the
measurement begins to the time interval without any request, and the state during
the inactive time shall be recorded and reported, such as suspended play or
downloading of media segments.

e Initial Playout Delay

This index literally refers to the delay time from when the user presses Play to when
the picture or sound appears. However, this is misleading, as there is a time delay of
network access, such as looking for MPD and downloading media segments after
Play is pressed, as well as the operating time of analyzing the MPD list and
multimedia format. Therefore, this index actually measures the time from a request
to play the first multimedia content segment (non-initial segment) to obtaining the
content from the Buffer.
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e Buffer Level

Basically, this index is applicable to measuring and reporting the remaining play
time, i.e. detecting the quantity of media segments in the Buffer and the play length.
The total time is the remaining multimedia length. As these multimedia have been
temporarily stored in the Buffer by network transmission, if the network is dis-
connected in the future, these buffered media segments can still be played smoothly.
The developer chooses the segments suitable for temporary storage, and this point
is one of factors to be examined in this paper.

3 A Quality of Experience Aware Adaptive Streaming
Service for SDN Supported SG Mobile Networks

Most adaptive streaming adjustment mechanisms select the optimal or corre-
sponding bit rate media segment for streaming play according to the variance in
bandwidth; however, this adjustment mechanism does not improve the user’s
comfort in viewing. Therefore, a dynamic adaptive streaming mechanism, as based
on QokE, is proposed in this paper by researching user satisfaction with two video
factors, which aim to create a dynamic adjustment mechanism according to network
conditions. The user’s discomfort in viewing is reduced by adjustment, as possible,
in order that the user perceives little change in video quality when adaptive
streaming is implemented according to bandwidth.

3.1 UE Bandwidth Prediction of Distributed Cloud Edge

On the Distributed Cloud Edge side, in order to effectively evaluate the condition of
the connection between a 5G mobile communication network user and the Core
Network, this study stored several previous packets in the cyclic queue, where the
number of packets in the cyclic queue is based on the number of packets to be
transferred per media segment of the current streaming media bit rate. When new
packet information joins the cyclic queue, the total transmission quantity and
overall transmission time are updated, and whether the cyclic queue is full is
judged. If it is full, the earliest packet of information is deleted and the total
transmission quantity and overall transmission time are updated. If it is not full, the
present total transmission quantity is divided by transmission time as the bandwidth
information. Thus, the Server can maintain the latest transmitted packet information
to master the connection with the Client.

When the server obtains the bandwidth connection with a Client, it analyzes the
bandwidth condition for further transcoding. However, as the network condition
may be unstable at any time, this paper defines three modes to cope with different
network conditions, and uses a mode shift state machine for bandwidth evaluation
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and error compensation. The three modes are Normal Mode, Active Mode, and
Conservative Mode. The strategies adopted by the modes are described as follows.

Normal Mode: In this mode, the server-side uses the bandwidth downloading
current media segment as the bit rate for transcoding, the computing mode is
described as below, 7, is the number of packets, B; is the bandwidth value mea-
sured by using tcpdump to record packets in the annular queue, B,.,, is the target bit
rate of the next media segment, and B, is the average bit rate of this segment
download.

f’ll,

Bext =Buvg = Z Bi/np (1)
i=1

e Active Mode:

In this mode, the server compares the last bandwidth condition evaluated with the
bandwidth condition currently evaluated to determine the trend of bandwidth
variation in this period. If the trend is positive, namely, the bandwidth increases
with time, the slope of the change trend is multiplied by the remaining time
(segment time span minus download time), plus current average bandwidth, as the
target bit rate of next segment. The computing mode is described as below, where a
is the slope of change trend, B, is the bit rate of the end of this segment download,
and Temainea 1S the remaining time to next download:

Bnext = Bend +at* Tremaineds lf a>0 (2)

Bnext =Bavg’ o.w. (3)

e Conservative Mode:

In this mode, the server compares the last bandwidth condition evaluated with the
bandwidth condition currently evaluated to determine the trend of bandwidth
variation in this period. If the trend is negative, namely, the bandwidth decreases
with time, the slope of the change trend is multiplied by the remaining time
(segment time span minus download time), plus current average bandwidth, as the
target bit rate of next segment. The computing mode is described as below:

Bnext = Bend +a* Tremaineda lf a<0 (4)

Biext =Bavg7 o.w. (5)
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3.2 Quality of Experience Awareness Adaptive Streaming

In terms of user experience in viewing videos, the video quality is most directly
related to the user’s impressions. The peak signal-to-noise ratio (PSNR) is the most
extensively known index. Many studies of user experience use PSNR and Mean
Opinion Score (MOS) for analysis. The conversion between PSNR and MOS is as
shown in Table 1.

However, the reference factors of PSNR are complex, not intuitive, and are
subjective for the user. Therefore, this paper analyzes and studies two factors that
most directly influence image quality in image coding, and uses the result to create
the most suitable picture quality for the user. The two factors are the resolution of
the video and the Quantization Parameter of coding. The open source ffmpeg is
used for image coding. As this paper does not discuss the differences in the type of
codec or the image profile, the H264 codec and High Profile are used in imple-
mentation, packaged in the MPEG-4 format, and played at a refresh rate of 30
frames per second. The videos for the experiment are from the Xiph Community,
and the video information is as shown in Table 2.

The experimental content is to watch two videos continuously, where the former
is the control group, and the latter is the experimental group. Whether the latter is
better or worse than the former is judged according to the user’s subjective
determination of picture quality. The experimental design is graded —1-10 points,
where —1 means the latter is worse than the former, O points represent no difference,
and 1-10 represents the difference in the user’s subjective determination.

Resolution Factor:

The length and width of resolution in coding will directly influence the bit rate of
the encoded video, and the relationship is expressed as Eq. 6. The bit rate is in
multiple relationships to product of length and width, and because the bit rate is
related to the selection of network streaming, the streaming mechanism in this paper
will refer to this part to choose the maximum C/P value.

Bitrate, Wi H,

Bitrate;, W, H»

(6)

Table 1 Comparison table of  pgNR (dB) | MOS | Quality Impairment

PSNR and MOS -
>37 5 Excellent | Imperceptible
31-36.9 4 Good Perceptible but not

annoying

25-30.9 3 Fair Slightly annoying
20-24.9 2 Poor Annoying
<19.9 1 Bad Very annoying
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Table 2 Original video information
Original | Names Bitrates Content Resolution Length
videos (kbps) types (pixel * pixel) (frames)
1 Ducks_take_off | 746,496 Slight 1920 x 1080 500
movement
2 Park_joy 746,496 Rapid 1920 x 1080 500
movement
3 Sunflower 746,496 Slight 1920 x 1080 500
movement
4 Tractor 746,496 Rapid 1920 x 1080 690
movement
14
12
10
8
6
4
2
0 0
640x360 852x480 960x540 1280x720 1920x%1080
(nHD) (FWVGA) (gHD) (HD) (Full HD)

Fig. 2 QOoE resolution factor scores cumulation

There are 50 data collected from experimentation and the different scores are
averaged, and as quality is gradually upgraded to obtain the difference, the intervals
are accumulated to form the line chart shown in Fig. 2. It is observed that it is
smooth at resolution 1280 X 720, meaning most subjects are unlikely to perceive
the difference between 720 and 1080p, they feel the two picture qualities are close
to each other, and 720p is even better than 1080p.

Quantization Parameter Factor:

When the Quantization Parameter (QP) value of H.264 video coding increases by 6
units, the bit rate decreases by 50%, and the equation is Eqs. (2)—(4). The Quan-
tization Parameter range of the ffmpeg coder is 0-51, the default is 23, the smaller
the number is, the better the quality, and the Quantization Parameter between 18
and 28 is the range that human eyes cannot recognize the distortion rate. The
Quantization Parameter is 11-47 in the experimental design, and the videos of
different Quantization Parameters are coded in the unit of 23 + 3 in order to survey
user satisfaction. There are 13 videos with different Quantization Parameters.
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Fig. 3 QoE quantization factor scores cumulation

Bitrate, 01—-0;
——=—(—= ) X log2 7
Bitrate, < 6 ) o8 @

This part of the experimental process is the same as the content of the resolution
factor, where there are 50 test data collected, and the scores are accumulated, as
shown in Fig. 3. Two blocks of scores have slight changes, which are 11-20 and
41-47, respectively. According to this experiment, when the Quantization Param-
eter is set as the two intervals, the quality is too good or too bad, thus, the subjects
are unlikely to perceive the difference. Therefore, it is relatively smooth after
Quantization Parameter 35 in the remaining intervals, and this score is the threshold
of subsequent system implementation.

As shown in the above figure, users have an interval of scores for the resolution
factor or Quantization Parameter factor, which is smooth, meaning that users cannot
easily recognize the differences in videos at these scores, thus, it is believed that
these coding parameters have very slight influence on video quality. However, these
adjustment parameters significantly influence the bit rate and file size of the
encoded videos, which is related to network bandwidth for streaming.

4 Experimental Results

The adjustment mechanism shall implement adjustment according to the user’s
feedback content regarding two quality factors of the videos; therefore, this paper
researches and analyzes the QoE factor of videos, designs an experiment, and asks
the subjects to feed back their experiences and satisfaction of watching videos, and
the corrected score and threshold meeting universal conditions are concluded from
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these data. The subsequent system implementation evaluates the bandwidth and
chooses the optimum media segments according to the data obtained from this
experiment.

4.1 Network Scenario of Stable Bandwidth

For this system, there are two cases of stable network bandwidth. One is that the
bandwidth is higher than the network condition for a Basic Level video. In this
case, this system keeps streaming in the Buffering Mode by prestoring a video of
good quality. The other one is that the bandwidth is lower than the condition for
Basic Level streaming. In this case, the system enters into the Streaming Mode to
evaluate current network condition and adjust the streaming content. The high
bandwidth is 2048 kbps and the low bandwidth is 512 kbps for the test, and the
scenario is as shown in Fig. 4.

4.2 Drop-Rise Network Scenario

The drop-rise scenario is as shown in Fig. 5. The network bandwidth is switched at
intervals of about 10 s. In this test, three bandwidth combinations are switched in
order to observe how this system chooses streaming under these conditions. Sce-
nario 5 is the network scenario designed for discussing two mode switching.

4.3 Rise-Drop Network Scenario

The last type of network condition is rise-drop. This part only discusses the
adjustment mode for a bandwidth above the Basic Level, including scaling up from

Scenario 1-2
2500

2000

1500

1000

500 ssssss—s—Eo—w = = B a—u

12345678 9101112131415161718192021222324252627282930

-+5cenario 1 -=5Scenario 2

Fig. 4 Scenario 1-2 bandwidth schematic
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Fig. 5 Scenario 3-6 bandwidth schematic

2048 to 4096 kbps, and then scaling down the bandwidth by four times to
1024 kbps.

In terms of a decision mechanism, this paper discusses the received media
segment information, as well as the changes in the decisions of the aforesaid
network scenarios. Finally, viewing satisfaction with the streamed video, according
to the proposed mechanism in this paper, as well as the video streamed by the
general streaming mechanism, are discussed.

In the analysis of viewer experience, the streaming conditions of various net-
work scenarios are recorded in detail and the content of streaming is restored in
series, where the videos generated in these scenarios are played by hand-held
devices and graded by 20 subjects. The MOS grading method is used to investigate
two experiences, which are picture quality and fluency of videos. The fluency is
graded according to two factors, including the time waiting for a download in the
streaming process and video skip, i.e. picture loss.

Figure 6 shows the scores of streamed videos in six network scenarios. In the
case of stable bandwidth, i.e. Scenario 1 and Scenario 2, there are slight differences
between the two streaming modes, especially the performance in fluency. As the
two mechanisms hardly adjust the picture quality in stable bandwidth, there is
difference only in the initialization stage. As HLS initially chooses the video of
lowest quality, there will be obvious quality skip in comparison to the architecture
proposed in this paper.

In terms of quality, regardless of mode, it is directly related to the bandwidth
size. However, as HLS initially downloads low quality video, the overall quality
score is reduced. The less the required bandwidth, the more likely the gap is to be
observed, and too many low quality videos are downloaded when accumulating the
first 100 network bandwidth data for bandwidth forecast due to low requirements,
thus, the user sees the worst quality longer. In comparison, this paper presets that
the streaming basic level video can instantly adjust the bandwidth in the initial-
ization stage in order to obtain better picture quality.

In the drastically changeful bandwidth performance, e.g. Scenarios 3—-6, fluency
and quality are greatly enhanced. As Android HLS is insensitive to the bandwidth
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forecast mechanism, a drastically changeful network environment often causes
waiting or picture loss, which reduces fluency satisfaction. In comparison to this
system, the designed buffering mode can preload videos in the environment with
better bandwidth, meaning that users spend less time waiting, and can smoothly
view the video. As the quality is mostly maintained above the basic level, the
overall picture quality is better than the quality received by HLS.
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Finally, based on the statistical results of three kinds of videos, the enhancement
of quality is opposite to the enhancement of fluency, meaning the quality
enhancement of a video with a low bandwidth requirement is apparent; however,
the performance in fluency is worse than a drastically changeful video requiring
high bandwidth, as it may cause an apparent quality skip of a static video, and there
is difference in the scale-up strategy of this mechanism in the same network
environment. Generally speaking, there are stable and dynamic network environ-
ments. In a dynamic network environment, fluency can be improved by 20%, and
quality can be improved by 15%.

5 Conclusions and Future Work

This study designed a dynamically adjusted adaptive streaming mechanism by
surveying satisfaction with video QoE, which can instantly make adjustments
according to the changes in the buffered media segments, and stream a video with
the best QoE. The proposed adaptive streaming mechanism and decision model are
implemented and corrected, and multiple network scenarios and Adaptive
Streaming mechanisms are designed to compare satisfaction.
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Exploring the Learning Effectiveness
Under Different Stress Scenarios

Hsiu-Sen Chiang

Abstract In recent years, increased research attention has focused on understanding
challenges to effective classroom learning, and many studies have explored the
effect of stress on learning effectiveness. Appropriate stress can inspire learners to
achieve their true learning potential, but this raises the issue of how to best assess
learners’ tolerance for stress. Teachers can use stress quantification methods to
measure the personal stress loading for individual students. By adjusting teaching
methods to fit varying levels of tolerance to learning stress, teachers can not only
enhance learning effectiveness, but also reduce the possibility of physical and
psychological damage to learners. This study uses the experimental design research
method to evaluate learning effectiveness under different treatment variables: gender
(male and female), logical reasoning ability (high and low) and stress level (high and
low). The results found that stress level can affect learning effectiveness (p < 0.05),
and a positive linear relationship exists between stress level and learning effec-
tiveness. The results also find that the impact that of stress on learning effectiveness
is more prominent among boys. Moreover, logical reasoning ability had no sig-
nificant influence on learning outcomes under different stress levels.

1 Introduction

In recent years, students’ learning generally is easily distracted, and many studies
have indicated that stress is an important factor which affects the learning effec-
tiveness [1, 2]. The relationship between stress and productivity takes the form of
an inverted U-shaped curve [3]. Appropriate stress can stimulate the work pro-
ductivity and learning effectiveness. Conversely, stress levels set too high or too
low can have a negative psychological or physiological impact, thus impairing
learning effectiveness [4—6]. Excessive amounts of stress can have serious
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consequences, including aggressive or self-destructive behavior. Therefore, how to
determine the appropriate stress load for individual learners is a key issue.

This study assesses the impact of stress on learning effectiveness through a range
of scenarios for web programming instruction. Three independent variables
(gender, logical reasoning ability and stress level) are applied to assess the influence
on the dependent variable (learning effectiveness) under treatment level. The results
can potentially provide suggestions for improving learning effectiveness in the
classroom.

2 Literature Review

2.1 The Effect of Stress on Learning

In students, psychological stress can result from intrinsic and extrinsic factors, and
excessive stress can leave students prone to anxiety, frustration, and tension, which
can have a negative effect on learning effectiveness, as well as physical and psy-
chological discomfort.

There is a significant but weak negative relationship between student stress
levels and academic achievement [2]. Gmelch [3] graphed the relationship between
stress and productivity as an inverted U-shaped curve, in which both very low and
high levels of stress can result in poor learning effectiveness, while an appropriate
amount of stress could raise learning effectiveness through improve learning
motivation. However, excessive stress may cause physical and psychological
damage. Prior studies have suggested that low intrinsic academic satisfaction can
cause feelings of hopelessness, emptiness and the low self-worth among adoles-
cents [7]. Long-term excessive stress can create feelings of being overwhelmed and
unable to meet challenges.

Stress can have direct and indirect effects on physical and mental health [1], but
appropriate levels of stress can help students realize their full potential to overcome
obstacles. Past studies have indicated that choosing the appropriate stress modality
is helpful to improve learning effectiveness [4, 5].

2.2 Learning Effectiveness

Assessment is a critical element for ensuring knowledge acquisition in nearly all
disciplines. Instruction in computer programming in particular is procedural,
logic-oriented and very practical. In other words, it can be said that programming
assessment should be more oriented towards practice than theory. Previous attempts
to assess learning outcomes in computer programming have included written exams
and implementation of the resulting program [8—10]. However, reliance on written
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examination test along no longer meets new demands of programming language
education [11].

This study designed a web based programming lesson to allow learners to
implement a sample program and allow classmates to assess each other’s work.
Learner work was also assessed by experienced programming teachers.

3 Methodology

This study assesses the impact of stress conditions and logical reasoning ability on
learning effectiveness using a measurement scale and a review by programming
experts.

3.1 Logical Reasoning Ability Test

Logical reasoning ability can affect learning effectiveness for programming lan-
guages. This study uses a 10 question online logic test to assess the subjects’
aptitude for logical reasoning, (https://www.123test.com/logical-reasoning-test), in
which learners are asked to make inferences from a set of images. To prevent
excessive bias in terms of logical reasoning capability, two groups were created
with an equal distribution of high and low-scoring subjects.

3.2 Programming Capability Measurement

The subjects were asked to learn HTML, CSS and JQuery through making a
web-based image carousel, as shown in Fig. 1. Table 1 summarizes the evaluation
criteria for learning outcomes. Assessment by expert programmers accounts for
25% of the total score.
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Fig. 1 Web-based image carousel


https://www.123test.com/logical-reasoning-test

300 H.-S. Chiang

Table 1 Rating scale for programming capability

Items Description Score

Adaptive image carousel Automatic calculation of number of images 10

Automatic image carousel Adjustable carousel speed 10

Return to first image From the last image, the user can return to the first | 15
image

Left and right buttons to switch | User can use left and right arrows to browse images | 15
images

Hover effect Implement hover effect based on left and right 10
mouse buttons

Mouse movement pauses Slideshow stops when user moves the mouse over | 15

slideshow the image

Programming quality Assessment by programming experts 25

4 Experimental Design

The experimental design was used to evaluate the impact of treatment variables
(gender, logical reasoning ability and stress level) on learning effectiveness.

4.1 Subjects

Prior to the start of the experiment, all respondents provided informed consent,
completed a personal data questionnaire, and had their programming capability
assessed through expert assessment.

From a pool of 14 undergraduates majoring in information management, six
subjects were selected based on their logical reasoning ability and assessment by
programming experts. The six subjects were randomly divided into experimental
and control groups, with each group having one female and two male participants.

4.2 Experimental Process

Two groups of students attended a programming course under different instructional
stress conditions, with treatment variables modified to assess the impact on learning
effectiveness. Figure 2 shows the experimental design and flow.

As shown in Fig. 3, both groups were instructed in the necessary programming
skills in 90 min daily sessions for three consecutive days. The low stress group was
conducted without tests or homework, while the high stress group was given a
30 min test at the end of each day on the last day; all learners were required to build
a web-based image carousel as a means to evaluate learning effectiveness.
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5 Experimental Results

To avoid bias, the chi-square test of homogeneity was used to ensure no significant
differences existed between the subjects (P > 0.05). To assess learning effective-
ness for the various treatment variables (gender, high/low logical reasoning ability
and high/low stress level), ANOVA was implemented with gender and stress level
as independent variables and learning effectiveness as the dependent variable.
Tables 2, 3, and 4 show a significant difference on stress level (F = 19.074,
P < 0.05), but no significant difference for gender (F = 0.241, P > 0.05) or logical
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Table 2 ANOVA results for the impact of stress level on learning effectiveness

Source Sum of squares df Mean squares P
Between groups 1287.735 1 1287.735 19.074 0.012%*
Within groups 270.053 4 67.513

Total 1557.788 5

*P < 0.05

Table 3 ANOVA results for the impact of gender on learning effectiveness

Source Sum of squares df Mean squares F P
Between groups 88.563 1 88.563 0.241 0.649
Within groups 1469.225 4 367.306

Total 1557.788 5

Table 4 ANOVA results for the impact of logical reasoning on learning effectiveness

Source Sum of squares df Mean squares F P
Between groups 1256.208 2 628.104 6.248 0.085
Within groups 301.580 3 100.527

Total 1557.788 5

Fig. 4 Relationship between

gender and learning
effectiveness

1

effectiveness

00.0 —

70.0

gender
— boy
- = - girl

T
low stress

high stress
group

reasoning ability (F = 6.248, P > 0.05). A positive correlation was thus found
between stress level and learning effectiveness. This positive relationship in boys is
more obvious than in girls, as shown in Fig. 4.
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6 Conclusion

The correlation analysis results are consistent with previous findings suggesting that
learning effectiveness is positively and significantly correlated with stress level
[2, 3], suggesting that appropriate stress levels can enhance learning effectiveness.
This finding provides some supports for positive psychology theories [7] and has
some implications for classroom practice in terms of helping teachers determine
appropriate stress levels. While the impact of gender on the impact of stress on
learning outcomes was not statistically significant, boys were still more susceptible
than girls to overstress. Moreover, the logical reasoning ability had not significant
influences on learning outcomes under stress teaching situation. The members of
the high stress group will face examinations and major assignments following the
course, causing them to focus their attention and make an extra effort to improve
their performance. Members of the low stress group were relatively more relaxed
and paid less attention to the course content.
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The Analysis for Online Game Addiction

Jason C. Hung, Min-Hui Ding, Wen-Hsing Kao and Pi-Chung Wang

Abstract Due to the convenience and popularity, Internet has changed our cogni-
tion since always. It is closely linked people’s whole daily life. Internet Addiction
has become a worth noting issue. Game Addiction has become a big social problem.
This paper aims to investigate the interpersonal communication difficulties and
abnormal life schedule, even behavior deviation which are caused by Game
Addiction of some people. This paper is based on Internet Addiction theory of Dr.
Kimberly S. Young. Using his Internet Addiction Test (IAT) in the theory and adapt
it becomes “Internet Game Addiction Survey Questionnaire”. We analyze the
addiction status caused by some recent popular games for finding addiction extent of
each game’s time interval, therefore, we can calculate addiction index. The ques-
tionnaire is divided in five categories with total 20 questions. Thus we can analyze
the answer scores, average and percentage gaming time by this questionnaires. Then
get the line chart of addiction extent in each game’s time interval. Through the chart,
we can figure out how long a person gets game addiction. Further we can get the
game addiction index and grade game addiction extent in different levels, then tell
whether the player is easy to get game addiction or not by this survey. We expect to
effectively prevent any user become game addiction by this research.

Keywords Internet addiction « Game addiction « Internet addiction evaluation
form - Addiction index
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1 Background

In 21st century, “Internet” is the most diverse and most growing technology in life.
Internet which applies multiple application, constantly improved and innovation
impacts all the human’s aspects of life. Otaku (Otaku in meaning as it is used to
refer to someone who stays at home all the time and doesn’t have a life) and
Smartphone Addicts people’s behavior issues was discussed by news media,
newspapers and magazines. Some people who died suddenly in playing game, teens
addict internet in cyber cafe, use smartphone while walking to make the danger and
even fantasize himself is the leading character in the online game to stabbed pas-
sengers on the metro, that reported in the newspaper society pages. According to
Taiwan Network Information Center (TWNIC), survey released [1]: May, 2014
Taiwan broadband internet use survey results showed that: There are 1,764 million
people online, internet ratio of 75.43%, 12 years people over the age of the Internet
has 1,623 million people, use broadband Internet are 1,612 million people, use
wireless Internet are 1,277 million people, use mobile Internet are 1,003 million
people, as shown in Fig. 1. The number of people that can use the internet increased
year by year. Therefore, we need to set Addicting defined to this type of game
classification. among them which game content to the user has a strong influence,
According to the results of that sample there are 80% game aggression and violence
is a means to win, It is to produce the basic elements of the game Attacks, hostility,
attitudes and behaviors may become the basis for violence [2]. Online game for the

@ Over 12 years broadband population & Over 12 years Internet population 8 Whole Internet population
1753 1798 1764
1800 1695 wees (il .
1622 1504 [Mle0o It 7>

1582
1600

1523 1555 153Q
1476 1467

1400111264 188 1327
1200
1000 4

800

600

400

200

0

2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014

Fig. 1 Taiwan’s internet demographics (Unit: 10,000)
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people is recreation and pass the time even though it can’t be proven the relation to
the above all the issues with game addiction. It is a worth issue to investigate the
game addiction that can transform human’s personality and life. Game Addiction is
an after-effects generated by technology developed. There are many reasons for
addiction. Conventional solutions are forced abstinence. Its success rate is not high
and the follow-up will extend more problems. If user have a system that is able to
inform the user in advance to play the game content and addiction degree. Remind,
inform the user whether the addictive, presumably will come more easily than many
users addicted to quit.

2 Motivation and Specific Objective

“Game addiction” is a well-known term nevertheless less people to squarely indi-
cate how big its harm and is a modern plagues with astonishing growth to become a
heath killer of all ages. It must be seriously discover “game addiction” influence, so
draft these purpose for investigating in preventively.

A. Explore “game addiction” forming reason and influence on body, mind, health
and work effectiveness.

B. Questionnaire survey to explore “game addiction” in the current situation, and
analyze the characteristics of different games, according to their degree of
analysis addictive draw of the table game time interval addiction, to find causes
and definition of addiction range.

C. Find a way to calculate the “game addiction” and set the degree of addiction.

This model can count game addiction, user’s and parents more easily understand
the game content and addiction. Game Addiction degree, sequentially classified as
mild, moderate, severe, In addition which users can play this game is addictive, or
warn users the game play more than how long it must to become addicted.

3 Method
3.1 Schema

The process of the research is based on internet addiction theory of Dr. Kimberly S.
Young in psychology and infrastructure, adapted for game addiction questionnaire
research flow chart as shown in Fig. 2.
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Collecting games

Making the questionnaire

Game Addiction questionnaire

Game addiction :
questionnaire :
|

Basic data survey Game use behaviors

Analysis

Calculate addiction score

Result

Game time addiction

Game time interval
score

addiction degree table

Fig. 2 Research flowchart

3.2 Steps and Analysis

This research proposal used questionnaires; the content of game addiction ques-
tionnaire contains “personal data”, “personal game use behaviors”, and “game
addiction”. The process of questionnaire experienced collection of popular games,
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the preparation of questionnaires adapted subject and reliability analysis using
SPSS, choose to 20 questions, take these five points to calculate the score, through
the above to draw the chart, then get the time interval of game addiction table. The
procedures step by step instructions [3-6]:

(A) Collecting games

The questionnaire uses to top ten of the games for and analyzing the charac-
teristics after collecting, fill in the other fields of the game, and the list will also
analysis.

(B) Making the questionnaire

According to Internet Addiction Scale of Dr. Kimberly S. Young is adapted into
a “game addiction” questionnaire.

1. The basic data survey include: name, school, department, grade, gender,
birthdate, accommodation.

2. Behaviors of game using: average time to play games online in each day, last
game played most often (multiple choices), based on the questions you most
often preference, most attract you games, do you most often play games on one
day to play the game of how much time?

3. Game addiction questionnaire shown in Table 1 that is according to five points
to answer 20 questions. In order to assess the degree of addiction, the user needs
to answer the following questions measuring stick.

(C) Analysis

There are 33 questions in questionnaire without filtered, and after reliability
analysis, exclusion of the subject of reliability is less than 0.7, the remaining 20
questions is used to five point calculate the answer score. With reference to the
Internet Addiction Test (IAT) of Kimberly S. Young to provide addiction range [7],
the range values are as follows:

. Normal range: 0-30 Score.
. Mild: 31-49 Score.

. Moderate: 50-79 Score.

. Severe: 80-100 Score.

o o

According to addiction factor type classified as: salience, mood changes, toler-
ance, and conflict, time limits, which have salient factor: Q4, Q11, Q12, Q14, mood
changes: Q3, Q9, Q10, Q18, Q19, Q20, tolerance: Q2, Q7, Q15, Q16, Q17, con-
flict: Q5, Q6, Q8, time limit: Q1, Q13, as shown in Fig. 3.

(D) Calculate addiction score

The gaming time interval addiction degree table was drawn through the infor-
mation collected and analyzed in each game of the degree addiction, Calculation
Method addiction scores as follows:

First, the time interval from addiction fig observed every hour of game addiction.
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Table 1 Game addiction questionnaire

No. Question

1 How often would you play game exceed to originally anticipated time?

2 How often do you put aside the completed or executed things and use time to play
game?

3 How often do you play games get the excitement even interpersonal intimate
interaction?

4 How often do you make new friends in the online game?

5 How often do you spend too much time to playing online game and being around
people who complain or blame?

6 Do you spend too much time on the game which (have begun to cause, academic
setback?

7 How often do you have to do something else before opening the game?

8 How often do you have to open start the game before you do anything else?

How often do you play the game by recall pleasant thing to stop thinking troubled
things?

10 How often do you expect to be able to start yet game to play?

11 How often do you fear less the game, life becomes boring, empty?

12 How often do you play the game sacrificing sleep at night?

13 When you playing the game, how often you tell yourself “just a few minutes”?

14 Have you ever ordered at bedtime will finish off the game before falling asleep?

15 Have you ever found yourself playing the game, in fact, don’t really feel interesting?
16 Do you feel like you have to spend more and more time in online game?

17 As long as there is free times will want to play the game?

18 When you finally have access to the game, feel happier and joyful; cheerful; delighted?

19 When I tried to cut down or stop using the internet, I would feel down, depressed or
cranky

20 Suddenly you want to terminate the game, make you feel very bad

Referring to Dr. Kimberly S. Young of Internet addiction scorecard (Internet
Addiction Test, IAT) set range, 30, 50, 80 points, respectively, mild, moderate,
severe, and the ups and downs from the line graph changes in performance that
users of emotional behavior. Then the amount of time from the use of observation,
when the user to play the game longer representative of the more addicted. Game
addiction score formula is: Average hourly addiction degree X The number of
peple (h)/Total people number (h) X Every hour time-weighted number of
addiction, Time is the total time of the day to play the game number. Define the
scope of addiction: The maximum score Addiction—Addiction score min/100, find
score range adjustment variables. When the score reaches the interval as the
adjustment variable, add 1 point of action, then addiction score—benchmark point
value (min), obtain score range value. Finally, the score range value/score range
adjustment variables, you get addicted to define the range of score.
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The range of values as follows:

Slightly less than 33.3% Mild Addicting Games
Between 33.3 and 66.6% moderate Addicting Games
Ranging from 66.6 to 100% severe Addicting Games

Hour time-weighted value of addiction, calculation is divided into light and
heavy weight, the light weight is mainly calculated using the mobile phone games,
The heavy weighting is for long time playing computer games.

Tower of Saviors, as shown in Fig. 4.

To play 1 h in Tower of saviours the average degree of addiction degree is 38.4,
2his44,3 his 51,4 his 55,5 his 56.5, 6 his 58, 7 h is 59.5, 8 h is 62.

Figure 3 indicates the while playing 1 h in Tower of saviours, will be mild
addiction, play more than 3 h will be the moderate addiction, and its addictive
index showed a slope increasing, more emotional ups and downs in performance,
and other factors such as anger others, the game addiction score is to get the result
set into mild weighted time of about 49.9 min, as shown in Table 2.

Fig. 4 Tower of saviors play Average degree of addiction
average addiction graphs 100

S0

20 -
10
0 ——
lhr 2hr 3hr 4hr Shr G6hr 7hr 8hr
Table 2. Tower of saviors Time-weighted Score
time-weighted 1 19.81935484
1.1 14.0516129
1.2 1.974193548
1.3 0
1.4 5.103225806
1.5 5.612903226
1.6 0
Total score 49.96129032
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Then define addiction Score Range, first find scores range adjustment variables:
49.9 — 39.2 = 0.107, score interval values: 49.9 — 39.2 = 10.7, therefore addic-
tion is defined as the range of scores 10.7/0.107 = 100, Game addiction to
one-third ratio range mode, Respectively less than 33.3% of mild addiction, ranging
from 33.3 to 66.6% moderate addiction, ranging from 66.6 to 100% severe
addiction, as shown in Tables 3 and 4.

Finally, the Tower of Saviors severe addicting games, be careful game sequela,
such as spending too much time and effort in the game, resulting in daily routine has
changed, deterioration of eyesight, affect assignments and so on.

(E) Addiction model present

Figure 5 shows the search interface, the current analysis of games Tower of
Saviors, LINE Running Gingerbread Man, national baseball 2014, Candy Crush,
Poko Pang, League, Heaven, Puzzle & Dragons, the king of AVA Battlefield, LINE
Get Rich etc.

Figure 6 shows the results of analysis, accord with the user searching for a game,
the content contains features, play, game time interval chart addiction, addiction
scores, degree of addiction, addiction through time interval graph can hourly
addiction know, the most important inform users of this addictive game play will be
how long, and how high degree of addiction.

Table 3 Calculation games

Game name Game addiction | Score interval Score interval Range

score adjustment variables | value (0 100)
Tower of saviors |49.9 0.107 10.7 100
League of 46.6 0.107 7.4 69.1588785
legends
LINE cookie run |39.2 0.107 0 0
LINE get rich 39.3 0.107 0.1 0.934579439
Candy crush 42 0.107 2.8 26.1682243
A.V.A: alliance [43.8 0.107 4.6 42.99065421
of valiant arms

Table 4 Addiction range Addiction range (%) Addiction

definition Slightly less than 33.3 Mild addicting games
Between 33.3 and 66.6 Moderate addicting games
Ranging from 66.6 to 100 Severe addicting games
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V| search
1. Tower of Saviors
2. LINE Cookie Run
3. All the people hit baseball 2014
4.Candy Crush
5.Poko Pang
6. League of Legends
7. Lineage Online
8. Puzzle & Dragons
9. A.V.A : Alliance of Valiant Arms
10.LINE Get Rich
Fig. 5 Search interface
/ Average degree of
/ Game Title : Tower of Saviors addiction \
|+ shows the results of analysis E \
1. league match ol R sevece
2. chat -
3. prizes P e Woderbi
4. Special Battles e EE
5. stage rewards »
6. Level-up E

» Tower of saviours is a popular game in the top few. Is a puzzle type of game.
Runestones set the stage for all Battles. The move of 1 Runestone will affect
positions of the surroundings. By moving 1 Runestone to align 3 or more of the
same Attribute horizontally or vertically, Runestones will be dissolved to give
your Monsters power to attack.

* This game play one hour, will be mildly addictive, play more than three
hours will begin to moderate addiction, and its addictive index showed

\ aramp, this game for longer, more addictive, that this game is relatively

\ﬁfﬁcult it may withdrawal.
Addiction degree : 80 Score

S — S . Moderate Addiction degree

Fig. 6 Analysis of interface results
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4 Conclusion

This model is divided into two kinds of “game addiction grade” and “personal game
addiction grade”, the difference is that the game belongs to the public of addiction
scores, a personal addiction classification is in accordance with the user’s data do
their own analysis of addiction.

Game’s rating should not only ordinary level, protection level, parental guid-
ance, restricted, but also play this game by the degree of addiction do classification.

In this paper, expect to establish a model and practical application in the game to
prevent a starting point, the contribution of their paper as the following:

(A) Model in which users can play this game is addictive, or warn users the game
play more than how long it must to become addicted.

(B) Let parents know their children play the game content through inquiry system.

(C) The game ratings, according to their degree of addiction do classification
(mild, moderate, severe addiction).

5 Future Research

Future research will focus on the content of individual game addiction, according to
the type of subject classification: time constraints, salience, tolerance, emotion
changes, and conflict, analyze the impact of this game due to the user and to find
addiction factor, expectations you can achieve the following objectives:

(A) The model is just the idea, hoping to make this idea to reality, and developed
into the web page or APP, APP directly to the record of the use of mobile
phone users to play games of the time, frequency, will be able to more
accurately calculate the degree of addiction for users use at any time.

(B) The model of addiction grading only do the follow-up hoping to be the type of
personal information and subject classification, thrust reversers find addiction
factor, that is able to find a way of its treatment.

(C) Future Addiction formula will give different weights or gravity based
game-play, consider adding more factor in strengthening their accuracy, and
community, the daily incentive mechanism.
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Abstract The accuracy of noise estimation is important for the performance of a
speech enhancement system. This study proposes using variable segment length for
noise tracking and variable thresholds for the determination of speech-presence
probability. Initially, the fundamental frequency is estimated to determine whether a
frame is a vowel. In the case of a vowel frame, the segment length increases;
meanwhile the threshold for speech-presence is decreased. So the noise magnitude
is adequately underestimated. The speech distortion is accordingly reduced in
enhanced speech. Conversely, the segment length is rapidly decreased during
noise-dominant regions. This enables the noise estimate to be updated quickly and
the noise variation to be well tracked, yielding background noise being efficiently
removed by the process of speech enhancement. Experimental results show that the
proposed method can efficiently track the variation of background noise, enabling
the performance of speech enhancement to be improved.

Keywords Noise estimation -+ Variable segment length - Speech enhance-
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1 Introduction

The usage of speech communication devices, such as mobile phones and hearing aids,
often suffers from deterioration of speech quality and intelligibility in the presence of
background noise. It is important to have speech enhancement methods that offer
satisfactory noise reduction. The accuracy of noise estimation significantly affects the
performance of speech enhancement. In particular, the mobile phone is very sensitive
to adverse environments involving non-stationary noise and low input SNR ratio. An
incorrect noise estimate will give a direct impact on the quality of the enhanced signal.

Many studies have been proposed to estimate noise [1-10]. Kianyfar and
Abutalebi [1] proposed a noise estimator which employed speech-presence prob-
ability to update noise variance. Krawczyk-Becker et al. [2] proposed incorporating
spectro-temporal correlations to improve the performance for noise tracking.
A minima-controlled-recursive-averaging (MCRA) approach was computationally
efficient and was therefore one of the successful noise estimation approaches for
speech enhancement [3, 4]. The noise component was estimated by the
speech-presence probability and speech absence probability within the subbands of
a frame. To model the temporal variation of noises, the noise component was
estimated by averaging the past spectral power values with a smoothing parameter
that was adjusted by the speech-presence probability within the subbands. How-
ever, the beginning of non-stationary noise was independent to previous frames and
as a result such an approach was insensitive to the beginning of non-stationary
noise. Many new methods have been proposed to improve the performance of the
MCRA methods [5-8]. Fan et al. [5] proposed a method to shorten time delay for
the detection of abrupt changing noise. Noise update criterion was also additionally
controlled to reduce speech leakage for the MCRA algorithm. Kum and Chang [6]
proposed employing the second-order conditional maximum a posteriori criterion to
improve the performance of the MCRA method. Wu et al. [7] proposed modifying
the mechanism of the time variant recursive averaging of the MCRA algorithm by
utilizing both noise and speech segments. In addition, speech enhancement residue
was employed as an approximation to true noise and used in the recursive averaging
procedure to update noise spectra in the case of speech-presence.

Based on the above findings, how to improve the performance for noise esti-
mation is important. Most of the noise estimation methods do not consider speech
properties in noise estimation. In this study, we employ the harmonic properties of a
vowel to determine the segment length for tracking minimum statistics in the
MCRA algorithm. In the case of a vowel frame and its neighbors, the increment of
segment length and the decrement of threshold for speech-presence are performed.
This enables the MCRA algorithm to pick up lower magnitude as a noise level. The
noise estimate tends to be underestimated. This yields speech distortion being
reduced in enhanced speech. The quality of enhanced speech is then improved.
Conversely, the segment length is decreased during noise-dominant frames. This
enables the MCRA algorithm to quickly update the level of noise estimate; while
the noise variation being well tracked. A great quantity of background noise can be
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efficiently removed by the process of speech enhancement. The quantity of musical
residual noise is reduced. Accordingly, enhanced speech by using the proposed
noise estimator sounds more comfortable than that using the MCRA algorithm. The
performance of the MCRA algorithm is therefore improved.

The rest of this paper is organized as follows. Section 2 reviews the MCRA
algorithm. Section 3 describes the proposed modifications in the MCRA method.
Section 4 demonstrates the experimental results. Conclusions are finally drawn in
Sect. 5.

2 Review of MCRA Noise Estimator

A noisy speech signal y(m, n) can be modeled as the sum of clean speech s(m, n)
and additive noise d(m, n) in the frame m of the time domain, given as

y(m,n)=s(m,n)+d(m,n) (1)

where 7 is the sample index in a frame.
The observed signal y(m, n) is analyzed and transformed to the frequency
domain using the short-time Fourier transform (STFT), given as

Y(m, k)= Ngol y(n+mM) - h(n) - e ~/C=/N)k 2

where k is the frequency bin index, % is an analysis window of size N, and M is the
frame update step in time.

Hy(m, k) and H,(m, k) are two hypotheses which indicate speech absence and
presence [3], respectively. They can be expressed by

H()(m, k):
Hy(m,k):

(m, k) =D(m, k)
(m, k) =S(m, k) + D(m, k) (3)

~ =

where S(m, k) and D(m, k) represent the spectrum of clean speech and additive
noise, respectively.

Let A4(m, k) =|D(m,k)|* denote the variance of the noise. The noise estimates
for speech absence and presence can be obtained, given as

~

Hy(m, k): da(m, k) =aq da(m—1,k) + (1 —ag) - |V (m, k)*|
o

m, k)= dg(m—1,k) @

=
e
~—
NS
Y
—~

where a,(0 <ay <1) is a smoothing parameter. H, and H, designate hypothetical
speech absence and presence, respectively.
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Let p'(m,k)=p(H,(m,k)|Y(m,k)) denote the conditional signal-presence
probability. The noise estimate given in Eq. (4) can be obtained, given as

Ja(m, k) =Aq(m—1,k)-p (m,k)

, (5)

+[ag - da(m=1.k) + (1 = ag) - |Y (m, &) ] - [L = p (m, k)]

The speech-presence probability p'(m, k) in Eq. (5) can be obtained by
p(mk)=a, p(m-1,k)+(1-a,)-I(m,k) (6)

where a,(a,=0.2) is a smoothing parameter for speech-presence probability.
I(m, k) denotes an indicator function for speech-presence, given as

_J 1, if y(m,k)>5,
I(m, k) = { 0, otherwise (7

where 8, represents a threshold for speech-presence. y(m, k) represents the ratio
between the local energy of the noisy speech Py .q(m, k) and its derived minimum
Prin(m, k), given as

}/(m, k) =PLocal(m7 k)/Pmin(ma k) (8)

where

Procai(m k)= Z b(i \Ymk—z)| 9)

i=—w

The smoothed version of the local energy P5,.,(m, k) can be computed by a first
order recursive averaging, given as
P} et (M. k) = aPy oy (m = 1,k) + (1 = ;) Procar (m. k) (10)

The minimum Py (m, k) and a temporary variable P, (m, k) are initialized by
Prin (0, k) =P(0,k) and Py, (0, k) = P(0, k). Then, a sample-wise comparison of the
local energy and the minimum value of the previous frame yield the minimum value
for the current frame, given as

Prin (m, k) =min{Pmm(m— 1,k),Pfﬂm,(m, k)} (11)
lep(m’ k) zmin{meP(m 1 k) Piocal(m’ k)} (12)

Whenever L (L = 64) frames have been read, i.e., m is divisible by L, the
temporary variable Py, (m, k) is employed and initialized by
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P””P(m’ k) =Piocal(m’ k) (13)
Pusin(m, k) = min{ Py, (m —1,k), P .. (m, k)} (14)

The minimum Py, (m, k) is employed to determine the value of speech indicator
given in Egs. (7) and (8) for the MCRA method [3].

3 Proposed Modification for MCRA Algorithm

In order to improve the performance of the MCRA algorithm, we employ harmonic
properties of a vowel to determine the segment length L and the threshold for
speech-presence of each subband. In the case of vowel regions, the segment length is
increased. This enables the modified MCRA algorithm to select a smaller minimum
value as a noise reference than that of the original MCRA algorithm. Meanwhile, the
threshold of speech-presence is adjusted to be smaller in a vowel and its neighbor
frames, enabling weak vowels and consonant components to be classified as speech.
So the weak vowels and consonants can be well preserved by the process of speech
enhancement. The quality of enhanced speech is accordingly improved.

Harmonic properties are employed to determine the segment length L which
controls the period for the update of noise estimate. Initially, the number of har-
monic spectra is utilized to determine whether a frame is a vowel. If the frame is
detected as a vowel, the segment length L is increased. This increases the period for
the search of spectral minimum as given in Eq. (14), yielding noise spectrum being
underestimated. Conversely, the segment length L is decreased when a
noise-dominant frame is detected. The segment length can be expressed by

L) +L,, if F*(im)=1
L=< L()+L,, if Y F'(m+1)>0 (15)

t=—e¢

pEL(1), otherwise

where [ is the segment index. L; and L, represent the increment of segment length
for a vowel and the corresponding neighbor regions. They are empirically chosen to
be 63 and 12, respectively. € controls the number of neighbor frames to be included
for the regions of onset, offset, and consonants. It is set to be 3. # controls the
decrement ratio of segment length for noise regions. It is empirically chosen to be
0.9. F'(m) is a vowel flag, given as

(16)

F'(m) = 1, if mthframe € vowel
~ 10, otherwise
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In Eq. (15), the segment length is significantly increased with L; frames when a
frame is detected as a vowel. Conversely, the segment length is significantly
decreased with ratio 0.9 of current segment length, i.e., 0.9L, when a frame is
detected as speech absence. A consonant may appear in the precedence of a vowel
for Mandarin Chinese spoken language. We slightly increase the segment length
with L, frames, yielding noise magnitude being underestimated. This enables a
consonant to be preserved by the process of speech enhancement. In the regions of
onset and offset during a vowel, the segment length is also slightly increased with
length L,.

In Eq. (7), the threshold of speech-presence &, is a constant in the MCRA
algorithm [3]. If the value of §, is too high, a great quantity of weak speech spectra,
such as weak vowels and consonants, would be classified as noise. The value of
speech indicator function I(m, k) is falsely set to zero. Although the quantity of
residual noise can be reduced, speech distortion is increased in enhanced speech.
The quality of enhanced speech is deteriorated. Conversely, if the value of §, is too
small, a great quantity of noise spectra would be classified as speech. The value of
speech indicator function I(m, k) is falsely set to unity. Although the speech dis-
tortion can be reduced, the quantity of musical residual noise increases. So the
enhanced speech sounds annoying and uncomfortable.

Here we employ harmonic properties of a vowel to adapt the threshold of
speech-presence J,, given as

5,(m) =2 Oneighbor» if Y, F'(m+1)>0 (17)
t=—¢
én, otherwise

where Oy, Oneighbor, and Sy represent the thresholds of speech-presence for a vowel,
the neighbor frames of a vowel, and noise-dominant regions, respectively. The
values of the threshold are empirically chosen to be 1.5, 1, and 5, respectively.

In Eq. (17), the values 6y, dneighbor, and Jy are determined in white noise cor-
ruption with various input SNRs at which the selected values can obtain the highest
score of average segmental SNR improvement. In the cases of a vowel and the
corresponding neighbor frames, the thresholds are small. This prevents weak
vowels and consonants being classified as noise, and then being removed by the
process of speech enhancement. Accordingly, the quality of enhanced speech can
be improved by using the harmonic properties of a vowel to adapt the threshold of
speech-presence.
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4 Experimental Results

In the experiments, speech signals were Mandarin Chinese spoken by five female
and five male speakers. These speech signals were corrupted by various kinds of
additive noise, such as white, F16-cockpit, factory, helicopter-cockpit, and car noise
signals which were extracted from the Noisex-92 database. Three input average
segmental SNR levels, including O dB, 5 dB and 10 dB, were used to evaluate the
performance of a noise estimator. In order to evaluate the performance of the
proposed method, the original MCRA noise estimator [3], the forward-backward
MCRA (FB_MCRA) noise estimator [8] were conducted for performance com-
parison. A three-step-decision gain factor [11] is employed to perform speech
enhancement for various noise estimators. The following parameters are used in the
experiments: (1) sampling frequency is 8 kHz; (2) the frame size is 256 with 50%
overlap; (3) Hanning window is utilized; (4) total number of critical bands is 18, the
central frequency and the corresponding bandwidth of each critical band can be
found in [12].

The amount of noise reduction, residual noise and speech distortion can be
measured by the average segmental SNR improvement (Avg_SegSNR_Imp). The
Avg_SegSNR_Imp is computed by subtracting the Avg_SegSNR of noisy speech
from that of enhanced speech. Table 1 presents the performance comparisons in
terms of the Avg _SegSNR_Imp for various noise estimation methods. It can be
found that the proposed method outperforms the MCRA and the FB_MCRA
algorithms in most conditions. The major reason is due to a quantity of consonants
and weak vowels being preserved by the underestimation of background noise.
These results are achieved by increasing the segment length to track the minimum

Table 1 Comparison of Noise type | SNR | Average SegSNR improvement

SegSNR improvement for the (dB) |MCRA |FB_MCRA | Proposed
enhanced speech in various =

Hoises 0 |695 7.15 7.83

White 5 4.44 4.70 5.64

10 1.57 2.08 3.44

0 5.81 5.73 5.98

F16 5 3.78 3.83 4.53

10 1.44 1.76 2.83

5.41 5.35 5.62

Factory 5 343 3.47 4.17

10 1.14 1.46 2.53

6.22 6.29 6.34

Helicopter 5 4.13 4.32 4.99

10 1.76 2.25 3.28

0 7.87 10.08 9.86

Car 5 5.70 8.19 9.08

10 3.10 5.97 7.05
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Fig. 1 Example of speech signal spoken in Mandarin Chinese by a male speaker. (From top to
bottom) a clean speech, b noisy speech corrupted by helicopter noise with an average
SegSNR = 5 dB, ¢ enhanced speech using MCRA noise estimator, d enhanced speech using
forward-backward MCRA noise estimator, e enhanced speech using proposed noise estimator

spectral magnitude of noisy speech. In addition, the segment length is reduced
during speech-pause regions. This enables the spectrum magnitude of noisy speech
to be updated quickly, yielding noisy spectra being efficiently removed by the
process of speech enhancement. Accordingly, the proposed method can obtain
higher scores of average segmental-SNR improvement than the other methods.

Figure 1 demonstrates an example of waveform plots for performance com-
parisons. A speech signal uttered by a male speaker was corrupted by
helicopter-cockpit noise with Avg_SegSNR = 5 dB. In Figs. 1c—e, a clipped signal
is absent at the output waveforms of the enhanced speech. This is attributed to all
noise estimators do not over-estimate the level of noise power spectra for each
subband, yielding enhanced speech not suffering serious speech distortion. Com-
paring Figs. 1c—e, background noise can be efficiently removed by using the three
noise estimators. The proposed method can preserve a greater quantity of speech
components than the other two methods during speech-presence regions, including
weak vowels, the onset and offset of a vowel, and consonants. This is due to the
adaptation of harmonic properties for the determination of segment length and the
thresholds for speech-presence.

Figure 2 shows the spectrograms of a speech signal. A speech signal is corrupted
by helicopter-cockpit noise signals with Avg_SegSNR = 10 dB (Fig. 2b). Com-
paring Figs. 2c—e, the level of background noise can be well estimated by the three
noise estimators, enabling corruption noise to be efficiently removed by the process
of speech enhancement. Employing the proposed method is better able to reserve
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Fig. 2 Spectrograms of speech spoken by a female speaker, a clean speech, b noisy speech
corrupted by helicopter-cockpit noise with average SegSNR = 10 dB, ¢ enhanced speech using
MCRA noise estimator, d enhanced speech using forward-backward MCRA noise estimator,
e enhanced speech using proposed noise estimator

weak vowels and speech components in enhanced speech during speech-presence
regions. So the harmonic structure of a vowel by using the proposed method is
better than the other two methods. The quality of enhanced speech is improved. The
major reason is attributed to increase the value of speech-presence probability for
weak vowels and consonants, yielding the level of noise spectra being
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underestimated. The quantity of noisy speech been suppressed by the process of
speech enhancement is decreased. Speech distortion is then reduced, enabling
enhanced speech to sound more comfortable than the other two methods.

5 Conclusions

This paper proposed using variable segment length for the update of noise mag-
nitude and variable thresholds for the determination of speech-presence probability
to improve the performance of the minima-controlled-recursive-averaging (MCRA)
algorithm. Since the harmonic properties of a vowel are considered in the deter-
mination of the segment length and speech-presence probability, the performance of
noise estimation can be improved. The segment length is increased and the
threshold for speech-presence is decreased in speech-dominant regions, enabling
noise to be underestimated. So the speech distortion is decreased in enhanced
speech. Conversely, the segment length is decreased and the threshold for
speech-presence probability is kept at a high level during noise-dominant regions,
enabling noise estimate to be updated quickly. So the background noise can be well
estimated and can be efficiently removed by the process of speech enhancement.
Experimental results show that the proposed method can efficiently improve the
performance of the MCRA algorithm. Consequently, the performance of speech
enhancement is improved.
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Implementation and Design
of a Middleware Platform Based on WCF

Hua Yi Lin, Jiann-Gwo Doong, Meng-Yen Hsieh and Kuan-Ching Li

Abstract With the advances in computing and communication technologies,
message-oriented middleware becomes an important and universal tool in enter-
prises nowadays. WCF (Windows Communication Foundation) exploits a loosely
coupled way that client-side and server-side can accelerate the development and
operation. Although, WCF contains most of lower-layer communication compo-
nents. However, under specific applications, developers unavoidably develop extra
connection functions and client-to-serve managing software in practice. Because of
the practical need, we prepare to construct a WCF-based middleware operational
prototype for future research reference. In this study, we build up a practical pro-
totype of middleware to integrate with heterologous systems using WCF for
accumulating our experience on cross-platform systems. The implementation in-
cludes developing specific APIs (Application Program Interface) of middleware for
the system requirement, achieving middleware with broadcast functions to com-
plete information-exchange between two specific functions within WCF. Our
enhanced WCF framework supports a lots of flexibility in APIs. Developers do not
need to modify any of the underlying WCF components, and unrestrictedly cus-
tomize the API attributes and API logic.
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1 Introduction

Middleware means providing a set of interfaces to connect between application
software and system software. In this way, the various components in a software
can communicate with each other, especially in application software for centralized
system. Nowadays, website services and architectures popularly take advantages
with such integration. Apache Tomcat, database, IBM WebSphere, and BEA
web-logic are example of such middleware [1]. Recently, the mobile computing
becomes even more popular, where the main function of the mobile middleware is
not only to build a communication bridge between various mobile platforms and
heterogeneous enterprise platforms, but to create a standard protocol by a common
set of data format for the variety of mobile platforms [2]. With the rapid progress of
Internet, the developing trend of the Message-Oriented Middleware became the
most common method for information transfer in a conglomerate of resources.

From the MSDN (Microsoft Developer Network), we realized that WCF is a
framework to construct service-oriented applications [3]. Through it, asynchronous
way to send messages from an endpoint to other is technically possible. The service
endpoint can be made of IIS (Internet Information Service) or hosting one appli-
cation. Clients can also have an endpoint to present the requests. In addition, the
message exchanged can be a character, XML (Extensible Markup Language) or a
complicated binary stream. WCF has several features, listed as (1) Service-oriented:
WCEF allows programmers to create object-oriented applications. Thus, sending and
receiving data rely on SOA (Service-Oriented Architecture) throughout the net-
work. Besides, the advantage of WCF is providing a loose coupling methodology to
avoid writing a dedicated code. As long as they have contracts, they can be any
client’s heterogeneous platforms to connect different services, (2) WCF offers
multiple message modes, such as (a) Request/response mode, (b) Unidirectional
mode, and (c) Full duplex mode. MSDN also mentions that the service-oriented
communication is capable to improve the software development. Regardless of
SOAP or other methods, the service-oriented model becomes a typical model for
interaction between applications, and MSDN shows such the usage of WCF [4]. We
also realize that MSDN exploits WCF functions to simplify operations and develop
server-end or client-end applications. When client-end connects with server-end,
then client-end is able to send a service request to server-end, and obtains the
response from server-end. Additionally, one important aspect is that WCF defines
three functions to achieve loose coupling methodology namely (a) Address, where
the programmers can use the URL format to define server or client communication
address, (b) Binding, the programmers can use Internet protocols as WCF com-
munication methods, and (c) Contract, it defines functions and a parameter format
for functions.

Subsequently, this study concentrates on building up a loose coupling
methodology via “Address”, “Binding” and “Contract” functions within WCF, and
supplies several required methods to strengthen insufficient procedures to achieve a
more complete middleware. Eventually, this study exploits the designed functions
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to perform broadcast and transaction examines between server-end and client-end,
and verify the connection between the server-end and client-end.

The rest of this paper is structured as follows. Section 2 introduces the detailed
function design and specification. Section 3 describes our system development
functions. Section 4 presents the system testing. Conclusions and future work are
finally drawn in Sect. 5.

2 System Architecture and Implementation

2.1 Function Design

Other than original middleware functions, we need to design and consider new
requirements. Therefore, this system implementation will be an experiment as well
as occur with a lot of trials or errors, a series of parameters, or program modifi-
cations that repeat testing constantly. In order to enhance the effectiveness, the
study requires an immediate or a simple method to adjust instruction parameters.
From the above opinions, we suggest the following designs.

(1) Server-end instruction: Some new instructions are given, including EXIT for
closing a system), SET for parameter setting, and READ for reading system
instructions from files and executing them.

(2) Server-end transaction: One of the middleware functions is proposed to provide
developers with a friendly interface for transaction function.

(3) Broadcast mechanism: An interface is given that client-ends or server-ends can
receive messages each other.

(4) Operational records of server-end: The system procedures are recorded for the
further system test.

(5) Connection component: It is a public component which client-end connects
with server-end. Client-ends send transaction requests, broadcast requests, and
receiving broadcast requests using this component. Thus, WCF simplifies the
related setting of endpoints.

(6) Client-end instruction: Several instructions are given, including EXIT for
closing a system), SET for parameter setting, READ for reading system
instructions from files and executing them, BROADCAST for system
broadcast.

(7) Client transaction request: A client-end broadcasts a transaction request to a
server-end, and displays the results.

(8) Client-end broadcast request: Client-ends broadcast requests to server-ends.
Client-ends can receive and display the broadcast messages form server-ends.

(9) Broadcast monitoring and automatic execution: When client-ends or
server-ends receive a dedicated message, they automatically perform transac-
tions, and broadcast the results. Thus, the system can simulate the
auto-response functions.
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Fig. 1 The system architecture diagram

2.2 System Implementation

A Visual Studio 2012 tool for C# is adopted to develop the system. Server-ends and
client-ends are running in console mode for displaying the executing results by
texts. This study will test the system broadcast and transaction [5]. In addition, the
internal server mechanism must be established some functions to provide related
services. The detailed function description is as follows, and our system architecture
is shown in Fig. 1.

(1) Session management: When a client-end connects with a server-end, it will
automatically create a session, and establish a list of connectors until the ses-
sion has closed.

(2) Instruction process: If any session receives the instruction from client-ends,
server-ends automatically parse and execute the command.

(3) Message queue: If server-ends receive broadcast requests, they put the received
messages into the message queue and wait for sending them.

(4) Message delivery: Server-end takes the message from the message queue in a
period, and send the message to client-ends according to the type of commands.

2.3 Instruction Design

In this section, this study adds several instructions to supply the insufficient parts of
WCF, and adopts the added instruction to complete the proposed middleware
platform. Furthermore, we give a brief description of the detailed instruction format,
instruction name, parameter, and the usage of new added instructions. Table 1
describes the instruction format, and gives the usage of parameter. Table 2 presents



Implementation and Design of a Middleware Platform Based on WCF 333

Table 1 Items in each instruction format

Item Description

Command An instruction, not case sensitive

@@ The delimiter between commands and parameters

Parm 1~N A parameter name with a symbol “II”’ to separate each parameter
@= The delimiter of each parameter name and parameter value

The symbol to separate each parameter

Table 2 The instructions for the server-end

Instruction Parameter

SET The parameter is to set up the environment, for example,
SET @@ LOCAL_HOST_02_URL @= http://127.0.0.1:8080/mes_02

EXIT System shutdown

HOSTREAD The parameter is to take a file as input, then parses and executes the listed
instructions in this file, for example,
HOSTREAD @@ FILE @= C:\wcfHost\hostCommandList.txt

HELLO A test instruction, when receiving this instruction, then replying ‘Hi, how
are you?’

CLS Clean the console screen

CONN Connect to other servers, ex: Conn @@ url @= net.tcp:/
127.0.0.1:8082/iishost02

CONNPARTNER Using the parameter partner’s URL to connect a server, Ex: SET @ @

PARTNER_01 @= net.tcp://127.0.0.1:8082/IISHOST02

Table 3 The instructions for the transaction type attribute of server-end

Item Description

_ModuleName A transaction of DLL (Dynamic-link library)

_TxnName A transaction function and its corresponding class

_TxnID The identity of one transaction, named GUID (Globally Unique
[Dentifier).

_ReplyID The respondent’s GUID and server-end’s GUID

_ReplyComments | A notation of a transaction

_ReplyTime The reply time of a finished transaction

_TxnResultld A message code of a transaction result

_ToServer_Datal

The summand (minuend) of the addition (subtraction) transaction

_ToServer_Data2

The addend (subtrahend) of the addition (subtraction) transaction

_ToClient_Result

The result of an addition (subtraction) transaction

_ClientID

The ID of a transaction requester

the instruction for the server-end, including the environmental parameter setting, a
method of connecting a server-end via URL, and clearance of a connection between
the server-end and the client-end. Table 3 describes the instruction for server-end
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Table 4 The items for broadcasting broadcasting

Item Description

_ModuleName A message model name

_TxnName A message transaction name

_TxnID The transaction GUID

_SendID The transaction sender’s GUID

_SendTime The sending time of a transaction

_SendComments | A notation of a sending transaction for recording the content of broadcast

_ServerID When forwarding this message from a server-end, it records the server’s
ID in this column

Table 5 The functions of the connecting component

Functions Description

HostCommand Client-ends can execute commands on server-ends
ServiceCommand Client-ends send transaction requests to server-ends
Broadcast Client-ends send broadcast requests to server-ends

Table 6 The instructions for a client-end

Instruction Parameter
SET The server-end instruction name
EXIT Shutdown system
READ Read and parse the list of instruction in a file
Ex: READ @@ FILE @= C:\Client\APPO1_TO_HOSTO1.txt
CONN Manually link to another server, ex: Conn @@ url @= net.tcp://
127.0.0.1:8082/iishost02
CLS Clean a console screen
TXNADDITION Send addition transaction requests to server-ends
Ex: txnAddition @ @ datal @=1 || data2@=2
TXNSUBTRATION | Send subtraction transaction requests to server-ends
Ex: txnSubtration @ @ datal @=1 |l data2@=2
BROADCAST Send broadcasts to server-ends
Ex: broadcast @ @ msg @= hello, this is a broadcast test
/ Execute server-end instructions

Ex: execute/ HELO, then client-end receives Hi, how are you? Or
execute/CLS to clean the server’s console screen

transactions. Here we add two type of transactions that are the attribute of addition
and subtraction transactions. Table 4 presents the required class for broadcasting
XML contents. Table 5 describes connection components, and the usage of a
client-end executing a server-end’s command and sending service requests to a
server-end. Table 6 depicts the instructions of the client-end. The detailed
description is as follows.
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Instruction design for a server-end: Table 1 describes the details of an
instruction format, for example, one instruction can be represented as “Com-
mand@ @ parml @=valuel |l parmN@=valueN”.

Server-end transaction: This study is designed with one addition transaction,
“txnAddition”, and one subtraction transaction, “txnSubtraction”. Two trans-
actions have the same basic messages, (only the corresponding class is different
from client-ends). During one transaction, the client-end delivers
XML-formatted messages to the server-end [6, 7]. After execution, the
server-end sends the result back to the client-end using XML formats. Finally,
the server-end broadcasts the transacation messages and results to client-ends.
The transaction type attribute of “txnAddition” and “txnSubtraction” transac-
tions is shown in Table 3.

Broadcast design: The myTxn class is used to describe and comprise a XML
message, as shown in Table 4.

System operational record: A common component records data in a text file.
The component writes messages into a log file using. Net functions, and dis-
plays them in a console.

Connecting component design: The following functions are required, as shown
in Table 5.

Client-end instruction design: An instruction set is shown in Table 6.
Client-end transaction design: The client-end sends a transaction request to the
server-end using a connection object. This transaction parameter in Table 3,
refers to the server-end transaction, and the TXNADDITION and TXNSUB-
TRATION instructions in client-end instructions are designed in Table 6.
Client-end broadcast request design: The client-end uses a shared connection
object to send broadcast messages from the server-end to broadcast. The
broadcast parameters refer to broadcast and client-end instructions, and are
individually designed in Tables 4 and 6.

Server-end broadcast monitor and automatic execution function: The client-end
exploits hard-code methods to develop a program. When a client-end’s ID is
APP0O3_TO_HOSTO02 and the received message is txnAddition. The Datal and
Data2 messages are automatically used to generate a txnSubtration transaction,
and sends txnSubtration to the server-end to execute transactions.

System Development

In order to build up this middleware platform, this study construct the system
framework as show in Fig. 2. The system is divided into three parts. (1) Client-end:
users is able to broadcast and perform transactions with server-end via system
connection interface; (2) Server-end: it possess the capability to deal with trans-
actions and delivery broadcasting messages. At the same time, the serve is able to
reach Internet and access database, and (3) System connection interface: all



336 H.Y. Lin et al.

Client-End in Middleware

Client-End

Message . Message

Receiving Tiesien Broadcasting
— System Connection Interface I
Mes§age Transaction Object
Object
Sending Broadcast m%n
Broadcast Queue Proc.
First In First Out

Server-End in Middleware
Data

Base

Fig. 2 The middleware framework

Fig. 3 The endpoint service
design Address
Net.tep://127.0.0.1:3080/HOSTO1

Binding
NetTcpBinding

Server-End | Endpoint

Contract
WefService

client-ends use this common interface to perform transactions and broadcasts with
server-end. Additionally, WCF already provided the communication functions of
session layer and presentation layer. Thus, this study merely needs to define the
endpoint of server-end and client-end. In another word, we define the Address of
endpoint, Binding and Contract, and then can complete connection between
client-end and server-end. The endpoint view is as shown in Fig. 3.

For the reason of unified service interface and avoidance of usually alterative
interface, this study declares an array byte[] to operate Contract. Since VS (virtual
studio) gives serialization functions, the client-end serializes the object as a message
and delivers this message to server-end via Internet. When server-end receives the
delivered message, then returns it to the original object. Thus, object is able to be
delivered in network environments through serialization and nonserialization
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APPO3_To_HOSTO02 ok ?

Fig. 4 The system testing flow between sever-end and client-end

functions within VS. Furthermore, according to the requirement of middleware
software and WCF, we propose a new infrastructure of WCF.

According to the proposed new WCF functions, we must provide developers
\with the message interface (wcfMessage), service interface (wcfService), call-back
interface (wcfServiceCallback) and transaction interface (wcfTransaction) [8, 9].
Therefore, we create several projects to implement the server-end program
(wcfService), connection interface program (wcfConnection) between server-end
and client-end, and defines transaction and broadcast types, and client program
(testClient) [10]. Moreover, this study develops related projects and classifies each
function and interface into a dedicated project for further management. The project
name HostConsol stores the application for server-end and defines WCF services.
The project name ClientConsol stores the application for client-end and displays
information on a console.

This study assumes windows 7 as the operation system. Before testing, we start
to require server and client. The testing flow is as shown in Fig. 4, and the cor-
responding connection is as shown in Fig. 5. In addition, this study needs to prepare
the initial parameter file for the server-end and client-end. At the beginning, this
study gives the server name HOSTOI, URL address and cooperative partner
HOSTO02. The detailed parameter setting for server-end is as shown in Fig. 6.
Subsequently, this study sets up the parameter for client-end, and give the client ID,
URL address and the target server-end URL, the detailed setting is as shown in
Fig. 7.
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Fig. 5 Initiate communication between server-end and client-end

Fig. 6 Examples of SET@@LOCAL NAVE @=HOSTo1
serverends parameer SET@@LOCAL_LRL @< itp127 00,1 0B0HOSTOHOSTO!

SET @@ EncPointU 01 @= nettepil 127 0.0.1:8081HOSTO1
SET Q@ PARTNER 01 @= nettep27 0.0.18062H05T0Z

Fig. 7 Examples of SET @@ CLIENT_ID @= APPO1_TO_HOSTO

client-end’s parameters SET (@@ CLIENT_URL @= tp:127.0.0.1:8080/APR01_TO_HOSTO!
SET@@HOST_URL @=nettepi27.0.0.1:8061H0STO1
CONN

4 System Testing

This study assumes windows 7 as the operation system. Before testing, we start to
require server and client. The testing flow is as shown in Fig. 4, and the corre-
sponding connection is as shown in Fig. 5. In addition, this study needs to prepare
the initial parameter file for the server-end and client-end. At the beginning, this
study gives the server name HOSTO1, URL address and cooperative partner
HOSTO02. The detailed parameter setting for server-end is as shown in Fig. 6.
Subsequently, this study sets up the parameter for client-end, and give the client ID,
URL address and the target server-end URL, the detailed setting is as shown in
Fig. 7.
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4.1 Broadcast Examine

We exploit APPO1_TO_HOSTO1 to send the broadcast command, and observe the
results. The sequence of the operational process and results is depicted in corre-
sponding figures, as shown in Fig. 5.

4.2 Transaction Examine

In this session, we exploit APPO1_TO_HOSTO1 to send the addition transaction
and observe the results. The sequence of the message procedure, as shown in Fig. 5,
and returned results are as shown in Figs. 8 and 9.

5 Conclusions and Future Work

This study exploits WCF to build up a prototype of the middleware platform. First
of all, this study investigates the role of what a middleware can perform between
application components and operation systems. Subsequently, we use rapid
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Fig. 9 APP03_TO_HOSTO02 automatically executes

prototyping method to develop a middleware to deal with some troublesome
problems during broadcast and transaction processes. Although WCF gives lower
layer communication functions, however we still need to develop additional
client-to-server application program interface (API) to satisfy specific needs. In this
study, we implement a middleware to achieve the information exchange of
broadcasting between two specific functions within WCF. Usages of WCF gives
programmers lots of flexibility to develop specific API, and we do not need to
consider the underlying element of WCF. Thus developers concentrate on pro-
gramming the special purpose function. Finally, this study establishes broadcast and
transaction examines to prove that the proposed middleware platform is indeed
practicable [11-13]. Thus, our experimental results are helpful for integrating with
heterologous systems. Although, this study implements several basic functions,
including broadcast and transactions. But it isn’t considered the performance and
security issues on above procedures. In the future work, we will study how to
improve the performance and secure the transactions between server-end and
client-end.
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A Comparative Study on Machine
Classification Model in Lung Cancer
Cases Analysis

Jing Li, Zhisheng Zhao, Yang Liu, Zhiwei Cheng
and Xiaozheng Wang

Abstract Due to the differences of machine classification models in the application
of medical data, this paper selected different classification methods to study lung
cancer data collected from HIS system with experimental analysis, applying the R
language on decision tree algorithm, Bagging algorithm, Adaboost algorithm,
SVM, KNN and neural network algorithm for lung cancer data analysis, in order to
explore the advantages and disadvantages of each machine classification algorithm.
The results confirmed that in lung cancer data research, Adaboost algorithm and
neural network algorithm have relatively high accuracy, with a good diagnostic
performance.

Keywords Machine classification model + Cross validation - Adaboost
algorithm - Neural network

1 Introduction

Today, data mining technology in medical field is widely used, achieving gratifying
results in the diagnosis and treatment of disease, genetic research, image analysis,
and drug development and other aspects like those. With the promotion of EMR,
HIS system, medical data is getting reliable and stable, which is a very favorable
condition for maintenance of mining results and improvement of tap patterns
quality. It is highly valuable of using various data mining techniques on HIS system
data set to understand law of mutual relations and development in the various
diseases, and summarizing the various treatment regimens for disease diagnosis,
treatment and medical research.

Classification means classification according to the type, class or nature; its most
important feature is the category known in advance. The application of different
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classification algorithms may vary in results, so different machine classification
models of medical classification of different diseases has different application
scenarios. For different diseases, choice of what type of model relies on compar-
ative study selectivity and improvement the efficiency of each algorithm in different
medical situations.

This paper selected different classification methods to study lung cancer data
collected from HIS system, and applied the R language on decision tree algorithm,
Bagging algorithm, Adaboost algorithm, SVM, KNN and neural network algorithm
classification algorithms in lung cancer data analysis, in order to explore the
advantages and disadvantages of each machine classification algorithm. Adaboost
algorithm and neural network algorithm have relative high accuracy, suitable for
this type of cancer disease analysis.

2 Comparison of Machine Model Methods
2.1 Adaboost Algorithm

Adaboost is an iteration and classification algorithm, continuous improvement
classifier by resampling and weighting. Each iteration amends misclassification in
previous classification; usually increase the weight of misclassification observations
during sample putting back of those observations, which is equivalent to reducing the
weight of correct classification observations, thus forming a new classifier into the
next iteration. Each iteration gives an error rate in generated classifier, the end result
is generated by weighted error rate votes from each classifiers in various stages [1].
Algorithm steps:

Given (x1,y1), ..., (xm,ym) where xie X,yieY={—-1, + 1}
Initialize D1(i) =1/m.

Fort=1,..., T;

Train weak learner using distribution Dr.

Get weak hypothesis: X — {—1, +1} with error

1. 1—et
e, = Pr ~ p,[ht(xi) #y;] Choose a, = —In( ¢ ).
i 2 et
Update:
D,(i e ifh(x;) =yi

Dy 1(x)= t()*{ ot () .

Z e™ifhy(x;) # yi

_ D, (i) exp( — ayyihy(xi))

Zt

where Z, is a normalization factor (chosen so that D, will be a distribution).
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Output the final hypothesis:

H ) = sign( ET: ahy(x))

t=1

Now boost algorithm has been greatly developed, occurring many other boost
algorithms, such as: Logitboost algorithm, real Adaboost algorithm. This paper
studies mainly the implementation process of Adaboost algorithm.

2.2 Artificial Neural Networks

Atrtificial Neural Network (Artificial Neural Networks) is a natural mimic neural
network [2]; it can effectively solve the complex problem consisting of variables
related regression and classification, we can also use it to establish a classification
model of clinical data sets. Algorithm steps:

(1) A set of connection. Respectively from each output X;, the weight in each
connecting line is wy;. The first subscript refers to the current neurons, the
second refers to synapsis inputs pointed by weights.

(2) Adder. Added the input signal X; corresponding to the synaptic weight wy;
multiplied to accumulate. The artificial creates a linear adder.

(3) Activation function fj. Limited neuron output value y, amplitude.

(4) An external bias b;. Deviation may increase or decrease the net input of acti-
vation function, depending on the bias is negative or positive (Fig. 1).

2.3 Decision Tree Algorithm

Decision tree is a typical classification algorithms of approximate and discrete
function values, In essence, it is the process of using induction algorithm to gen-
erate readable rules and decision trees, through a series of rules to classify data.
Decision Tree algorithm mainly has classical CART, C4.5 algorithm. This paper
use CART algorithm.

Fig. 1 Neural network
algorithm steps Xl»i”\._'_l__h l
e net vk
XEM\“ [ \ Z )—~ f(net)/-l —
Wkn BN




346 J. Lietal.

CART (Classification And Regression Tree) algorithm [3] uses a binary recur-
sive partitioning technology, dividing the current sample set into two sub-sample
sets, such that each non-leaf node has produced two branches. Therefore, CART
algorithm generates simple binary decision tree structure. When the decision tree
structuring, many branches reflect anomalies in the data because of the training data
noise or acnodes, making decision tree to classify the category unknown data.
Classification accuracy is low, CART algorithm often use afterwards pruning.

2.4 Bagging Algorithm

Bagging algorithm [4] is one of the methods used to improve the accuracy of the
learning algorithm, it constructed a prediction function series, and then combined
them into a predictive function in a certain way, which will improve the weak
learning algorithm to an arbitrary precision strong learning algorithm. Bagging
utilizes Bootstrap (bootstrap) sampling replacement. It do training sample many
times (such as k times) sampling replacement, each time extracts the same obser-
vation with the sample ones, so have k different samples. Then, generate a decision
tree for each sample. Thus, each tree generate a prediction for each new observa-
tion, and classification resulted from these trees majority generates bagging
classification.
Bagging algorithm is described in detail:

(1) fort=1,..., T Do;
(2) Randomly extracted M input from the training set:(x, y1),(x2,¥2)s A,(Xms Ym);

(D got training model h;;
@ replaced into the training sample;

(3) Output: H(x) =sign() ht(x)) Breiman noted that stability is the key factor for
whether Bagging could improve prediction accuracy rate or not: Bagging can
improve the prediction accuracy for unstable learning algorithm, while for
stable learning algorithm Bagging cannot obviously improve, even reduced
accuracy.

2.5 SVM and KNN

Support vector machine (Support Vector Machine) is a classification algorithm,
which is a second-class classification model. The basic model is defined as the
maximum interval linear classifier in the feature space, which means that learning
methods for supporting vector machine is the maximum interval, and ultimately
could be transformed into solving a convex quadratic programming problem.
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Table 1 Comparison on advantage and disadvantage of machine classification algorithms

Classification
Algorithm

Advantages

Disadvantages

Decision Tree

Able to handle the data type and the
conventional type, attributes can
analyze and evaluate model by the
static test, understandable and
interpretable. In a short time can make
a well performed and feasible result
for large data sources

Ignore correlation between attributes;
have difficulty in dealing with missing
data; the result in favor of those
features have more values

SVM Outstanding in solving Sensitive to missing data; lack of a
high-dimensional problem and universal solution for nonlinear
nonlinear problems, avoiding neural | problem; Kernel function must be
network structure selection and local | chosen for carefully handle
minimum problems. Improving the
generalization performance. SVM
learning problems can be represented
as a convex optimization problem,
could utilize known algorithms
effectively to find the global
minimum of the objective function

Adaboost Could classify different algorithms as | AdaBoost iterations set difficultly;
weak classifiers, and take advantage | data imbalance classification causes
of the weak classifier cascade well. accuracy decreased; training is
With high precision; comparing to the | time-consuming
bagging algorithm and Random
Forest algorithm, AdaBoost take full
account of the weight of each
classifier

Neutral Mapping any complex nonlinear Weak in explanation reasoning

network relationship, learning rules is simple. | process and reasoning ability based
Has a strong nonlinear fitting ability, |on the difference. Cannot work when
robustness, memory capacity, data is not sufficient. Aspect of
nonlinear mapping ability and strong | numerical problematic values lead to
self-learning ability loss of information

KNN No need to estimate parameters, take | Large amount of calculation; Weak
training. Simple algorithm, easy to output interpretability, cannot give
understand and implement; suitable rules like decision tree; category score
for rare events classification, KNN is | is not normalized. Smaller sample
better than SVM in size class field more prone to
multi-classification problems. For misclassification
overlap or class field for samples have
more points to be set, KNN method is
more suitable than other methods

Bagging Bagging training set is random, each | Algorithm instability, small changes

training set is independent, Each
prediction function (weak hypothesis)
has no weight, Bagging of prediction
functions can be generated in parallel,
extremely time-consuming learning
methods such as neural networks,
Bagging can save a lot of time
through a parallel training

in the data set can make a significant
change in the classification results
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Support vector machine exhibited many unique advantages in solving small sample,
nonlinear and high dimensional pattern recognition, and can be extended to other
machine learning problems such as function fitting. Support vector machine method
is based on the VC dimension theory and structural risk minimization principle
from statistical learning theory. According t o a complexity of the model of limited
sample, SVM finds the best compromise between the, namely learning accuracy
and learning ability from specific training samples, in order to obtain the best
generalization ability [5].

K nearest neighbor method is a simple and effective method of non-parametric
classification algorithm. The basic algorithm is to do category test by voting sample
k units nearest sample point distance to determine sample points category. It
occupies a significant situation in the classification machine learning algorithms. It
is a mature approach theoretically, one of simplest methods based on learning the
most basic instance and best text classification algorithm.

Below we list advantages and disadvantages of various machine classification
algorithm, as shown in Table 1.

3 Comparative Study and Assessment on Machine
Classification Models

3.1 Data Sources

Data set used is coming from artificial lung cancer datasets systematically collected
by HIS. Each dataset connection record has 10 properties, 3 discrete attributes and 7
continuous attributes. There have 168 data sets in total, randomly selected 112 as
the training data set, and the rest as a test data set. Part of data sample showed
below.

3.2 Model Evaluation Method

Error situation in the new data set cannot be reflected by errors on the training set
data in model. In order to better estimate model error rate on the new data set, this
paper uses a more sophisticated method called cross-validation (cross validation),
which is strictly using the training data set to evaluate the accuracy of the model on
a new data set. Cross-validation provides us an estimate of the accuracy of the
method. It allows us to select the most suitable model scenarios. The most com-
monly used cross-validation method is holdout method and K-fold cross-validation
method. Holdout method is the same training data for both fitting data and accuracy
of the assessment, which will lead to excessive optimism. The easiest workaround
is to separately preparing the training and testing of two sub-data sets, a training
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Fig. 2 Flowchart of cross validation
Table 2 Part of data sample
Inst |Time |Status |Age |Sex |ph. ph. pat. meal.cal | wt.
ecog karno karno loss
455 2 68 1 0 90 90 1225 15
5 210 |2 57 1 1 90 60 1150 11
12 1022 1 74 1 1 50 80 513 0
7 310 |2 68 2 2 70 60 384 10
11 361 2 71 2 2 60 80 538 1
6 81 2 49 2 0 100 70 1175 -8

subset is for fitting the model, another subset of the test used to assess the accuracy
of the model. Randomly selected portion of the training data is used only for the
training process, usually reserved 30% for test data. Another cross-validation
method is K-fold cross-validation. K-fold cross-validation is also dependent on
many independent subsets in a number of training data. The main difference is that
K-fold cross-validation outset randomly divides the data into the K disjoint subsets.
Each time, a set of data used for test, the rest for training model. Experiments uses
the Holdout method [6], structure proceeding is showed below (Fig. 2 and Table 2).

4 Experiment and Result Analysis

4.1 Cross Validation of Various Model Algorithms

Now supposed only two classes for classify targets, one is positive and one is
negative cases, confusion matrix as shown in Table 3, among them, TP (True
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Table 4 Column connection table in Adaboost algorithm

Predicted classification
Training set classification Testing set classification
result result
Actual classification 0 1 2 3 0 1 2 3
0 15 3 0 0 22 1 0
1 10 35 2 0 0 38 0 0
2 0 3 16 0 0 1 20 0
3 0 0 0 0 0 0 0 0
Table 3 Confusion matrix
Predicted classification
Actual classification Yes No Total
Yes TP FN P (actually Yes)
No FP TN N (actually No)
Total | P (divided into Yes) | N (divided into No) |P + N

positives) is positive cases and is the number of instances divided into by classifier.
FP (False positives) is negative cases and is the instance number divided into
positive cases by classifier; FN (False negatives) is positive cases and is the instance
number divided into negative cases by classifier; TN (True negatives) is negative
cases and is the instance number divided into negative cases by classifier.

e Adaboost Algorithm

R languages applied code showed:
weka.adab=boosting(ph.ecog~.,data=a[samp,],mfinal=15,control=rpart.control
(maxdepth=5))

weka.pred<-predict.boosting(weka.adab,newdata=a[-samp,])

weka.pred[—1

weka.predt<-predict.boosting(weka.adab,newdata=a[samp,])

weka.predt[—1]

As shown in Table 4, this paper uses R language in test set to analyze the factors
through cross classification, and the table counting column established on combi-
nation of each factor level. In the test, most of the data set appears in the diagonal,
but the data belong to the group of O class 1 groups are divided into 1 categories;
data belongs to the group of 2 class 1 groups are divided into 1 categories.
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Fig. 3 Influence factor in
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Figure 3 is the compare for influence factors in the AdaBoost algorithm, is
similar to bagging algorithm. While ph.karno still occupy a high proportion, age,
time, and wt.loss also occupied a certain proportion. But ph.karno occupies a
decisive advantage. The accuracy of it plays an important role in AdaBoost
algorithm.

e Decision Tree Algorithm

Applied R language into code showed in Fig. 4.

Figure 4 shows decision tree draws 83 sets of data. With the condition that the
ph.karno is not less than 75, there are 61 sets of data, their ph.ecog survival status
value was 0.67 (smaller values indicate better living conditions); With the condition
that the ph.karno is not less than 95, there are 15 groups of data accounted for 18%,
their ph.ecoh survival status vale was 0.067; With the condition that ph.karno is not
less than 85 and Inst is not less than 12, there are 8 groups accounted for 10%, the
survival status value average was 0.38; There are 15 sets of data with Inst less than
12, the survival state of the average value of 0.8. Other survival status value was
1.1; With condition that ph.karno is less than 75 and the weight reduction of 7.5,
there are 7 groups, survival status value was 1.6; With the condition that decreased
in weight is more than 7.5, there are 15 sets of data survival status average value of
2.1. Overall speaking, survival condition is good.

This paper uses R language in test set to analyze the factors through cross
classification, and the table counting column established on combination of each
factor level. The results were shown in Table 5. If all categories are correct, the
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Fig. 4 Applying R language into decision tree

Table 5 Column connection

. o Predicted classification
table in decision tree

. Training set Training set
algorithm . . . .
classification classification
result result
Actual classification 0 1 2 |3 0 1 2 |3
0 11 2 0 |14 1 0
1 14 |34 110 8 [36 2 10
2 0 5117 |0 3 |18 |1
3 0 0| 0]|0]| O 0| 010

number on the diagonal is all bigger than 0, and the number other than the diagonal
is 0. In the test set, the vast most number appear on the diagonal, but for data set
belongs to the class 0, there are 3 group counts into class 1; for data set belongs to
the class 1, there are 4 groups counts into class 0 and 3 are counts into class 3; For
data set belongs to the class 2, there are 2 groups counts into 1; For data set belongs
class 3, there are 1 group was counts into 2.
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Table 6 Column connection
table in Bagging algorithm

Predicted classification

Training set Training set
classification classification
result result
Actual classification | 0 1 2 |3 0 1 2 |3
0 16 | 9 0 (19 | 3 0
1 7129 | 5|0 | 4 |33 0
2 0 1 {17 10| 0| 2|18 |0
3 O[O0 01|0)|01|O 1|0

e Bagging Classification

This paper uses R language in test set to analyze the factors through cross classi-
fication, and the table counting column established on combination of each factor
level. The results were shown in Table 6. In test set, most of the data set on the
diagonal, but data set belongs to 0 class 1 counts into category 1; For data set
belong to class 1, there are 8 group counts into category 0 and 2 groups counts into
category 2; For data set belong to 2 class, there are 3 groups counts into category 1
and 1 group counts into category 3.

Figure 5 is the influence factors of bagging algorithm that illustrates the influ-
ence from ph. Karno algorithm for the bagging is far greater than the influence of
other properties.

Fig. 5 Influence factor in
Bagging algorithm compare S

60
|

30 40

20

10

patkarno
phkarno
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Table 7 Column connection Predicted classification
table in neural network . .
. Training set Training set
algorithm . . . .
classification classification
result result
Actual classification 0 1 2 |3 0 1 2 |3
0 12 |12 0 |22 0 0
1 8 |28 4 |1 1 |39 0|0
2 1 6 |11 |0 | O 0 |20 |0
3 0 0|0 ]|0]| O 01| 0|1
Table 8 Column connection Predicted classification
table in KNN algorithm . .
Training set Training set
classification classification
result result
Actual classification 0 1 3 0 1 2 |3
0 11 |10 310 [10 |13 2 10
1 1 |40 1 2 |37 2 10
2 8 [11 |0 | O 7 |11 |0
3 0 0|0 | O 0| 010

o The Neural Network Algorithm, the KNN Algorithm and SVM Algorithm

This paper using R language applied code implementation of neural network
algorithm, the KNN algorithm, SVM as shown in Tables 7, 8 and 9, the code is
omitted.

This paper uses R language in test set to analyze the factors through cross
classification, and the table counting column established on combination of each
factor level. The results were shown in Table 7. In the test set, most of the data set
on the diagonal, data set belongs to class 1 have 1 group counts into category O.

This paper uses R language in test set to analyze the factors through cross
classification, and the table counting column established on combination of each
factor level. The results were shown in Table 8. In test set, most of the data set on
the diagonal, but for data set belongs to class O, there is 13 group counts into

Table 9 Column connection Predicted classification
table in SVM algorithm - .
Training set Training set
classification classification
result result
Actual classification 0 1 2 |3 0 1 2 |3
0 18 1 0|9 1 0
1 4 |38 0 |15 |35 0
2 0 1 (19 |1 1 5 117 |0
3 o000 0| O0]O0]O
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category 1 while 2 groups into 2; For data set belong to class 1, there are 2 groups
counts into 0 and 2 group counts into 2; For data set belong to class 2, there is 7
group counts into 1.

This paper uses R language in test set to analyze the factors through cross
classification, and the table counting column established on combination of each
factor level. The results were shown in Table 9. In test set, most of the data set on
the diagonal, but for data set belongs to class 0, there is 1 group counts into
category 1; For data set belong to class 1, there are 15 groups counts into 0 and 1
group counts into 3; For data set belong to class 2, there is 1 group counts into 0
while 5 into 1.

4.2 Comparison of Each Algorithm’s Predicted Rates

Through the confusion matrix to calculate following evaluation index, got six kinds
of algorithms of error rate, error rate and correct rate are opposite concepts,
describing the error percentage by classifier. For example, right and wrong are
mutually exclusive events, and lower error rates, classification better.

Table 10 shows the error rate of the 6 algorithms, Adaboost and neural network
error rate is 2.4%, decision tree and bagging error rate is below 20%, SVM and
KNN’s is about 30%. For a more intuitive performance, results as shown in Fig. 6:

Table 10 Error rate of six algorithm

Algorithm Error rate
Adaboost 0.024
ANN 0.024
Decision tree 0.158
Bagging 0.18
SVM 0.273
KNN 0.309
SVM27.3%

Tree 15.8 %

Bagging 18

Adaboost 2.

ANN 2.4 % KNN 30.9 %

Fig. 6 Error rate of six algorithm
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According to the forecast results of the experimental data found: Adaboost
algorithm and the neural network accuracy as high as 97.5%, above, and the
decision tree and Bagging algorithm accuracy above 80%, and K is the most
adjacent and SVM, the worst performance accuracy is about 70%.

For classification model, we introduced several model performance index used
in the above process step 3. These techniques include simple calculation of accu-
racy rate, and the confusion matrix.

5 Conclusion and Future Work

This paper illustrates research and comparison on machine classification models in
lung cancer data analysis, and finds out Adaboost and neural network prediction
rate is above 95%, decision tree and Bagging algorithm prediction rate is above
80%, KNN and SVM has the worst performance with prediction rate at about 70%.
Ph. Ecog occupies a decisive influence factor, to some extent, according to ph. Ecog
score, could do disease diagnosis for patients, and the result has some reference
value on clinical diagnosis. On the other hand, the process of selecting the clas-
sification model should be based on the real data set, trying to use different clas-
sification methods, while using cross validation method to test the model, and to
choose the classification model with high accuracy, in order to realize the highest
value of the data. Different machine classification method has different application
scenarios in different diseases. Choosing different types according to different
disease model under different situation, can improve the efficiency of medical data
application, so as to improve the disease diagnosis accuracy.
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Evaluation of Smart City Developmental
Level Based on Principal Component
Analysis and GA-BP Neural Network

Chao Shi, Mengqiao Han and Yanbing Ju

Abstract Smart city assessment issue is an important component of smart city
construction. On one hand, it can help the government to guide and direct the
activities of Smart-city Construction, on the other hand, it can reflect and give
feedbacks to the audience. In this paper, according to the existing evaluation system
of Smart City at home and abroad and the division standard of the latest cities in
China, we create a more complete and comprehensive evaluation system. At first,
we use the Principal Component Analysis (PCA) to reduce index that is according
to design the evaluation index of smart city developmental level. Then, these index
after reducing let input BP neural network optimized by Genetic Algorithm to train
and simulate, find the error of between the actual output value and expected value
reach the expected goal. At last, we use directly BP neural network and compare the
errors and find using GA-BP neural network prefer. Thus further proves the sci-
entificity and rationality of the evaluation method.

Keywords Smart city - Developmental level < PCA theory + GA-BP neural
network

1 Introduction

Smart city is another flyby of city life quality after the industrialization, electrifi-
cation and digitization of city development. Smart city is a new idea and new mode
to contribute to the urban plan, establishment, management and service intelligence
through using cloud computing, big data, Internet of Things, mobile Internet, spatial
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geographic information integration and other new generation of information tech-
nology. Many countries and cities have launched their own smart city projects to
resolve urbanization issues and challenges. The USA was one of the first countries
to launch a smart city project with a high compliment of smarter planet notions
from President Barack Obama [1]. The Digital Agenda initiative of the European
Commission promotes smart cities in Europe, and a corresponding Smart Cities and
Communities initiative, focusing on energy efficient cities, has also been launched
and has achieved a great deal to date [2]. With more than 200 pilot smart cities,
China has invested heavily more than 2 trillion RMB in smart cities (both research
and implementation) in 2015 alone, to sustain its largely urban population [3]. After
these cities became the first batch of pilot cities for national smart city establish-
ment, like Beijing, Shanghai, Guangzhou, Shenzhen, Wuhan, Kunming, Chengdu,
Wuxi, Ningbo and Foshan, the smart city establishment has become a kind of urban
label like mushrooms after rain [4]. Although the smart city establishment is in full
swing, the establishment modes copy each other, the location of quite a few cities is
not clear and the infrastructures for establishment are incomplete. Besides, driven
by the government performance examination, cities blindly copy and compete with
each other. At the same time, people fail to clearly recognize the city elements of
the smart city establishment and the existing development potentials of cities, so
there are too many challenges for the smart city establishment and too many new
urban problems.

The smart city is faced with two challenges mainly when it gets started in China
soon. On the one hand, people need to know the real requirements of the smart city
quickly and accurately and determine the establishment objective of the smart city.
Currently, another question to be explored is to set up a set of assessment index
system which is scientific and reasonable and can meet the market requirements as
well as the spirit of the time. On the other hand, it becomes anther problem how to
assess the quality and level of urbanization scientifically based on the established
assessment index system. George Cristian Lazaroiu [5] has come up with the
establishment concept model of the smart city establishment plan and assessed the
implementation effects of the smart city establishment plan by setting up model
assessment model. The comprehensive analysis of the existing research results
shows that although the scholars have come up with the smart city assessment index
system, there are still few assessment about the smart city and no systematic
assessment has been conducted for the smart city development potential.

Therefore, according to the domestic smart city development situation, the paper
chooses the smart city assessment index system as the research object. Based on the
Chinese newest city division standard, it proposes to use the expert voting stimu-
lating data to build a set of smart city development potential assessment system.
Principal Component Analysis is used to process the dimension reduction of the
second-class index in the assessment index system. Then GA-BP Neural Network
assessment method shall be built to evaluate and predict the development potential
of the smart city. The PCA theory is used to simplify the original index system
based on the principal components which are formed by computing the secondary
indicator contribution rate. At the same time, the newly formed indexes (principal
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component) shall be independent and be input into BP Neural Network as the
variables. The genetic algorithm is adopted to optimize the weight value and
threshold value of BP Neural Network. The learning and training needs to be
conducted through BP Neural Network. The output results need to be compared
with the urban division standard. The error shall be controlled within a reasonable
range. We can better understand the foundation of the smart city establishment and
master the development potential and establishment capacity of the smart city,
provide reference for overcoming the blind establishment of the smart city and the
unitary establishment pattern by assessing the development potential of smart city.
Finally, it shall give the necessary decision reference and practical guidance for
setting up the reasonable and scientific development plan of the smart city.

In this paper, we give a new evaluation of smart city developmental level based
on principal component analysis and GA-BP Neural Network. Section 2 presents
building smart city developmental level evaluation system. Section 3 expounds in
detail the basic theory of PCA and GA-BP Neural Network. Section 4 founds the
model based on the new evaluation system of smart city and the skills (PCA for
attribute reduction and GA-BP Neural Network for forecasting and evaluating).
Finally, Sect. 5 concludes the paper.

2 Structure of Evaluation System for Smart City

It is a key part to evaluate the smart city that we establish the assessment index
system of the smart city. It shall directly affect the assessment quality whether the
index system is comprehensive and the hierarchical structure is clear or reasonable.
In 2009, the regional science center of Vienna University of Technology firstly
came up with the six dimensions to show the city intelligence: economic growth,
mobility and convenience, comfortable environment, people intelligence, life
safety, fair treatment. The establishment of the smart city assessment index system
shall fully consider the urban information network infrastructures’ development
level, comprehensive competitiveness, policies and laws, green and low carbon,
humanity culture and science technology and many other elements.

In this paper, we study and analyze the definitions of smart city from the fol-
lowing four perspectives:

Technical infrastructure. Application domain. System integration. Data pro-
cessing [6]. In order to guide general smart city planning, especially for particular
systems or applications, it is necessary to let the designers know clearly in which
areas their projects are situated, and what aspects are to be considered and covered.
In this paper, we continue to use the four perspectives cited in our smart city
definition as a basis for analyzing application domains.

e Government: Improving the internal and external efficiency of the government;
enabling citizens and other relevant organizations to access official documents
and policies; ensuring that public services work efficiently; monitoring and
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Table 1 Classification of smart city application domains

C. Shi et al.

Domain Sub-domain Domain Sub-domain

Government (A) E-government(A,) Business(C) Enterprise (C,)

(more efficient) government(A,) (more prosperous) Management(C,)
Public service(As) Logistics(C3)
Public safety(A4) Supply chain(Cy)
City monitoring(As) Transaction(Cs)
Emergency(Ag) Advertisement(Cg)
Response(A7) Innovation(C5)
Transparent (Ag) Entrepreneurship(Cg)

Agriculture(Cy)

Citizen(B)
(happier)

Public transport(B)
Smart traffic(B,)
Tourism(B3)
Entertainment(B,)
Healthcare(B5)
Education(Bg)
Consumption(B-)
Social cohesion(Bg)

Environment(D)
(more sustainable)

Smart grid(D,)
Renewable energy(D,)
Water management(D3)
Waste management(D,)
Pollution control(Ds)
Building(De)
Housing(D-)
Community(Dg)

Public space(Dy)

managing public safety; responding quickly and effectively in emergency
situations.

Citizen: Traveling and moving more efficiently; accessing contextualized, pre-
cise, real-time information in daily life; high-quality essential public services
such as education, healthcare and sport; enriching spare time activities, com-
municating and sharing more with others.

Business: Traveling and moving more efficiently; accessing contextualized,
precise, real-time information in daily life; high-quality essential public services
such as education, healthcare and sport; enriching spare time activities, com-
municating and sharing more with others.

Environment: Delivering more sustainable, economic and secure energy and
water supplies by taking into account citizens’ behavior; using more green or
renewable energy; recycling and treating waste efficiently and safety; reducing
and preventing pollution in the city; offering mobility, telecommunication,
information and all other facilities in different city spaces.

Our classification of smart city application domains in shown in Table 1.

3 PCA and GA-BP Neural Network Model

3.1 Principal Component Analysis

Principal component analysis (PCA) is one of the most popular unsupervised
dimensionality reduction methods which tries to find a subspace where the average
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reconstruction error of the training data is minimized. It is useful in representation
of input data in a low dimensional space and it has been successfully applied to face
recognition, visual tracking, clustering, and so on. Now it is mostly used as a tool in
exploratory data analysis and for making predictive models. PCA involves the
calculation of the eigenvalue decomposition of a data covariance matrix or singular
value decomposition of a data matrix, usually after mean centering the data for each
attribute [7]. The first principal component accounts for as much of the variability in
the data as possible, and each succeeding component accounts for as much of the
remaining variability as possible. The goal of PCA is to reduce the dimensionality
of the data while retaining as much as possible of the variation present in the
original data set.
Supposing X is a data matrix with n samples and m variables.

)CT
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X= 720 72T a0 | Ry, L X, ERVT
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e Original data will be standardized (Z-Score Standardization)

Class and quantity in order to eliminate the impact of different dimension, first of
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posttreatment x;.
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Based on the standardized data matrix X = (x;), calculated the correlation
coefficient matrix R = (ry),, .- Where, r;; are the correlation coefficient between the
x; and x; target factor.
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e Solving eigenvalue of the correlation matrix and eigenvectors

Calculating the characteristic equation |R — AI| =0, obtained all of the eigenvalue
M>Ap>+>24,, and the corresponding Tikhonov wunit eigenvector

=ty oy, .., twy)

m
*
Y= kZI U * X

e To determine the number of principle components

Selecting r principal components in the m principal components that have been
identified to finally realize the evaluation analysis. In general, the contribution rate
of variance m principal components that have been identified to finally realize the

m
evaluation analysis. In general, the contribution rate of variance ¢;=4;/ ). Ax could
k=1
explain that principal component Y; reflects the amount of information size. R is
r
determined by the principle that accumulated contribution value G(r)= )] ¢ is
k=1

large enough (typically more than 85%).K is kth measured values of the ith and jth
factor, k=1,2, ..., r.

3.2 GA-BP Neural Network

Artificial neural network is a new information processing system which basis on a
preliminary understanding of human brain structure, activity system. Now it is
widely used in pattern recognition, data prediction, system identification, image
processing, speech understanding, and function fitting, and other fields [8].
Using BP algorithm of multilayer network model is called BP neural network. BP
artificial neural network is the most widely used neural network, the most studied
networks. The BP network is also called an error back-propagation network, which
is composed of input, hidden and output layers.

In this paper, the input layer is shown in X = (x;,xz, ..., xm)T, the output layer
is shown in Y=(y.,yy....y,)

O0=(0y,0, ..., o,)T. The initialized weight Wl(ni

the hidden layer is shown in

) represents the weight of con-

nection between the input layers and the hidden layer, and W,(l,z) represents the
weight of connection between the hidden layer and the output layer. The threshold

o) = (651),6;1), e, 95”) indicates the threshold value in the hidden layers
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during the jth learning process, while o' .

threshold value in the output layer at the same learning process

net; states for the Status of network O;, and net; = Z (»1),] =1,2,...,1

O0;=f(net)) =f <2w Xi— -”)

Formula as follows computes its output z; in output layer as a function f of the

sum, viz:

o 20, g ; 2)
nety= Y wi 0;—= 6,7 k=12, ..., n;ze=f(nety) =f (Z waO -6,7)
Jj=1 Jj=1

For the ith learning sample, its square error is E; = % E Yk — zk
The average error of the system (m represents numbers of learning sample)
m
E= Y E,.
ight W,)), W7 and the

i=1
If error cannot satisfy the request, we should adjust the weight W, ', W,

threshold 6", 9% iteratively until system average error meets the request

The weight adjusts:

OE;
()()+AW<> WJ([I)(t)_'_(_’,](l).T)
ow;;

wi! )(t+ )=
Ji
Among which:
aE aE aZk an n I m
—_— = e L] _ - y —Z nel‘ . net . xl
awj_iw 0zx  00; aw./<‘i1> kgl( k=) f ( k) - ; ( i) i;}

Put adjusted weight w( )(t +1) and w,(( )(t + 1) and adjusted threshold 6 )(t +1)

and 6’j (t+ 1) in the network (Fig. 1).



366 C. Shi et al.

Calculate the fitness [ | Determine the neural network topology |
v

| Copy high fitness of chromosomes | | Code for weights and thresholds

Cross

\ A

Decode with weight and threshold value

v

| Pay the weight and threshold to BPNN |
v

The new group | Train the network with training data |
v

Test the network with testing data

Test errors

T
N

| To get the optimal solution

Fig. 1 GA-BP neural network algorithm process

4 [Evaluation System Based on PCA-GABP Model
in Smart City

4.1 Sampling and Data Collecting

This paper aims for researching on the development level of Chinese smart cities.
Based on the division the Chinese cities in 2015, five cities from each division were
selected randomly as training and testing samples and the results are listed as
follows: first-tier cities-Beijing, Shanghai, Guangzhou, Shenzhen and Tianjin;
second-tier developed cities-Hangzhou, Nanjing, Jinan, Chongqing and Qingdao;
second-tier medium-developed cities-Chengdu, Wuhan, Shenyang, Xian and
Changchun; second-tier less developed cities-Hefei, Nanchang, Nanning, Kunming
and Wenzhou; third-tier developed cities-Urumqi, Guiyang, Haikou, Lanzhou and
Yinchuan; third-tier medium-developed cities-Shaoxing, Jining, Yancheng, Handan
and Linyi; third-tier less developed cities-Liuzhou, Baoji, Zhuhai, Mianyang and
Heze; fourth-tier cities-Zhuzhou, Zaozhuang, Xuchang, Tongliao and Xianyang.
For the first and second tier cities, with high level of economic development, the
urban infrastructure is relatively ample, while when it comes to third and fourth tier
cities, the development level and infrastructure is left far behind. However, in order
to maintain the diversity and integrity of samples, we still selected samples from all
the four tiers. The main data sources are 2014 statistical bulletin of national eco-
nomic and social development, as well as 2014 statistical monitoring results of
scientific and technological progress and statistical bulletin of science and tech-
nology, while other data is from the Internet. The symbols SC;, SC,, SCs, ..., SCy
were used to denote the cities selected.
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4.2 Index Reduction

In order to eliminate the dimension in raw data, Min-max normalization theory [9]
was applied to convert the data. Dimensionless processing was conducted on the
original data. Since each first grade index can reflect one aspect of smart city,
principal component analysis was conducted on the secondary indexes derived from
each first grade index. Thus, we got the principal components of each first grade
index and the cumulative contribution rate of 98%. After analyzing the dataset, for
the first grade index Government, the top three characteristic roots are 39.21, 1.21
and 0.50 and the cumulative contribution rate is 98.36%, which is greater than 98%.
According to the principle of principal component extraction, the top three principal
components were selected as the secondary indexes of Government. And for the
first grade index Citizen, the top four characteristic roots are 44.84, 1.05, 0.54 and
0.44 and the cumulative contribution rate is 98.23%, which is also greater than 98%.
Thus, the top four principal components were chosen as the secondary indexes of
Citizen. For the first grade index Business, the top five characteristic roots are
41.88, 0.82, 0.72, 0.52 and 0.42 and the cumulative contribution rate is 98.90%,
much greater than 98%. Thus, the top five principal components were chosen as the
secondary indexes of Business. For the first grade index Environment, the top six
characteristic roots are 46.01, 0.64, 0.55, 0.48, 0.43 and 0.37 and the cumulative
contribution rate is 98.69%, also greater than 98%. Thus, the top six principal
components were chosen as the secondary indexes of Environment. Therefore, after
implementing the index reduction on the secondary indexes of the four first grade
indexes, 18 principal components were obtained, which formed the new evaluation
index. The city division, acted as the data label, was used for standardizing the new
evaluation index system and the results were shown in the Table 2.

4.3 GA-BP Neural Network Algorithm

Three-layer BP neural network was utilized in this paper. Input vectors have 18
dimensions while output vector has only 1 dimension. As we know that the

Table 2 Part of data dealt with PCA and max-min normalization

Index | A, A, As B, . | Dy D, D, Ds

SC, 0.894 | 0958 | 0.905 | 0924 |... | 0.898 | 0.551 | 0.957 | 0.615
SC, 1.000 | 0.995 | 0916 | 0.898 |... | 0.683 | 0.769 | 0.921 | 0.991
SC, 0.776 | 0.882 | 0.698 | 0.813 |... | 0.840 | 0.862 | 0.829 | 0.774
SC, 0.862 | 0.729 | 0.784 | 0.659 |... | 0776 | 0.708 | 0.721 | 0.774
SCs | 0.109 | 0330 | 0207 | 0216 |... | 0243 | 0.179 | 0214 | 0.222
SCyp | 0.000 | 0055 | 0213 | 0221 |... | 0218 | 0312 | 0.127 | 0.143
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numbers of nodes on hidden layer and input layer have the following relationship:
np =2 X ny + 1, Thus, the number of node on hidden layer is 37 and the chosen
structure of the neural network is 18-37-1, which means that input layer has 15
nodes, hidden layer has 31 nodes and output layer has 3 nodes. As the total number
of weights is 666(18 X 37 + 37 =666), and the total number of thresholds is 38
(37+1=38), we got 704(666 + 38 =704) parameters for Genetic algorithm opti-
mization. 32 samples from Table 1 were taken as training data and the rest 8
samples as testing data. The norm of test error can be used for measuring the
network generalization ability. When calculating the individual fitness value by
error norm, the lower the error norm is, the higher the individual fitness value and
the better the data. This paper chose the s-shaped tangent function transig() as the
transfer function for hidden layer and s-shaped logarithmic function logsig () as the
transfer function for output layer. The parameters for training function trainlm() are
net.trainParam.epochs = 1000, net.trainParam.goal = 0.01 and LP.Ir=0.1.
Genetic algorithm optimization BP neural network utilizes genetic algorithm to
optimize the initial weights and thresholds of BP neural network, which can
improve the prediction performance of BP neural network. The major components
of genetic algorithm optimization BP neural network are population initialization,
fitness function, selection operator, crossover operator and mutation operator. The
number of weights and thresholds were shown in the (Table 3).

Assume that both weights and thresholds were 10-digit binary numbers and thus
the individual binary code length is 7410. Among them, the first 6660 digits are
output layer and hidden layer linking weights coding; 6661-7030 are hidden layer
threshold coding; 7031-7400 are hidden layer and output layer linking weights
coding; 7401-7410 are output layer threshold coding. Fitness function utilized the
sorted fitness assignment function:FitnV = ranking (obj), of which obj is the output
of object function. Then, stochastic universal selection (SUS) was adopted after
selecting operators. The simplest single-point crossover operator was employed and
the parameter setting was listed in the (Table 4).

After running 50 generations of genetic algorithm, the outputs are matrix of
weights and thresholds (not listed here since the amount of data is too big). The
minimum error is 0.111 and the evolution curve is shown in the Fig. 2.

Table 3 Weights and thresholds for BP neural network

Output layer and hidden Hidden layer Hidden layer and output Output layer
layer link weights threshold layer link weights threshold
666 37 37 1

Table 4 Parameter settings for genetic algorithm

Population Maximum Binary Crossover Mutation Generation

size number of digits of probability | probability | gap
generations variables

40 50 10 0.7 0.01 0.95
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Fig. 2 Evolution curve for
genetic algorithm

Fig. 3 Best training
performance
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As such, we got two training error curves, one from random weights and
thresholds and the other from optimized weights and thresholds. Then, prediction
values, prediction errors and training errors were listed out. From the comparison
we can see that, by optimizing initial weights and thresholds, the test error
decreased from 0.325 to 0.111 and the training error decreased from 0.448 to 0.238,
which suggests that the performance for both training and testing was improved
greatly. The actual output was very close to what is expected, and the error between
them has met the set objective (Figure 3 and Table 5).
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Table 5 Compare the results with BP neural network and GA-BP neural network

Y 1.000 |0.857 [0.857 [0.714 |0.571 |0.429 |0.429 |0.286 |0.143 |0

BP 0.971 [0.953 [0.889 |0.712 |0.834 |0.375 |0.305 [0.376 [0.189 |0.052
GA-BP |0.935 |0.851 |0.848 [0.694 [0.616 |0.391 |0.426 |0.287 |0.149 |0.065
Error for BP:0.325 error for GA-BP:0.112

5 Conclusion

This paper proposed a smart city development evaluation method based on prin-
cipal component analysis and the BP neural network optimized by genetic algo-
rithm. First, initial evaluation index system was established by first grade and
secondary indexes and then index reduction was conducted for each of the first
grade indexes. The obtained 18 principal components acted as input variables to
train the model in BP neural network. Thus, we got a PCA-BP neural network smart
city development capacity evaluation system, which was then optimized by genetic
algorithm on the weights and thresholds to strengthen the algorithm’s adaptive
capacity and to improve its training performance. Finally, after comparing the
results through simulation test, we found that both training error rate and testing
error rate were acceptable. As such, this PCA-BP neural network method performs
well for evaluating the development capacity of smart city.

According to the evaluation results, cities, such as Beijing, Shanghai and
Guangzhou, have relatively complete information infrastructure and high level of
social management and public service. Furthermore, their science and technology
development and innovation ability rank the top among all the cities in China.
Therefore, with the high quality of city construction, these cities have greater
potential for smart city development. However, for inland cities such as Lanzhou,
Guiyang and Kunming, their smart city construction pace is much slower with
relatively low speed of economic development and incomplete urban infrastructure.
In this case, in order to improve smart city development ability, it is recommended
that cities invoke the potential of innovation and enhance smart city construction
quality.
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A Security Reactive Routing Strategy
for Ad Hoc Network

Ye Yongfei, Liu Minghe, Sun Xinghua and Zhang Xiao

Abstract Routing protocol algorithm is the basis for establishing a communication
link between nodes, and its performance affects the survival of Ad Hoc networks
directly. If the malicious node control network communication link, it will launch a
variety of attacks, in order to achieve the purpose of stealing network data or
destroy the network environment. Considering the weak security of traditional
reactive routing protocol in Ad Hoc network, a secure strategy is proposed to resist
the attack behavior. The secure reactive routing strategy consists of two parts, the
routing request and the routing response. The route establishment based on the
successful authenticated for relevant nodes, and then the data is encrypted and
transmitted. The algorithm is combined with the identity authentication, hash
function, public key encryption and other security strategy, reduce the control
probability for the routing information by malicious nodes effectively, and ensure
the data communication between the source node and the destination node can be
on a safe and reliable route.

Keywords Secure reactive routing strategy - Ad Hoc networks - Identity
authentication - Hash chain - Distributed CA

Y. Yongfei - S. Xinghua - Z. Xiao (=)

School of Information Science and Engineering, Hebei North University,
Zhangjiakou, Hebei Province, China

e-mail: 780117251 @qq.com

Y. Yongfei
e-mail: yeyongfei005@126.com

L. Minghe

School of Economics and Management, Hebei North University,
Zhangjiakou, Hebei Province, China

© Springer Nature Singapore Pte Ltd. 2018 373
N.Y. Yen and J.C. Hung (eds.), Frontier Computing, Lecture Notes
in Electrical Engineering 422, DOI 10.1007/978-981-10-3187-8_36



374 Y. Yongfei et al.

1 Introduction'

In Ad Hoc network, each network node plays two roles: the host and the router.
When there are routing messages and data packets need to be transmitted, they
should cooperate with each other in the network. The frequent moving of mobile
terminal equipment forms a dynamic network topology. Because of the network
based on poor reliability of wireless communication channels, so the network nodes
are easily captured, and the network suffer from serious security threats. Routing
between nodes is the basis of data security and reliable transmission and its security
is very important to the availability of the network. Therefore, it is the basic
guarantee for the secure transmission of data packets in the network to establish the
effective routing for the legal nodes.

There are more than ten routing protocol standards for Ad Hoc network have
been designed, typical routing protocols are DSDV, AODV and DSR, etc. The
common characteristic of these routing protocols is to establish the communication
link between nodes to adapt to the dynamic and fast topology changes of Ad Hoc
network and improve the speed of routing information forwarding. The route
establishment between all nodes is based on a hypothetical: all nodes have a strong
trust relationship and can collaborate on data forwarding work perfectly. These
routing protocols have provided the opportunity for the invaders and suffer from
many kinds of attacks because of they rarely take into account the security problem,
such as flooding attack, Sybil attacks, wormhole attack. So far, the improvement
research work for Ad Hoc network routing protocols has made great progress [1-3]
at home and abroad, and there are some research results on secure routing, such as
analysis the existing security issues in Ad Hoc network routing and the quality of
service (QoS) and media access control (MAC) protocol is also analyzed. Some
researchers have proposed using IPSec (IP Security) to solve the routing security
problem in Ad Hoc network, because of the mechanism needs to maintain multiple
databases and a large amount of calculation, but the energy and storage are limited
in Ad Hoc network, so it has a poor feasibility.

Ad Hoc network is a wireless mobile network with a high degree of autonomys;
so traditional network security technologies cannot adapt to the application without
any modify. The previous studies have certain aspects of security risks, and cannot
provide a safe algorithm to establish routing between nodes. So we need to design
security mechanisms to ensure the normal operation of the network.

This paper proposes a secure reactive routing protocol to establish the route
between all nodes of the network, aims to resist the related attacks.

'(1) Population Health Information in Hebei Province Engineering Technology Research Center;
(2) Medical Information in Hebei Universities Application Technology Research and Develop-
ment Center.
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2 Correlation Algorithm

In the secure reactive routing protocol algorithm, using the thought of Shamir
threshold scheme [4] to realize the distributed management of Certificate Author-
ity CA (certificate authority), in order to authenticate the identity of a new node and
issue the certification for it [5]. By using asymmetric encryption algorithms to
encrypt the routing information to establish the secure routing between nodes and
the symmetric encryption algorithm to encrypt the data packages [6].

2.1 Distributed Management of CA
(Certificate Authority, CA)

In the public key cryptosystem, the network uses a single authentication manage-
ment center CA (Authoring Certification) to realize the identity authentication of a
new joining node and issue the certificate. Because Ad Hoc network has a poor
security, if using the centralized CA to authenticate nodes, once the CA is captured,
the entire network system will be into chaos and collapse in the end. The scheme
adopts the mechanism of distributed CA to realize the effective authentication of
node’s identity.

(1) Shamir Threshold Scheme (t, n)

In 1979, Shamir first proposed threshold secret sharing scheme. The main idea
is: a secret S is divided into n known to share of the secret, and to distribute to
n participants. When you want to restore the secret S, you need at least any ¢ secret
share portfolio in collaboration to complete the task, and any combination of less
than ¢ secret share cannot get any information about S. The numerical ¢ called the
threshold in Shamir (t, n) threshold scheme is the key to restore the secret S, and
there is a certain requirement for its value.

In 1999, Hass and Zhou for the first time apply the idea of secret sharing be put
forward by Shamir to the certified private key management of certification man-
agement center CA (Authoring Certification). The algorithm of using threshold
mechanism to manage the authenticate private key is: SK(SK > 0) is the system
private key for node’s identity authentication in the network, » is the number of
nodes, ¢ is the appointed threshold value, the secret key SK is divided into n secret
shares allocated to each node in the network, there any equal to or more than
t shares of a secret combination can be restored the system private key SK, while
less than ¢ secret shares cooperation cannot be reconstructed. The algorithm
implementation mainly through the following two processes to complete:
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(2) Secret Partition System Private Key

yi=glx)modp,i=1,2, ....n (1)

Select a prime p > max(SK,n), a secret prime a; (0<a;<p —1,0<j<r—1)
randomly, and generate a (n — 1) order polynomial g(x). By using formula (1) to
calculate the share y; of the private key SK and send (x; y;) to node N;, at the same
time, announced the prime p’, and destroy the coefficient a;.

(3) Restore System Private key SK

According to the Lagrange interpolation function, select any ¢ different point
values (x; y;) and plug into the formula (2) to reconstruct the polynomial, and then
use the formula (3) to calculate the private key SK:

)= £ 00 T1 3= (moa) )
i=1 j= v ]
JFi
$K=5(0)= 3 00 1~ )mods) o)
i=1 ,]= 1 ]
j#i

The calculations show that only at least # secret shares holder cooperation to
recover the system private key SK. When the system private key is used to sign the
identity authentication of the node, the system public key is used to verify whether
the secret partition is correct or not.

In the network system CA and each node have their own a public/private key
pair, used to ensure the security of data information exchange. Each node has its
own certificate, mainly by the node identity mark IDi, node public key PKi, request
authentication time stamp Ti, for example the certification of node Ni is expressed
as: [ID;|PK;T;]. After the certificate is generated, the node needs to issue a certificate
of identity to the system CA in the network. When node Ni applies for certification
services to the network, as long as the threshold t nodes were used to have their own
valid secret share of SK to apply for a node certificate valid signatures. Then the
algorithm will certificate synthesis, so as to realize the distributed CA signature
certification on node Ni certificate.

2.2 A One-Way Hash Function

One-way hash function made the input of arbitrary length message on M into fixed
length output string h: h=H(M), and is calculated as a function of the irreversible
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which is unable to from the output on 4 get input message on M. The popular hash
functions are MD5 (Message Digest Algorithm 5), SHA (Secure Hash Algorithm)
and MAC (Message Authentication Code).

The source node that wants to establish route with other node in the network
generates the initial value x, and use of one-way hash function MD5 on it to
generate the hash value of H;: Hy = H(x). Then the next neighbor nodes on the
route H; using one-way hash function on H; to generate the hash value of Hj:
H,=H(H,), followed by the same operation until the destination node. Which
constitutes a one-way hash chain: Hy, H, Hs, ..., H,, the number of H; functions to
perform the hash is the hop number from the source node to reach the destination
node in the network.

2.3 Diffie-Hellman Arithmetic

This key exchange algorithm is mainly used to securely exchange symmetric key
between two nodes, which is used to ensure the secure transmission of data between
nodes in the later stage. If the symmetric key is exchanged between the nodes S and
D, the exchange process is as follows:

Select the global public prime g and an integer original root a of q.

Node S selects a random number SKg (SKg < ¢) as his private key; the corre-
sponding public key PKj is calculated by: PKS = r’smodgq. The node S stores
the private key SKs, and announces his public key PKy to the network.

e Node D selects a random number SKp (SKp < ¢) as his private key; the cor-
responding public key PK), is calculated. The node D stores the private key
SKp, and announces his public key PKp, to the network.

e Node S calculates by the following formula: KeySD=PKgK5modq, the node
D calculates by the following formula: Keysp =PKLS)KSm0dq. It can be proved
that these two values are the same, that is, the symmetric key Keygp is used to
ensure the data transmission between nodes S and D safely.

Based on the secret storage of SKg and SK, and hard to solve discrete logarithm,
it is difficult for an attacker to solve the symmetric key from the public key PKs and
PKp. Because the symmetric key Keygp only belong to node S and node D, so after
receiving the encrypted data packets, you can also determine the source of the
message, so as to achieve the authentication of the message.

When the identity of the nodes is authenticate by the distributed CA in the
network, in order to carry out safe and reliable communication needs to establish
the link between nodes. The routing request and routing discovery two processes
realize the secure reactive routing algorithm. The following example of establishing
the route between the source node S and destination node D to display the work
flow of this algorithm. Table 1 is the symbol description used in this algorithm.
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Table 1 The used symbol and description

Symbol Description

S Source node

D Destination node

PKs/SKg The public/private key pare of source node S
PKp/SKp The public/private key pare of destination node D
ID; The identity of node i

1Py The IP address of source node S

ts Time-stamping

H() Hash function

Keyas The share symmetric key between node A and B
be_id Broadcast IP address

de_add The IP address of destination node

tp_id The temporary id for sending RREQ package
hop_cnt Hop count

cip_text Cipher text with the public key of the destination node
R Random number

hash_chain Generated one-way hash chain: H, H,, Hs, ..., H,

3 Routing Request Mechanism

Before send message to the destination node D, the source node S should search the
path to there in his own local routing table according to the routing protocol
algorithm. If there is no related routing information, the source node S will
broadcast routing request message of RREQ to establish the route with the desti-
nation node hop by hop. Assuming that the path between the source node S and
destination node D is (S, A, B, C, D), the routing request process is performed by
the algorithm as follows:

e The source node S generates a random number R, and then it is connected with
the identity of its own identity IDg and destination node IDp to calculate the
initial value of the one-way hash chain H; according to the formula (4):

H; =H(IDs|IDp|R) (4)

e The format of a routing request message RREQ is shown as (5). The source
node § generates his own routing request message RREQ to reach the desti-
nation node D as (6).

RREQ ={bc_id, de_add, tp_id, hop_cnt, hash_chain, cip_text} (5)

RREQ ={H(IDs|IDp|R|t;), IPp, ids, R, H, PKp(IDs|IDp|R|t;)} (6)
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Here the {bc_id, de_add} is used to identify a routing request message RREQ
uniquely. The random number R, which is generated by the source node, can be
used as the hop count, which can hide the true hop count to against targeted attacks.

e The source node S attached the request message RREQ with his identity cer-
tification signed by the distributed CA to generate a request message SRREQ;
shown as (7), and then broadcast it to all one hop neighbor nodes.

SRREQ, = RREQ|SKg(Ids|PKs|Ts) 7)

Each network node needs to save a pre-processing routing table besides his
original formal routing table; pre-processing routing table is mainly used for the
storage of incomplete routing information before the complete path from the source
node to the destination node be established, and generate a random identity ID; to
index the received routing information.

e When the neighbor node A receives the routing request message SRREQ from
the source node S, it will verify the authentication certificate by using the public
key of the system, which also verifies the validity of the node S. If the identity of
node S is legal, node A will give node S a route request response message
RSRREQ and producing a random id, to index partial routing information that is
stored in the pre processing routing table. The reply message RSRREQ is
produced by encrypting the time-stamping t, with the private key SK, from node
A, here the time-stamping t, is received from the routing request message
SRREQ, as shown in the formula (8). If the identity of the node S is not
authenticated, the routing request message SRREQ will be discarded.

RSRREQ = SK4 [ts] (8)

e When the source node S receives the reply message RSRREQ from the node A,
he will uses the public key PK, to decrypt the message, and determine the
identity of the node A by comparing the time stamp t,. After verification, the
source node S sends a complete routing request message and data package that is
encrypted by Keysp named EnRREQ to the node A, as shown in (9).

EnRREQ = RREQ|PKCA [ID5|Kcs‘Ts} |PKS [ID5|IDD|Y5] |KeySD [data] (9)

e When receives the message EnRREQ, node A updates the content of message
RREQ, the value of hop count R will be added 1, and then calculate the H,:
H,=H(H,), and replaced H; to H,. The updated routing request message
RREQ, as shown in the formula (10).
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RREQ ={H(IFs|IDp|R|t,),IPp, ids, R+ 1, H,, PKp(IDs|IDp|R|t,) } (10)

e It is assumed that the node A wants to forward the data packets to the node B, it
needs to carry out an authentication operation, the process of identity authen-
tication same as the process of the node S and node A.

e After the completion of the identity authentication, the node A will send the
message EnRREQ to its one hop neighbor node B.

e After receiving the routing request message EnRREQ, Node B also need to do
similar update operation for message RREQ to the node A. Through mutual
authentication with the next hop node C successful, then the message EnRREQ
sent to the node C. Followed by execution, until the message EnRREQ is
eventually sent to the destination node D.

Because all the intermediate nodes on the path only store partial routing infor-
mation, it is impossible to produce routing response packet RREP (Route Reply).

4 Routing Response Mechanism

When the destination node D receives the message ERREQ, it only responds to the
first request node. The routing response process algorithm works as follows:

e The destination D decrypts the message and obtains the information about the
source node A, the random number R generated by the source node S and the
time-stamping #,. According to the value of R and hop_cnt, the destination
node D can calculate the really hop count (hop_cnt-R) form itself to the source
node A. The destination node D calculate the hash chain by using (11): H;, H,,
Hs;, ..., Hy and compare with the received hash chain message. If the two are
different, the message must encountered attack in the transmission process, so
the node D should refuse to respond; if the two hash chain values are same, the
destination node D will perform the next step.

Hy=H(Hy-1) (11)

Note: N = 2, 3, ..., hop_cnt-R, H, = H(IDs|IDp|R).

e Through a variety of authentication, the destination node D decrypt the received
message with its own public key PKp and obtain the data package (data) from
the source node A. And then through the following steps to complete the process
of establish the path from the source node S to the destination node D.

e Assuming the node C is the first node to send message EnRREQ to destination
node D, then the destination node D will send a response message SRREP; to
node C. The response message SRREP,; is composed of routing response
message RREP and encrypted -certificate (IdDIPKDITD) issued by the
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distributed CA with its own private key SKp, as shown in (12), which is then
sent to the adjacent node C.

RREP ={idC, IPS, R, hop_cnt=0}
SRREP; =RREP|SKp (Idp|PKp|Tp) (12)

Id is the temporary identity of node C; IPg is the IP address of the source node
S. R is a random number that is sent from the source node to hide the true number
of hops in the routing request message. Hop_cnt is used to record the number of
hops from the destination node to the source node, the initial value is 0, and the
value is increased by 1 as each new node is sent to a new node.

e When the neighbor node C receives the route reply message SRREP from the
destination node D, the system public key PKca, which verifies the encrypted
authentication certificate, verifies the validity of the node D. If the identity of the
node D authenticate successfully, node C will send a route response message
RSRREP to the node D with his own authentication certificate. If the identity
authenticate of the node D is failed, the routing reply message SRREP will be
discarded. The reply message RSRREP as shown in the formula (13).

RSRREP=SKc[Z‘D]|SKCA [IDc|PKc‘Tc] (13)

e Destination node D receives the reply message RSRREP from the node C, with
the public key PK¢ for its decryption, by comparing the time-stamping t, to
determine the identity of the node C. If the authentication success, the desti-
nation node D sends a complete routing request message EnRREP to the node
C, as shown in the formula (14). If authentication fails, the node D needs to
accept the routing request message EnRREQ from other neighbor nodes.

EnRREP = RREP|SK 4 [IDp|PKp|TD)|PKS[IDs|IDp| Y] (14)

e When receive the routing reply packet EnRREP, node C will update the content
of RREP, the value of the hop number will be increased by 1, the temporary
identity idc replaced by the real identity IDc. The updated routing request
message RREP, as shown in the formula (15).

RREP = {H(IDs|IDp|R|t;), IPp, ID¢, 1, PKs(IDs|IDp|R|t;)} (15)

When receives route reply message EnRREP, node C also need to update the
message RREP similar to what the destination node D has done. With the suc-
cessful mutual authentication with the neighbor node B, then the routing request
packet EnRREP is sent to the node B. Obey the same way, until the routing request
message EnRREP sent to the source node S eventually.
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The intermediate nodes on the path from the destination node D to the source
node S receive route request message EnRREP, integrate information into the
complete routing information in the routing table, and record the complete path.
The intermediate nodes will calculate the hash value according to the received
information and compare with their original values stored in the routing informa-
tion, then to determine whether there was a tampering attack. Source node S also
need to verify the received route reply message, after successful verification, a data
transmission rout from the source node S to the destination node D is established
and all the revolved nodes record the valid rout information.

5 Conclusion

Routing protocol is the key to build a secure Ad Hoc network environment; it will
facilitate the attacker without the safe control scheme. If malicious nodes control the
communication path, data transmission is in danger. In this paper, the security
reactive routing mechanism is designed for the weak security of Ad Hoc network,
which is composed of two parts, the routing request and the routing response. The
identity authentication, hash value comparison, public key encryption strategy all
strategies resist the control by malicious nodes, and ensure a safe and reliable rout
between the source and destination nodes to be established.
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A Study of Fuzzy Clustering Ensemble
Algorithm Focusing on Medical Data
Analysis

Zhisheng Zhao, Yang Liu, Jing Li, Jiawei Wang and Xiaozheng Wang

Abstract Unitary clustering algorithm, not well adapted for fuzzy medical data
sets, may result in low clustering accuracy and other problems. This paper inves-
tigates and compares the effects of various clustering methods to achieve
improvements. First, unitary clustering algorithms such as k-means, FANNY,
FCM, and etc. are achieved, then FCM algorithm was improved into CFCM
algorithm, which increases the accuracy to a certain extent. Second, on this basis, in
order to better adapt to the diversity of characteristics of fuzzy medical data,
weighted co-association matrix is adopted to achieve integration, and consistency
function is designed to present a fuzzy clustering ensemble algorithm. Finally,
experiments shows that the Fuzzy Clustering Ensemble Algorithm can solve the
problem of low accuracy in unitary clustering algorithm with higher stability,
accuracy and robustness.

Keywords Medical data + Fuzzy clustering ensemble algorithm -+ Fuzzy clus-
tering + Clustering ensemble

1 Introduction

As known, discovering different types of diseases and classifying medical samples
accurately are very important for successfully diagnosing and treating disease. For
specific medical data, how to choose the appropriate clustering algorithm has
always been the focus of the study. However, most of the studies are focusing on a
unitary clustering algorithm for clustering medical data, which lacks robustness,
stability and accuracy. However medical data has its unique characteristics, such as
high-dimensional, vague and diverse. Therefore, it is important to carry out a
comparative study on clustering algorithms for specific medical data.
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When clustering these data objects, any single type of attribute information is not
enough to fully convey the data object. These different types of attribute infor-
mation can complement each other and describe the entire data objects, thus it’s
necessary to consider the integration problem among different types of feature
during the clustering process. Traditional method weights different types of feature
into an attribute vector to form a cluster when calculating the similarity of two data
objects, resulting into local optimal solution under normal circumstances instead of
the global one, which requires the development of efficient algorithm for data with
high computational complexity. And many data samples do not have strict attri-
butes, presenting betweenness in nature and generic terms. Under this circumstance,
it is more suitable for soft partition to solve the fuzziness of data. The uncertainty of
classification in fuzzy clustering illustrates the betweenness of the sample attributes,
objectively reflects the diversity of clustering problems encountered in reality. In
this case, targeted at specific data, it is inevitable for the study on fuzzy clustering
ensemble algorithm.

This paper studies and compares the effect of various algorithms on different
data collection focusing on fuzzy medical data sets. First, unitary clustering algo-
rithms such as k-means, FANNY, FCM, and etc. are achieved, then FCM algorithm
was improved into CFCM algorithm for comparison. In order to better adapt to the
diversity of characteristics of fuzzy medical data, weighted co-association matrix is
adopted to achieve integration, and consistency function is designed to present a
fuzzy clustering ensemble algorithm. Experiments shows that the Fuzzy Clustering
Ensemble Algorithm can solve the problem of low accuracy in unitary clustering
algorithm with higher stability, accuracy and robustness.

2 Data Sets and Data Sources

The medical data set used in this paper comes from studying website UCI,
including 5 data sets, Breast-cancer-Wisconsin, dermatology, hepatitis, WDBC,
WPBC and other medical data sets (Table 1).

For Breast-cancer-Wisconsin, except ID field, other all fields are clustering data.
And for Dermatology data set, except age field, other all are clustering. Hepatitis
has 5 fields are clustering, and same clustering fields occurred in WDBC and
WPBC.

Table 1 Medical data set in studying website UCI

Data Data sources Classes Samples Attributes
Breast-cancer-Wisconsin UCI 2 700 10
Dermatology UCI 6 358 34
Hepatitis UCI 2 155 19
WDBC UCI 2 569 32
WPBC UCI 2 198 34
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3  Unicity Clustering Analysis

3.1 K-means Algorithm

K-means divided n points (may be a single observation or a sample instance) into k
clusters, such that every point belongs to the nearest mean, which is the cluster of
corresponding cluster center, making it as a standard clustering. In conclusion, it is
a problem for data space to be divided into Voronoi cells. The selection for k initial
cluster center has a greater influence on the results of the clustering. Algorithm
gives each remaining objects in data set during each iteration nearest cluster,
according to the distance to each cluster. The landing square error is minimized for
the algorithm K division. Results perform better when the cluster is dense, and the
difference between classes is obviously. For large data sets, this algorithm is rel-
atively scalable and efficient. K-means algorithm is suitable for spherical data sets,
but performs poor for any shape data clustering results.
Input: k, dataln];

(1) Select the k initial centers, such as; c[0] =datal0], - - -, c[k — 1] =data[k — 1]

(2) For the datal0], - - -, data[n] respectively compare with ¢[0]- - - c[k — 1], and
assume the difference is minimum, marked as i;

(3) For all points marked, recalculate c[i] = { all sum of} /from the data[j] marked i,
and the number of i marked;

(4) Repeat (2) (3) until all changes in the value of c[i] is less than a given threshold.

3.2 FCM Fuzzy Clustering Algorithm

Because this paper selects most medical data are clustering data, so this paper
applies Fuzzy C-means clustering algorithm for experiment. Fuzzy clustering
analysis is one of main technologies for machine study without supervision, which
bases on characteristics, closeness level, and similarity, clustering objective objects
through establishing clustering similarity relationships. For now, the Fuzzy
C-means algorithm is the most popular among fuzzy clustering algorithms. FCM
applies the minimum weighted average standard deviation, divides data into dif-
ferent sub categories according to different attribute level, which make subordi-
nating degree stands for the closeness level from each data to each clustering center.
The purpose for the FCM is to find the subordinating degree value and clustering
center optimizing the targeted function. Now, most fuzzy clustering algorithm are
based on FCM. FCM algorithm is sensitive for isolated point in data, so it can not
be applied for situation that have more isolated points.

Assumed that sample set X ={x,xz, ...x,}, divides into fuzzy collections c,
and works out the clustering center J.(j=1,2, ...c) in each collection, making
target function minimum. Definition showed below:
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while satisfied:

€10, 1] stands for: the subordinating degree for the number i data point
closing to the clustering center j; ¢; is the fuzzy clustering center j, initial selects in
training sample set randomly; « is the fuzzy degree, with the amplifying for a, the
clustering fuzzy level is amplifying. There, a=2. Fuzzy clustering is achieved
through optimization targeted function iteration J., which is a process for opti-
mizing. And, the subordinating fuzzy degree y; and clustering center ¢; severally

obtained using the below formulas:
1

¢ 2(a—1)
5 <|x,—c‘| )
=B\ R

Z HExi

t—l

Z#?}
i=1

Hij=

Cj=

This process gets convergence at partial minimum point J.. From an random
clustering center, through searching targeted function minimum point, adjusts
continuously clustering center and each subordinating fuzzy degree in sample, to
confirm sample categories.

3.3 Modified FCM Algorithm and CFCM Algorithm Design
and Application

Because the relatively high level of depending degree of FCM algorithm to initial
clustering center, isolated points do not obviously show up during the solving
process for the targeted function, and easier to become the partial extremely points
during the clustering process, causing that optimizing result cannot be achieved and
other shortages. This paper improves the FCM algorithm based on the FCM, pre-
sents a new algorithm named CFCM (Chance Fuzzy C-means).
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Detailed speaking, improve the subordinating degree and weight methods to
mend the FCM algorithm, we make all samples have the total subordinating degree
is n, which is:

> Z,uij=n,Vi=l,2,3...,n
j=li=1

Under this new circumstance, subordinating degree function is

1

| T
_ <||xi—c,||2> i=1.2 . __
= —,i=1,2,3,...,n,j=1,2,3, ...,c

C n 1 a-—1
Y (ii»—cfn)

In the data base included data objects n, each data objects works differently from
others for information obtaining. In other words, sample points is working differ-
ently to data set classification, some sample points means more significant for
classification. FCM cannot reflect the different signification level for sample points
such in noise sample set. In order to distinguish the difference, assigned value w; for
each sample points, which means that the higher weighted level stands for the
higher level for similarity. For intensive data points, they have a close distance to
center and the weighted level is close too. Noise and isolated points has lower
weighted level, so to eliminate the influence of them. CFCM improves the accu-
racy, so the new targeted function is defined below:

The clustering center formula is:
n
3 o
=1
Cj=——"

n
2 oipg

i=1

3.4 Fuzzy Clustering FANNY Algorithm

FANNY method is a new fuzzy clustering algorithm based on the FCM, presented
by Kaufman and other scientists. It target is to minimize the targeted function, the
targeted function is showed below:
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n n 2 2
£ £ idllu-s|

n

. i=1j
J.=min Y
j=1

n

while satisfied:

n
Yuz=1,i=1,2,3,....n

j=1

From the calculation could get the subordinating degree and clustering centers in
sample, comparing to general FCM algorithm, FANNY algorithm has lower sen-
sitive degree for wrong and abnormal data, and preforms better in non spherical
cluster.

3.5 Comparison of Each Algorithm

In order to compare the effects of K-means, FCM, FANNY, CFCM and other fuzzy
clustering algorithm on data clustering. Selecting Breast-cancer-Wisconsin data set
to apply using R language, as showed in Figs. 1, 2, 3, and 4.

Through the compare result of K-means and FANNY algorithms, finding that
FANNY preforms better in clustering this data set than K-means.

Through the compare on scatter diagram matrix showed above, we could get:
K-means performs poor in clustering on Breast-cancer-Wisconsin data set, while
the FCM and CFCM algorithms performs better than K-means, still could not get a
good result on clustering. FANNY is the best one among these algorithms, which
illustrated the obvious boundary from the scatter diagram matrix, and the clustering
figure using R language to apply FANNY showed in Fig. 5.

From the Fig. 5, the abnormal values is existed in data, and FANNY cannot well
deal with this abnormal situation, although it has a relatively high classification
effect, FANNY divided the abnormal one into one category. Scatter diagram matrix
cannot well illustrates the clustering results for each algorithm, means that it is hard
to get more information in scatter diagram matrix. So calculating the different
clustering accuracy as Fig. 6.

From Fig. 6, the clustering accuracy could be showed well in different algo-
rithms, K-means algorithm performs poor in fuzzy medical data, and the traditional
clustering algorithm is not suitable to be applied on the fuzzy data, and for the
frequently used algorithm FCM, although performs better than K-means, still only
have 60% accuracy, and the CFCM algorithm could not improve the clustering
accuracy. Compare to these statics, the FANNY algorithm has an accuracy of 98%,
which illustrates the application effect is better than other algorithms.



A Study of Fuzzy Clustering Ensemble Algorithm ... 389

k-means algorithm clustering figure
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Fig. 1 K-means algorithm clustering

FCM algorithm could not produce the best possible results in
Breast-cancer-Wisconsin data set, to prove the FCM power in fuzzy clustering, this
paper selects the other data set to apply respectively different clustering algorithms,
and draw the accuracy of clustering effects of different algorithms on difference data
set:

From the 5 data set, apply the different fuzzy clustering algorithms. Traditional
K-means algorithm preforms poor on clustering accuracy from fuzzy data; FANNY
performs moderately on classification in partial data, but the error rate is relatively
high on more fields data. The FCM performs well on most data, the clustering effect
is not well but compare with K-means and FANNY, it is better. For CFCM, the
clustering effect on data is best, which means FCM has some shortages, and
through our improvement, reduced the error rate, improved the recognition and
judgement on abnormal point, and improves the clustering accuracy (Fig. 7).
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FANNY algorithm clustering figure
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Fig. 2 FANNY algorithm clustering

4 The Achievement of Fuzzy Clustering Ensemble
Algorithm

From the above result, as far as achieving the best clustering result of CFCM in
unicity clustering algorithms, while when cluster these data objects, the unicity type
of attribute information is not sufficient enough to describe data objects. Also, these
different types of attribute information cannot be mixed to describe the whole fuzzy
medical data objects together. So, when considering the mix problem of different
types characteristics, this paper design and complete the Fuzzy Clustering
Ensemble Algorithm. The application effect of unicity clustering analysis on dif-
ferent data sets is depending on the data itself, and distribution, dealt situation, and
lack situation of data and other factors are all influent on the unicity clustering
analysis. It is such a difficulty to select clustering analysis method for data itself,
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FCM algorithm clustering figure
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Fig. 3 FCM algorithm clustering

based on the fact that different unicity clustering methods applied in different
situation, could result in different clustering outcomes. clustering ensemble could
fix this problem to some extent, and it has advantages as below:

1. Clustering Ensemble Algorithm could adapt to the data set, most of data set
could be dealt; reflecting the synthesization characteristics, excellent average
function, and improvement of robustness in clustering;

2. Clustering Ensemble Algorithm is affected less from missing value, abnormal
value, and noise, the accuracy for the clustering is high, robustness is strong;

3. Clustering Ensemble Algorithm could ensemble all clustering algorithms to deal
with differently distributed and structured data set, and is suitable for different
situations.

This paper uses the clustering ensemble method to experiment on the data set
based on total co-relation matrix, the methods is showed in Fig. 8. First, do several
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CFCM algorithm clustering figure
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Fig. 4 CFCM algorithm clustering

times of the unicity clustering analysis on initial data set, to generate many clus-
tering subset, then use the consistency function to mix, finally to produce new
clustering result with clustering analysis algorithm.

Here is the process:

1. Clustering subset

This paper use CFCM to cluster many times to generate clustering subsets, using
different initial £ value for N number, then respectively cluster N number to get
different cluster subsets.

N={m,mimy ...,75}m={C1,Cp,Cs, ...,Ci}
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Fig. 5 FANNY algorithm FANNY algorithm clustering figure
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2. Consistency function design

Based on the total co-relation matrix (Total co-relation matrix, TCM) to design
clustering ensemble algorithm, then recognize the subsets as a data set, then cal-
culate the similarity between each objects in this data set, and to utilize these
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Fig. 8 Clustering ensemble methods based on total co-relation matrix

similarities to establish total co-relation matrix. All N number average weight in
relation matrix to generate one ensemble relation matrix S, defined as below:

LS st

S=—= SV

N i§1 l

In this formula, w; is average weight in i number cluster subsets. This ensemble
relation matrix is to get the number for the couple data concentrated points to be
divided into one collection during the period forming N number cluster. Which
means any factor S;; in S could be described as:

In formula:

1

N
M,, = ﬁ,';] 5(C,(l/l), CI(V))
S(ab I, if a=b
@O 0. i azb

u, v are 2 data point, C;(v) and C;(u) stands for the category of point u, v in
cluster subset C;, to get cluster ensemble consistency function I'(x;) = M,,. This



A Study of Fuzzy Clustering Ensemble Algorithm ... 395

Data Breast Data Dermatology Data WDBC
8- g
8 2
£ g 2
¥ 2 £ 8 £
o @ @
2 2 e
g F - & g g
81 & 2
K-means FANNY FCIM CFCM M K.means FANNY FCM CFCM 'I'f:M K-means FANNY FCM CFCM TCM
algorithm algorithm algorithm

Fig. 9 Compare of accuracy of cluster ensemble TCM Algorithm and unicity cluster algorithm

paper through consistency function I” to generate co-similarity matrix, then utilize
CFCM algorithm to cluster this matrix, to get the final cluster ensemble result.

3. The test compare of algorithm

This paper compare the accuracy of Fuzzy Cluster Ensemble Algorithm and the
unicity cluster methods specified on data sets of Dermatology, breast and WDBC,
showed in Fig. 9.

Through compare the cluster result from unicity cluster algorithms, cluster
algorithm improve the cluster result on medical data set. Doing the unicity cluster
analysis in Dermatology data set, the accuracy of result is relatively low, and
CFCM could improve the cluster accuracy to 32%, and after using the Fuzzy
Cluster Ensemble Algorithm, the accuracy result is improved to 87%, the cluster
effect is obvious. Meanwhile, data set has the poor cluster result in unicity cluster
result, gets the better result in Fuzzy Cluster Ensemble Algorithm, which shows that
it could solve the adaption problem of unicity algorithm in cluster medical data,
improve the quality of cluster, and fix the poor result of unicity cluster problem.

5 Conclusion

Targeted at the problem of poor adaption ability of unitary clustering algorithm for
various and fuzzy medical data, this paper uses R language to discuss and improve
the effect of various cluster methods. First, unitary clustering algorithms such as
k-means, FANNY, FCM, and etc. are achieved, then FCM algorithm was improved
into CFCM algorithm, which increases the accuracy to a certain extent. In order to
better adapt to the diversity of characteristics of fuzzy medical data, weighted
co-association matrix is adopted to achieve integration, and consistency function is
designed to present a fuzzy clustering ensemble algorithm. Finally, experiments
shows that the Fuzzy Clustering Ensemble Algorithm can solve the problem of low
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accuracy in unitary clustering algorithm with higher stability, accuracy and
robustness.

Discovering different types of diseases and classifying medical samples accu-
rately are very important for successfully diagnosing and treating disease. For
complicated and diverse medical data, how to choose the appropriate clustering
algorithm suitable in specific situation with better robustness, stability and accuracy
has always been the focus of the research.

The future work will focus on confirming the key parameters, setting principles
of selecting different cluster algorithms, and developing clustering ensemble
expansible algorithm. And at the same time, method of reducing dimensions for
high dimensional medical data, and clustering ensemble and increment algorithm
will also be researched deeply.
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Robot Path Planning Based on Dijkstra’s
Algorithm and Genetic Algorithm

Yang Liu, Junhua Liang, Jing Li and Zhisheng Zhao

Abstract In this paper, a robot path planning method based on Dijkstra’s Algo-
rithm and Genetic Algorithms is proposed. This method works for any appointed
start point and end point in an arbitrary rectangular workspace with arbitrary
rectangular obstacles whose edges are perpendicular or parallel to the walls of the
workspace. Firstly, use Dijkstra’s Algorithm to find a path among all the midpoints
of obstacles’ vertices and the walls of the workspace. Then use Genetic Algorithm
to optimize the path gotten from Dijkstra’s Algorithm and finally generate an
optimal path for the robot from the start point to the end point.

Keywords Robot path planning - Dijkstra’s algorithm -+ Genetic algorithm

1 Introduction

A basic path planning problem is to produce a continuous motion that connects a
start configuration S and a goal configuration G, while avoiding collision with
known obstacles. The robot and obstacle geometry is described in a 2D or 3D
workspace.

Now we have a single point (zero-sized) robot in a 2-dimensional plane (the
workspace), we need to find a path for the robot from the start point to the end point
avoiding all the arbitrary rectangular obstacles whose edges are perpendicular or
parallel to the walls of the workspace.
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2 Background
2.1 Dijkstra’s Algorithm

An algorithm for finding a graph geodesic, i.e., the shortest path between two graph
vertices in a graph. It functions by constructing a shortest-path tree from the initial
vertex to every other vertex in the graph. The basic steps of Dijkstra’s Algorithm are:

(a) Assign to every node a tentative distance value: set it to zero for our initial node
and to infinity for all other nodes.

(b) Mark all nodes unvisited. Set the initial node as current. Create a set of the
unvisited nodes of all the nodes except the initial node.

(c) For the current node, consider all of its unvisited neighbors and calculate their
distances. If this distance is less than the previously recorded distance, then
overwrite that.

(d) After considering all of the neighbors of the current node, mark the current
node as visited. A visited node will never be checked again.

(e) If the unvisited set is empty, then stop. The algorithm has finished.

(f) Set the unvisited node marked with the smallest tentative distance as the next
“current node” and go back to step (c).

Pseudocode for Dijkstra’s Algorithm:

Initialize the cost of each node to oo and the cost of the source to 0
While there are unvisited nodes left in the graph

Select an unvisited node b with the lowest cost and mark b as visited
For each node a adjacent b

If b’s cost+cost of (b,a)<a’s old cost

a’s cost=b’s cost+cost of (b,a)

a’s prev path node=b

End For
End

2.2 Genetic Algorithm

In a genetic algorithm, a population of chromosomes evolves toward better solu-
tions. The evolution usually starts from a population of randomly generated indi-
viduals. In each generation multiple individuals are randomly selected from the
current population based on their fitness, and modified through crossover and
mutation to form a new population. Commonly, the algorithm terminates when
either a maximum number of generations has been produced, or a satisfactory
fitness level has been reached for the population.
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Pseusocode for Genetic Algorithm:
Initialize random population
While not terminated

Evaluate each individual’s fitness
Select pairs to mate from the best-ranked individuals
Generate new population using selected pairs

— Crossover
— Mutation

End

3 Procedure

The overall procedure of this method is shown below (Fig. 1).

3.1 Input Data

Before path planning, we need to input data about the robot’s workspace, start and
end points, and the obstacles in the workspace.

Firstly, we need to input the size of the workspace, i.e. the maximum coordinates
of the 2-D plane. Then, input the coordinates of the start point and end point. After
that, input coordinates of the four vertices of a rectangular obstacle. We can set as
many obstacles as we want and the obstacles can overlap each other as long as they
are rectangular and their edges are perpendicular or parallel to the walls of the
workspace.

After inputting all the data we need, the first task is to judge whether the data is
correct. If the start point or end point is within or on the edge of any of the
obstacles, or the start point, end point or any of the obstacles exceeds the workspace
area, then the program will return as “Data Wrong”; otherwise, we can implement
the next step.

3.2 Generate Matrix of Nodes

For each obstacle, there are four vertices and eight projection points of the vertices
on the walls of the workspace. All of those points of all the obstacles and the four
vertices of the workspace make up the matrix of fundamental points. There is a line
section between each two points of the matrix. If the section doesn’t cross or touch
any of the obstacles, then it is an available section and the midpoint of this section is
also available for later use.
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Fig. 1 Flowchart of the method
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After detecting the whole matrix of fundamental points, we get a bunch of
available midpoints. Those midpoints, the start point and the end point make up the
matrix of nodes. We also need to record the two endpoints of each available section
corresponding to the midpoint. Then, remove the iterant nodes in the matrix and
rearrange the orders of the remaining nodes based on their distance to the start
point, with the start point at the first and the end point at the last.

Suppose now there are N nodes in the matrix, create an N X N matrix D. For
eachnodeni (i=1, 2, ..., N), connect ni witheachnj =i+ 1,i+ 2, ..., N). If the
line section between ni and nj doesn’t cross or touch any of the obstacles, mark D(i,
j) = D(, 1) = 1; otherwise, mark D(, j) = D(j, i) = 0.

3.3 Generate Path Using Dijkstra’s Algorithm

Inplement Dijkstra’s Algorithm according to matrix of nodes and matrix D and we
can get a shortest path from the start point to the end point through nodes. The
positions where the path making a turn are recorded. If there is no available path,
the program will return as “No Path”.

3.4 Optimize Path Using Genetic Algorithm

As all the nodes we use are the midpoints of those fundamental points, the path we
get from Dijkstra’s Algorithm may be restricted. We hope to use Genetic Algorithm
to get a shorter path, i.e. optimize the original path.

Suppose the original path contains n nodes (included the start point and the end
point). For each node (midpoint) P;, (i =1, 2, ... n),

Pi=Pi +1;x (P —Pi)

where 7 € [0, 1], P;; and P;, are the fundamental points of P;, i.e. the two end points
of the node P;. For the original path, t; = 0.5 for all nodes. The task of this step is to
optimize t; 1 = 2, ..., n—1)

If n = 2, i.e. the original path connected the start point and the end point
straightly, then we don’t need to use Genetic Algorithm to optimize the path as it is
already the shortest.

If n = 3, i.e. the original path turns only once at the point p, then for t = (0, 0.01,
0.02, ... 0.98, 0.99, 1.00), we calculate the distance for each t and choose the shortest
one among the paths that don’t cross or touch any of the obstacles as the final result.

If n > 3, then we have more than one t; to optimize. Now we can use Genetic
Algorithm. The fitness function is the distance of the new path. The chromosome
contains i genes and each one of them is a real number ranged from O to 1
represented one ‘t’. For each chromosome, we need to judge whether the whole
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path crosses or touches any of the obstacles. If it does, this chromosome is not
available. The final result is the minimum of all the results we get from the whole
evolution. There may be some situations where the original path gotten from
Dijkstra’s Algorithm is the best result, i.e. Genetic Algorithm will not give us a
better solution, so we set all genes as 0.5 for the first chromosome of the first
generation (initialization) and the final result is the minimum of the whole evolu-
tion. By doing this, we can avoid the situation where the path gotten after using
Genetic Algorithm is longer than the original one.

4 Experimental Results

Since all the useful data in the program are arbitrary, here we just illustrate some
featured situations. In this part, L; represents the distance of the path gotten from
Dijkstra’s Algorithm and L, represents the distance of the path after optimization
using Genetic Algorithm.

4.1 Situation 1

input:

maximum coordinates of the workspace (100,100)
start point (0 0)

end point (100,100)

1 obstacle: x;~[40,60], y,~[40,60]

resutls:

L,=148.1915

L,=147.3932

(See Fig. 2).

4.2 Situation 2

input:

maximum coordinates of the workspace (100,100)
start point (0,0)

end point (100,0)

1 obstacle: x;~[20,80], y;~[0,80]

results:

L,=243.7073



Robot Path Planning Based on Dijkstra’s Algorithm ... 403

compare
100 T T T T T 3 T T FRend point.
ool =]
80 -
T~ g M -
60 = £
wh ¥ i &
04
20
0= -
= Dijlestra Algonthem
e 5 ;ﬂ. y A}n & P & an;n = T enitlc Mgt
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L,=230.5509
(See Fig. 3).

4.3 Situation 3

input:

maximum coordinates of the workspace (100,100)
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start point (0,0)

end point (100,100)

2 obstacles: x;~[20,40], y;~[0,50]
X,~[60,80], y»~[50,100]

results:

L,=230.0429

L,=201.4115

(See Fig. 4).

4.4 Situation 4

input:

maximum coordinates of the workspace (100,100)
start point (0,0)

end point (100,100)

2 obstacles: x;~[0,40], y;~[40,60]

X2~[60,100], y,~[40,60]

results:

L,=144.2221

L,=142.5992

(See Fig. 5).
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4.5 Situation 5

input:

maximum coordinates of the workspace (50,100)
start point (5,90)

end point (45,10)

4 obstacles: x;~[0,15], y;~[0,40]

X>~[35,50], y»~[60,100]

x3~[10,20], y3~[60,80]

x4~[20,30], y4~[20,40]

results:

L,=94.6422

L,=94.0922

(See Fig. 6).

4.6 Situation 6

input:

maximum coordinates of the workspace (100,50)
start point (10,10)

end point (90,40)

4 obstacles: x;~[15,40], y;~[0,20]
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x,~[20,45], y»~[35,50]
x3~[50,80], y3~[10,35]
x4~[70,85], y4~[40,50]
results:

L,=92.0379
L,=91.9641

(See Fig. 7).
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4.7 Situation 7

input:

maximum coordinates of the workspace (100,100)
start point (0,0)

end point (100,100)

9 obstacles: x;~[10,30], y;~[10,30]

x,~[10,30], y>~[40,60]

x3~[10,30], y3~[70,90]

x4~[40,60], y4~[10,30]

x5~[40,60], y5~[40,60]

X6~[40,60], y6~[70,90]
x7~[70,90], y7~[10,30]

x8~[70,90], y8~[40,60]

X9~[70,90], yo~[70,90]
results:

L,=173.2780
L,=173.2780

(See Fig. 8).
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5 Conclusion and Future Work

Dijkstra’s Algorithm is an effective and efficient algorithm to for finding the
shortest path between two graph vertices in a graph. However, by using Genetic
Algorithm to optimize the result we get from Dijkstra’s Algorithm, sometimes it
works well, and sometimes the path doesn’t shorten at all. The main reason is that
we optimize each node’s position between the two end points of the node, which is
a big restriction for moving the node. Overall, this robot path planning method is
effective and can find a good path for the robot.

This method only works for rectangular obstacles whose edges are perpendicular
or parallel to the walls of the workspace. To improve the method, the obstacles
should be more optional. And for the Genetic Algorithm step, if the positions of the
nodes that we need to optimize won’t be restricted to a line section, the overall
result will be better.
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The Research of Impact of Resident
Consumption Level and Unemployment
Rate on Population Natural Increase Rate

Zhisheng Zhao, Xueqiong Wei and XiaoLiang Bai

Abstract On the bases of empirical analysis to the statistical data of born rate,
unemployment rate and consumption level collected from 31 provinces or cities,
and by the method of R language, this thesis subjects to analyze the relationship of
each administration district’s above elements with its population increase rate, and
also the regional difference and moving trend of the relationship or interaction
among different region in the last decade. And this is helpful to local government in
their macro policy decision and development strategy consideration.

Keywords Resident consumption lever « Unemployment rate -« Population
natural increase rate « R language - Regional difference

1 Introduction

Being as the largest developing country of world, population has been still one of
our main social problems. Since 2013, new trend of serious unbalance of population
composition has emerged and impact negatively to social development of whole
society as well as the economy.

Therefore it becomes very necessary to analysis the data of relevant society
issues, this research will provide strong support to making decisions to improve
population policies. Analysis all the factors which have impact on the population
natural increase rate will help the government introduces differentiation of
macroeconomic regulation and control policy. At this stage there are many articles
focus on thesis factors that have impact on the population natural increase, but most
of them are based on local areas, the research generalize the principles that based on
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the national level and did not focus on the differences among different areas pop-
ulation natural increase rate. From the point of this article the area differences is one
factor causes the different increasing rate.

Based on the analysis of the statistical data of born rate, unemployment rate and
consumption level collected from 31 provinces or cities real samples from year
2005-2014, this article analysis the impact between the population increase rate and
resident consumption lever, unemployment rate. The result will support the gov-
ernment to introduce differentiation of macroeconomic regulation polices.

2 Research Methods and Sources of Data

2.1 Research Method

Given the fact the data collect from 31 provinces or cities cross 10 yeas time zone,
and mainly focus on 3 indicator, these data is known as many dimensions ration
data.

Therefore, the writer uses hierarchical clustering method to group the data then
run the relevance analysis by regression model.

1. Hierarchical clustering

Hierarchical clustering describes the process which divides the data into sub
group. Each sub group is a cluster, thus all the data in the same cluster has common
nature. As a data mining function tool, hierarchical clustering can be used inde-
pendently to observe the spread of data, study their pattern of each cluster and focus
on the clusters that has value to do a higher level study. Besides that hierarchical
clustering method can be used as pre-processing step, these calculations can be run
to find unique of different cluster. Also it can be used the detecting the outliers. In
most ceases detecting the outlier is more helpful than common data study. Hier-
archical clustering has been widely used in many areas such as business intelli-
gence, image pattern recognition, biology and security.

2. linear regression model

Linear regression is using the equation of linear regression last-squares penalty
method to set up a regression model of one or several variables. Regression analysis
it to find the dependency of objective factors quantity. Based on the impact of
independent variables and dependent variables, it can be further divided to linear
and nonlinear regression.
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Table 1 Beijing three indicators comprehensive data

Population growth Consumption levels Unemployment rate
2005 1.09 1.47 2.1
2006 1.29 1.65 2.0
2013 441 3.33 1.2
2014 4.83 3.61 1.3

2.2 Sources of Data

All the data from the official website of national bureau of statistics, which includes
the population natural increase rate, resident consumption level, unemployment
rate, as shown in the table blow. Each group of data has 10 attributes and all of them
are discrete attributes. Three indicators have 930 data banners, the natural increase
rate is the birth rate deduct death rate. Pre processing: based on the different regions
the data can be divided into 31 sub group of data as seen in the Table 1.

3 Hierarchy Clustering

Using hierarchy clustering method run the data from 31 different provinces and
cities based on R language. We used euclidean method to measure the distance of
two samples. Using ward method to measure the distance of two group. The result
shown in Table 1.

As we can see, the increasing rate can be grouped into 3 groups:

First group including: Liaonig, Jilin, Heilongjian, Shanghai, Sichuan, Tianjin,
Jiangsu, Chongging, Neimongu, Shanxi, Beijing, Hubei.

Second group including: Shandong, Zhejiang, Shanxi, Henan,Yunnan, Guang-
dong, Guizhou, Hunan, Gansu, Fujian, Hebei, Anhui.

The third group: Xizang, Xinjiang, Jiangxi, Guangxi, Ningxia, Hainan, Qinghai.

In order to better understand the difference of 3 levels, we sort the data in
descending order by R square function, as seen in Fig. 2.

Based on Fig. 2, the regions has the high increasing rate is mostly in the third
group. The third group has higher increasing rate, all over 8% increasing, Xizang
and Xinjiang have more than 10% increasing every year.

From the bottom of the Fig. 2 the first group has lower increasing rate for the
past decade. The second group is in the middle level of population increasing rate.
To compare the max and min value from Figs. 1 and 2, the difference between three
groups is significant, the highest provinces is Xinjiang which has over 10% increase
and Liaoning province even incurred negative growth. Therefore we have to base
on different areas to analysis the impact of consumption level and employment rate.
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Fig. 2 Descending order data

4 Linear Regression Analysis

After dividing the data into 3 different groups, we set up linear regression model for
each group, using cor()function to inspect the Pearson correlation index of inde-
pendent variables(consumption level, unemployment rate), dependent variables
(natural population increase rate), the result is shown in Tables 2, 3, 4.

4.1 The First Group Linear Regression Analysis

For the first group areas, the Pearson correlation index is in Fig. 3, Jilin Heilongjian
Liaoning Neimenggu have strong negative correlations; Beijing Hubei have strong
positive correlations. The correlations between Tianjin Shanghai Jiangsu Chongq-
ing Sichuan Shanxi is not significant.

The Pearson correlation index between natural population increasing rate and
unemployment is in Fig. 4. Like Beijing Hubei have strong negative correlations;
Neimenggu Jilin have strong positive correlation; areas like Tianjin Liaoning
Heilongjiang Shanghai Jiangsu Sichuan Shanxi do not have significant correlations
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Table 2 Correlation coefficient table of provinces in first cluster

413

Area The correlation coefficient of natural | The correlation coefficient of natural
population growth rate and population growth rate and
consumption levels unemployment rate

Beijing 0.8743829 —0.8780299

Tianjin 0.5490919 —0.3993607

Inner —0.8432606 0.8688636

Mongolia

Liaoning —0.8078138 0.5993429

Jilin -0.9610217 0.8419758

Heilongjiang | —0.9272006 0.02568655

Shanghai 0.5806994 —0.5917763

Jiangsu 0.3049923 —0.433648

Hubei 0.9093148 —0.7591772

Chongging 0.2565875 —0.2901613

Sichuan 0.4510569 —0.2580176

Shanxi —0.5989794 0.4896338

Table 3 Correlation coefficient table of provinces in second cluster

Area The correlation coefficient of natural The correlation coefficient of natural
population growth rate and population growth rate and
consumption levels unemployment rate

Hebei 0.4137252 —0.1801075

Shanxi —0.6977895 —0.6480324

Zhejiang —0.3183632 0.391441

Anhui 0.8416055 —0.864882

Fujian 0.7000388 —-0.7617373

Shandong 0.3398286 —0.103708

Henan 0.5718229 —0.6767492

Hunan 0.9048155 —0.7265949

Guangdong | —0.8048701 0.8010081

Guizhou —0.8623833 0.7609273

Yunnan —0.6559915 0.3730274

Gansu —0.4379153 0.4103145

By drawing scatter diagram between two independent variables and dependent
variable, and add the linear trend line, we can tell the two independent variables
(unemployment rate and consumption level) and dependent variable (natural pop-
ulation increasing rate) moves along one stright line. Which can be prove there is

obvious linear relation between these variables.

In order to further analysis the impact of two variables on population increasing
rate, we build a multiple linear regressing model and used OLS estimation model to
solve the parameter. During the verification of the model, we fund an affirmative
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Table 4 Correlation coefficient table of provinces in third cluster

Area The correlation coefficient of natural The correlation coefficient of natural
population growth rate and population growth rate and
consumption levels unemployment rate

Jiangxi —0.9229607 0.5624926

Guangxi —0.5673763 0.5228675

Hainan —0.7280163 0.4418149

Tibet —0.4996785 0.3903512

Qinghai —0.6840923 0.5663429

Ningxia 0.3398286 —0.103708

Xinjiang | —0.1173422 0.3447459
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Fig. 3 Scatterplot of growth rate and consumption levels of provinces in first cluster

coefficient is bigger but the regression coefficient is not significant, which means
multiple linear regressing model has multiple-colinearity, which also means the
variables has linear relation. This violates the classic assumptions. Hence, we set up
unary linear regression model for each variable.

Yi=p+px+u (1)

Yo=p+px+u 2)
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Fig. 4 Scatterplot of growth rate and unemployment rate of provinces in first cluster

Using Im() function to get a conclusion mixed linear regression model, using
summary() functions parameter list and the test result. For example, in Beijing
sample the unary linear regression model is

Y1 =-0.42724+1.5559x+u
Y, =8.9077-3.5227x+u

Run goodness of fit test in model 1 got the coefficient of determination is 0.7645,
adjusted coefficient of determination R* is 0.7351, which means the explanatory
ability of the regression model is 76.45%; to do the over all significance test the F’
test statistic is 25.98, the two degrees of freedom is 1 and 8, P value is O therefore
the model is effective. To do significance test of individual variable, t test result is in
the result of summary function parameter table the P value of ¢ test is 0.597 not
significant. The P value of t test of variable X is 0 which means the consumption
level has significant impact on natural population increasing rate; the consumption
level increased by RMB10,000.00 the increasing rate will increased by 1.5559

Figures 5 and 6 is the parameter table and test result, coefficients is the estimated,
Multiple R-squared is R%, Adjusted R-squared is R2, at the bottom is the F test
result.

Run goodness of fit test in model 2 got the coefficient of determination is 0.7709,
adjusted coefficient of determination is 0.7423, which means the explanatory ability
of the regression model is 77.09%; to do the overall significance test the F test
statistic is 26.92, the two degrees of freedom is 1 and 8, the P value is 0.00083
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> summary(al)

call:
Im(formula = a[, 1] ~ a[, 21) I
Residuals:

Min 1@ Median 30 Max

-0.8501 -0.3843 -0.1111 0.4875 0.9332

Coefficients:

Estimate Std. Error t value Pr(>|t])
(Intercept) -0.4272 0.7757 -0.551 0.596888
al, 2] 1.5559 0.3053 5.097 0.000934 ===

Signif. codes: 0 *#*=" 0.001 ***' 0.01 ‘=" 0.05 “." 0.1 * " 1

Residual standard error: 0.6677 on 8 degrees of freedom
Multiple R-squared: 0.7645, Adjusted R-squared: 0.7351
F-statistic: 25.98 on 1 and 8 DF, p-value: 0.0009336

Fig. 5 Regression model 1 parameters table and the test results of Beijing

> summary(al)

call:
Im(formula = a[, 1] ~ a[, 31)
Residuals:

Min 1@ Median 3Q Max

-0.9059 -0.4619 -0.1131 0.4794 0.8532

Coefficients:

Estimate Std. Error t value Pr(>|t|)
(Intercept) 8.9077 1.0860 8.202 3.65e-05 =**
al, 3] -3.5227 0.6789 -5.189 0.000834 #**=*

»

Signif. codes: 0 *‘*#*%' 0.001 ‘**' 0.01 ‘*" 0.05 “." 0.1 ' ' 1

Residual standard error: 0.6586 on 8 degrees of freedom
Multiple R-squared: 0.7709, Adjusted R-squared: 0.7423
F-statistic: 26.92 on 1 and 8 DF, p-value: 0.0008336

Fig. 6 Regression model 2 parameters table and the test rest of Beijing

therefore the model is effective. To do significance test of individual variable, ¢ test
result is in the result of summary function parameter table the P value of  test is
0.597 not significant. The P value of ¢ test of variable X is less than 0.05 which
means the consumption level has significant impact on natural population
increasing rate; the consumption level increased by 1 the increasing rate will
decreased by 3.5227.

In the class I districts, there is better degree of fitting in some provinces or cities
for regression model 1 like Beijing, Inner Mongolia, Liaoning, Jilin, Heilongjiang,
Hubei, etc. The results of Test ¢ and test F are remarkable. This indicates con-
sumption level is a significant factor on natural population growth rate in these
areas. While other areas are at a low level of degree of fitting, which is not
remarkable for significance of variable and equation test. This shows there is no
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linear relationship between consumption level and the natural population growth
rate, and independent variable of consumption level is not remarkable factor to the
natural population growth rate.

In the class I districts, there is better degree of fitting for regression model 2 like
Beijing, Jilin, Hubei, Inner Mongolia, etc. The results of test 7 and test F' are
remarkable, which indicates that generally there is a linear relationship for
explanatory variables and explained variables in these areas, and independent
variable of unemployment rate has significant impact on the population natural
growth rate. There is at a low level of degree of fitting for regression model 2 like
Tianjin, Liaoning, Heilongjiang, Shanghai, Jiangsu, Chongqing, Sichuan, Shanxi,
etc. The results of test ¢ and test F are not remarkable, showing that there is not a
linear relationship between unemployment rate and the population natural growth
rate, and unemployment rate of dependent variable has no significant impact on the
population natural growth rate. Inner Mongolia has a good degree of fitting for the
regression model 2. The result of test F' is remarkable, and only parameter ¢ is not
verified. It demonstrates a linear relationship between the population natural growth
rate of the region and unemployment rate is not remarkable. Therefore, excluding
parameter f, the new result from the regression model 2 calculation is
Y, =1.00016x + u, coefficient of determination is 0.9961, p-value of test ¢ and test F
is 0, which indicates unemployment rate of Inner Mongolia has a significant impact
on the population natural growth rate.

In the class I districts, there is no satisfactory degree of fitting for Tianjin,
Shaanxi, Jiangsu, Sichuan, Chongqing and Shanghai. The level of correlation
coefficient is low, then there is no a linear relationship between variables. Further
analysis is shown in Fig. 7.

As it is seen, consumption level is increasing year by year in these six districts.
The consumption level of Shanghai, Tianjin, Jiangsu, etc. is growing faster than that
of Shaanxi, Sichuan, Chongqing and others in western areas. As far as unem-
ployment rate, Tianjin is at the level of around 3.6, however, other districts are in
the fluctuation. During the past decade, population growth rate fluctuates largely in
Shanghai region, during which the ratio of population growth is the highest, but
unemployment rate is the lowest in 2012. While there is the lowest unemployment
rate in 2005, but the population growth rate is at the lowest level. Overall, the
population growth rate of fluctuation range is wider than that of unemployment rate
in Shanghai, Sichuan, Chongqing during last decade. While unemployment rate of
Shaanxi fluctuates larger than the range of the population growth rate.

4.2 The Type II Linear Regression Analysis

In the class II districts, the Pearson correlation coefficient of the population natural
growth rate and consumption level is shown below. There is substantial correlation
between the two variables in Shanxi, Guangdong, Guizhou, Yunnan, etc. There is
an positive correlation between two variables in Anhui, Fujian, Hunan, etc. It shows
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Fig. 7 Nonlinear relationship trends graphs of first cluster

weak correlation between the population natural growth rate and unemployment
rate in Hebei, Zhejiang, Shandong, Henan, Gansu (Table 5).

As shown, in the class II districts, there is substantial negative correlation
between two variables in Shanxi, Anhui, Fujian, Henan, Hunan, etc. There is
positive correlation for those two variables in Guangdong, Guizhou. Correlation is
weak between two variables in Hebei, Zhejiang, Shandong, Yunnan, Gansu, etc.
Draw two independent and dependent variables and scatter plot linear trend line

as

shown in Figs. 8 and 9.
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Fig. 9 Scatterplot of growth rate and unemployment rate of provinces in first cluster

The following are parameters of linear regression model for the class 2 districts.
In the class II districts, there is better degree of fitting for regression model 1 like

Shanxi, Anhui, Fujian, Hunan, Guangdong, Guizhou, Yunnan, etc. The both
p-values of Test ¢ and test F are under 0.05. This indicates consumption level is a
significant factor on natural population growth rate in these areas. While other
districts are at a lower level of degree of fitting, which is not remarkable for
significance of variables and equation test. This shows there is no linear relationship
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between consumption level and the population natural growth rate, and independent
variable of consumption level is not remarkable factor to the natural population
growth rate (Table 6).

In the class II districts, there is better degree of fitting for regression model 2 like
Shanxi, Anhui, Fujian, Henan, Hunan, Guangdong, Guizhou, etc. The results of test
t and test F are remarkable, and there is a linear relationship for explanatory
variables and explained variables. It indicates unemployment rate has significant
impact on the population natural growth rate. There is at a low level of degree of
fitting for regression model 2 like Hebei, Zhejiang, Shandong, Yunnan, Gansu, etc.
The results of test ¢ and test F' are not remarkable, which demonstrates that there is
not a linear relationship between unemployment rate and the population natural
growth rate, and unemployment rate of dependent variable has no significant impact
on the population natural growth rate. Independent variable of unemployment rate
is not a remarkable factor to dependent variable of the population natural growth
rate.

In the class II districts, there is no satisfactory degree of fitting on two models for
Hebei, Zhejiang, Shandong, Gansu. The level of correlation coefficient is low, and
there is no linear relationship between variables. Further analysis is shown in
Fig. 10.

As it is shown, for Hebei region, consumption level steps up year by year, while
unemployment rate is stable at the level of 3.8 approximately during the past
decade, the population growth rate increases a little. For Zhejiang region, the
consumption level is also up and it is on the top of whole country. Unemployment
rate is declined every year, there is limited increase on the population growth rate.
For Shandong region, consumption level steps up for ten years, while unemploy-
ment rate change a little at around 3.8, there is a lot increase on the population
growth rate. For Gansu region, consumption level increase for ten years, but it is
lower than eastern areas. Unemployment rate is dropped and a small change is on
the population growth rate. This shows it is fruitful policy on development of west
regions.

4.3 The Type III Linear Regression Analysis

The type III is analyzed same as above, conclusion illustrated below:

There is strong negative correlation between the two variables in Jiangxi,
Guangxi, Hainan, Qinghai, etc. It is very weak correlation between those two
variables in Tibet, Ningxia, Xinjiang, etc.

There is substantial positive correlation between two variables in Jiangxi,
Guangxi, Qinghai, etc. It is weaker correlation between those two variables in
Hainan, Tibet, Ningxia, Xinjiang, etc.
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Fig. 10 Nonlinear relationship trends graphs of second cluster

The following are parameters of linear regression model for the class III districts.

In the class IIT districts, there is better degree of fitting for regression model 1
like Jiangxi, Hainan, Qinghai, etc. The consumption level is a significant factor on
population natural growth rate in these areas. While other four districts are at a
lower level of degree of fitting, which is not remarkable for significance of variables
and equation test. This shows there is no linear relationship between consumption
level and the population natural growth rate, and independent variable of con-
sumption level is not remarkable factor to the natural population growth rate.

In the class III districts, there is low degree of fitting for regression model 2 for
seven districts. The results of test ¢ and test F' are not remarkable, and there is not a
linear relationship between unemployment rate and population natural growth rate.
Unemployment rate of dependent variable has no important impact on the popu-
lation natural growth rate.

In the class IIT districts, there is no satisfactory degree of fitting on two models
for Tibet, Ningxia, Xinjiang. There is no a linear relationship between variables.

As it is shown, for Guangxi and Ningxia region, there is small increase on
consumption level for a decade, and unemployment rate declines year by year.
While the population natural growth rate fluctuates. For Xinjiang and Tibet region,
there is very slow growth on the consumption level, and it is ranked bottom of
whole country. However, the population growth rate is more than 10%, unem-
ployment rate decreases.
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5 Conclusion

This paper researches on the natural population growth rate based on districts and
analyses three classes districts. It is clear to prove that there are correlation coef-
ficient and one parameter linear regression model between the natural population
growth and consumption level, and the unemployment rate. According to the result
in this paper, people could learn the regional difference and changing trend among
consumption level, unemployment rate and natural population growth rate. This
paper provides support for government to make policies and development strategy
and to improve population policy and structure.

What needs to be further researched are the districts, which show no correlation
between the natural population growth rate and consumption level, unemployment
rate, and take account of other impacts on the natural popula