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Preface

There exists a need for a comprehensive textbook based on funda-
mental physical and chemical theory that provides a description and
explanation of the various levels of structure that exist and influence
the macroscopic physical properties of fat crystal networks. This
book is intended to fill this need both as a textbook suitable for a
graduate level course on fat crystal networks, and as a reference
source for researchers and instructors in the area of lipids. The em-
phasis has been placed on food lipids, since the properties of the fat
crystal network formed in many fat-containing foods usually deter-
mine many of the organoleptic properties of the food product. There-
fore, this book will also serve as a reference for industrial profession-
als engaged in product development and quality control. Students
using this book are expected to have a good working knowledge of
second-year undergraduate physics and of undergraduate chem-
istry.

From a global perspective, this book is relevant to the area of
materials science: the emphasis on material science has been chang-
ing from semi-conductors and hard materials to soft materials, spe-
cifically to the rheological properties of soft materials. The approach
taken in this book in relating different levels of structure to macro-
scopic physical properties is also a strategy that is being applied with
increasing popularity to all areas of materials science. The extensive
use of soft materials as plastics or foods also establishes this area
of endeavor as a priority with industry.

iii
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iv Preface

The use of fractal mathematics to characterize the microstruc-
ture of fat crystal networks is a new and exciting application of frac-
tal analysis to natural systems. In many ways, the quantification of
the microstructure in fat crystal networks represents the missing
link in the chain of structural influences on the macroscopic physical
properties of fat crystal networks.

This book is organized into 16 chapters. Chapters 1-8 cover the
theory behind the study of fat crystal networks, namely crystalliza-
tion, rheology and microstructure. A quantitative link between the
structure of fat crystal networks and mechanical properties is offered
here as well. An appealing Chapter 9 describes and discusses the
analytical methodologies used in this area of endeavor. This section
is richly illustrated and should make these advanced techniques ac-
cessible to most scientists and technologists. Chapters 10—14 are
devoted to a few applications of the theory and techniques discussed
in order to illustrate their usefulness in addressing scientific and
technological problems. Chapters 15 and 16 include two stand-alone
contributions from Leendert Wesdorp and Jerrold Litwinenko. Leen-
dert Wesdorp’s work on the phase behavior of triacylglycerols re-
mains to date the most comprehensive and in-depth study in this
area. Jerrold Litwinenko has pioneered the use of 3-dimensional mi-
croscopy and microanalysis of fat crystal networks, pointing towards
the future of this art. Finally, this book includes a DVD image ar-
chive of most of the microscopy carried out in our laboratory. The
microstructure of cocoa butter, milkfat, milkfat fractions, palm oil,
among others, crystallized statically and dynamically under differ-
ent conditions is catalogued in this work. All images are provided
as high-resolution TIFF files. Also included are macros to carry out
particle counting fractal dimension determinations, and image-cap-
ture automations. Magnification bars for the different images are
provided with instructions on how to add them to the images, if re-
quired. It is the hope of the author that this DVD can become a
tool and a source of data for further studies on fat crystal network
structure. The images can be used for research and educational pur-
poses, and can be published as long as proper acknowledgment is
made with respect to their source.

It is the hope of the authors that this book will be used not only
as a tool for teaching, but also as a tool by researchers and industry
professionals, since it contains a wealth of information on fat crystal
networks that is pertinent to current problems in the industry.

Alejandro G. Marangoni
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Crystallography

ALEJANDRO G. MARANGONI

Department of Food Science
University of Guelph
Guelph, Ontario, Canada

1. REVIEW OF CRYSTALLOGRAPHY

The diffraction of waves is the basis of several powerful tech-
niques for the determination of the structures of molecules
and solids. X-rays have wavelengths comparable to the spacing
of atoms in crystals (about 100 pm), so they are diffracted by
crystal lattices.

1.1. Crystal Lattices

Early in the history of modern science it was suggested that
the regular external form of crystals (their morphology) im-
plied an internal regularity. Visual inspection of many differ-
ent crystals led to the realization that they all correspond to

1
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2 Marangoni

one of only seven regular shapes, collectively called the seven
crystal systems. The system a crystal belongs to is determined
by measuring the angles between its faces, and deciding how
many axes are needed to define the principal features of its
shape. For example, if three equivalent, mutually perpendicu-
lar axes are required, then the crystal belongs to the cubic
system. If one axis perpendicular to two, making an obtuse
angle, are required, then the crystal belongs to the monoclinic
system (Table 1; Figure 1).

The crystal systems can be discussed in terms of the sym-
metry elements they possess. Operations that leave an object
looking the same are called symmetry operations. Symmetry
operations include the identity operation (), rotation about
an axis of symmetry (n-fold rotation denoted C,,), reflection in
a plane of symmetry or a mirror plane (o), inversion through
a center of symmetry (i), and improper rotation (rotary reflec-
tion) about an axis of improper rotation (rotary-reflection axis)
(S,). Thereis a corresponding symmetry element for each oper-
ation: these are the points, lines, and planes with respect to
which the symmetry operation is performed. Objects can be
classified into symmetry groups by identifying all their sym-
metry elements. These are essential in the sense that the spec-
ified elements must be present for the crystal to belong to the
system, but other elements may also be present, in which case
they belong to a particular crystal class of that crystal system.
For example, two crystals belonging to the cubic system can
have different rotational symmetry. When these additional

Table 1 The Seven Crystal Systems and Their Structural
Characteristics

System Axes Angles
Cubic a=b=c a=p=y=90°
Rhombohedral (Trigonal) a=b=c a=B=vy290°
Tetragonal a=b=c a=B=y=90°
Hexagonal a=b=c a=pB=90°, y=120°
Orthorhombic azb#c a=B=vy=90°
Monoclinic azb=c a=y=90°, B=90°
Triclinic azb#c a#PB#Yy#90°
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\4

b

Figure 1 Diagram of al unit cell depicting the three crystallo-
graphic axes and angles.

symmetry elements are taken into account, it turns out that
there are 32 crystal classes, distributed over the seven crystal
systems. The classification system used in the discussion of
crystal symmetry is the Hermann-Mauguin (or International)
system.

The difficulty with the classification procedure is that
crystal faces grow at different rates, and so the appearance of
the crystal may be distorted. Moreover, in some cases there
may be accidental equivalences of axes. Therefore, in order to
classify crystals unambiguously, we must do so on the basis
of the internal symmetry elements they possess.

1.2. Lattices and Unit Cells

A crystal is an orderly array of symmetrically arranged parti-
cles. In order to be precise about the internal organization of
the crystal, individual units from which the crystal is built
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need to be distinguished. We introduce the following defini-
tions:

1. The Asymmetric Unit: the particle (ion, molecule) from
which the crystal is built

2. The Space Lattice: a three-dimensional, infinite array
of points, each of which is surrounded in an identical
way by its neighbors. The space lattice defines the
basic structure of the crystal. In some cases, there may
be an asymmetric unit at each lattice point, but that
is not necessary. For instance, each lattice point might
be at the center of a cluster of three asymmetric units.
The space lattice is, in effect, the abstract scaffolding
for the crystal structure.

3. The Crystal Structure: the association of each lattice
point with an assembly of asymmetric units in a sym-
metrical arrangement that is identical for each lattice
point.

4. The Unit Cell: the fundamental unit from which the
entire crystal may be constructed purely by transla-
tional displacements (like a brick in a wall). The unit
cell contains all the symmetry elements of the crystal.

A unit cell must possess the overall symmetry of the crystal.
It follows that we should expect to be able to account for the
external morphology of a crystal in terms of the symmetry of
its unit cell. The morphology, however, also depends on the
relative rates of growth of the different crystal faces, but the
underlying unit cell structure is uniform. Therefore, if we can
identify the symmetry elements of the unit cell, we shall have
an unambiguous classification of the crystal.

In three dimensions there are fourteen types of unit cells
that can stack together and give rise to a space lattice that
fills all space: the Bravais lattices. Those with lattice points
only at the corners of the unit cell are called primitive (P); a
body-centered (I) unit cell has a point at the center, and face-
centered (F) unit cells have lattice points on their faces. The
Bravais lattices fall into seven groups, which correspond pre-
cisely to the seven crystal systems. In other words, the seven
crystal systems correspond to the existence of the seven regu-
lar internal shapes that may be packed together to fill all
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space. Furthermore, the occurrence of the crystal classes re-
flects the presence of the corresponding symmetry elements
in the unit cells. Therefore, a triclinic crystal morphology indi-
cates the presence of a unit cell with triclinic symmetry, and
SO on.

1.3. The Miller Indices

Even in a rectangular lattice, a large number of planes can
be identified. Consider a three-dimensional (3D) rectangular
lattice formed from a unit cell of sides a,b (Figure 2). Four sets
of planes have been drawn through these lattice points. These
planes can be identified according to the projected distances
along the a, b, and ¢ axes that a plane covers between two
consecutive lattice points. For example, the four sets in the
illustration can be denoted respectively (1a, 1b), (3a, 2b), (— 1a,
1b), and (xa, 1b). If we agree to quote distances along the axes
in terms of the lengths of the unit cells, these planes can be
specified more simply as (1,1), (3,2), (—1,1), and (%,1). The
lattice in Figure 2 corresponds to the top view of a 3D rectangu-
lar lattice in which the unit cell has a length “¢” in the
z-direction. Thus, all four sets of planes intersect the z-axis at
infinity, and therefore, the full labels are (1,1,), (3,2,),

Wy

Figure 2 Possible planes through a crystal lattice

Copyright © 2005 by Marcel Dekker
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(—1,1, ») and (o0, 1, »). The appearance of « is inconvenient,
and a way of eliminating it is to deal with the reciprocal of the
indices. The, so-called, Miller indices are the reciprocals of the
numbers in the brackets, with fractions cleared. For example,
the (1a, 1b, »c) plane, abbreviated as the (1, 1, «) plane, be-
comes (110) in the Miller system. This label is used to refer
to the complete set of equally spaced planes parallel to this one.
Similarly, the (3, 2, «) plane becomes (1/3, 1/2, 0) on taking
reciprocals, and (2, 3, 0) upon clearing fractions, and so it is
referred to as the (230) plane in the Miller system. Negative
indices are written with a bar over the number. The three
numbers in the Miller system are denoted as (hkl).

One should remember that the unit cell need not be rec-
tangular; the procedure works equally well when axes are not
perpendicular. For that reason, the axes are called a,b,c rather
than x,y,z. As well, the smaller the value of h in (hkl), the
more nearly parallel the plane to the a-axis (The same applies
to k and the b axis and 1 and the ¢ axis). When h = 0, the
planes intersect the a-axis at infinity, and so (0,k,1) are parallel
to the a-axis. Similarly, (h0l) and (hkO) are parallel to the b
and c axis, respectively.

The Miller indices are very useful for expressing the sepa-
ration of planes (d). From the extension of the Pythagorean
theorem to three dimensions, it is possible to show that, for
a general orthorhombic lattice (a rectangular, or orthogonal,
lattice based on a unit cell with different sizes),

1 (R (RY (LY
il Bl Bt el Bl (1)
dy, \a b c
This equation simplifies for the case of a cubic lattice (a = b
= ¢) to
1 (RP+E+0%)

2 = 2
i a

(2)

1.4. Powder X-Ray Diffraction and Bragg’s Law

Because x-rays have wavelengths comparable to atomic spac-
ings, they are diffracted when passed through a crystal as a
result of the interference between waves. Where their ampli-
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tudes are in-phase, the waves augment each other and the
intensity is enhanced; where their amplitudes are out-of-
phase, they waves cancel each other and the intensity is de-
creased.

Consider a stack of reflecting lattice planes (Figure 3).
The path-length difference between the two rays is 2x, which
equals 2dsinf, where d is the layer spacing and ( is the glancing
angle. For many glancing angles, the path-length difference
is not an integral number of wavelengths, thus resulting in
destructive interference. However, when the path-length dif-
ference is an integral number of wavelengths (2x = n\, the
reflected waves are in-phase and interfere constructively. It
follows that a bright reflection should be observed when the
glancing angles fulfill the Bragg condition:

nA = 2d siné (3)

In modern crystallography, all reflections are considered to be
first order (n = 1), with higher order reflections (n = 2, n =
3, etc.) absorbed into d. Thus, Bragg’s law can be rewritten as:

X-rays

Crystal Planes

Figure 3 Geometry of the refection of X-rays from crystal planes
used in the derivation of Bragg’s law.
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A= 2dhkl sind (4)

In this case, an nth order reflection is considered to arise from
the (nh,nk,nl) planes. For example dgsg = 1/2 d;23. In general,
increasing the indexes uniformly by a factor of n decreases the
separation distance by the same factor (Figure 4).

In most fats and oils work, single-crystal X-ray diffraction
(XRD) is not carried out, however, powder XRD does occur.
Fats are polycrystalline materials, a randomly oriented heap
of tiny crystals. Some of the crystals will, however, be in the
correct orientation to satisfy Bragg’s law, even for monochro-
matic radiation. In principle, each set of (h,k,l) planes gives
rise to a diffraction cone because some of the randomly orien-
tated crystallites can diffract the incident beam. This powder
technique is equivalent to rotating a single crystal over all
possible orientations relative to the incident X-ray beam. These
days, the major application of powder XRD is to qualitative
analysis since many diffraction patterns have been recorded

(420)
(210)

Figure 4 Crystal planes corresponding to first-and second-order
reflections.
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and can be used as a fingerprint. The powder technique is
useful for a qualitative analysis of the sample and for an initial
determination of the dimensions and symmetry of the unit
cell, but it cannot provide the detailed information about
the electron density distribution that is available from single-
crystal methods.

1.5. A Typical Powder XRD Setup

Figure 5 depicts a possible configuration for a powder XRD
experiment. In this particular setup, the sample is positioned
in the middle of the camera and the walls of the camera are
lined with photographic film. When Bragg’s law is obeyed, the
incoming X-ray beam will be diffracted by the crystal planes
and leave a burn mark (a line) on the photographic film (Figure
6). Using the distance between the camera and the sample

REFLECTION

BURN-THROUGH

Figure 5 A powder X-ray diffraction experimental setup.
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Figure 6 Photographic film used in a powder x-ray diffraction ex-
periment. The lines observed correspond to the wide-angle reflec-
tions of milkfat (left) and chemically interesterified milkfat (right).

(r), as well as the distance between the burn-through and the
particular reflection (the length of the arc, 1), it is possible to
determine the angle «, which is equal to 26, using:

o= 360°L (5)
2nr
Since a = 20, we can determine the spacing between crystal
planes corresponding to that particular reflection using Eqn. 3,
A

Wkl T o
2sin0

(6)
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A densitometric scan of the film will provide an intensity-scat-
tering angle profile for the crystalline material being analyzed.
This profile is called the powder-spectrum.

Many other setups are possible. Many modern machines
have 2-dimensional charge-coupled device detectors (CCD de-
tectors) that can detect the position and intensity of all reflec-
tions simultaneously, as shown in Figure 7. X-rays are usually
transmitted through the sample in this setup. These detectors
allow for the study of the dynamics of crystallization processes.
The detector could also be a scintillation counter that travels
and collects intensity data at the different scattering angles, as
shown in Figure 8. X-rays are usually reflected from the sample
in this setup. The resolution obtained with such setup is very
high, however, it takes a fairly long period of time to collect a
spectrum that includes both wide-angle and small-angle data
(step sizes are in the order of 0.01°). Thus, the dynamics of the

Figure 7 Two-dimensional powder x-ray diffraction spectrum for
cocoa butter crystallized isothermically at 20 °C for 35 days.
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65.71 460

2500 A

2000

1500 -

Figure 8 1D powder spectrum of cocoa butter crystallized at 22 °C
for 20 days. The numbers correspond to the d-spacings in Angstroms.

crystallization processes are difficult to study. One can envision
how the spectrum in Figure 8 would correspond to a cross sec-
tion of Figure 7.

1.6. Indexing Reflections

By knowing the location of the glancing angle, 6, the values
of dy;q can be determined. The dimensions of the unit cell (a,
b, and ¢) can be determined by identifying the d-spacings that
correspond to the (100), (010), and (001) planes, respectively.
Using this information, it is then straightforward to calculate
d spacings corresponding to putative hkl planes and compare
them to experimentally determined values. For example, Eqn.
7 can be used to index reflections for the case of a cubic unit
cell.

_*
(h* +R% + 12)% 0

Some types of unit cells give characteristic and easily recogniz-
able patterns of diffraction lines. Thus, it is possible to gener-

dhkl =
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ate characteristic spectra for known unit cell types and com-
pare them with the experimental results.

Of note is that not all (hkl) planes will produce a diffrac-
tion line. Consider the (100), (110), and (111) planes of primi-
tive, face-centered, and body-centered cubic lattices. In a face-
centered lattice, the (100) and (110) planes sandwich planes
sharing the same lattice points. The same is true for the (100)
and (110) planes of a body-centered lattice. Reflections from
these planes will, therefore, destructively interfere with reflec-
tions from the intervening planes. It follows, then, that all
three of these planes will produce diffraction lines only in crys-
tals with a structure based on the primitive lattice.

2. CRYSTALLOGRAPHIC STRUCTURE OF FATS

Most of our knowledge on the crystalline structure of fats
comes from XRD studies. Fat crystal structure has profound
effects on the physical properties of the fat (i.e, consistency,
melting point). The adopted crystal structure depends on the
type of lipid present, the fatty acid distribution and type on
the lipid molecule, lipid purity, and crystallization conditions
(temperature, rate of cooling, shear, seeds, solvent).

When a triacylglycerol molecule crystallizes, the chains
will align side-by-side to maximize van der Waal’s interactions
(Figure 9). Indicated on the figure are the (a) and (c) axes of
the unit cell. This view of the crystal lattice is along the a—c
plane. The (c) axis usually refers to the long axis of the unit
cell. The other short axis, (b), would be protruding behind the
a—c plane.

In general, long spacings mirror the distance between
methyl end groups for triacylglycerols and are usually com-
prised of two or three chain lengths of the fatty acid (Figure
10). Long spacings for triacylglycerols increase with increasing
chain length and decrease with increasing tilt angle. In crys-
tallographic terms, these reflections correspond to separation
distances between (001) planes (dgg1)-

2.1 Single Crystal Structures

Very few single-crystal structures have been determined for
triacylglycerols. Vand and Bell [1] first attempted to deter-
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Figure 9 Diagram depicting the unit cell and the subcell of a tri-
acylglycerol.

clialnlals
Wi

Figure 10 Double and triple chain stacking arrangement of tria-
cylglyerols in a fat crystal.
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mine the crystal structure of trilaurin. They came very close,
being able to define the structure of the hydrocarbon chains,
as well as the dimensions and space group of the unit cell. The
first full crystal structure of a triacylglycerols is attributed to,
L. H. Jensen and, A. J. Mabis in 1963 [2]. They determined
the structure of the B-form of tricaprin. The refinement of their
structure appeared in 1966. Shortly after, Larsson [3] reported
the complete structure of trilaurin. The account of this work
was, unfortunately, published in a somewhat obscure journal.
The crystal structure of the B-form of 1,2-dipalmitoyl-3-acetyl-
sn-glycerol was reported by Goto et al. in 1992 [4]. Of note are
also the reported structures for brominated triaclyglycerols,
namely tri-11-bromoundecanoin [3] and 2-11-bromoundeca-
noyl-1,1’dicaprin [6].

The structure of the B’ form was not reported until the
year 2000, mainly due to difficulties in growing a large enough
crystal for XRD studies. The structures of the B’ forms of 1,3-
dicapryl-2-lauryl-sn-glycerol and 1,2-dipalmitoyl-3-myristoyl-
sn-glycerol [7,8] have been determined experimentally.

2.2 Polymorphism

Polymorphic forms of fats are solid phases of the same chemi-
cal composition that, upon melting, yield identical liquid
phases (like diamond and carbon). In fats and oils research,
true polymorphism does not exist. This is because every phase
usually also has a different molecular composition. Thus, ac-
cording to the definition above, this does not constitute true
polymorphism. Having qualified this fact, we will continue
using the word polymorphism to describe the different crystal
forms identified in a particular fat.

In fats and oils work, polymorphism is associated with
different packing of the hydrocarbon chains and their angle
of tilt. Three major polymorphic forms have been identified in
fats and oils, namely the «, the B’ and the B forms. The alpha
form is metastable and will thus transform into more stable
forms. Two crystalline forms are called monotropic when one
is more stable than the other, and recrystallization will take
place in the direction of the more stable form only. Transfor-
mation of one polymorphic form into another is possible with
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Figure 11 Dynamics of polymorphic crystallization and recrystal-
lization in fats.

or without melting of the solid (melt-mediated vs. solid state).
Figure 11 summarizes the possible dynamics of fat crystalliza-
tion and recrystallization in terms of the polymorphism of the
solid state. Notice how the a, B’ and B forms can form directly
from the melt. Also evident is the irreversibility of the a to p’
to B transformations (monotropism).

2.2.1 Subcells and Subcell Packing

Subcells are the smallest spatial units of repetition along the
chain axes within the unit cell (Figure 9). Methyl and carboxyl
groups are not included in the subcell lattice. Ethylene is the
smallest unit within the hydrocarbon chain, which constitutes
a 3D entity. Diagrams, like the one shown in Figure 12, depict
the way in which ethylene groups within the long hydrocarbon
chains are arranged relative to each other. The best way to
visualize this packing arrangement is through the use of mo-
lecular models. These two-dimensional representations of 3D
structures are rather poor.

Simple lipids, like alcohols, fatty esters, and esters, show
three main chain-packing arrangements that can be described
by the chain-packing subcell. The most common subcell struc-
tures in fats are the hexagonal («), triclinic (B or T)), and ortho-
rhombic perpendicular (B” or O_ ). In the triclinic (B) packing,
there is one ethylene group per subcell, and all zigzag planes
are parallel (Figure 12). The orthorombic packing (B’) is also
characterized by one ethylene group per subcell; however, the
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Figure 12 Possible geometric packing arrangements for ethylene
groups within the long fatty acid chains of triacylglycerols in fat
crystals.

difference between orthorhombic and triclinic is that the crys-
tal planes are perpendicular to their adjacent planes (Figure
12). The hexagonal (a) packing occurs just below the melting
point of the acyl chains. The chains are randomly oriented
and display rotation about their long axis (Figure 12). Table
2 summarizes some of the characteristics of the different poly-
morphic forms in fats.
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Table 2 Characteristics of the Different Polymorphic Forms

in TAGs

Characteristic a Form B’ Form B Form

Chain packing Hexagonal Orthorhombic Triclinic

Short spacing(s) 0.415 nm 0.38 and 0.42 nm 0.46 nm

IR Spectrum (-CH,-) Singlet at 720 cm™! Doublet at 727 Singlet at 717 cm ™!
rocking vibration and 719 cm ™!

Density Least dense Intermediate Most dense

Melting Point Lowest Medium Highest

2.2.2. Energetics of Crystallization as it Relates
to Polymorphism

Figure 13 summarizes many of the principles governing the
crystallization of fats. Triacylglycerols are relatively large
(small) molecules. It takes a relatively long time for the long
hydrocarbon chains to align and form a stable crystal form.
The driving force for nucleation (and thus crystallization) is
the degree of undercooling (or supercooling). When a melt is
cooled below its melting point, a driving force for crystalliza-
tion is established, which is proportional to the extent of this

Figure 13 Diagram depicting the free energy of activation (kinet-
ics of formation) for the formation of a particular polymorph as well
as the free energy difference between products and reactants (ther-
modynamic stability).
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undercooling (AT). Below its melting point, a material is in a
metastable region where even though the material is under-
cooled, it does not crystallize. In this region, molecules are
trying to adopt stable packing arrangements for the formation
of a crystalline solid and decrease this driving force (the chemi-
cal potential between the solid and the melt). Given suffi-
ciently high degrees of supercooling, molecules do not have
sufficient time to pack in the most thermodynamically stable
configuration and thus tend to crystallize in metastable forms.
The key concept here is that the metastable forms have a lower
free energy on nucleation (AG¥) than the more stable forms
(Figure 13). Thus, the metastable forms will form more read-
ily. This is a purely kinetic effect. Also, notice how the free
energy of formation (AG) of the metastable forms is lower than
that of the stable forms, since the free energy of the metastable
form is the highest. Thus, even though the mestable forms
have a lower thermodynamic stability, they tend to form more
readily due to the kinetics of the process. This explains why
metastable forms form first even though their melting point
is lower than that of the more stable forms.
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1. INTRODUCTION TO CRYSTALLIZATION
1.1  Nucleation

When the temperature of a fat melt is decreased below its
maximum melting temperature, it becomes supersaturated in
the higher-melting triacylglycerol (TAG) species present in the
mixture. This so-called undercooling or supercooling (below
the melting temperature) represents the thermodynamic driv-
ing force for the change in state from liquid to solid. Fats usu-
ally have to be undercooled by at least 5—10°C before they
begin to crystallize. For a few degrees below the melting point,
the melt exists in a so-called metastable region. In this region,
molecules begin to aggregate into tiny clusters called embryos.

21
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At these low degrees of undercooling, embryos continuously
form and breakdown, but do not persist to form stable nuclei.
The energy of interaction between triacylglycerol molecules
has to be greater than the kinetic energy of the molecules in
the melt so as to overcome Brownian effects. For these flexible
molecules, it is not sufficient to simply interact; molecules
have to adopt a specific conformation in order to form a stable
nucleus. The adoption of this more stable conformation is rela-
tively slow, thus explaining the existence of a metastable
region. As the undercooling is increased (i.e., at lower tempera-
tures), stable nuclei of a specific critical size are formed. The
Gibbs free energy change associated with the formation of a
crystal embryo (AG,) includes contributions from both surface
(positive) and volume changes (negative) and is defined by

AG, = A5V 2K (1)
Vi

where A, is the surface area of a nucleus, 8 is the surface free
energy per unit area, V,, is the volume of a nucleus, Ap is the
chemical potential difference between solid and liquid (related
to the degree of supersaturation) and V,,® is the molar volume
of the solid. The formation of a crystal leads to the creation of
a solid—liquid interface, resulting in a positive contribution to
the free energy of nucleation (proportional to A,,). On the other
hand, the formation of a crystal also leads to a decrease in
the chemical potential difference between the solid and liquid
(proportional to V,,). Thus, at a critical nucleus size (referred
to as a critical radius, r., in this discussion) a maximum in the
free energy of nucleation profile will be observed, where an
increase proportional to A, is exactly balanced by a decrease
proportional to V,,. Beyond r., the free energy of nucleation will
continuously decrease. In order to minimize their free energy,
clusters smaller than r, will break down while those larger
than r. will continue to grow.

The three most common types of nucleation include
primary homogeneous nucleation, primary heterogeneous nu-
cleation, and secondary nucleation. With significant under-
cooling, primary homogenous nucleation may occur in a melt.
Primary homogenous nucleation occurs in pure solutions, in
the absence of foreign interfaces. In reality, however, nucle-
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ation is usually catalyzed by the presence of foreign particles
or interfaces. Primary heterogeneous nucleation requires
significantly lower supersaturation than homogeneous nu-
cleation because foreign surfaces reduce the effective surface
free energy by decreasing the crystal-melt interfacial tension
(3 in equation. 1). “Catalytically active impurities,” which can
include surface edges, create order in small regions of the melt,
thus serving as templates for nucleation. Secondary nucle-
ation, the process where new crystal nuclei form on contact
with existing crystals, or crystal fragments, will proceed once
primary nucleation has taken place. The number of nuclei
needed to induce crystallization in bulk fats is very low (1 per
cubic mm or less). In contrast, each droplet in an emulsified
fat must contain a nucleus for crystallization to take place.
Since the likelihood of each globule containing a nucleus or
catalytic impurity is low, emulsified fats require much more
undercooling to induce crystallization compared to bulk fat.

1.2 Growth

Crystal growth involves both the diffusion of TAGs from the
bulk solution across a boundary layer and the incorporation
of TAGs into the crystal lattice of an existing nucleus or crys-
tal. TAG crystal growth depends on a number of factors,
including the degree of undercooling, the rate of molecular
diffusion to the crystal surface, and the time required for TAG
molecules to fit into the growing crystal lattice. Because of the
large entropic loss (gain in “order” of the system) associated
with the incorporation of a molecule into a crystal lattice, the
activation energy for this event is high. Especially at low de-
grees of supersaturation, incorporation of TAG molecules into
the crystal lattice is considered to be the rate-limiting step in
fat crystallization rather than diffusion to the crystal surface.
Crystallization in a multicomponent fat is especially slow be-
cause the supersaturation for each TAG molecule is very small
and because of competition between very similar molecules for
the same sites in the crystal lattice.

Melt viscosity can also have a significant effect on growth
rate, particularly at higher degrees of supersaturation, be-
cause it limits molecular diffusion and the dissipation of the
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latent heat of crystallization away from a growing crystal face.
Growth rate is inversely proportional to melt viscosity, which
tends to increase with decreasing temperature.

Compared to nucleation, the driving force required for
crystal growth is relatively small. Given that fats have in gen-
eral large negative entropies of fusion (about 10 times that of
water), nucleation events are expected to dominate the crystal-
lization process. As a result, there is likely to be further nucle-
ation during crystal growth. For example, nucleation was ob-
served in tristearin melts throughout the crystallization
process [1]. A low reaction-rate constant for growth, relative to
the overall rate of crystallization, means that there is enough
supercooling in the melt for nucleation to take place through-
out the melt, beyond the growing solid—liquid interface. In
these cases, the rate of nucleation, rather than the rate of
crystal growth, governs the overall rate of solidification [1].

The crystal growth rate and mechanism will depend on
both the nature of the crystal-melt interface and structure of
the crystal surface [2]. When a surface, at a molecular scale,
is rough, there will be many “kink” sites present in the lattice
of a growing crystal where approaching molecules may be in-
corporated. As a result, continuous growth will occur. The
growth rate for continuous growth is linearly related to the
supersaturation of the system [2,3]. While kinked faces grow
continuously, relatively flat crystal faces grow in a layered
fashion [4]. A smooth surface makes growth more difficult and,
as a result, “layer” growth models predominate [2]. The two
models to describe layered growth on crystal surfaces are two-
dimensional nucleation and spiral growth [4]. Two-dimen-
sional nucleation is quite rare, but can occur if enough growth
units cluster together to form an embryo of stable critical nu-
clei on a crystal surface. At this point, lateral growth may
proceed with further growth units diffusing to the surface and
attaching to the nucleus. Because surface nuclei must form
on the perfect crystal surface in two-dimensional growth, a
relatively high driving force is needed [4,5]. At low degrees of
supersaturation, the energy barrier for two-dimensional nu-
cleation is very high. In these cases, the more common spiral
growth mechanism will predominate [4].
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In the spiral growth mechanism, kinks are produced in
the crystal-melt interface by emergent screw dislocations.
Growth units then reach these sites by surface diffusion [2,6].
Frank [6] proposed that incoming molecules readily migrate
to imperfections, in the form of dislocations, on a growing face
because these regions possess a lower surface free energy. This
renews the crystal defects which continue to be perpetuated
in a spiral manner [7]. Spiral defects in crystal surfaces can
lead to continuous growth [3]. At low degrees of supersatura-
tion, steps protrude from the crystal surface and spiral growth
occurs [5]. The reaction-rate constant for this type of growth
is much lower than the constant for continuous growth [1]. In
long-chain compounds, spiral growth is commonly polygonized
(as opposed to circular) [8,9]. It has been suggested that poly-
gonized growth may be responsible for the generation of poly-
types in materials which demonstrate this behavior [4,10].

van Putte and Bakker [11] found the growth rate of satu-
rated palm oil crystals to follow a screw dislocation mechanism
[12]. Crystal growth in the direction of a TAG’s hydrocarbon
chains is believed to occur via a screw-dislocation mechanism
(as reported by Skoda and van den Tempel [13]). In tristearin
crystals, the faces which contain the methyl end groups are
almost flat because of the asymmetric shape of the TAG mole-
cule and the requirement of close packing in the planes of the
methyl groups [14]. In contrast, the lateral crystal faces are
rough [15]. Lateral growth of TAG crystals does not seem to
be controlled by either a dislocation or surface nucleation
mechanism [13]. Surface roughness, particularly at high de-
grees of supersaturation, makes the initiation of a new layer
by two-dimensional nucleation unnecessary [15]. Electron mi-
crographs of milk fat crystals showed rounded ends, while
the (100) faces were either flat or somewhat rounded, and the
large (001) faces were flat with an occasional sharp step (as
reported by Walstra [16]). n-paraffin crystals also demonstrate
rounded, rather than planar crystal ends, because of increased
kinetic roughening (i.e., formation of many small nuclei on the
face) of the crystal faces in the (010) direction (as reported by
Walstra [16]).

Copyright © 2005 by Marcel Dekker



26 Marangoni

1.3 The Effects of Impurities on Crystallization

Treatises on fat crystallization often include a discussion
about the effects of impurities on phase transformations with
strong emphasis placed on the review by Boistelle [4]. Accord-
ing to crystallization theory, impurities should increase nucle-
ation and decrease crystal growth rates [4]. Heterogeneous
nucleation is controlled by the relationship between the crystal
and melt, the crystal and the foreign substance, and the melt
and the foreign substance [5]. As an impurity adsorbs onto a
nucleus’ surface, it can decrease the interfacial tension be-
tween the solid crystal and the melt. Thus, the presence of
foreign particles in a melt may decrease the free energy of
formation of a critical nucleus [2]. As a result, the rate of nucle-
ation should increase [4]. Boistelle [4] reported that the
adsorption of impurities and additives should theoretically
also increase crystal growth rates. Adsorption of impurities
result in a decrease in the edge free energy of the crystal steps
which means that the distance between the steps should be
decreased with a simultaneous increase in growth rate. In
three-dimensional nucleation (i.e., not on an existing crystal
surface), however, crystal growth is inhibited by impurity ad-
sorption because kinetic factors decrease more rapidly than
thermodynamic factors [4]. Additives may also decrease the
growth of crystal faces by partially blocking the surface and
hindering the approach and incorporation of new molecules
[17]. If an additive affects the growth rate of the crystal’s faces
differently, a change in shape (habit modification) occurs [17].
While additives may be effective at extremely low concentra-
tions [17], they are generally more effective at increased con-
centration and also at decreasing supersaturation [4,18,19].
Several examples of impurity effects on crystallization
can be found in nature [20]. In kidney or gall stones, for exam-
ple, organic additives inhibit crystal growth, just as polyvi-
nylsulfonate and polyglutamic acid can retard carbonate
precipitation and crystallization in some metals [21,22]. In
other examples, impurities have been shown to accelerate
phase transitions. For example, some aspartic-rich proteins
initiate the growth of calcite crystals [23], just as polyglutamic
acid promotes calcium oxalate nucleation at low levels [24].
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The reported effects of impurities on crystallization are vari-
able. Impurities may either enhance nucleation or suppress it
by interfering with the formation of stable embryos. Likewise,
they can retard crystal growth or increase crystal growth rates
[24].

The examples cited previously involve “impurities,” the
structures of which bear little resemblance to the crystallizing
molecules. As aresult, these molecules will adsorb onto a grow-
ing crystal face or a nucleation template [20]. van den Tempel
[15] thought that emulsifiers, because of their surface-active
nature, may adsorb at active surfaces and prevent heterogene-
ous nucleation, resulting in a higher supercooling requirement
or a longer time for crystallization. He suggested that mole-
cules which adsorb more strongly and become more firmly
attached to a growing crystal should exert larger effects on
crystallization [15]. In fat systems, we are most commonly
dealing with emulsifier-type molecules which demonstrate a
high degree of similarity with the crystallizing molecules. It
is doubtful that these molecules function as “impurities” in the
classical sense. It is more likely that chemical and structural
affinity between the “impurity” and crystallizing TAGs results
in co-crystallization of the molecules [20].

2. CRYSTALLIZATION KINETICS
2.1.  Nucleation
2.1.1. Steady-State Nucleation Theory

The conventional Gibbs-Thomson formulation expresses the
overall free energy change resulting from the formation of a
spherical nucleus as the sum of a surface term and a volume
term,

AG, = 4’5 — é7rr3 Al (2)

3 v,
where AG,, is free energy change associated with the formation
of spherical nucleus (J), r is crystal radius (m), & is the solid-
liquid surface free energy per unit area (J m~2), or crystal-
melt interfacial tension, Ap is the chemical potential differ-
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ence between the liquid and the solid (J mol 1), while V,,* is
molar volume of the solid (m® mol 1)

The creation of a solid—liquid interface requires energy,
leading to an increase in the free energy of the sysem; however,
the creation of a nucleus also causes a decrease in the free
energy of the system, driven by a decrease in the supersatura-
tion of the system upon crystallization. Thus, at a certain criti-
cal radius, a maximum in the AG,-r profile will be observed
(Figure 1). As discussed above, this AG, maximum corre-
sponds to the critical radius of the nucleus (r,.).

Envision a particular ith TAG component in a fat mixture.
If the fat melt is cooled below the melting point of this ith
component, it will crystallize until its saturation concentration
in the melt is reached and thermodynamic equilibrium re-
established. At this point, the chemical potential of the pure
ith solid [w;*(s)] equals the chemical potential of that same it"
component dissolved in the melt [p;(1)] (along with the other
components), namely

i = i (D) (3)
The chemical potential of the i*" component in the melt equals
wi (D) = w* ) + RT In a; (1) 4)
5.0x10-14
- AG,=1.46-10"J/n
8 r=3.410"m
3 0.0x10-%-
>
£ ]
2 6=30 mJ m?
(5: -5.0x10-144 AGL=150J mol” ,
< Vyp®=8.5:10 m* mol" !
fo
-1.0x10-13 e
1.0x10-08 1.0x10-97 1.0x10-06 0.00001
r(m)

Figure 1 Simulation of changes in the free energy of nucleation
with nucleus size. Notice the maximum at the critical radius (Ve).
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where p*(1) is the chemical potential of a pure liquid of the
ith component, and a;(1) corresponds to the activity of the ith
component in the melt, a;(1) = v;x;(1), where v; is the activity
coefficient and x;(1) is the concentration. Thus we can write

mi* (8) = w* () + RT Ina; (D) (5)
and therefore
Ap = wi*(s) — w™* () + RT Ina; (1) (6)
Consider the Hildebrand equation,
a0« e L 1) 28y .
R \T,, T) RT,, RT

where AH¢is the enthalpy of fusion, and Ty is the temperature
of fusion (melting point). Recall that AS; = AH¢/T¢, and there-
fore the Hildebrand equation can be rearranged to

RTIng,()=

TAH,,

Tf . - AHf,i = TASf,i - AHf,i = _AGf,i (8)
Thus, the difference in chemical potential between the pure
solid of the ith component and the pure liquid of the ith compo-
nent is equivalent to the free energy of fusion (AGy),

AGri = —RTIna; (1) = u* (1) — () = A (9)

If the solid phase was composed of a mixture of fats, rather
than a single component, then we would have to take into
account the concentration (activity) of the ith component in
the solid as well. Thus, after the material has crystallized and
equilibrium has been reestablished, the chemical potential of
the solid and the liquid would be equal,

wi* () + RTIna; (1) = w* () + RT In a; (1) (10)

The chemical potential difference between the pure i*" solid
and the pure i*" liquid could then be expressed as a function
of the concentration (activity) of the i component in the solid
and the liquid,

Au=; (s)—u; ()= RTIna,(l) - RTIna,(s)

_ RTIn %Y 1D

a,(s)
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Considering the above, we can rewrite the Gibbs-Thomson
equation as

4 AG
AG, = 4m?s - =mr® —L
n 3 Ve (12)
The change in free energy as a function of radius is given by
AG
AG, _ 8o — dm ! (13)
r \%

The formation of a stable crystal nucleus takes place above a
critical radius (r. ). This radius corresponds to a maximum in
the free energy versus nuclei radius profile. At this point,

G,

0
or (14)
Equation 13 can then be rearranged to
AG
8mr.8 = 4mr? —L
c c Vnsl (15)
and an expression for this critical radius obtained,
20V
=) G, (16)
Substituting r. for r in the Gibbs-Thompson equation,
2 3
20V° 4 [28VF) AG
AGF =dp| ZZm | §—Zp| Eom | L
' LAGf ] 3 (AGf ] Vin o

and after rearrangement, leads to a useful expression,

1678° (V)2 82n8° (V) AG,  1678° (V)2 32n8° (V)

AGy = 2 3 = 2 2
(AG,) 3(AG, PV, (AG,) 3(AG,)

_4818°(V)*  32m8°(V,y)?
3(AG, )’ 3(AG, )’

_1675° (V)
3(AG,)*

(18)
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Considering that

AGf == AHf - TASf (19)
and that since AGy = 0 when T= Ty, then
AH
AS, =—L
f T, (20)

Thus, the free energy of fusion can be expressed as

AG; =AH, -T Ay —aH [ 1- L oA, -7
T, T, T ) o

_ AH/(AT)
Tf
Substituting equation. 21 into equation. 18 results in the com-

mon form of the Gibbs-Thompson equation used in fat crystal-
lization studies,

1676° (V3 )* T/
3AH} (AT)?
This free energy of nucleation corresponds to an activation

free energy of nucleation—the free energy barrier required to
form a spherical nucleus of critical radius r..

AGy = (22)

2.1.2. Theory of Reaction Rates

Absolute reaction rate theory is a collision theory that assumes
that chemical activation occurs through collisions between
molecules. The central postulate of this theory is that the rate
of a chemical reaction is given by the rate of passage of the
activated complex through the transition state.

This theory is based on two assumptions, a dynamical
bottleneck assumption and an equilibrium assumption. The
first asserts that the rate of a reaction is controlled by the
decomposition of an activated transition-state complex, and
the second one asserts that an equilibrium exists between
reactants (A and B) and the transition-state complex, C*,
namely

A + BS C*—products. (23)

Copyright © 2005 by Marcel Dekker



32 Marangoni

It is therefore possible to define an equilibrium constant for
the conversion of reactants in the ground state to an activated
complex in the transition state. For the above reaction,

p_ 1C"]

K* =
[AI[B] 24

At equilibrium, the rate of the forward reaction (v) is equal
to the rate of the reverse reaction (v_;), vi = v_;. Therefore,
for the reaction A + B = C* at equilibrium,

ki [A] [B] = k_; [C7] (25)
and therefore

_ [Products] _ [C*] Ry
* [Reactants] [Al[B] k.,

(26)

Since AG®° = —RTInK, the temperature dependence of the log-
arithm of the equilibrium constant for the standard state
equals

diInK AG°®
dT _ RI’ @7
And since InK = Ink; — Ink_, then
dlnk, dlnk, AG’ 28)

dT dT  RT?

The change in the standard state free energy of a system
undergoing a chemical reaction from reactants to products
(AG"®) is equal to the free energy required for reactants to be
converted to products minus the free energy required for prod-
ucts to be converted to reactants. Moreover, the energy re-
quired for reactants to be converted to products is equal to the
difference in energy between the ground state and transition
state of the reactants (AGY), while the energy required for
products to be converted to reactants is equal to the difference
in energy between the ground state and transition state of the
products (AG* ;) (Figure 2).

Therefore, the change in the free energy of a system
undergoing a chemical reaction from reactants to products can
be expressed as

AG° = Gproducts - Greactats = AG? - AGﬁ (29)
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C#

#
AG1

Free Energy

A+B

Reaction Progress

Figure 2 Changes in free energy as a function of the progress of
a chemical reaction.

The equation can therefore be expressed as two separate dif-
ferential equations corresponding to the forward and reverse

reactions.
dlnk, AG! dlnk, AG*
— = +A d L - LA
ar _Rrr? ° " Tar T RT® (30)
Arrhenius determined that for many reactions, A = 0. There-
fore, indefinite integration of the above equation for either the

forward or reverse reactions,

AG* ¢dT
fdmnk, = ek (31)
yields the expression
u [ aG*
Ink =InC - i{c; or k, =Ce [RT] (32)

where AG” is the free energy of activation. By using statistical
thermodynamic arguments, it is possible to show that the pre-
exponential factor C equals
kT

h

where k is the transmission coefficient (dimensionless) and ¢
is the frequency (s~ 1) of the normal mode oscillation of the

C=xv (33)
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transition-state complex along the reaction coordinate—more
rigorously, the average frequency of barrier crossing. The
transmission coefficient, which can differ dramatically from
unity, includes many correction factors, including tunneling,
barrier recrossing correction, and solvent frictional effects.
This expression can also equal kgT/h, where kg is Boltzman’s
constant (J K~ 1), while h is Planck’s constant (J s).

Thus, an expression for the rate of a first order chemical
reaction involving N molecules can have the form

Nk, T -5
v=kN=TBe kgT (34)
where v is the rate of the reaction (s 1), k is the first order
reaction rate constant (s ~1!), and N is the number of molecules

participating in the reaction.

2.1.3.  The Fisher-Turnbull Equation

The Fisher-Turnbull equation can be used to quantify the acti-
vation free energy of nucleation for a crystallization process,
and has been extensively used in the study of fat crystalliza-
tion.

The Fisher-Turnbull equation can be obtained by consid-
ering the activation free energy of nucleation to be a combina-
tion of a free energy of activation for diffusion (AG4*) and the
free energy of nucleation for a nucleus of critical radius r,
(AG,™, equation 22),

AG* = AGZ + AGY* (35)
Substituting equation. 35 into equation. 34 yields
NkpT -6 4G
0= }f e kT g kT 36)

where » now denotes the rate of nucleation (s 1), and N the
number of molecules in the melt participating in the nucle-
ation process.

At relatively low degrees of undercooling, or for a narrow
range of temperatures, AG4” is assumed to remain constant,
and, thus, equation. 36 can be expressed as
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oNk, T -2
U= hB e ksl (37)
where
_AG]
a=e kT (38)

The rate of nucleation is approximated by the inverse of the
induction time of crystallization (vy),

1
v~ — (39)
T

Thus, equation. 37 can be expressed as

1 oNk,T 3%
T h ¢ (40)
and
1 oNk, %
T n ¢ (41)
Taking the natural logarithm on both sides results in
oNkg AG

Introducing equation. 22 into equation. 42 yields
1671,'53(V,,SL)2T/.»2
oNky  AGP _ | aNky +( 3AHF(AT)? ] (43)
k kgT k kgT
After rearrangement, this equation can be expressed as
Nk 1676°(V;2)* T/ ( 1 )
h 3kpAH? \T(AT)?
Thus, a plot of In(T) versus 1/[T(AT)?] should yield a straight
line with a slope, m (K3), which equals
1678° (V) T
R 49

In(eT) ~ -1n

In(7T) ~-1n (44)
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Since
1678° (V)T
NG =T
" = T3AH(AT)? (46)
the free energy of nucleation can then be determined from
n _ mkg A

Figure 3 depicts the Fisher-Turnbull plot for palm oil. Two

distinct linear regions can be appreciated above and below
27°C.

Since
167m8°(VE)*T?
AG’:C = %
3AH ; (AT) (46a)
the free energy of nucleation can then be determined from
n _ mkg
7
61 27°C
el o
g
4_
3 T T T T T
0.00000 0.00005 0.00010 0.00015
1(T.AT?)

Figure 3 A plot log (AT) vs. 1/(T-AT?) yields two distinct linear
region slopes that permit the calculation of activation free energies
of nucleation of each region. Induction times of crystallization (7, sec)
were determined using a cloud point analyzer.
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Results for the palm oil example presented earlier are shown
in Figure 4.

This particular example is quite educational. If palm oil
was a single-component system, we would expect AG,"" to be
lower at lower temperatures (increased rate of nucleation).
However, the opposite is true. This is explained by the fact

13000

12000

11000+ o

AG¢ (J/mol)

10000
<

9000 T T T T T T T
24 25 26 27 28

Temperature (°C)

1600

1200+

800

AG (Jimol)

400+

(o]

0 T T T T T T T T T T T
28 30 32 34 36 38 40

Temperature (°C)

Figure 4 Activation free energies of nucleation (J/mol) vs. temper-
ature (°C) calculated from the slopes of the linear regions in Figure
3, for the fractions crystallizating in the range of (A) 25°C to 27C°C
and (B) 30°C to 38°C.
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that the break observed in the Fisher-Turnbull plot is due
to the crystallization of two distinct fractions present in the
material. Thus, the free energies of nucleation reported are
for two distinct materials. The effect of temperature on the
crystallization behavior of palm oil is thus different in different
temperature ranges.

Another useful application of the Fisher-Turnbull equa-
tion is in the determination of the crystal-melt interfacial
tension (8). If reliable calorimetric data for the enthalpy and
temperature of fusion are available, and an estimate of the
molar volume can be obtained, the solid—melt interfacial ten-
sion can be directly calculated from

1
_( 3mkyAH} ]3

167(V)PT? (48)

2.1.4. Estimates of AH; and V,,;}

Estimates of the enthalphy of fusion should be obtained experi-
mentally using differential scanning calorimetry. It is not pos-
sible to predict a priori the enthalpy of fusion of a complex
mixture of triacylglycerols and minor polar components which
have been crystallized, most probably, under dynamic condi-
tions. Knowledge of the complex phase behavior of TAGs crys-
tallized under nonequilibrium, dynamic conditions does not
exist yet.

The density of a solid TAG mixture, crystallized under
relevant conditions, should also be determined experimentally
by picnometry. The molar volume of a fat can then be calcu-
lated from density data using

MW (g / mol)
density(g / ml)

(1-10°%m3 /ml)
(49)

Experimentally determined melting enthalpies and tempera-
tures, as well as densities, for different pure TAG polymorphs
are listed in Appendix Va and Table 10.3, respectively, of
Donald Small’s book [25]. This data, however, is not very rele-
vant to a complex fat system. Suffice to say, good experimental

molar volume (m? / mol) =
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data is required for these type of analyses. The nature of the
material (multicomponent system, presence of impurities,
metastable nucleation, etc.) though, makes it quite difficult to
obtain good data.

2.1.5. Metastability and the Free Energy of
Nucleation

Even at moderate degrees of undercooling, triacylglycerols do
not nucleate in their most stable polymorphic form, but rather
nucleate in a metastable form. This can be explained by close
inspection of equation 22. Being closer in nature to the liquid
state, the a form of TAGs has a lower surface free energy, or
crystal-melt interfacial tension. This, in turn will lead to a
lower free energy of nucleation, and thus a higher nucleation
rate. The crystal-melt surface free energy is the main factor
responsible for the metastable nucleation behavior of triacyl-
glycerols and fats. This effect must be enormous. For an o form
at a particular temperature, the degree of undercooling (AT),
melting enthalpy (AH;) and melting temperature (Ty are
lower, and the molar volume (V,,) is higher (lower density),
than for more stable crystal forms. This should result in a
higher activation free energy for the nucleation of an o form
than for more stable crystal forms. However, the opposite is
true. The activation free energy of nucleation is actually lower
for an a form, resulting in a higher rate of nucleation, than
for more stable crystal forms. Close inspection of equation 22
reveals that for this to be the case, the surface free energy
term (8) must be much lower for the o form than for more
stable crystalline phases. Future studies should pay more at-
tention to the effects of 8 on crystallization behavior.

2.2 Crystal Growth: The Avrami model

The Avrami model [26—28] can be used to quantify crystalliza-
tion kinetics and provides an indication of the nature of the
crystal growth process. Applied to the study of fat crystalliza-
tion, the Avrami equation has the following form,

SFC g
e (50)
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where n is the Avrami exponent (dimensionless), k is the
Avrami constant (t™™), SFC corresponds to the solid fat con-
tent at a particular time, and SFC,, . corresponds to the maxi-
mum SFC achieved at a particular temperature.

This model was developed to describe the kinetics of lig-
uid—solid phase transitions in metals and its principles were
first applied to polymer crystallization in the 1950s [7,29]. The
Avrami model is the most commonly used model used in the
study of fat crystallization. The equation describes an event
in which there is an initial lag period, where crystallization
occurs very slowly, followed by a subsequent rapid increase in
crystal mass. This model takes into account that crystalliza-
tion occurs by both nucleation and crystal growth and is based
on the assumptions of isothermal transformation conditions,
spatially random nucleation, and linear growth kinetics in
which the growth rate of the new phase depends only on tem-
perature and not on time. It is also assumed that the density
of the growing bodies is constant.

The Avrami parameters provide information on the na-
ture of the crystallization process. The constant, %, represents
a crystallization rate constant. It is primarily a function of the
crystallization temperature, generally obeys an Arrhenius-
type temperature dependency, and takes both nucleation and
crystal growth rates into account. Half-times of crystallization,
t1/2, reflect the magnitudes of £ and n according to

1
In2\n

The Avrami exponent, n, sometimes referred to as an index of
crystallization, indicates the crystal growth mechanism. This
parameter is a combined function of the time dependence of
nucleation and the number of dimensions in which growth
takes place. Nucleation is either instantaneous, with nuclei
appearing all at once early on in the process, or sporadic, with
the number of nuclei increasing linearly with time. Growth
either occurs as rods, discs, or spheres in one, two, or three
dimensions respectively. Table 1 shows the value of the
Avrami exponent, n, expected for various types of nucleation
and growth.
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Table 1 Values for the Avrami Exponent, n, for Different
Types of Nucleation and Growth?*

N Type of Crystal Growth and Nucleation Expected
3+1=4 Spherulitic growth from sporadic nuclei
3+0=3 Spherulitic growth from instantaneous nuclei
2+1=3 Disc-like growth from sporadic nuclei
2+0=2 Disc-like growth from instantaneous nuclei
1+1=2 Rod-like growth from sporadic nuclei

1+0=1 Rod-like growth from instantaneous nuclei

2Adapted from Ref. 7.

Although n should be an integer, fractional values are
usually obtained, even in cases where the model fits the data
quite well. Deviations from integer values for n have been ex-
plained as simultaneous development of two (or more) types
of crystals, or similar crystals from different types of nuclei
(sporadic vs. instantaneous). Deviations may also occur in
cases where spherical crystals arise from initially rod- or plate-
like nuclei. In these situations, n is continually changing.
Christian [29] reported that for some cases of metals and alloys
in which growth is diffusion-controlled, fractional exponents
often correlate with specific growth mechanisms which can be
confirmed microscopically.

In the case of fats, we have adopted the philosophy of
Christian [29], where specific Avrami exponents are associ-
ated with certain growth modes determined by microscopy.
For example, for milk fat crystallized at high degrees of super-
cooling, we would expect a lower free energy of nucleation and
a higher rate of nucleation, thus leading to the formation of a
large number of nuclei at the onset of the crystallization pro-
cess (instantaneous nucleation). The rate of crystal growth
would also be quite high. This in turn would lead to a more
one-dimensional growth. The end result would be a granular
microstructure composed of a large number of small crystals
(Figure 5).

On the other hand, for milk fat crystallized at low degrees
of supercooling, we would expect a higher free energy of nucle-
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Figure 5 Microstructure of milk fat crystallized isothermally at
5°C. The Avrami index for the crystallization process leading to this
microstructure was n = 1.

ation and a lower rate of nucleation, thus leading to the forma-
tion of a small number of nuclei, possibly in a sporadic fashion
(sporadic nucleation). The rate of crystal growth would also
be lower. This in turn would lead to a more multidimensional
growth. The end result would be a “clustered” microstructure
composed of a small number of large crystals

2.2.1 Derivation of the Model
Abbreviations

A = area through which diffusion takes place (m?)

A, = area of the crystal involved in growth (m?)

¢ = concentration of supersaturated material

c¢* = equilibrium saturation concentration of the material

(c—c*) = concentration difference between the amount of
supersaturated material at a particular time and the
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Figure 6 Microstructure of milk fat crystallized isothermally at
25°C. The Avrami index for the crystallization process leading to this
microstructure was n = 4.

equilibrium saturation concentration of material at a
particular temperature (kg m~3)

AC = concentration difference across boundary layer (mol
m~?)

g = growth rate constant for the crystal’s radius, length
or height (s 1)

h = crystal height (m)

j = nucleation rate constant (m 3s71!)

k = Avrami constant (s ")

K = mass transfer, or diffusion (D), coefficient (m?s~1)

k, = rate constant for single crystal growth (combined
specific mass transfer coefficient and surface reaction
rate constant) (m s~ 1)
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k = surface reaction rate constant (m?s—1)

1 = crystal length (m)

m, = mass of a single crystal at a particular time (kg)

mg = total mass of solids present in the system at a partic-
ular time (kg)

mp.x = maximum total mass of solids present in the sys-
tem at infinite time (kg)

(mpa.x — mg) = mass of supercooled material that has not
crystallized yet (kg)

mr = total amount of mass in the system (solids plus
liquid) (kg)

MW = molecular weight of the diffusing molecules (kg
mol 1)

N, = total number of crystals in system

Q = number of moles of material (mol)

r = crystal radius (m)

p = crystallite density (m—2)

t = crystallization time (s)

Vr = volume of the system (m?)

Ax = thickness of layer across which diffusion takes place
— the boundary layer (m)

The starting point of this treatment is the empirical chemical
diffusion equation (Fick’s first law in one dimension),

9Q _ pp( AC
- —KA(M) (52)

The above equation describes the transport of mass per unit
area across a concentration gradient. Since the increase in
mass of a crystal is a function of the amount of mass that
diffuses to the crystal surface, we can write

om, JQ

c = % pw
T (53)

The chemical diffusion equation describing the growth of a
single crystal can therefore be written as

am, _

S =k A e~ ) (54)
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where
-1
k, = (%%} (Ax)™ (55)
and
(AC) MW = (¢ — ¢*) (56)

The rate constant for single crystal growth (k,) accounts for
the possibility of diffusion control at small relative velocities
and surface reaction control at high relative velocities. K var-
ies with solution properties like viscosity and agitation, but 6
does not. As well, K varies little with temperature, while «
can change dramatically on cooling.

The total increase in solids in the system is the product
of the increase in mass of a single crystal times the number
of growing crystals in the system,

om
ats =N kA, (c—c¥) (57)
and since
(M — M)
_ %) = max s
(c—c*) —VT (58)
equation. 57 can be expressed as
om (M — M)
s — N k A max S
ot cEE Vi (58)

The number of crystals per unit volume in the system is de-
fined as

N,

e = - 59

P v, (59)

Considering equation. 59, and after variable separation, equa-
tion. 58 can be rearranged to

om
— s —kp, Aot 60
(mmax - s) gp ¢ ( )
This is the basic equation that can be used to derive the final
form of the Avrami equation for different growth geometries

and types of nucleation.
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2.2.1.1 Spherical Growth with
Instantaneous Nucleation

The surface area of a spherical crystal involved in crystal
growth is

A, = 4m? (61)

The linear growth rate of the crystal radius in time is ex-
pressed as

r =gt (62)

Introducing equation 62 and 61 into equation 60 results in

e = hep A (63

Integration of the above expression for the boundary condi-
tions mg = 0 att = 0, and m, at t,

t
—=% —=Ank 2| t*ot
f <mmax o AP 8 ! (64)
results in the equation
m 4
ln(¢] = —mk,p.g°t’ (65)
Mpax — M 3
This expression can be transformed and rearranged to:
4 2,3
m —3™gPc8 t
—=1-e? (66)
m

max

Moreover, the mass fraction (my/m,,,,) can be expressed as the
ratio of solid fat contents, namely

m my, _ SFC
m Muyax  SFC,,,

(67)

Thus, the Avrami equation describing the growth of a spheri-
cal crystal under conditions of instantaneous nucleation can
be expressed as
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SFC g
sFc -~ 1™ (68)
where
4 2
ky = gﬂkgpcg (69)

2.2.1.2  Spherical Growth with Sporadic
Nucleation

The treatment starts with equation 63, shown here again
for the sake of clarity,

(mL= P Amg %0t (63)

-my)
max S
For sporadic nucleation, the change in the number of nuclei
as a function of time is given by

N, ” 70
Pe v, J (70)
Introducing equation 70 into equation 63 results in
om . 2,3
— = 4mgt ot
m —m) 2 J AT (71)

Integration of the above expression for the boundary condi-
tions mg = 0 att = 0 and m, at t,

t
j =4k Jg2jt3at (72)
(mmax - 0
results in the equatlon
m .
ln[¢) = ﬂkg]g2t4 (73)
Mypax — M
which can be transformed and rearranged to
My _ 1" (74)
mmax

Thus, the Avrami equation describing the growth of a spheri-
cal crystal under conditions of sporadic nucleation can be ex-
pressed as
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SFC _
svc—1 e (75)
where
ky = q-rkgjg2 (76)

2.2.1.3 Plate-Like Growth with
Instantaneous Nucleation

Consider a rectangular plate growing in the X-Y plane,
but not in the Z-plane. The area involved in crystal growth is
therefore

A, = 4lh (77)

where the dimension | is increasing linearly in time according
to

l =gt (78)

Introducing equations 77 and 78 into equation 60 results in
om

— = 4 gthot 79

(M — ) gPc 8 (79)

Integration of the above expression for the boundary condi-
tions my = 0 att = 0, and m, at t,

——5 =4h tot

j (mmax o~ 4hkep. gj (80)
results in the equation

ln(&] = 2hk,p.gt® (81)

Mypax = My
which can be transformed and rearranged to
LT P LT (82)
m

Thus, the Avrami equation describing the growth of a plate-
like crystal under conditions of instantaneous nucleation can
be expressed as

SFC __ 1 o hat?
SFC,.

(83)
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where
ka = 2hkgp.8 (84)
2.2.1.4 Plate-Like Growth with Sporadic

Nucleation

The treatment starts with equation 79, shown here again
for the sake of clarity,

= om, ) =4hk,p gtot (79)

max — s
For sporadic nucleation, the change in the number of nuclei
as a function of time is given equation 70, shown here again
for the sake of clarity,

e e 70
Introducing equation 70 into equation 79 results in
om, _ 4hk, jgt?ot (85)
(mmax - ms)

Integration of the above expression for the boundary condi-
tionsmg = 0att = 0, and m, at t,

2
J (mmax =4hk, Jgjt ot (86)
results in the equatlon
m 4 .
ln[¢J = —hk,jgt’ (87)
My — My 3
which can be transformed and rearranged to
4 i jat®
R (88)
m

max
Thus, the Avrami equation describing the growth of a plate-
like crystal in two dimensions under conditions of sporadic
nucleation can be expressed as

_SFC__y_ gw
SFC

max

(89)
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where

4 .

2.2.1.5 Rod-Like Growth with
Instantaneous Nucleation

Consider a cylinder growing in length, but not in cross-
section. The area involved in crystal growth is therefore

A, = 2m? (91)
Introducing equation 91 into equation 60 results in
om,

= k,p, 2mr*ot (92)

(m...—m

max S

Integration of the above expression for the boundary condi-
tions mg = 0 att = 0, and m, at t,

j = 2%k, p jat (93)
(mmax
results in the equatlon
h{&J =2k, p ¢ (94)
Mypax — My

which can be transformed and rearranged to

mg ~1_ e*QWZkcht

(95)
m

Thus, the Avrami equation describing the growth of a rod-like
crystal in one dimension under conditions of instantaneous
nucleation can be expressed as

SFC kot
chax =1-e (96)
where
kA = 2777‘2kgpc (97)
2.2.1.6 Rod-Like Growth with Sporadic
Nucleation

The treatment starts with equation 92, shown here again
for the sake of clarity,
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om, = 27z‘r2kgpcat (92)
(mmax - ms)
For sporadic nucleation, the change in the number of nuclei
as a function of time is given by equation 70, shown here again

for the sake of clarity,

Mo _ji 70
Introducing equation 70 into equation 92 results in
om, _ 272k, jtdt (98)
(mmax - ms)

Integration of the above expression for the boundary condi-
tionsmg = 0att = 0, and m, at t,

J (m = 27zr2ngJ.t8t (99)
results in the equatlon
1n(&) =1’k jt? (100)
Myax — M
which can be transformed and rearranged to
mg :l_e—lrrkgjt (101)
m

max
Thus, the Avrami equation describing the growth of a rod-like
crystal in one dimension under conditions of sporadic nucle-
ation can be expressed as

SFC -k t2
P e
SFC,.. ¢ (102)
where
ka = mrky (103)
2.2.2  Use of the Model
The Avrami model has the general form
SFC pgn
e (50)

SFC,

max
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This model can be linearized by a double logarithmic transfor-
mation after rearrangement to yield

SFC
In| 1-—28C |= g 4
" Schax) A (100
and
SFC
ln —ln(l—m])—ln(kA)+nln(t) (105)

Thus, a plot of In(-In(1-SFC/SFC,,.,)) vs. [n(¢) should yield a
straight line with slope = n and y-intercept = In(k,). Figure
7A shows the evolution of SFC as a function of time for the
isothermal crystallization of cocoa butter at 32°C. Transforma-
tion of the SFC-t data according to equation 105 should yield
a straight line when plotted. However, a straight line is not
obtained, as usually is the case (Figure 7B). Thus, only the
linear region of the transformed data is used to calculate the
slope and y-intercept (Figure 7C).

Alternatively, SFC vs. time data can be fitted to the
Avrami model in its nonlinear form, using standard curve-
fitting (nonlinear regression) routines available in most mod-
ern graphical programs, and estimates of k, and n obtained.
Model fits to the data and estimates of the kinetic parameters
are shown in Figure 7A. As can be appreciated, results ob-
tained by these two methods are usually comparable.

Sometimes, multiple-step growth curves are observed in
crystallization experiments. Multiple steps may be due to frac-
tionation or polymorphic transformations taking place during
crystallization. As an example we have milk fat crystallized
at 10°C (Figure 8). The entire process could be modeled using
a multi-component Avrami model of the form

SFC = SFCy + 3 SFCppy, i (1 — e~ ") (106)

where SFC, is the initial, SFC, usually zero.

Fitting a single-component Avarmi model to the data
results in a completely different set of kinetic parameters
(Figure 9). In this case, the single-component analysis repre-
sents an average of the two events.
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Figure 7 Isothermal crystallization of cocoa butter at 32°C.
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Figure 8 Solid fat content evolution in time during the isothermal
crystallization of milk fat at 10°C. Shown here is a double-Avrami
fit to the experimental data.

The Avrami model does not implicity take induction times
into consideration. If induction times (t,) are known, these can
be incorporated into the Avrami model as

SFC _ 1o g hatt-n)
SFC

max

(107)

This is particularly important point since a process with a long
induction time could be mistakenly interpreted as a crystalli-
zation process with an unusually high induction time. In my
experience, Avrami exponents higher than about 5 are most
probably artifactual. Artifacts will be introduced, for example,
when sample cooling is inefficient. This is usually not a prob-
lem with small samples (i.e., less than 200 mg). However, a
“dry bath” cooling system, where heat is exchanged from metal
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Figure 9 Solid fat content in time during the isothermal crystalli-
zation of milk fat at 10°C. Shown here is a single-Avrami fit to the
experimental data.

through air to a sample in a plastic or glass containers, is not
appropriate for fat crystallization studies. Even 2—4 g samples
of fat will not be cooled fast enough for proper kinetic studies
to be carried out (please refer to experimental methods section
for further examples).

As a final note, I would like to comment on the determina-
tion of the energy of activation from the temperature depen-
dence of the Avrami constant using the Arrenhius model

E
Ink, =InA+=2
nky=lnA+ 5 (108)

A plot of In(k4) vs. 1/T should yield (and does yield) a straight
line with positive slope = E./R. This, however, is only correct
if all the kp’s have the same units, that is, if the Avrami expo-
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nent (n) is the same at all temperatures (not likely). Remember
that the Avrami constant has units of (time) ®, thus unless
the Avrami exponent remains constant for all temperatures
used, an Arrenhius analysis using Avrami constants is not
valid.

3. RELATIONSHIP BETWEEN
CRYSTALLIZATION KINETICS AND
MICROSTRUCTURE

In a study of the relationship between crystallization behavior
and microstructure in cocoa butter [30], we discovered a strong
effect of temperature on both crystallization kinetics and
microstructure, as characterized by the box-counting fractal
dimension. We, thus, plotted the values of the box-counting
dimension as a function of the inverse of the induction time,
in logarithmic coordinates (Figure 10A), and as a function of
the Avrami exponent (Figure 10B). Some very interesting rela-
tionships became apparent. The inverse of the induction time
of a process is proportional to the rate of that process. For
nucleation, the inverse of the induction time (1) is proportional
to the nucleation rate (J), namely J~1/7. Moreover, as shown
previously, the Fisher-Turnbull model predicts that the natu-
ral logarithm of the nucleation rate is proportional to the free
energy of nucleation (AG,), as shown in equation 40. Taking
the natural logarithm to both sides of equation 40, we obtain
AG,

InJ =0~ 250
n o 5T (109)

where k is Boltzman’ constant, and T the absolute tempera-
ture. The parameter « corresponds to:

NET\ AG
a=ln( )— d (110)

h kT

where h is Planck’s constant, N is the number of molecules
participating in the crystallization process, and AGy is the free
energy of diffusion, assumed to remain constant during the
crystallization process.
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Figure 10 Relationship between the box-counting dimension, Dy,
of the fat crystal network microstructure and natural logarithm of
the inverse of the induction time (A). Relationship between the frac-
tal dimension and the Avrami exponent (B). Relationship between
the Avrami exponent and the natural logarithm of the inverse of the
induction time (C).
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Thus, our results suggested that there is a direct relation-
ship between the nucleation rate and the resulting microstruc-
ture of the fat crystal network of the form:

D-D*=81InJ (111)

where B is a constant characteristic of a particular system,
and D* is the fractal dimension of a microstructure arising
from a crystallization process with a nucleation rate of unity
J = 1.

This equation could also be expressed as a function of the
free energy of nucleation, namely:

AG
D-D¥=x-B="n
K- 2T (112)

where k = of.

These results suggest that the microstructure is partly a
consequence of the energetics of nucleation. These results
agree in principle with the work of Rousset et al.[31] on the
modeling of microstructural growth in POP, one of the main
triacylglyerols in cocoa butter. On Figure 8 of his work, Rous-
set demonstrates how different nucleation regimes and rates
lead to the development of different microstructures. The mi-
crostructures shown would have different box-counting fractal
dimensions.

A statistically significant relationship (P < 0.001) also
existed between the fractal dimension and the Avrami expo-
nent (Figure 10B). The fractal dimension was inversely related
to the Avrami exponent. The Avrami exponent is a function
of the type of nucleation (instantaneous or sporadic) and the
dimensionality of growth, and thus it is not surprising that it
is strongly correlated to the final microstructure of the system.
We also found a correlation between the nucleation rate and
the Avrami exponent (Figure 10C). This is not surprising since
the Avrami exponent contains information about the type of
nucleation process. Interestingly, it is possible to define an
Avrami exponent at a nucleation rate of unity (J = 1).

In what follows, we will derive the relationship in equa-
tion 111 from first principles.

The mass of an object created in a sequence of random
steps will grow in time in a linear fashion,
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M~t (113)

since the amount of mass accrued during time t is proportional
to the number of random steps, j(t), performed by the diffusing
triaclyglycerol molecule, j(t) ~ t.

For a fractal object,

M ~ &P (114)

where £ is the diameter of the cluster and D is the fractal
dimension. Equating equation 113 to equation 114, we obtain:

g~t 1P (115)

or

1
E=ktD (116)

where k is a rate constant for growth. Thus, if an object obeys
the linear mass deposition behavior (equation 113), and its
growth is fractal in nature, a log-log plot of £ vs. t will be linear
with a slope (s) equal to 1/D. For the case where the growth
of the cluster is Euclidean, the fractal dimension would equal
the Euclidean dimension (d), and its value would be 2 or 3
depending on the type of crystal growth mechanism. The slope
of the log-log plot of £ vs. t would then the 1/2 or 1/3.

For a fractal object structured as a particle cluster, num-
ber of particles in the cluster scale as a function of cluster
diameter as

N = o (117)

where N is the number of particles within a fractal cluster, a
is the diameter of a particle, and & is the diameter of the fractal
cluster. Combining equations 116 and 117, we obtain

N = akPt (118)
The differential of N with time (J = %—11/[) has the form
J = akP (119)

Taking the natural log of the above expression yields

InJ =lna +Dlnk (120)
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Upon rearrangement, equation 120 can be expressed as equa-
tion 111, where

1
P=1n (121)
and
1

This treatment was derived and is based on experiments car-
ried out on a microscope slide (microscopy) and for small
amounts of crystallizing fat. These systems are not heat-trans-
fer limited, and thus represent an idealized situation, and will
be useful in comparative studies between fats in the laboratory

CASE STUDY: COMPARISON OF
EXPERIMENTAL TECHNIQUES IN LIPID
CRYSTALLIZATION STUDIES

The first step in determining the free energy of nucleation is
to determine the induction time of nucleation (7). In order to
determine the free energy of nucleation using standard
models, the fat melt has to be cooled instantaneously to the
specified crystallization temperature. If the fat starts crystal-
lizing while still cooling, we are under dynamic crystallization
condition (in contrast to static, isothermal conditions) and the
standard Fisher-Turnbull treatment is not applicable. An im-
portant point to be made is whichever technique is used for the
determination of the induction time (light scattering, NMR,
turbidimetry, microscopy), it must be sensitive to the early
stages of the crystallization process, and hopefully as close as
possible to the nucleation event. What follows is a short study
aimed at addressing the appropriateness of commonly used
analytical techniques in the determination of the induction
time of nucleation.

Introduction

Crystallization of fats is considered to encompass two distinct
events, nucleation and crystal growth. While a stable nucleus
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must be formed before crystal growth can occur, these events
are not mutually exclusive. Nucleation may take place while
crystals grow on existing nuclei [5]. In our investigations into
the effects of minor components on milk fat crystallization, it
became clear that minor components delayed crystallization
of the milk fat triacylglycerols [32]. However, it was difficult
to discern whether the effects were at the nucleation or crystal
growth level. Distinguishing between nucleation and crystal
growth constitutes a major challenge in lipid crystallization
studies.

The shape of a crystallization curve can provide some in-
sight into the mode of crystal growth [7]. However, the nucle-
ation step is more elusive because the methods typically used
in these studies are relatively insensitive. Pulsed nuclear mag-
netic resonance (pNMR), which measures solid fat content
(SFC), and light scattering techniques, which measure absor-
bance or transmittance of light, are commonly used to monitor
lipid crystallization. Anyone familiar with the pNMR method
knows that, at times, small amounts of crystals are visible in
the melt before any solids are detected. Clearly, at this stage,
well beyond the induction time for nucleation, the pNMR
signal is measuring crystal growth. Turbidimetry, while
more sensitive than pNMR, e.g. shorter induction times are
obtained, also has its limitations. Crystallization times deter-
mined by turbidimetry correlated well with the mass deposi-
tion of fat [33]. A very strong correlation was also found
between induction times by pNMR and turbidimetry for the
three fat systems used in the minor components study [32],
suggesting that increases in turbidity are also due to mass
deposition of crystals and not only nucleation (Figure 11).
However, here we can also appreciate how the slope of this
relationship varies from system to system, thus suggesting
that although proportional to each other, induction times of
crystallization are not measuring exactly the same event.

It would be beneficial to have a convenient way of unam-
biguously determining nucleation induction times when seek-
ing to understand the effects of varying composition and pro-
cessing conditions on nucleation, and it is essential if the
induction times are used in mathematical models such the

Copyright © 2005 by Marcel Dekker



62 Marangoni

50
£ 454 A& AMF
S 40 O MF-TAGs I’2=0.97

3 357 o MF-DAGs

r?=0.93

0 T T T T T T T T T T T T T
0 25 50 75 100 125 150 175
T grc (Minutes)

Figure 11 Induction time by turbidity (T¢urbigity) vS. induction time
by solid fat content (SFC) (tgpc) for anhydrous milk fat (AMF); milk
fat triacylglycerols (MF-TAGs); and milk fat with 0.1% diacylglyc-
erols added back (MF-DAGs), crystallized at 5.0, 10.0, 15.0, 20.0,
22.0, 25.0, and 27.5°C.

Fisher-Turnbull equation [17]. In the Fisher-Turnbull model,
activation energies of nucleation are calculated from nucle-
ation induction times. The usual assumption is that the expe-
rimental technique used to determine the induction time,
provides an accurate measure of the nucleation rate.

In the Fisher-Turnbull model, free energies of nucleation
can be calculated from induction times. The usual assumption
is that the experimental technique used to determine the in-
duction time provides an accurate measure of the nucleation
rate. Induction times for this purpose have been determined
using light scattering techniques [34]. Herrera et al. [35] used
a modified laser-polarized light turbidimetric approach to ob-
tain induction times, the details of which were described by
Herrera [36]. Polarized light microscopy (PLM) has also been
used to visually observe the onset of nucleation [35,37]. Simi-
larily, nucleation and growth rates in palm oil were deter-
mined microscopically using polarized light in conjunction
with a counting cell and graduated occular [11]. A similar
method was automated using PLM in conjunction with a CdS
photo sensor. Instead of observing the sample visually, the
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sensor monitored the transmission of light through the crystal-
lizing sample on a microscope slide [38]. This is a very sensitive
approach; however, the specialized equipment required is not
commonly available. Differential scanning calorimetry (DSC)
has also been used to monitor isothermal crystallization of
lipids [39-41].

Induction times determined by pNMR, turbidity, and
light scattering measurements are compared to those deter-
mined using PLM in conjunction with image analysis. Isother-
mal DSC was attempted as a fifth method for comparison.
However, because of the inherent lack of sensitivity at the
high cooling rates required to obtain isothermal crystallization
conditions, it was abandoned. This research was carried out
in the context of our milk fat minor components study [32].

Experimental

Minor components (nontriacylglycerol species) were removed
from anhydrous milk fat (AMF) to obtain purified milk fat
triacylglycerols (MF-TAGs) by column chromatography using
Florisil as the stationary phase [32]. As previously described,
the crystallization behaviour of the original, A. M. F., the MF-
TAGs, and MF-TAGs to which 0.1% milk fat diacylglycerol was
added (MF-DAGs) was studied by pNMR and turbidimetry
[32]. Although crystallization was studied between 5.0 and
27.5°C, we will concentrate only on data collected at 22.5°C.
In addition, crystallization was followed using polarized
light microscopy at 22.5°C. AMF, MF-TAGs, and MF-DAGs
were preheated to 80°C for 10 minutes before a drop of each
was placed on a preheated (80°C) glass microscope slide and
covered with a preheated (80°C) glass coverslip. The samples
were imaged with a Zeiss polarized light microscope using a
10 X objective and equipped with a CCD Video Camera. Tem-
perature of the slide was maintained at 22.5°C. Crystallization
was followed by capturing an image every 15 seconds for 30
minutes. The images were processed using Image Tool (The
University of Texas Health Science Center, San Antonio,
Texas). A background subtraction was performed initially by
subtracting the initial image (time = 0 seconds) for each of]
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AMF, MF-TAGs, and MF-DAGs from every other image in the
respective crystallization run. The images were manually
thresholded, using the same value for every image in each of,
AMF, MF-TAGs, and MF-DAGs. The threshold level was that
which was found to most accurately reflect the original
greyscale images. Once the images were thresholded, the rela-
tive amounts of black and white pixels in each image were
determined. The amount of black (representing crystal mass)
was plotted as a function of crystallization time.

For the light scattering studies, a phase transition ana-
lyzer (Phase Technology, Richmond, B.C., Canada) was used.
150 pL of sample, preheated to 80°C for 30 min (minutes) was
pipetted into the sample container of the analyzer, which was
preheated and maintained at 75°C using a thermoelectric
cooler. Thereafter, the sample was rapidly cooled from 75°C
to 22.5°C at a controlled rate of 50°C/min. When the sample
reached 22.5°C, it was held at this temperature and crystalli-
zation was continuously monitored using an optical scattering
approach. In this setup, a beam of light impinges on the sample
from above. A matrix of optical sensors, in tandem with a lens
system, is also placed perpendicularly above the sample. When
crystals start to appear in the sample, the incident beam is
scattered by the solid-liquid phase boundaries and scattered
light impinges via the lens onto the detectors. As more and
more crystal mass develops, the signal output increases and
is automatically recorded.

Crystallization curves for pNMR, turbidity, light scatter-
ing and image analysis were normalized by dividing each value
by the maximum crystallization value. The resulting frac-
tional crystallization values compared. Induction times were
determined by extrapolating the linear portion of the crystalli-
zation curves to the time axis and by baseline deviation as
shown in Figure 12.

Induction times were taken as the time from when the
samples were placed at 22.5°C until crystallization began.
Strictly speaking, however, induction times should be taken
from the point at which the sample reaches the crystallization
temperature until crystallization is detected. In all experi-
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Figure 12 Determination of crystallization induction times by
baseline deviation and linear extrapolation to the time axis.

ments, however, it takes some time for isothermal conditions
to be established. It is possible that differences in the cooling
rates between the four methods could influence crystallization.
This will be true regardless of how induction time is defined.
Considering time zero as the point at which 22.5°C is reached
ignores the fact that crystallization will occur between the
melting temperature and 22.5°C. AMF, MF-TAG and MF-DAG
have Mettler dropping points of approximately 34°C [32].
Therefore, during cooling below 34°C and at 22.5°C the fats
experience the same degree of supercooling. This eliminates
concerns of having different thermodynamic factors at work
in the three fats and makes the comparison of their crystalliza-
tion behaviours much easier to define. However, there are very
real concerns regarding differences in cooling rates between
the different experimental methods. The cooling curves for the
pNMR, turbidity and light scattering are shown in Figure 13.
A cooling curve was not determined for the microscopy experi-
ment, although the temperature was found to equilibrate at
22.5°C within approximately 30 seconds. The rate constants of
cooling for the initial decrease in temperature to the dropping
point (34°C) are shown in Table 2.

Figure 12 and Table 2 show that the cooling for the pNMR
and light scattering are reasonably rapid and linear to 22.5°C.
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Figure 13 Cooling curves for samples in pulsed nuclear magnetic
resonance (pNMR), turbidimetric, light scattering experiments.

Similarly, the microscope slides reached the crystallization
temperature very rapidly. This makes it easier to assign any
differences observed between these experimental methods to
the sensitivity of the methods, and not specifically to different
cooling rates. Newtonian type cooling was observed for the
turbidity experiments. This meant that 22.5°C was not
reached for nearly 15 minutes. This is longer than most of the
induction times determined for turbidimetry (Table 3). There-
fore, these induction times actually correspond to crystalliza-
tion at temperatures higher than 22.5°C and we must be care-
ful in drawing information from the results. In the cases where
the crystallization temperature was attained very quickly and

Table 2 Rate Constants of Cooling Determined from the
Initial Linear Decrease in Temperature to 34 °C for pNMR,
Turbidimetry, and Light Scattering Spectroscopy

Experimental Method Cooling Rate Constant (°C/second)
pNMR —1.060 = 0.119
turbidimetry —0.156 = 0.008
light scattering —0.774 = 0.000
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within approximately the same time frame (pNMR, light scat-
tering and microscopy) the comparison between the methods
is more appropriate. Every effort should be made to achieve
rapid and linear cooling during crystallization experiments to
avoid such complications. In the case of turbidimetry this re-
sulted because of the poor heat transfer between the sample
and the surrounding metal cell holder through which cooling
water was circulated. More efficient heat transfer was
achieved when the glass pNMR tubes were plunged into a
water bath at the crystallization temperature, in the chamber
of the phase transition analyzer, and when the glass micro-
scope slides were placed on a metal platform.

Results and Discussion

Figure 14 shows thresholded polarized light micrographs of
MF-TAGs at various crystallization times at 22.5°C. Crystalli-
zation curves for, AMF, MF-TAGs, and MF-DAGs by pNMR,
turbidity, and PLM-image analysis are shown in Figure 15.

MF-TAGs crystallized first, followed by AMF and MF-
DAGs. MF-DAGs had the longest induction times determined
by pNMR, while by turbidimetry and microscopy, AMF had
the longest induction times. Crystallization curves for, AMF,
MF-TAGs and MF-DAGs obtained from measurements of light
scattering intensities are shown in Figure 16. In this case, MF-
TAGs crystallized first and AMF had the longest induction
times. The induction times for the crystallization curves are
reported in Table 3.

Induction times determined as the time of deviation from
the baseline were shorter than those calculated by extrapola-
tion of the linearly increasing curves, although the same
trends were observed. Also, Table 3 shows that while the rela-
tive trends were similar, there were large differences in the
absolute value of onset times of crystallization between the
four methods. Despite the fact that the absolute values for
the induction times differed, removal of the minor components
consistently decreased the induction times of the triacylglycer-
ols. We can thus be certain that milk fat minor components
exhibit an inhibitory effect on triacylglycerol crystallization.
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Figure 14 Thresholded polarized light microscope images of milk
fat triacylglycerols (MF-TAGs) at various crystallization times at
22°C: (A) 1 min, (B) 3 min, (C) 5 min, (D) 10 min, (E) 20 min, (F)

28 min.
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Figure 15 Fractional crystallization of anhydrous milk fat (AMF)
(A), milk fat triacylglycerols (MF-TAGs) (B), and milk fat with 0.1%
diacylglycerols added back (MF-DAGs) (C) determined by pulsed nu-
clear magnetic resonance (pNMR) measurements of solid fat content
(SFC), turbidity measurements, and polarized light microscopy cou-
pled to image analysis at 22.5°C. Symbols in (A) and (B) represent
average and standardized errors of three replicates.
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Figure 16 Fractional crystallization of anhydrous milk fat (AMF),
milk fat triacylglycerols (MF-TAGs), and milk fat with 0.1% diacyl-
glycerols added back (MF-DAGs) determined by light scattering
spectroscopy.

Table 3 Induction Times (minutes) Determined by Linear
Extrapolation and Baseline Deviation for AMF, MF-TAGs, and
MF-DAGs Monitored by pNMR, Turbidimetry, Light Scattering
Spectroscopy, and by Polarized Light Microscopy Coupled to Image
Analysis. Average and Percent Error Reported.

Light

pNMR Turbidimetry Scattering Microscopy
By Extrapolation
AMF 28.2 (4.2%) 14.9 (8.4%) 9.9 (0.5%) 3.0 (3.8%)
MF-TAGs 14.7(6.2%) 12.3(11.8%) 6.7 (1.1%) 1.5 (3.0%)
MF-DAGs 33.3(4.9%) 12.9 (11.0%) 7.1(0.7%) 5.3 (1.8%)
By Baseline Deviation
AMF 21.7 (4.1%) 16.3 (8.1%) 7.5 3.0
MF-TAGs 11.0(9.1%) 11.8 (3.7%) 5.0 (10.0%) 1.5
MF-DAGs 34.0 (6.9%) 12.7(9.5%) 6.5 3.5
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Table 3 shows that the induction times determined by
pNMR were the longest, while those determined by the image
analysis technique were the shortest. Therefore, with the
image analysis approach we were able to detect some early
crystallization events beyond the sensitivity of the other meth-
ods. The higher sensitivity demonstrated allowed for the detec-
tion of early crystallization events, possibly in the vicinity of
the true nucleation events.

If cooling rates could be controlled in a better fashion,
turbidimetry could be a more sensitive technique for the study
of the early stages of a crystallization process than pNMR.
Poor heat transfer was the major disadvantage with the turbi-
dimetric experiments, although there are other inherent limi-
tations. Light scattering spectroscopy proved to be a more sen-
sitive method than turbidimetry and pNMR. In this method,
the intensity of scattered light, rather than the attenuation of
the signal intensity (I/I,) is measured. The particular geometry
of the sample cell and positioning of the detectors also maxi-
mizes the collection of the scattered light. This technique
proved to be very convenient, user-friendly and reproducible.

Polarized light microscopy (PLM) has inherent advan-
tages over turbidimetry. The PLM technique exploits the dif-
ference in refractive index of a beam of incident light polarized
in two perpendicular directions. This phenomenon is known
as birefringence. Anisotropic materials, such as a fat crystal
will display birefringence. Because fat crystals are birefrin-
gent, they will appear as sharp bright objects in a non-birefrin-
gent, and therefore dark, background. The use of polarizers
set at 90° removes most of the non-birefringent background
signal (colored melt and scattering impurities), thereby consid-
erably increasing the signal-to-noise ratio. As well, since the
entire transmitted light beam in the field of view is collected
by the lenses and focused on the camera, signal intensity and,
therefore, sensitivity are increased.

Ultimately, the experimental technique of choice will de-
pend on the application. pNMR provides the best method to
characterize the overall crystallization process. For this rea-
son it is suitable for use in the Avrami analysis. The water
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bath based cooling used in the pNMR experiments also offered
rapid cooling and accurate temperature control. Both turbidity
and scattering intensity signals tend to become saturated prior
to the completion of the crystallization process. Thus, it is not
possible to obtain reliable data on the latter stages of crystalli-
zation. Although turbidity seems to offer the advantage of im-
proved sensitivity, in our experience there can be large errors
associated with its measurement, concerns with poor repro-
ducibility, and major challenges with temperature control.
Light scattering improves on this because it measures reflec-
tance of light as opposed to transmittance. It offers extreme
sensitivity to early crystallization events, is easy to use and
requires only a small volume of sample. Cooling rates and tem-
perature can also be accurately controlled in the instrument.
Microscopy coupled with image analysis also proved to be sen-
sitive and had good temperature control, although it was the
most cumbersome technique. It does have the advantage that
morphological information can be acquired simultaneously as
the kinetics are quantified.

CASE STUDY: ON THE USE AND MISUSE OF
THE AVRAMI EQUATION IN
CHARACTERIZATION OF THE KINETICS OF
FAT CRYSTALLIZATION

In the late 1930s and early 1940s, Michael Avrami developed a
theory of the kinetics of phase change [26—28]. The well known
Avrami equation [27] describes changes in the volume of the
crystals as a function of time during crystallization, and has
the general form

F= Vl =1-eB" (123)

where V is the volume of the crystals, V,, is the maximum
crystal volume attained after crystallization is complete, F is
the volume fraction of crystals, B is the Avrami constant (di-
mensionless), and k is the Avrami exponent (t ). From a to-
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pological perspective, this function can fit patterns from hyper-
bolic to sigmoidal, depending on the numerical values of the
adjustable parameters B and k. The maximum plateau value
is given by the parameter V.. Low B and high k values will
result in a hyperbolic curve while high B and low K values will
result in a sigmoidal curve. For sigmoidal patterns, a period of
limited crystal growth is followed by a region of rapid increase
in crystal mass. As the amount of supersaturated material
is depleted, crystal growth slows down until the equilibrium
concentration of crystal mass is attained.

As stated above, in the absence of curve fitting programs,
crystallization data can be fitted to the linearized form of this
equation by simple linear regression as

ln(—ln(l— %D =In(k,)+nlIn(z) (124)
Hence, a plot of In(-In(1-(SFC/SFC,,..))) vs. In(t) has a slope
of n and a y-intercept of In(k4). When using this linearization
procedure, as opposed to nonlinear regression, SFC,, ., cannot
be adjusted and must be fixed as a constant.

In the literature, some researchers have suggested fixing
the Avrami exponent to a set integer value (usually n = 3),
leaving k, as the only adjustable parameter. This would solve
many problems, including being able to use k’s in an Arrhen-
ius-type analysis since all constants would have the same
units of ¢ Z. The form of this modified equation is

SFC
SFC,

max

=1 " (125)

And, in linear form,

[—ln(l— SFC DGJ:k;t (126)

SFC,, .«

Thus, for the modified Avrami equation, a plot of (-[n(1-(SFC/
SFC,,..)"vs. t should yield a straight line with slope —ky*.

However, this modification does not have any theoretical
justification, and this function has very little to do with the
Avrami model. The only conjecture sometimes presented is
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that this modification would remove the correlation between
estimates of n and k,, and make the estimate of ky more relia-
ble, since it would be independent of the value of n.

The units of the Avrami constant n are t™", since the
exponential factor must be dimensionless. This modification
transforms the Avrami constant from a complex constant of
an nth order process to a first order rate constant with units
of t 1. Crystallization is not a first order process. Even though
it might be nicer to report a first order rate constant, this does
not justify the use of the modified model.

The difference between the two functions lies in the expo-
nential term

e— (kA" = e—kut" (127)

Taking the natural logarithm on both sides and multiplying
by -1, one obtains

(BAt)" = kat™ (128)
which is equivalent to

(Rp)t" = kat™ (129)
Dividing by t" results in

(ka)* = ka (130)

Hence, the modified Avrami equation constant k,* is the nth
root of the Avrami model constant kp,
1

ky = (ky)" (131)

Hence, this modification of the Avrami model explicitly creates
a fixed dependence of k on n.

The Avrami and modified Avrami equations were fitted
to literature-derived palm oil crystallization data (SFC vs.
time at 5°C) [41] by nonlinear regression using the software
package Scientist 2.0 for Windows (Micromath Scientific Soft-
ware, Salt Lake City, Utah). In both cases convergence was
achieved once suitable initial estimates for k, and n had been
found (Figures 17 and 18), and no sensitivity to initial condi-
tions was detected.
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Figure 17 Nonlinear least squares fit of the Avrami equation to
palm oil crystallization data. Values in parenthesis represent the
standard deviations of the estimates.
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Figure 18 Nonlinear least squares fit of the modified Avrami equa-
tion to palm oil crystallization data. Values in parenthesis represent
the standard deviations of the estimates.
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From a curve-fitting perspective, there are no differences
between these two functions. Nonlinear least-squares fits of
the Avrami and modified Avrami equations to crystallization
data worked very well—convergence was readily achieved
with no parameter value sensitivity to initial conditions. The
standard deviation of the estimates was similar and the r? of
the fits was greater than 0.99. However, the modified Avrami
equation has no theoretical foundation; therefore, the Avrami
equation should be used in its original form since it is based
on a sound theoretical development.

Empirical Fits of Crystallization Data to
Polynomial Functions and Their Relationship to
the Avrami Equation

Some researchers equate the order of a polynomial fit to crys-
tallization data to the Avrami exponent n. This is not correct.
An exponential function can be expanded into a power series.
Expanding the Avrami equation into a power series, we obtain

SFC =SFC,_, (1—e ")
t2n t3n t4n (132)

SFC=SFC, —-SFC, k(" +—+L +L L1
203 4l

We can compare this expression to a polynomial function,

SFC = SFCp.x (@ + bt + ct?> + dt® + et* + L) (133)

One can immediately notice that the Avrami equation series
contains an extra term in the exponent of each expansion term.
Therefore, the dependent variable (SFC) in the Avrami equa-
tion increases more steeply as a function of time than the de-
pendent variable for a n-equivalent polynomial function (e.g.,
n = 2 and a second order polynomial function).

We fitted polynomial functions to the crystallization data
of Ng and Oh [41] using Graphpad Prism 3.0 (San Diego, CA,
USA) and found that a fifth order polynomial fitted the data
significantly better than a second or third order polynomial
(P < 0.05) (Figure 19). No significant differences (P > 0.05)
in the goodness-of-fit were observed using higher order poly-
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Figure 19 Fifth-order polynomial fit to palm oil crystallization
data.

nomials using an F-test criterion. This is a standard analytical
option of this graphical package.

Therefore, an Avrami equation with an exponent of 2.0
(Figure 17) is equivalent to a fifth-order polynomial equation
(Figure 19). When using polynomial functions to fit crystalliza-
tion data, it is imperative to remember that the order of the
polynomial function obtained from nonlinear fits to the data
is not equivalent to the Avrami exponent— the order of the
polynomial equation has no mechanistic meaning.

The Misuse of Turbidity Measurements to
Monitor Fat Crystallization

In many studies of fat crystallization, researchers have
equated increases in the volume of crystallized material (V)
to increases in absorbance (A) due to scattering at a particular
wavelength, and thus

V-V, A-A
Vm - ‘/o - Am - Ao
The first problem with this assumption is that A, is usually

taken as the off-scale turbidity value. This maximum absor-
bance does not correspond to the end of crystallization, or the

(134)
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maximum volume or mass of crystallized material achieved. It
simply represents the point at which the crystallizing material
becomes too opaque, and the amount of transmitted light be-
comes negligible. However, the crystallization process contin-
ues well after the turbidity values have gone off scale. Without
a true maximum absorbance value which corresponds to the
end of the crystallization process, the Avrami equation cannot
be used.

Secondly, the relationship between the amount of ab-
sorbed light due to scattering (A,) and particle concentration
is very complex. Consider the relationship between A and con-
centration,

A = —lnIi = 1cl (135)
In the Raleigh regime, no multiple scattering (from the same
particle) occurs, that is, particles in a dilute medium are
smaller than N\/20 and are considered isotropic point scatter-
ers. As well, as for all scattering experiments, it is assumed
that no absorption takes place. For this case

167

TZTRgoo (136)

where T is a turbidity parameter analogous to an exctinction
coefficient, and Rg(- is the Raleigh ratio at 90° and refers to
primary scattering from unit volume of solution. For Raleigh
scattering,

Rgoo = KCM (137)

where K is a constant, C is concentration (grams per unit vol-
ume) and M is the molecular weight of the particle (grams per
mole) [42]. Substituting equations 122 and 123 into equation
121 yields the expression

A, = anKMCZ (138)

Thus, A, is not only a function of the amount of material pres-
ent in the suspension, but also of its size. During crystalliza-
tion, the number and size of particles increases in time, mak-
ing the equivalence of A; with concentration somewhat
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dubious. Moreover, the absorbance due to turbidity increases
as the square of the concentration of scattering material.

As particles become larger than \/20, these assumptions
do not apply. For example, if we use 600 nm light, the limit
of applicability of turbidity measurements would be for parti-
cles 30 nm or smaller [42].

Thirdly, an observed decrease in transmitted light could
be due to light refraction— an apparent change in velocity of
the transmitted light beam as it travels through the sample.
Fat crystals are extremely birefringent, and light is transmit-
ted through them. This could cause significant refraction of
the incident light, and lead to a drop in the intensity of the
transmitted light. This increase in turbidity would then have
nothing to do with the volume or mass of crystals present in
the sample.

For these reasons, turbidity measurements should not be
used in the quantitative kinetic characterization of crystalliza-
tion processes, other than for the detection of induction times.
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1. INTRODUCTION

A phase is a domain, homogenous with respect to chemical
composition and physical state [1,2]. Some natural fats are
examples of systems of coexisting homogeneous domains that
are not necessarily in equilibrium. The phases within a fat
system may be categorized in terms of liquid/solid, polymor-
phic forms, and volume expansion upon crystallization of the
fat. Because many physical definitions of a phase exist, it is
important to define very carefully what is used as a phase in
any particular study of lipids. For example, within the solid
phase of a fat there can exist many different polymorphs, and
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within each polymorphic type there can exist many different
microstructures. Therefore, clear definitions of what consti-
tutes a phase are important in any particular study. The rela-
tionship and occurrence of phase change in a fat system is
referred to as the phase behavior of the lipid. Phase behavior,
such as that obtained through the study of the solid fat content
(SFC), dilatometry, melting behavior, and/or polymorphism of
alipid sample, is important in optimizing production processes
and maintaining production quality, and has been used in the
past to predict important attributes such as mouth-feel and
hardness in fat-containing food products. Studies of phase be-
havior also help to provide a better understanding of the ways
in which fat blends interact; an important aspect since the
large-scale industrial production of shortenings and other fat-
containing products often require blending of lipids from many
different sources.

Phase behavior is commonly connected with the equilib-
rium mixture of liquid, vapor, and solid phases of a mixture
of substances, as a function of temperature, pressure and com-
position, and is therefore well represented by phase diagrams.
Liquid-vapor pressure composition diagrams, as shown in Fig-
ure 1, describe the liquid-vapor equilibria of a binary mixture
of substances, in this case, benzene and toluene at 20°C [3].
The benzene-toluene system is commonly used to illustrate

e
o

Pressure (bar)

Vapor

Mole Fraction Benzene

Figure 1 Ideal phase behavior of the benzene/toluene system [3].
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phase behavior because the system approximates an ideal sys-
tem due to the molecular complementarities of the component
substances. One can determine the composition of the liquid
(a) that gives rise to a given vapor pressure, as well as the
composition of the vapor (b) at the given pressure and tempera-
ture. The inverse is also true when one knows the composition
of the solution; one can find the vapor pressure of the solution
and the composition of said vapor at a particular temperature.
Thus, the phase behavior diagram imparts information about
the properties and states of the system composed of the two
substances.

Also associated with the phase behavior is a phase rule
that states the relation between the number of phases (P),
components (C), and degrees of freedom (®) [3]. The number
of components is defined as “the least number of independently
variable chemical species necessary to describe the composi-
tion of each and every phase of the system.” [3] The degree of
freedom is described as “the least number of intensive vari-
ables that must be specified to fix the values of all the remain-
ing intensive variables.” [3] The phase rule for a multicompo-
nent system is given as:

®=C—P+2 (1

For a one-component system, the phase rule can be simplified
to:

®=3-P (2)

2. TYPES OF PHASE BEHAVIOR

Many different types of phase behavior exist. The main classes
are monotectics, eutectics, and peritectics. Binary systems for
which the melting points or boiling points of the solutions of
differing compositions are not lower than the melting points or
boiling points of either of the components are called monotectic
systems (note that “solutions” are used here in both the solid
and liquid sense). “Eutectic,” in Greek, means “easily melted”
[3] and indicates a melting point or boiling point lower for the
solution than that of the individual pure products in solution.
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Peritectics or “incongruent melting points” are seen in com-
pounds that decompose upon melting into another solid in-
stead of taking on a liquid form [4]. Given these definitions and
the plurality of definitions of lipid phase behavior mentioned
before, it is obvious that when one discusses a particular type
(monotectic, eutectic, peritectic) of behavior for lipids, one
must do so within the particular confines of the physical state
being investigated. That is, solid-liquid phase behavior and
polymorphic-type phase behavior will mean different things
in terms of a monotectic, eutectic, or peritectic.

Monotectic systems are those in which the components
have similar melting points, molecular volumes, and polymor-
phic forms [5]. An example of a monotectic binary lipid system
is 1-palmitoyl, 2-olyoyl, 3-stearoyl-sn-glycerol (POSt) and 1,3-
stearoyl, 2-olyoyl-sn-glycerol (StOSt) [5]. Figures 2A and 2B
illustrate monotectic binary systems. Figure 24 shows a mono-
tectic continuous solid-state phase diagram of a binary mix-
ture of theoretical triacylglycerides (TAGS) X and Y. The mo-
notectic partial-solid-solution phase diagram of the binary
mixture of TAGs X and Y is shown in Figure 2B. Figures 2A
and 2B differ in that the solid phase in Figure 2A is continuous

Liquid Region Liquid Region

o o

= =

T S

8 8| /Liquid & Solid Y

€ £

ﬁ ,1’ Solid Y

Solid Region Solids X &Y
X Y X Y

A Concentration B Concentration

Figure 2 A Phase behavior of a theoretical monotectic system. B.
Phase behavior of a theoretical monotectic system with solid solution
changing.
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and not differentiated while, in Figure 2B, both the solid and
liquid phases are differentiated, in that one can define a par-
tial solid-liquid phase as well as differentiate the type of solid
that exists at various compositions (e.g., solid XY or solid Y).
A solid solution exists for all compositions of X and Y in the
lower-most region of Figure 2A. A true solid solution does not
exist in Figure 2B, as the lower left-hand side region consists
of a solid component Y dispersed in liquid X and the lower
right-hand side region consists of purely solid Y. The midsec-
tion in Figure 2A defines the temperature and composition
constraints wherein both components, X and Y, exist in a mix-
ture of liquid and solid forms. A similar region exists in Figure
2B; however, the solid portion is composed only of component
Y. In both figures, the uppermost region illustrates a region,
defined by temperature and composition, where a solution of
X and Y exist in liquid form.

The most common binary mixtures of TAGs that form
eutectics are those with components that differ with respect
to molecular volume, shape, and polymorph, and do not vary
drastically with respect to melting point [5]. Some exam-
ples of such systems are tri-palmitoyl-sn-glycerol (PPP) and
tri-stearoyl-sn-glycerol (StStSt), POSt and 1,3-palmitoyl, 2-
olyoyl-sn-glycerol (POP), and StOSt and 1,2-stearoyl, 3-oyloyl-
sn-glycerol (StStO) [5]. Figure 3 shows an example of a binary

(o Liquid Region
=
<
o
% L&S L&S
= Sx § X Sy
Solids X & Y
X Y

Concentration

Figure 3 Phase behavior of a theoretical eutectic system.
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eutectic system for a mixture of TAGs X and Y. A liquid mix-
ture of components X and Y exists in the uppermost region of
Figure 3. The existence of a minimum point of the lower bound-
ary line for this region indicates that the system represented
is a eutectic. In the area to the left of this minimum point,
toward a greater concentration of component X, there exists
solid X within a binary liquid. To the right of the minimum
point, component Y exists in a solid form within a binary lig-
uid. TAG X can be found in solid form when the temperature
and concentration conditions are within the range as indicated
by the lower left hand portion of Figure 3. For a range of tem-
peratures, as the sample approaches 100% Y, as illustrated
by the lower right region of Figure 3, Y is present in pure
solid form. Components X and Y coexist in solid form for lower
temperatures as indicated by the bottom-most and central re-
gion of Figure 3. The eutectic behavior results in the liquifica-
tion of the mixture at specific compositions. This can be a cata-
strophic situation in lipid applications where hardness,
texture, and SFC are important. However, it is also beneficial
when one wants to avoid crystallization.

Peritectics normally occur in mixed saturated—unsatu-
rated systems with at least one TAG which has two unsatu-
rated fatty acids [5]. Figure 4 shows an idealized binary peri-
tectic system of the theoretical TAGs X and Y. These TAGs,
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Figure 4 Phase behavior of a theoretical peritectic system.
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X and Y, exist in solid form in the lower left and right sides
of the graph, respectively. In the lower midregion of Figure
4, components X and Y exist in solid form without exclusion.
Component X also exists in solid form, but within the binary
liquid in the region to the left of the graphs at temperatures
above the region where solid X exists exclusively. For tempera-
tures higher than those in which component X exists as a solid,
X exists as a liquid, either concurrently with solid Y or with
liquid Y.

3. IDEAL SOLUBILITY BEHAVIOR

Since the phase behavior of any particular mixture of sub-
stances is related integrally to the degree of intersolubility of
the components in the mixture, ideal solution behavior is
briefly discussed here. The melting temperature of blends of
solid TAGs have been found to be independent of the nature
of any liquid oils present in the blend if the liquid oils do not
participate in crystallization [6]. The solubility effects of a lipid
mixture are important as they affect the crystallization behav-
ior of TAGs, and hence the phase behavior of the TAGs in the
mixture. The ideal solubility behavior of a binary lipid mixture
can be predicted by the Hildebrand equation [6,7]:

AHL(1 1
1 X=—"1r| - _ -
%810 R (Tm TbJ 3)

where X represents the mole fraction of the higher melting
component, AH; the enthalpy of melt for the higher melting
component (in J/mol), R is the universal gas constant (8.314
J/mol K), and T, and T}, are the melting temperatures of the
higher melting component and the blend (in K), respectively.
For those binary mixtures that demonstrate ideal solubility
behavior, it is clear that the solid-liquid boundary at various
compositions can be established by application of the Hilde-
brand equation. Furthermore, it is clear that binary mixtures
which demonstrate ideal solubility behavior would produce a
straight line plot if log,oX is plotted against 1/T},. This, there-
fore, can become a predictive equation for phase behavior if it
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is known a priori that a binary mixture forms an ideal solution.
Furthermore, for binary lipid mixtures that demonstrate a
straight line plot of log(X versus 1/T}, for only a limited range
of X, over that range, the Hildebrand equation becomes pre-
dictive of the phase behavior of the sample. In practice, the
higher melting component may actually be an ensemble of
TAGs, rather than a single molecular species. In this case,
many researchers tend to use the onset of melt of the ensemble,
or the melting maximum of the ensemble as determined by
differential scanning calorimetry (DSC) as T,, and utilize a
weighted mean molecular mass of the ensemble to determine,
X. AH¢ is also an experimentally determined value based usu-
ally on DSC data. In this manner, the practicability of the
Hildebrand equation can be extended to those blends which
are primarily of a high melting ensemble of molecules and a
low melting ensemble of molecules, such as the blending of a
hydrogenated fraction with a base oil, as is done in the manu-
facturing of many shortenings and margarines.

TAGs found in North American vegetable oils are typi-
cally those containing C16 and C18 fatty acids. These TAGs
are claimed to obey the Hildebrand solubility equation which
is also known as the ideal solubility law [7]. However, work
by Humphrey et al. [8] has pointed to the formation of mixed
crystals with C16:0 and C18:0 mixed TAGS. Deviations from
ideality can occur at high solvent to solute ratios as the change
in volume increases the entropy of mixing during melting [7].
As well, solid solutions or the formation of imperfect crystals
can also cause deviations from ideality as imperfect crystals
have greater solubility than perfect crystals.

4. LIPID PHASE BEHAVIOR DETERMINATION

The phase behavior of lipid systems has been researched by
many [5-22]). The methods used by researchers to produce
phase diagrams include: SFC to produce iso-solid lines, liquid-
solid phase diagrams, polymorphism phase diagrams and iso-
dilatation lines.
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4.1. Solid Content

The SFC of a fat system is the amount of solid fat as a percent-
age of the total fat present. Pulsed-nuclear magnetic reso-
nance (NMR) is one popular method used to determine the
SFC of a fat system at a series of temperatures after a given
tempering scheme and is used often in the creation of iso-solid
phase diagrams. NMR provides an accurate measure of SFC
(+0.5% generally) given the time and temperature resolution
of the instrument [5]. The generally accepted procedure for
SFC measurements [5] to create iso-solid phase diagrams is
to cool the fat sample at a desired rate to 0°C and hold at 0°C
for 90 minutes prior to sampling the SFC. The sample is then
heated at a constant rate to 5°C, and this temperature is held
for 30 minutes prior to sampling the SFC. The temperature
of the sample is continually increased in this manner by 5°C
increments, holding for 30 minutes at each temperature. One
problem with this series of measurements is that each change
in temperature and each waiting time will affect the SFC of
subsequent measurements. Thus, one must be precise in the
temperature scheme used to heat the sample. Alternatively,
one may choose to perform the measurements in parallel
rather than series, which eliminates the changes occurring
within the fat as the temperature is stabilized at each mea-
surement temperature. That is, samples would be cooled to
0 °C, held for 90 minutes and then heated to the required
temperature directly. The SFC of a lipid sample can also be
established via the use of DSC or dilatometry, however, SFC
determination via NMR is an American Oil Chemists’ Society
(AOCS) recommended practice [5].

It is important to note here that SFC and solid fat index
(SFI) are not interchangeable terms. The SFI of a lipid is ob-
tained by dividing the dilatation by 25 [5]. This method as-
sumes that all fats have the same total melt dilatation of a
factor of 2500 and that the variation of dilatation with temper-
ature is negligible. In fact, at 0°C, the total melt dilatation
average factor is 2000 for a variety of fats, and the total melt
dilatation depends on the particular fat sample as well as the
cooling scheme [5].
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4.2. Melting Point

Data for liquid-solid phase diagrams can be obtained via the
use of DSC, slip melting points, Mettler dropping points, and
Wiley melting points. Currently, the most widely accepted and
reliable method of obtaining the melting point of a fat is
through the use of DSC. Differential scanning calorimetry
measurements are taken by heating the fat sample at a con-
stant rate (e.g., 2°C per minute [16], or 0.2°C per minute [9],
and determining the temperatures at which peaks occur. Deci-
sions on appropriate heating rates relate to the resolution of
the particular instrument as well as to the melting range of
the lipid sample. Researchers have used both the onset of melt
as well as the peak maximum as the melting point. Figure 5
shows a typical DSC melting curve, with the onset of melt and
peak maximum indicated. These melting temperatures, which

Melting Onset

Heat Flow (mW/g)
N

.2 {4 — Heat Flow

----------- First Derivative of Heat Flow <= Meiting Peak Max

0 200 400 600 800
Time (s)

Figure 5 Enthalpy of melt curve and first derivative curve from
DSC. The onset of melt and peak maximum is indicated by the ar-
TOWS.
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indicate the boundaries between phases, are then plotted
against the composition of the fat sample (i.e., percent con-
centration in a binary lipid sample) [5,16]. One of the dis-
advantages of using DSC measurements to construct phase
diagrams is the assumption that there is a definite tempe-
rature at which the phase transition occurs [9]. In pure
substances, it would be ideal if transitions occurred at one
temperature rather than a temperature span but this is sel-
dom the case. Finite sample size and instrumental effects con-
tribute to the widening of the window within which the phase
transition can occur [9]. Furthermore, and as is usually the
case, the crystallized portion of the sample is composed of an
ensemble of different molecules and a continuous variation of
molecular compounds of differing crystallization and melting
temperatures, so that the “window” of crystallization tempera-
tures in “real” systems can be widened significantly. Another
complication is the possibility of formation of different poly-
mers upon crystallization of the same ensemble of molecules
with different polymorphs having variable crystallization and
melting temperatures. Therefore the liquid-solid transition
can be complicated significantly by these effects.

4.3. Polymorphic Type

The phase changes caused by a change in the polymorphism
of a lipid sample are usually measured with x-ray diffraction
(XRD), although infrared vibrational spectroscopy [23-30],
atomic force microscopy [31], and nuclear magnetic resonance
spectroscopy [32—39] have also been used. A change in the
peak shape or position (of a diffraction profile) is indicative
of a change in the polymorphism. Elsewhere in this book is
described the theory and practice of XRD determination of the
various polymorphs of a lipid network. Reference is made here
only to the short spacing, or “d,” value of the diffraction pat-
terns. The alpha polymorphic form has a d value of 0.42 nano-
meters, the beta-prime d value is within the range 0f 0.42—-0.43
nanometers and 0.37—-0.40 nanometers, and the beta form has
a d value of 0.46 nanometers [8]. In order to find the polymor-
phic form of a sample for the purposes of creating a phase
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behavior diagram, where in this case, a phase is defined as
the polymorphic type of crystal, the sample is tempered to 0°C
or lower, and then heated in 5°C intervals at a constant rate
[14]. The polymorphic form is determined and then plotted
against the composition of the lipid blend. Polymorphism
phase data are often included in liquid-solid phase diagrams
along with the melting point data, such as in the case of Figure
2B.

4.4. Volume Expansion

Dilatometry is used to determine the iso-dilatation lines of a
fat sample, which imparts information on the rate of expansion
vs. temperature [11]. The dilatation tube is constructed and
filled as described by Jasperson and McKerrigan [11]. The tube
itself is a U-shaped volumetric type tube with a 6—7 mL bulb
which is sealed with a ground glass stopper with a convex
bottom. The other arm of the U-tube is a graduated (= 0.005
mL) capillary tube with a 2-mm interior diameter. The bulb
is filled with 1.5 mL of water, which is carefully drawn up the
capillary tube. When the fat is added to the bulb portion and
stoppered, the lipid sample pushes the water up the tube. The
filled tube is heated to above the melting point of the fat, and
then allowed to cool to 4°C overnight. To obtain the measure-
ments for the dilatation curve, the dilatometer is immersed in
temperature controlled water baths at intervals of 5°C for
15-30 minutes beginning at 10°C, and the height of the water
in the stem of the tube is recorded at each temperature. One
disadvantage of this process is that if the water bath warms
up above the temperature at which the measurement is to be
recorded, the entire stepwise process has to be redone as the
tempering procedure has changed [11]. As well, volume expan-
sion of lipid samples, in addition to the error-inducing effects
mentioned before, can be dependent on the rate of increase so
that this rate must be kept carefully controlled to ensure that
the crystal polymorphism and microstructure is grown along
similar templates. For example, a faster rate of cooling may
lead to a denser microstructure [40] thus resulting in a smaller
volume expansion.
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Much investigation of the physical properties of lipids has
been perfected using phase behavior studies. Many such stud-
ies on cocoa butter have been completed [5,14,18]. One reason
for the attention that cocoa butter receives is due to its indus-
trial importance as a confectionery fat. Cocoa butter requires
careful tempering to achieve desired results, so there are many
efforts focused on finding suitable replacements for cocoa but-
ter which do not require such careful treatment. Loisel [14]
and Minato et al. [16] have investigated the polymorphic phase
transitions of cocoa butter and PPP-POP mixtures respec-
tively. Knoester et al. [7] studied the solid-liquid phase behav-
ior of TAGs containing palmitic and stearic acids, and Timms
[22] used both solid-liquid behavior as well as iso-solid lines
to study Palm kernel oil, a lipid used as a cocoa butter replace-
ment. Iso-solid diagrams were also used by Lambelet and
Raemy [12] in their study of coca butter and milk fat fractions
and by Rousseau et al. [19] in their study of the interesterifica-
tion of butterfat. Marangoni and Lencki [15] extended the
concept of iso-solid binary phase behavior to ternary phase
behavior for milk fat fractions. Dilatation was used by
Jasperson and McKerrigan [11] on the “natural fats”; cocoa
butter, palm kernel oil, palm oil, lard, and tallow, and by Ros-
sell [18] on the study of cocoa butter alternatives and mixtures
of pure TAGs. Inoue et al. [9,10] used both DSC and XRD data
to create liquid-solid phase diagrams in the study of binary
mixtures of palmitoleic, ascelepic, and cis-monounsaturated
acids of varying omega chain length.

4.5. Constructing Lipid Phase Diagrams

In order to effectively study lipids using phase behavior tech-
niques, one must be able to construct and correctly interpret
a phase diagram. Liquid-solid phase diagrams and polymor-
phism phase diagrams are relatively easily constructed. The
melting point and/or polymorphic form are plotted against the
composition of the sample. If the DSC thermogram has more
than one melting peak, the temperature of each peak maxima
or onset is plotted. For each composition point, the highest
melting temperature forms the liquidus line. At temperatures
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above the liquidus line, the entire sample is in liquid form.
The lower melting temperatures form the solidus line, below
which the entire sample is solid. Between the liquidus and
solidus lines, the sample is a solution of liquid and solid
phases. XRD adds another dimension of information to the
liquid-solid diagram. At any point on the phase diagram where
a solid exists, the solid can be classified with respect to poly-
morphic form. Therefore, the region below the solidus line may
be further subdivided, using polymorphic data from XRD, into
its composite polymorphic forms if there is indeed a phase
transition between forms occurring in the sample. The liquid
may also exhibit some structural organization observable by
XRD, and the liquid section may also be divided according to
the organization that takes place at different concentrations
and dilutions.

Phase diagrams containing iso-solid or iso-dilatation lines
are not as easily created as the liquidus-solidus phase dia-
grams. There are three ways to construct iso-solid or iso-dilata-
tion graphs. The first method consists in plotting the average
of the actual results using a method for iso-dilatation lines
outlined by Rossell [18]. A series of dilatation curves are drawn
for measurements made at regular composition intervals. The
number and size of intervals will affect the quality of the final
iso-dilatation curve as too few measurements will cause the
curves to be discontinuous, and potentially inaccurate. If one
chooses too small an interval the measurements become very
time consuming. A series of dilatation values are then chosen
and the temperatures which give these dilatations are read
off the dilatation curves. A plot is then made of these tempera-
tures with respect to the composition, with each line represent-
ing a dilatation value.

A second, less time consuming and more easily reprodu-
cible method consists of using a quadratic interpolation, as
previously described by Timms [21], to build iso-solid lines at
specific percent SFC. The SFC is again plotted against temper-
ature as shown in Figure 6 (in this case for different fractions
of milk fat). An equation to describe the SFC versus tempera-
ture curve is obtained using computer-assisted quadratic or
parabolic interpolation methods. A table of iso-solid tempera-
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Figure 6 SFC vs temperature for varying fractions of milk fat. (m
represents LMF, A represents another LMF, A represents MMF, @
represents HMF.)

tures for each sample is constructed and this data is interpo-
lated in the same manner to find the temperature data at 1%
composition intervals. The interpolated temperatures are then
plotted against composition, with a line for each SFC value.
Timms [41] has created a commercial program, IsoSol, that
calculates the appropriate tables and interpolations in a seam-
less manner.

The third method also requires that the SFC be plotted
versus temperature for each dilution, as in Figure 6. This
graph can then be interpolated to obtain the necessary tem-
perature to achieve a given SFC using appropriate graphing
software (i.e., GraphPad Prism, San Diego, California, U.S.A.).
A multiple line graph of temperature versus composition can
be made, as in the method above with each line representing
one SFC value [8].

6. INTERPRETATION OF PHASE DIAGRAMS

The phase behavior of a lipid sample can be illustrated by
phase diagrams, be it liquid-solid, polymorphism, iso-dilata-
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tion, or iso-solid phase diagrams or a combination of these
different forms. Phase diagrams impart a great deal of infor-
mation about the lipid sample if they are correctly interpreted.

Figure 7A shows a monotectic system of fully hydrogen-
ated canola in soybean oil. This monotectic is illustrated via
a SFC versus composition graph. As the composition tends to
25% fully hydrogenated canola in soybean oil, the SFC of the
sample increases without any local maxima or minima. Thus,
the samples exhibit ideal solubility behavior.

Solubility behavior can also be deduced from phase dia-
grams. The iso-solid phase diagram, Figure 7B, shows a ter-
nary monotectic of the High Melting Fraction of Milkfat (HMF)
(5S), the Middle Melting Fraction of Milkfat (HMF) (—28S),
and the Low Melting Fraction of Milkfat (HMF) (—28L) at
30°C. The nearly straight line of 10% SFC, parallel to the bot-
tom axis, indicates ideal mixing behavior as predicted by the
Hildebrand solubility equation [15]. Ternary phase diagrams
are a relatively new addition to the study of lipid phase behav-
ior; Timms stated: “No complete and reliable phase diagram
for mixtures of more than two TAGs has been reported” [5].
However, ternary phase diagrams have been used extensively
in the engineering sciences [42—44].

Figure 7C is an iso-solid diagram of HMF in MMF, with
the bottom line representing 5% SFC, and the uppermost rep-
resenting 90% SFC. As one moves up the graph the SFC value
of the lines increases in 5% increments. There is an increasing
trend as the composition of the sample tends to 100% HMF,
with the minimum occurring at 0% HMF. There is no composi-
tion for which a given SFC occurs at a lower temperature than
at 0% HMF, thus the system illustrated is a monotectic
system.

Figure 8A is an iso-solid phase diagram showing the ter-
nary phase behavior of HMF, MMF, and LMF at 0°C. The
eutectic in Figure 8A is distinguished by the lines which de-
viate from linearity (i.e., the 40% SFC line) which indicate a
formation of solution intermediates between the three compo-
nents [15].

Figures 8B and 8C are iso-solid diagrams. Figure 8B illus-
trates the phase behavior of the HMF in cocoa butter system.
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Figure 7 A. Experimental binary montoectic of fully hydrogenated
canola in soybean oil via SFC. B. Experimental ternary monotectic
of HMF (5S), LMF (—28L), and MMF (—28S) at 30°C via iso-solid
lines.
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Figure 7 C. Experimental binary monotectic of MMF and HMF
via iso-solid lines. The bottom-most line represents 5% SFC, and

subsequent lines increase in increments of 5% to a maximum of 90%
SFC as the uppermost line.
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Figure 8 A. Experimental ternary eutectic of HMF (5S), LMF
(—28L), and MMF (—28S) at 0°C via iso-solid lines.
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Figure 8 B. Experimental binary eutectic of cocoa butter—HMF
via iso-solid lines. The bottommost line represents 5% SFC, and sub-
sequent lines increase in increments of 5% to a maximum of 90%
SFC. C. Experimental binary eutectic of cocoa butter—MMF via iso-
solid lines, an exaggerated case. The bottom-most line represents
10% SFC, and subsequent lines increase in increments of 5% to a

maximum of 75% SFC.
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The bottom line represents 5% SFC, while the subsequent
lines increase in 5% increments to 90% SFC. As the composi-
tion of the binary system approaches 100% HMF, the SFC
lines increase in temperature. This trend is true for all but
the six lowest iso-solid lines on the figure. These lines demon-
strate no increase with %HMF until approximately 50% HMF.
There is a noticeable decrease in temperature in the curves of
iso-solid lines at approximately 70% HMF. This indicates that
at these compositions, at an SFC range of 5-10% there exists
a eutectic. Furthermore, a second eutectic is presented at ap-
proximately 90% HMF by the lowermost five iso-solid lines in
the figure. These curves indicate that the sample is slightly
eutectic, more so than Figure 7C. Figure 8C illustrates the
phase behavior of the MMF/cocoa butter system. The bottom
line represents 10% SFC, while the subsequent lines increase
to 90% SFC in 5% increments. Unlike, Figure 8B, Figure 8C
has a minimum point for all SFC lines occurring between 40
and 60% MMF. This minimum point indicates a very strong
eutectic.

Due to the trend established in each of Figures 7C, 8B,
and 8C, one might be tempted to conclude, as Timms did, that
“no significant improvement in hardness of milk chocolate
with hydrogenation and fractionation of milk fat was ob-
served” [5]. In fact, while this statement is true in the specific
case that Timms refers, it is not generally true that eutectics
as demonstrated by iso-solid phase diagrams impart informa-
tion on hardness of the solutions at the eutectic compositions.
In many instances, iso-solid line behavior may not indicate
changes in polymorphism of the samples and certainly does
not impart information beyond the prediction of hardness by
SFC, a method that has been shown to be imperfect [45—47].
As well, the solution behavior demonstrated by iso-solid line
diagrams does not always account for all observed trends in
the melting behavior, as both intersolubility and polymorphic
changes may occur simultaneously. Phase behavior as ob-
served from iso-solid lines are important in elucidating some
aspects of inter-solubility behavior, but is ultimately limited
in scope, as are most physical techniques applied in isolation
to the study of structure-composition-functionality studies. On
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the other hand, DSC phase measurements can reflect changes
in polymorphism as well as intersolubility. However, such
changes are not attributable to either polymorphic or inter-
solubility effects in isolation utilizing just DSC data. There-
fore, it is important to study phase behavior using a number
of different techniques.

7. THE USE OF PHASE BEHAVIOR IN
CONJUNCTION WITH OTHER
TECHNIQUES: A CASE STUDY

As the study of phase behavior is just one additional tool in a
repertoire of many such to effect an elucidation of the physical
properties of mixtures of lipid species, one study which utilizes
a number of different analytical techniques in unison is ex-
plained here. The intent is that the reader gain an apprecia-
tion of both the power and limitations of using phase studies
in the study of lipid mixtures

We present therefore a study of a binary mixture of fully
hydrogenated canola in soybean oil [8]. The iso-solid line phase
diagram constructed from the SFC of a binary lipid sample of
canola in soybean oil is shown in Figure 9A. The iso-solid line
at the very top of the figure is the zero SFC line. From the
zero SFC line, the percent solid increases from left to right
in 5% increments. It is evident that as the temperature and
percentage of hydrogenated canola increases, the iso-solid
lines converge to the right. The shape of each iso-solid line is
similar to that of the neighboring lines with the slope of the
iso-solid lines appearing to be similar. The iso-solid diagram
also shows that a shortening made using fully hydrogenated
canola and soybean oil can have a 20% solid fat content at
temperatures between 30 and 60°C when the percentage hy-
drogenated canola is between 20 and 50%. It also shows that
at temperatures above 55°C, temperature variation must be
carefully controlled as SFC varies greatly with temperature
above this point. This figure does not impart information as
to the melting point, polymorphism, or hardness of each sam-
ple as illustrated in Figures 9B, 9C, and 9D, respectively.
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Figure 9 A.Iso-solid lines created using the interpolation method.
Each curve connects points with a common SFC value. The leftmost
curve is the 5% SFC line with the percent SFC increasing in 5%
increments as one moves right on the graph.

Obtained through the use of DSC, the enthalpy of melt
curves for the same fat samples as in Figure 9A are shown in
Figure 9B. Changes in the shape of the enthalpy curves are
due to the variances in polymorphic structure assumed by the
sample. There is a steady increase in the location of the melt-
ing peak maximum for the 5-65% canola solutions. One would
expect these samples to be of similar polymorphic form. A new
trend in peak maxima occurs for the 70-95% samples as the
peaks become narrower with the maxima starting a new in-
creasing trend beginning lower than the peak max of the 65%
canola blend. Clearly, for these samples, the polymorphic form
is different than for the 5—-65% samples. As well, the 95% ca-
nola blend has a unique type of melting behavior as the curve
has a shoulder occurring at a lower temperature than the main
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Figure 9 B. Melting heat flow versus temperature Curves after
48 hours with inset enthalpy of melting vs. composition curve. Each
curve represents the heat flow during the melting process for a sam-
ple. The 0% canola sample is the bottom-most curve on the graph
and the percent canola composition of the samples increases by 5%
for each subsequent curve to the 100% canola sample at the top
of the graph. C. X-ray diffraction curves versus d. Each curve is a
diffraction spectrum for a specific sample composition. The bottom-
most curve is the 15% canola blend, and the percent canola increases
by 5% for each curve above. The uppermost curve is the spectrum
obtained for the 100% canola sample.
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Figure 9 D. Variation of hardness with composition.

peak. The melting behavior exhibited by the 100% canola sam-
ple is unique as the enthalpy curve is characterized by a shoul-
der peak at a higher temperature than the main peak, with
the maximum value at a lower temperature (57 °C) than all
but the 5 and 10% samples. Therefore, unique polymorphic
forms are to be associated with the 95 and 100% canola sam-
ples. The changes in polymorphic form suggested by DSC data
are not seen in Figure 9A, thus melting behavior data sheds
new light on the same sample set.

Figure 9C shows the XRD spectra for the same sample
set, for all samples with 15% or more canola. Those samples
with less than 15% were not measured due to difficulties in
creating the requisite sample tubes. The lowest curve shown
is the spectrum for the 15% canola blend with subsequent lines
representing samples with increasing canola content until the
100% canola blend spectra at the top of the figure. Two peak
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Figure 9 E. Composite diagram of the microstructure of selected
samples after 48 hours. The given samples vary with respect to per-
cent canola: (a) 40%, (b) 45%, (c) 50%, (d) 55%, (e) 80%, (f) 85%, (g)
90%, and (h) 95%. (bar = 500 pm)

107

Copyright © 2005 by Marcel Dekker



108 Humphrey and Narine

regions exist on each curve. The rightmost imparts informa-
tion as to the polymorphic form of the crystals within the sam-
ple (the so-called short spacing), and the peaks on the left hand
side of the curve which may be due to secondary reflections
or the polytype of the fat. The 100% canola peak is a well-
defined single peak, and as one decreases the canola content
to 95% a shoulder appears on the main peak. Further de-
creases in the percent canola in the sample leads to the appear-
ance of 2 to 3 peaks on the right hand side of the XRD curve.
For the lowest (15-35%) percentages of canola, the peak shape
assumed is a large well-defined peak with a smaller shoulder
peak on the right hand side. The left hand side peak on the
curve is not well defined at lower concentrations of canola. At
40% canola a peak is defined and this becomes more apparent
with increasing canola. At 65% canola, a second, smaller peak
further left on the curve becomes clear, and at 95% canola
these two peaks are of the same size distinction, with the right-
most peak disappearing in the spectra for the 100% canola
sample.

A second peak on the left hand side of the XRD curves in
Figure 9C for the 70-95% canola blends corresponds to the
new trend in peak maxima in Figure 9B where the peaks be-
come narrower with the maxima starting a new increasing
trend beginning lower than the peak max of the 65% canola
blend. Also in Figure 9B, the 95% canola blend’s unique melt-
ing curve is possibly due to a polymorphic change as seen by
the presence of a distinct second peak on the left hand side of
the curve in Figure 9C. Again, the unique behavior of the 100%
canola sample may be due to the polymorphism of the sample
as the second peak on the left hand side of the curve in Figure
9C is not present.

Figure 9D shows an increasing hardness trend as the per-
cent canola increases. The first three values, corresponding to
the 5, 10, and 15% canola blends, are not zero but have very
small values (3.3 X 1075 = 4 X 10 % kgf/mm, 3.6 x 10 5=+
2 X 10 °kgf/mm, 6.4 X 1075 = 2 X 105 kgf/mm). The 0%
canola sample was not tested for hardness as it was entirely
soybean oil. Fluctuations, where the fat sample with a higher
percentage of canola exhibited a smaller slope during the hard-
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ness measurement, occur in three areas of this graph; at the
50%, 65%, and 90% canola mixtures.

The deviation in Figure 9D at 50% canola is mirrored by
inconsistencies in Figure 9B. In Figure 9B, there is a deviation
in the trend of increase in location of melting peak max for
5—-65 % blends at the 50% canola sample, indicating a change
in melting behavior between the 45 and 50% blends (i.e., a
polymorphic change).

Unlike the deviation in the hardness trend at 50% canola,
the deviations in Figure 9d at the 65 and 90% canola blend
are not due to melting behavior of the samples as the corre-
sponding enthalpy of melt curves in Figure 9B are similar.
The polymorphisms of the 60 and 65% samples differ as shown
by the XRD curves in Figure 9C. Thus, the hardness variations
are due to the differences in the packing of molecules between
the 60 and 65% canola samples. For the third deviation at the
90% blend, the polymorphisms of the samples differ as shown
by Figure 9C.

Figure 9C illustrates the microstructure of selected mix-
tures of fully hydrogenated canola oil and soybean oil. Except
for minor deviations such as the placement of structures, the
microstructures of the samples are alike with two exceptions.
In the 50% canola blend, the structures appear smaller (=100
pm) than that for the other solutions shown (average =500
pm). Note that these structures are clearly aggregates of
micro-structural elements, which are themselves aggregates
of crystals. In the 50% canola sample, the structures are not
closely packed and have spaces between them (=10 pum). The
other samples exhibit the close packed arrangement as seen
in the 45% canola sample. The 80 and 85% canola samples,
though having the same crystal size as the 90 and 95% sam-
ples, are also more densely packed than those in the 90 and
95% samples as seen by the appearance of well-defined
Maltese crosses. The distinct Maltese crosses indicate that
these samples contain well-defined spherulites.

The deviation in increasing hardness from Figure 9D at
the 50% canola solution is due to the microstructure assumed
as well as polymorphism and intersolubility. In Figure 9E, one
can see that the sample with 50% canola is characterized by
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structures which are approximately 100pm in diameter with
large (~10 wm) spaces in between the structures. The other
samples shown have large, closely packed structures approxi-
mately 500 um in diameter. Thus, one can expect that under
pressure from an Instron cone the 50% sample will simply
compress, with structures filling the spaces, whereas there is
no room for similar compression in the 45% sample.

The deviation from the trend in the hardness curve at the
65% canola solution is not due to the microstructure assumed.
All of the samples have a close-packed network of structures
approximately 500 wm in diameter. Thus the variation in the
hardness graph is not due to the microstructure of the sam-
ples.

The deviation from the trend in the hardness curve at the
solution of 90% canola is partially due to changes in micro-
structure as well as polymorphism (as seen in Figure 9C). The
changes in microstructure can been seen in Figure 9E as the
85 and 90% blends have the same crystal size but the 85%
canola sample is more densely packed and demonstrates
greater spherulitic behavior as suggested by the well-defined
Maltese crosses indicating the presence of well-defined spher-
ulites.

Therefore, the use of iso-solid lines as the sole method to
study the phase behavior of the lipid mixture of fully hydrogen-
ated canola in soybean oil was an insufficient method as not
all of the deviations in melting behavior, polymorphism, micro-
structure, and hardness were elucidated by the iso-solid lines.

8. SUMMARY

The study of phase behavior is a powerful technique for study-
ing the physical properties of lipids and has been used often
by researchers in the field. However, phase behavior studies
must also be complemented by a variety of other measurement
techniques as one cannot completely describe the structure
and physical properties of a fat system simply by studying
phase behavior alone.

Copyright © 2005 by Marcel Dekker



Lipid Phase Behavior 111

REFERENCES

10.

11.

12.

13.

Atkins PW. Phase diagrams. In: Physical Chemistry Atkins
PW, Ed. Oxford: Oxford University Press, 1998:191-214.

Moore W. States of matter. Basic Physical Chemistry Moore W,
Ed. Englewood Cliffs. NJ: Prentice-Hall, 1983:27.

Barrow G. Phase equilibria. Physical Chemistry Barrow G, Ed.
New York: McGraw-Hill, 1988:381-431.

Noggle JH. Equilibrium in pure substances. In: Physical Chem-
istry Noggle JH, Ed. Glenview. Ill: Scott, Foresman and Co.,
1989:171-209.

Timms R. Phase behavior of fats and their mixtures Prog Lipid
Res 1984; 23:1-38.

Wright A, McGauley S, Warine S, Willis W, Lencki R, Maran-
goni A. Solvent effects on the crystallization behavior of milk
fat fractions J Agric Food Chem 2000; 48:1033—1040.

Knoester M, De Bruijne P, van den Tempel M. The solid-liquid
equilibrium of binary mixtures of triglycerides with palmitic
and stearic chains Chem Phys Lipids 1972; 9:309-319.

Humphrey KL, Moquin PHL, Narine S. Phase behavior of a
binary lipid shortening system: from molecules to rheology J
Am Oil Chem Soc 2003; 80(2):1175-1182.

Inoue T, Motoda I, Hiramatsu N, Suzuki M, Sato K. Phase be-
havior of binary mixtures of cis-monounsaturated fatty acids
with different omega-chain length Chem Phys Lipids 1992; 63:
243-250.

Inoue T, Motoda I, Hiramatsu N, Suzuki M, Sato K. Phase be-
havior of binary mixture of palmitoleic acid (cis-9-hexadecenoic
acid) and asclepic acid (cis-11-octadecenoic acid) Chem Phys
Lipids 1993; 66:209-214.

Jasperson H, McKerrigan A. The use of differential curves in
the dilatometry of fats J Sci Food Agric 1957; 8:46—54.

Lambelet P, Raemy A. Iso-solid diagrams of fat blends from
thermal analysis data J Am Oil Chem Soc 1983; 60(4):845—-847.

Liang B, Shi Y, Hartel R. Phase equilibrium and crystallization
behavior of mixed lipid systems J Am Oil Chem Soc 2003; 80(4):
301-306.

Copyright © 2005 by Marcel Dekker



112

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

Humphrey and Narine

Loisel C, Keller G, Lecq G, Bourgaux C, Ollivon M. Phase tran-
sitions and polymorphism of cocoa butter J Am il Chem Soc
1988; 75(4):425-439.

Marangoni A, Lencki R. Ternary phase behavior of milk fat
fractions J Agric Food Chem 1998; 46:3879—-3884.

Minato A, Ueno S, Yano J, Wang, ZH, Seto H, Amemiya Y,
Sato K. Synchrotron radiation x-ray diffraction study on phase
behavior of PPP-POP binary mixtures J Am Oil Chem Soc 1996;
73(11):1567-1572.

Rossell J. Phase diagrams of triglyceride systems Adv Lipid
Res 1967; 5:353—408.

Rossell J. Interactions of triglycerides and of fats containing
them. Chem Ind 1973:832-835.

Rousseau D, Forestiere K, Hill A, Marangoni A. Restructuring
butterfat through blending and chemical interesterification. 1.
Melting behavior and triacylglycerol modifications J Am Oil
Chem Soc 1996; 73(8):963—-972.

Sato K. Solidification and phase transformation behavior of
food fats—a review Fett/Lipid 1999; 101(12):467—-474.

Timms R. Computer program to construct isosolid diagrams for
fat blends Chem Ind 1979:257-258.

Timms R. Physical properties of oils and mixtures of oils J Am
Oil Chem Soc 1985; 62(2):241-248.

Amey R, Chapman D. Infrared spectroscopic studies of model
and natural biomembranes. In: Biomembrane Structure and
Function, Topics in Molecular and Structural Biology Chapman
D, Ed. Deerfield Beach. Fla: Weinheim, 1984:4.

Chapman D. Infrared spectroscopic characterization of glycer-
ides J Am Oil Chem Soc 1960; 37:73-717.

Chapman D. Infrared spectroscopy of lipids J Am Oil Chem Soc
1964, 42:353-371.

Freeman N. Applications of infrared absorption spectroscopy
in the analysis of lipids J Am Oil Chem Soc 1968; 45:798—809.

O’Connor R, DuPre E, Feuge R. The infrared spectra of
mono-, di-, and triglycerides J Am Oil Chem Soc 1955; 33:88—93.

Yano J. Vibrational spectroscopic study on structures and poly-
morphic transformations of triacylglycerols. Ph.D. dissertation,
Osaka University, 1988.

Copyright © 2005 by Marcel Dekker



Lipid Phase Behavior 113

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

Yano J, Kaneko F, Kobayashi M, Kodali D, Small D, Sato K.
Structural analysis of triacylglycerol polymorphs with FT-IR
techniques. 2. b’l-form and 1,2-dipalmitoyl-3-myristoly-sn-
glycerol J Phys Chem B 1987; 101:8120-8128.

Yano J, Kaneko F, Kobayashi M, Sato K. Structural analysis
of triacylglycerol polymorphs with FT-IR techniques. 1. Assign-
ments of CH2 progression bands of saturated monoacid triacyl-
glycerols J Phys Chem B 1997; 101:8112-8119.

Birker P, Blonk J. Alkyl chain packing in a b’ triacylglycerol
measured by atomic force microscopy J. Am. Oil Chem. Soc.
1993; 70:319-321.

Arishima T, Sugimoto K, Kiwata R, Mori H, Sato K. C-13 cross-
polarization and magic-angle spinning nuclear magnetic reso-
nance of polymorphic forms of three triacylglycerols J Am Oil
Chem Soc 1996; 73:1231-1236.

Boceik S, Ablett S, Norton I. C-13 NMR study of the crystal
polymorphism and internal mobility’s of the triglycerides tri-
palmitin and tristearin J. Am. Oil Chem. Soc. 1985; 62:
1261-1266.

Calaghan P, Jolly K. The use of C-13 spin relaxation to investi-
gate molecular motion in liquid tristearin J Chem Phys Lipids
1977; 19:56-73.

Chapman D. Nuclear resonance spectra of the polymorphic
forms of glycerides J Chem Soc 1960:436—444.

Eads T, Blaurock A, Bryant R, Roy D, Croasman W. Molecular
motion and transitions in solid tripalmitin measured by deuter-
ium nuclear magnetic resonance J Am Oil Chem Soc 1992; 74:
1213-1220.

Gibon V, Durant F, Deroanne C. Polymorphism and intersolu-
bility of some palmitic, stearic and oleic triglycerides: PPP, PSP,
and P. O. P. J Am Oil Chem Soc 1986; 63:1047—-1055.

Hagemann J, Rothfus J. Polymorphism and transformation en-
ergetics of standard monoacid triglycerides from differential
scanning calorimetry and theoretical modeling J Am Oil Chem
Soc 1983; 60:1123-1131.

Norton I, Lee-Tuffnel C, Ablett S, Bociek S. A calorimetric,
NMR and X-ray diffraction study of the melting behavior of
tripalmitin and tristearin and their mixing behavior with trio-
lein J Am Oil Chem Soc 1985; 62:1237—-1244.

Copyright © 2005 by Marcel Dekker



114

40.

41.

42.

43.

44.

45.

46.

47.

Humphrey and Narine

Campos R, Narine S, Marangoni A. Effect of cooling rate on the
structure and mechanical properties of milk fat and lard Food
Res Int 2002; 35:971-981.

Timms R. Consultant—Oil and Fats. http:/:www.timms/.
demon.co.uk/ 2003:2004.

Ahm T, Smf A. Solvent flooding displacement efficiency in rela-
tion to ternary phase behavior Soc Petroleum Engineers J 1972;
12(2):89.

Lv P, Smf A. Ternary phase behavior at high temperatures
Society of Petroleum Engineers Journal 1968; 8(7):381.

Mam C, Has M, Mn D, Ejsg D. Binary and ternary phase behav-
ior of alpha-pinene, beta-pinene, and supercritical ethene J
Chem Eng Data 1996; 41(5):1104-1110.

Narine SS, Marangoni AG. Relating structure of fat crystal net-
works to mechanical properties: a review Food Res Int 1999;
32(4):227-248.

Narine SS, Marangoni AG. Factors influencing the texture of
plastic fats Inform 1999; 10(6):565-570.

Narine SS, Marangoni AG. Microscopic and rheological studies
of fat crystal networks J Cryst Growth 1999; 198/199:
1315-1319.

Copyright © 2005 by Marcel Dekker



4

Rheology Fundamentals and Structural
Theory of Elasticity

ALEJANDRO G. MARANGONI

Department of Food Science
University of Guelph
Guelph, Ontario, Canada

SURESH S. NARINE

Agri-Food Materials Science Centre, Department
of Agricultural, Food and Nutritional Science,
University of Alberta

Edmonton, Alberta, Canada

1. RHEOLOGY OF SOLIDS
1.1 Hooke’s Law

The theoretical foundations for the characterization of
the properties of solids were devised by Robert Hooke
(1635—1703). Hooke observed that, for small elongations, the
amount of elongation of a spring, AL, was directly proportional
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Figure 1 Idealized force-deformation curve for a Hookean spring.

to the applied force. This observation is expressed mathemati-
cally as Hooke’s law:

F = kAL (1)

The range of elongation where Hooke’s law is obeyed is called
the elastic region of the spring (Figure 1). Within this elastic
region, spring deformations are reversible, that is, once the
force is removed, the spring returns to its original length (L,).
At elongations above the elastic [imit of the spring, irreversible
deformations take place, and Hooke’s law is no longer applica-
ble—no linear relationship between the applied force and the
amount of spring elongation is observed. Beyond the limit of
elasticity, the spring eventually reaches its breaking point
(Figure 1).

Materials are usually analyzed rheologically, assuming
they behave as springs. Most materials display an elastic re-
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gion at small deformations, usually in a range not exceeding
1-3%. When these materials are taken above their limit of
elasticity, they will be permanently deformed and will not re-
cover to their original dimensions once the stress is removed.
Substances that deform considerably beyond their limit of
elasticity without breaking are termed plastic. For plastic de-
formations, a small increment in the applied force leads to a
large deformation. These materials are termed ductile, e.g.,
lead, copper. Materials that break shortly after the limit of
elasticity is reached are termed brittle, e.g., glass, steel. The
yield stress corresponds to the value of the stress at the limit
of elasticity.

Hooke’s law can be used for the characterization of any
solid material, as long as a linear relationship exists between
the applied force and the amount of deformation of the mate-
rial. Most solid materials obey Hooke’s law for deformations
up to 1-3%. When referring to small deformations in this chap-
ter, we will be referring to any deformation below a 1% change
in dimension in the direction of the applied force.

1.2 Stress-Strain Relationships and Elastic,
Shear, and Bulk Moduli

The amount of deformation of a material will depend not only
on the applied force and the nature of the material, but also
on sample dimensions. Hooke’s law is therefore of limited prac-
tical utility, since the constant £ will be a function of the nature
of the material being studied and its dimensions. One way of
solving this problem is to modify Eqn. 1 to take into account
the amount of force per cross-sectional area, rather than force,
being applied, and the resulting relative, rather than absolute,
change in dimension of the material:

F AL

e M L_o (2)
We define the applied stress (o) as:
0= I (3)
A

where F is the applied force [N] and A is the cross-sectional
area [m?]. We define the resulting strain(s) as:
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s= (4)

o

where AL is the change in length, and L, is the original length
of the sample. Stress (o) has units of [N/m?], or Pascals, strain
(s), a dimensionless quantity, is usually expressed as a fraction
or percentage, and the modulus of elasticity (M) has units of
[N/m?], or Pascals. Equation 2 can therefore be rewritten as:

o= M:s (5)

The strain is directly proportional to the applied stress, and
the elastic modulus is a constant that characterizes the elastic
properties of the material. This constant is independent of
sample dimensions, and dependent strictly on the nature of
the material being studied.

1.3 Types of Stresses and Corresponding
Definitions of Moduli

Tensile stress arises when a material is stretched in one
dimension, compressive stress arises when a material is com-
pressed in one dimension, and shear stress arises when oppo-
site forces are applied on a material across its opposite faces
(Figure 2), in one or two dimensions. A material can also be
hydrostatically compressed in three dimensions. This last situ-
ation causes a change in volume.

For tensile and compressive stresses, the Young’s modu-
lus of elasticity is defined as:

E=2 (6)
£
where ¢ is the compressive strain, AL/L,, as shown in Figure
2. For shear stresses, the shear modulus is defined as:

G=2 (7)
14
where v is the shear strain, AL/L, or tana, as shown in Figure
2. For small deformations, tana=a [radians].
For three-dimensional compression, the bulk modulus is
defined as:
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Figure 2 Effect of different types of stresses on a material’s defor-
mation.

AP

AV 8)
v,

where P is the change in pressure, i.e., hydrostatic stress, and
AV/V, is the relative change in volume of the solid, i.e., volu-
metric strain, as shown in Figure 2.

The reciprocal of the Young’s, shear and bulk moduli de-
scribes the strain per unit stress, and is referred to as the

compliance (J) of a material:
| )

"~ modulus
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Another fundamental quantity in the study of the rheology of
solids is the Poisson’s ratio, a dimensionless quantity defined
as the change in diameter per unit original sample diameter
AD/D,) over the change in length per unit original sample
length (AL/L,) under the influence of an external applied
stress. In other words, the Poisson’s ratio is the ratio of the
lateral expansion or contraction, as a fraction of the diameter
of the sample, over the longitudinal strain:
_(AD/D,)
H=aL/L)

When the volume of a material does not change upon stretch-
ing or contraction, pu = 0.5. If the volume decreases, then
r<0.5. For materials which can be compressed with no change
in diameter, . = 0. These fundamental moduli are interre-
lated, namely:

(10)

__9EK (11)
9K -E)

K- E _  EG :gG(1+M) (12)
3(1-2w) OG-3E) 3 1-2w
I9GK

E—m—zG(1+H)—3K(1—2M) (13)

H:(E—2Gr):1(1—E) (14)
2G 2 3K

These fundamental quantities which characterize the rheolog-
ical behavior of a material have meaning only when derived
using rheological tests within the elastic range of the material,
when the material being tested is continuous, homogenous,
and isotropic, and when the test piece is of uniform and regular
shape.

1.4 Elastic behavior

Elastic behavior can be explained in terms of intermolecular
bonding mechanisms that provide coherence to the sample.
An applied external force will cause spatial displacements, or
compressions and tensions, of the structural elements within
the solid. The nature of intermolecular, internanostructural
or intermicrostructural interactions, and the geometry of the
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network can influence the mechanical properties of materials.
The displacement, or deformation, of the microstructures re-
sults in an increase in the free energy of the system, as inter-or
intramicrostructural bond tensions and compressions balance
the applied external force. When the applied force is removed,
the internal energy stored in compressed and extended inter-
or intramicrostructural bonds is dissipated by restoring the
microstructures to their original positions, or shape and di-
mension. For a reversible deformation process, the sample will
return to its original state and dimensions upon removal of
the applied stress. For an irreversible deformation process,
the sample’s original structure will have been changed, e.g.,
compression could have occurred, and therefore it will not re-
turn to its original state and dimensions upon removal of the
applied stress.

1.4.1. Structural Theory of Elasticity

In most solids, atoms and molecules are arranged in some
order. How rigidly these atoms and molecules are held about
their equilibrium positions depends on the relative strength
of the short-range forces between them. In the classical picture
of a regular material such as a metal, the extension of say a
metal wire is due to a displacement of the molecules within the
wire from their mean positions. If the displacement is small
enough, the restoring force towards the mean positions of the
molecules is proportional to the displacement. To understand
this statement, one may consider the variation of potential
energy, U, between two molecules at a distance r apart. De-
pending on the separation distance, the potential energy is
either negative or positive. The general form of the potential
energy function, therefore, is given by

Ur)=—-— (15)

where p and q are powers of r and a and b are constants. Since
the force F' between the two molecules is given by
dU

F:—g (16)
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The positive term with the constant a in Eqn. 15 indicates
a repulsive force and the negative term with the constant b
represents an attractive force. It is difficult to formulate the
exact mathematical form of the potential energy curve that
describes the interaction of molecules, partly because there
are different types of bonds or forces between atoms and mole-
cules in solids, depending on the nature of the solid. A much-
used general expression for the potential energy relationship
for nonpolar molecules is given by the expression attributable
to the English chemist J. E. Lennard-Jones:

12 6
UGr) = (ﬁ) - (1) (17)
r r

where N\ and w are adjustable parameters. In an ionic solid,
for example sodium chloride, the potential energy relationship
is given by

um=2_% (18)
r r

If one considers the Lennard-Jones form of the potential en-
ergy function, as is depicted in Figure 3, it can be seen that
there is a value of r which corresponds to a potential energy
minimum; this value of r, r,, is the equilibrium spacing be-
tween the molecules. Figure 3 also shows the force as a func-
tion of r, given by Eqn. 16. At a distance r,, the repulsive and
attractive forces balance, i.e., F = 0. If the separation r be-
tween the molecules is slightly increased from r,, the attrac-
tive force between them will restore the molecules to their
equilibrium position after the external force is removed. If the
separation is decreased from r,, the repulsive force will restore
the molecules to their equilibrium position after the external
force is removed. Therefore, the molecules of a solid oscillate
about their equilibrium or mean position. If one examines
Figure 3 closely, the graph of F' vs. r is approximately linear
at small distances from the equilibrium position r,,. This means
that the extension of the bond is proportional to the applied
force, when the displacement is small distances away from the
equilibrium position of the molecules. The force constant, &
between the molecules is given by:
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Figure 3 Schematic Lennard-Jones potential energy curve.

F = —k(r—ryp (19)
where r is slightly greater than r,. Therefore,
dF
=4 (20)

or the force constant is given by the negative of the gradient
of the tangent to the force-distance curve at r = r,. In a macro-
scopic sense, this behavior of the molecules leads to Hooke’s
law, which states: “the extension is proportional to the force
or tension in a material if the proportional limit is not
reached.” So the extension of the wire is due to the displace-
ment of its molecules from their equilibrium positions. The
molecules are therefore undergoing simple harmonic motion,
vibrating about their equilibrium position, and up to the pro-
portional limit, the energy gained or stored by the stretched
wire is molecular potential energy, which is recovered when
the external force is removed. Therefore, for systems such as
a wire or a large sodium chloride crystal, where the arrange-
ment of the molecules are such that the macroscopic structure
is built up by the constant repetition of the molecular lattice,
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or unit cell, the elastic properties, characterized by an elastic
constant £, may be inferred from a molecular argument.

Hooke’s law behavior is, however, also observed for mate-
rials where one cannot easily explain the elasticity from molec-
ular considerations. Such materials include colloidal gels, fat
crystal networks, composite materials such as concrete, and
ceramics, etc. In such materials, there are distinct hierarchies
of structure, and the stressing or elongation of the microstruc-
ture does not necessarily relate to a stressing of the molecular
level. In such materials, the limit of elasticity is encountered
at levels of structure that are supermolecular. Therefore, the
structural entities that are stressed when the macrostructure
is stressed may be aggregates of molecules, aggregates of crys-
tals, single crystal entities, polymer strands, etc. However, the
molecular picture does provide an important analogy in the
pursuit of an understanding of the elasticity of such materials.
It is not an unreasonable assumption that at some level of
structure that is being stressed, the applied force varies with
the change in distance between the structural entities of im-
portance in a linear manner, which translates to the ma-
croscale. It is never a trivial matter to attribute responsibility
for the elasticity of a material to a particular structural level.
Therefore, although it is implicitly understood that the mate-
rial is composed of a large number of discrete structural enti-
ties that are responsible for its elasticity, it is advantageous
to regard the system as a continuous distribution of matter.

To therefore develop an understanding of physical quan-
tities of a material such as its elastic modulus, we consider
the material as a deformable continuum. When external forces
are applied to such a system, a distortion results because of the
displacement of the “relevant structural entities” from their
equilibrium positions, and the body is said to be in a state of
stress. After the external force is removed, the body returns
to the equilibrium position, providing the applied force was
not too great. Therefore, the elasticity of a material is defined
as the ability of a body of this material to return to its equilib-
rium shape after the application of an applied force. To reach
a quantitative definition of elasticity, one must first under-
stand the concepts of stress and strain.
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Figure 4 Schematic of a body being acted upon by an external
force.

If we consider that a body is acted upon by an external
force, AF' which is neither tangential, nor normal to the sur-
face upon which it acts, as is depicted in Figure 4, then the
average stress on the surface with area AA is defined as the
force per unit area:

5 AF
S_E (21)

Therefore at some infinitesimal point p on the surface, the
stress is given by:

= . AF dF

S = ALAZL%E = d_A (22)
If we consider that the external force AF acting may be re-
solved in two components—one that is tangential to the sur-
face, and one that is normal to the surface at the point p, then
the stress S may also be resolved into tangential and normal
stress. The tangential component of the stress is referred to
as the shear stress, and the normal component is referred to
simply as normal stress. The normal stress may either be in
compression or tension, depending on whether the applied
force is a push or pull, respectively. Referring to Figure 4, the
normal stress, s, at point p is given by:
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dF,
=n 23
S=" (23)
and the shear stress, 1, at the point p is given by:
dF,
T=—= 24
JA (24)

Now, the effect of an applied stress on a body is to cause a
change in size and shape of the body. Strain is the quantity
that measures the relative change in size or shape of the body
when under the applied stress.

If one considers a rectangular rod, with a cross-sectional
area A, which is subject to a normal force, F, then the applica-
tion of the force will induce a change in length of the rod. If
the initial length of the rod is L, and the increased length of
the rod is L, then the change in length is given by AL = L —
L,. Recall that the normal stress is given by:

5= (25)

and the strain € induced by this stress, called the longitudinal
or tensile strain, is given by:

_L-L, AL 26
- LO - LO

Within the elastic region of the material, the ratio of stress to
strain is called the elastic modulus and is constant, and in the
case of a normal stress and a tensile strain, the ratio of stress
to strain is called the Young’s modulus or tensile modulus.
The Young’s modulus, E, is given by:

s_F /A
e AL/L,
The dimensions of the Young’s modulus are the same as those
of stress, since strain is a dimensionless quantity. These di-

mensions are N/m? or Pa. Now, within the region where stress/
strain is constant, the material is obeying Hooke’s law:

F, = RAL (28)

where % is the stiffness of the material, sometimes referred to
as the spring constant of the material. One may then relate the

27
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stiffness of the material to its Young’s modulus by considering
Eqns. 27 and 28:
_EA

L

o

k (29)
Therefore, for a given material, within the elastic region, the
Young’s modulus and stiffness constant are important param-
eters that yield information about the deformability of the ma-
terial, and therefore about the sensory impact of the material
when one deforms it in the mouth.

The proportionality relationship between s and € holds
only if stress is less than a certain maximum value. This point
at which maximum value is reached is referred to as the pro-
portional limit or yield point or yield value. Beyond the yield
point, the material begins to undergo a plastic deformation
and a small increase of stress causes the material not regain
its original shape and length upon removal of the applied force,
but rather, induces the material to begin flowing.

The shear elastic modulus, which is the ratio of the shear
stress to the shear strain, may be derived in like manner to
the Young’s modulus as above. Figure 5 shows a schematic of
a material deformed under the action of a pair of equal and
opposite forces not acting along the same line of action. The
resulting shear stress produces a change in the shape of the
body (but no change in length) and therefore induces a strain,
called the shear strain. The points ABCD under the action of
the shear stress have moved to the points abed, while the
points EFGH are not displaced. The shear stress is therefore
given by

T= (30)

and the shear strain, v, is defined as the ratio of the displace-
ment, Ax and the length / as shown in Figure 5. Therefore,
the shear elastic modulus G (also called the modulus of rigidity
or torsion modulus) is given by:
T F/A

G="1

31
v Ax/l (31)
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Figure 5 Schematic of a material deformed under the action of a
pair of equal and opposite forces.

The shear elastic modulus therefore also has units of N/m? or
Pa. In general, the tensile modulus or Young’s modulus, E, is
related to the shear elastic modulus or rigidity modulus by:

E
G= 3 (32)

Fat crystal networks demonstrate a tensile modulus as well as
ashear elastic modulus. Figure 6 shows an example of the shear
elastic modulus of cocoa butter. For viscoelastic materials like
fat crystal networks, both the loss modulus, G” (related to the
liquid portion of the network) and a storage elastic modulus, G’
(related to the solid network) can be measured. The range of
stress/strain within which the elastic modulus is constant is
called the linear viscoelastic range (LVR). As is demonstrated
by Figure 6, this range for fat crystal networks is very small.
Therefore, the systemis elasticonly for very small stress values.
Figure 7 shows the behavior of a typical elastic system: up to
point A, the system is perfectly elastic, then between point A
and point B, stress is not proportional to strain, but ifthe stress
is removed, the body should return to its original shape. If the
applied stress is beyond point C, then permanent deformation
occurs in the body and leads to breakage of different levels of
structure. Point A is usually taken as the yield point. Since the
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Figure 6 Effect of applied stress on the storage (open circles) and
loss (closed circles) moduli, as well the strain (stars), of cocoa butter

at 22°C.
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Figure 7 Stress-strain behavior of a typical elastic system.
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shear elastic modulus is the slope of the plot of stress vs. strain,
it is obvious that changes in elastic modulus will be produced
by changes in the yield point. Thus, a relationship between
these two parameters is self-evident.

The relationship of elastic modulus to yield value depends
on the levels of structure that are affected in the network dur-
ing elastic measurements and measurements of the yield
value, and the relative strength of these levels of structure.
In a classical material such as a metal wire, at stresses beyond
the yield point, the elongation of the material is caused by the
movement of crystal planes, called slip, and the origin of slip
lies in crystal dislocations, which correspond to a lack of sym-
metry in the crystalline nature of the material. In a way, these
dislocations may be thought of as fault lines or planes, along
which the material flows under external forces large enough
to stress the material beyond its elastic point. However, since
the yield point is influenced by the ability of the material to
flow beyond its elastic limit, it is not immediately evident that
the magnitude of changes in the yield point of a material will
be related in a straightforward manner to magnitudes of
changes in elastic modulus for materials such as fat crystal
networks. Even in classical materials such as a crystal of so-

2.0
1.51 o
© ] ®* o
o
2 1.0
-OJ ‘:‘
i )
0.5- ©
] ® winter butter
] O summer butter
0.0 - . : . . r .
0 1000 2000 3000 4000

Yield Force (g)

Figure 8 Relationship between the compression storage modulus
and the yield force in two different types of milkfat at 5°C.
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dium chloride, the yield point would be affected by the amount
of dislocations in the crystal, which is a function of the purity
of the material and of the environmental conditions under
which the crystal was formed. The relationship of elastic mod-
ulus to yield value would therefore depend on the levels of
structure that are affected in the network during elastic mea-
surements and measurements of the yield value, and the rela-
tive strength of these levels of structure.

In most of our studies we have found that the shear stor-
age modulus (G’) and the Yield Force (Fy), or Hardness Index
(HI) are directly proportional to each other (Figures 8-10).
However, the proportionality constant between these two pa-
rameters is system specific (slopes are not the same). This
becomes particularly evident when considering the relation-

2.0 1.5
1 o NIEAMFCO1 A 1 ® CIE AMFCO 1 B
_ 159 ]
s ° 1.0
£ 10] s ®
o ]
(]
05{ e
05y ~ ° ]
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00 T T L O‘C T T T T
0 10 20 30 40 0 10 20 30
HI (0.1mm’™) HI (0.1mm™)
8 4
] o NIEAMFCO2 ° c { e EIEAMFCO2 D
64 3]
g ] o ° by
3%4': 29 .
o 1
24 o] 14
] r%=0.83 r%=0.92
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HI (0.1mm™) HI (0.1mm™)

Figure9 Relationship between the shear storage modulus (G') and
the hardness index in anhydrous milkfat-canola oil (AMFCO) blends
at 5°C. NIE = non-interesterified, CIE = chemically interesterified.
EIE = enzymatically interesterified.
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Figure 10 Relationship between the shear storage modulus (G)
and the hardness index in Palm-soybean oil (PSO) and lard-canola oil
(LCO) blends at 5°C. NIE = non-interesterified, CIE = chemically
interesterified.

ship between G’ and the Fy in milkfat crystallized at different
cooling rates (Figure 11). In all cases, G’ is directly propor-
tional to Fy, however, the proportionality constant for the co-
variation of these two parameters is a function of the cooling
rate of the material! The microstructure of milkfat is a strong
function of the cooling rate experienced upon crystallization
[1,2]. Thus, different microstructures will influence the rela-
tive relationship between small and large deformation rheo-
logical parameters.

1.5 Yield Value from Constant Force Cone
Penetrometry Measurements

The cone penetrometer is widely used in the fats and oils in-
dustry for the measurement of the consistency of plastic fats
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Figure 11 Relationship between the shear storage modulus
(G")and the yield force in milkfat crystallized at three different cool-
ing rates from the melt to 5°C.

(American Oil Chemists Society, AOCS method Cc 16-60).
This method involves the penetration of the fat network by a
metal cone of known mass and geometry. By monitoring the
depth reached by the cone and the time it takes to achieve
that depth, a parameter referred to as the yield value of the
network may be calculated. As explained above, yield values
are determined to be the point at which the stress on the net-
work is such that the network is just at its elastic limit. If one
considers a typical plastic material, at stresses below the yield
point, the material will behave as a perfectly elastic solid, i.e.,
the strains are proportional to the applied stress. However,
from the yield point onward, this proportional relationship is
lost, and the material begins to flow, i.e., some level of struc-
ture has been broken. The relation of cone penetrometer mea-
surements to the yield value of the network has been formu-
lated by a series of investigators in the fats and oils field, but
unfortunately, many of these formulations did not totally
agree. However, it is important to provide a brief review of
these developments, as is done in the following.

Copyright © 2005 by Marcel Dekker



134 Marangoni and Narine

Rebinder and Semenko [3] formulated the yield value as
calculated from cone penetrometry measurements to be given
by:

2
v - Mg cos™ (o)

p?tan(or) (33)

where M is the mass of the penetrating cone, o is the half-angle
ofthe cone, p is the penetration depth of the cone in a prescribed
amount of time (5 seconds), and g is the acceleration due to grav-
ity. Later, Haighton [4] proposed the following formulation:

y - KMs (34)

p
where K is a constant depending on the cone angle, and the
other parameters are as defined earlier. Following the work
of Haighton, Mottram [5] proposed the following formula:
KMg?*
pn

where K is a constant, n and is an exponent which is close to
2, but allowed to vary with the nature of the network. Follow-
ing this work, Vasic and deMan [6] proposed to define hardness
as force divided by area of penetration (so, essentially defining
hardness as a pressure, which has been done before). They
related this hardness to penetration values by the following
equation:

Y =

(35)

_ Mg-1073
[pntan(a) (p+ 2r )+r27r]- 107 (36)
cos(or) tan(a)

where H is the hardness and r is the radius of the flat tip of
the cone, and all other symbols are as defined earlier. Dixon
and Parekh [7] related hardness of butter from sensory investi-
gations with a measure of hardness from cone penetrometer
measurements, which they called the cone stress index (C,),
and found that C, correlated very well with sensory impres-
sions of hardness. They formulated the cone stress index as:

-1.65
c -MA " 37)

’ p
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where A is the angle of the cone, and all other symbols are as
defined earlier.

As noted by Hayakawa and deMan [8], most of the afore-
mentioned equations suggest that the yield value used as a
measure of hardness, or hardness expressed as some relation-
ship to the yield value, follows a general form of dependence
on the mass of the cone, the geometry of the cone, and the
penetration depth, given by:

H=C ﬁn (38)
p
where H is hardness or yield value, C is a constant depending
on the geometry of the cone, and other symbols are as defined
earlier. Hayakawa and deMan [8] also noted that if a cone of
20° angle is used as is specified in the AOCS method, then
Eqn. 38 may be reduced to:

HI = M (39)

n

p

where HI is the hardness index of the material.

Hayakawa and deMan [8] presented experimental proof
from their own experiments, and summarized the experiments
of others to support that the hardness index of a plastic fat is
best represented by Eqn. 39 when n is equal to 1. However,
this relationship does not hold unless the penetration depth
between 15 and 150 units. Penetration depth is measured in
units of 0.1 mm, therefore the actual range for the penetration
depth for Eqn. 39 to be valid when n = 1, is 1.5-15 mm.

2. RHEOLOGY OF LIQUIDS
2.1 Viscosity

Fluid flow takes place as a fluid deforms when acted upon by
an external force. This flow can be visualized as the movement
of thin layers of fluid molecules. Viscosity is the frictional force
between the different layers of the fluid as they move past
one another. This frictional force arises due to cohesive forces
between liquid molecules, or in gases, due to collisions between
molecules in different layers.

The dynamic viscosity of a fluid is characterized quantita-
tively by the coefficient of viscosity (v)), which is defined in the
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Figure 12 Idealized flow of two contiguous fluid layers depicting
the gradient in fluid velocity as a function of distance from the walls.

following way. Envision a thin layer of fluid contained between
two flat plates (Figure 12). While the bottom plate is held sta-
tionary, a force is applied to the upper plate to make it move.
Due to the frictional force between molecules in the different
fluid layers, a fluid layer velocity gradient (dv/dy) is estab-
lished between the stationary plate and the moving plate. This
fluid drag arises due to attractive forces between fluid mole-
cules. The fluid molecules in direct contact with upper plate
move at the same speed as the plate, while the fluid molecules
in direct contact with the bottom plate remain stationary. This
stationary fluid layer retards the flow of an adjacent fluid
layer. This slower moving fluid layer then itself retards the
flow of an adjacent fluid layer, and so forth. This process gives
rise to the fluid layer velocity gradient mentioned earlier.
Hence, viscosity is usually defined as the resistance to flow,
and is a direct consequence of the strength of interaction, or
force of adhesion, between fluid molecules.

For a particular fluid, the magnitude of the established
velocity gradient dv/dy (Figure 12) is directly proportional to
the force applied on the upper plate, and inversely propor-
tional to the area of the plate:

@ F (40)

Jy A
The proportionality constant for this equation is defined as
the coefficient of viscosity (n),

Jv F
@ _ T’Z (41)
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In a similar fashion as for the rheological analysis of solids,
the quantity F/A is defined as the applied stress (o), with units
of N/m? or Pa. The shear strain (y) for this system is defined
as the change in position of a layer of fluid in the x axis (dx)
as a function of a change in position in the axis (dy) in the
region between the stationary and moving plates:
_ox
14 %
The rate at which the shear strain varies in time is defined
as the shear strain rate (y), with units of [s!]. Considering
that velocity is the change in displacement as a function of
time, the velocity gradient established between the two paral-
lel plates is the shear strain rate, namely:
* Jdy  ox _ ov

VS e (43)

Equation 41 then becomes:
o=y (44)

The viscosity n [Pa‘s] characterizes the dynamic viscosity of a
fluid. The still widely used CGS unit for dynamic viscosity is
the Poise [dyn/cm?:s]. For comparative purposes, 1cP is equiva-
lent to ImPa=s. Water has a dynamic viscosity of lmPa-s at
20.2°C.

(42)

2.2 Types of Fluid Flow
2.2.1 Ideal, Newtonian Behavior

Flow curves are linear and pass through the origin for ideal,
Newtonian fluids (Figure 13A). The slope of the line is the
coefficient of viscosity, which has a time-independent, con-
stant value at all shear strain rates.

2.2.2 Nonideal, Non-Newtonian Behavior

The different types of non-Newtonian fluids are summarized
in Figure 14 and hypothetical flow curves shown in Figure 13.
Each type will be discussed in turn.
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Figure 13 Idealized flow curves for Newtonian and non-Newton-
ian fluids.

2.2.2.1

Time-independent fluids

Flow curves for these fluids are nonlinear—the coefficient
of viscosity is a function of the shear strain rate. The coefficient
of viscosity, however, does not change with time. Two major
types of flow behavior are observed within time-independent
nonideal fluids, namely, shear-thinning or pseudoplastic, and
shear-thickening or dilatant. For pseudoplastic fluids, viscos-
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Figure 14 Types of non-Newtonian flow behavior.

ity decreases as a function of increasing shear strain rate,
while for dilatant fluids, viscosity increases as a function of
increasing shear strain rates (Figures 13A and 13B). A special
case of these time-independent fluids are those materials that
display a yield stress before starting to flow (Figure 13C). The
same Newtonian and shear thinning behavior is observed once
the material starts to flow (Figure 13D), however, the common
names of these fluids is, however, different.

2.2.2.1 Time-dependent fluids

Flow curves for these fluids are nonlinear—the coefficient
of viscosity is a function of the shear strain rate. In this case,
the coefficient of viscosity does change with time. Two major
types of flow behavior are observed within time-dependent
nonideal fluids, namely, thixotropic and rheopectic. At a fixed
shear strain rate, the coefficient of viscosity for thixotropic
fluids decreases as a function of time (Figure 13E), suggesting
fluid structural breakdown, while it increases for rheopectic
fluids (Figure 13F), suggesting enhancement of fluid struc-
ture.

2.3 Modeling Flow Behavior
The flow of most materials can be modeled using:

(0 = )" = Napp (V" (45)
or

m log(oc — o,) = logn,,, + n logy (46)
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slope=n

mlog(c-c,)

D E— IoQ(napp)

logy

Figure 15 Linearized graphical representation of the viscosity
model.

where o is the applied stress [Pa], o, is the yield stress [Pa],
MNapp 18 the apparent viscosity [Pa™s")], v is the shear strain
rate, n is the flow index. For a Newtonian fluid, n 1, for a
shear-thinning fluid, n < 1, while for a shear-thickening fluid,
n > 1. An empirical parameter m can also be included in the
model to improve fits, usually in the form of a fraction. For an
ideal, Newtonian fluid,n = 1, m = 1, o, = 0, and thus Eqn.
45 reduces to Eqn. 44. An example of a plot of Eqn. 46 is shown
in Figure 15.
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1. INTRODUCTION

Elasticity and viscosity are just two ways in which materials
can respond to externally applied stress. Materials can display
solid or liquid behavior depending on their characteristic time
and the time required for the process to occur, hereby referred
to as process time. Whether a material exhibits elastic or vis-
cous behavior depends on our frame of reference. We will clar-
ify this point later.

The characteristic time of a material, t., is the time that
it takes for stress, or strain, to be relaxed by 1/e of its original
value, approximately a 37% drop. The Deborah number is the
ratio between the characteristic time and the process time,
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— tC

D ” (D
High Deborah numbers are associated with materials display-
ing solid-like behavior, while low Deborah numbers are associ-
ated with materials displaying liquid-like behavior. Take, for
example, the case of glass. Glass has a long characteristic time,
making its Deborah number relatively high for short process
times. However, given a process time of hundreds of years, the
Deborah number of glass becomes quite small, characteristic
of liquids. Another example of the relativistic nature of the
elasticity and viscosity of materials is that of water. Water has
a very short characteristic time, making its Deborah number
relatively low for a short process time. However, if the process
time is shortened drastically, the Deborah number increases,
making water feel as a solid. Having a bucket of water gently
poured over one’s head as opposed to being sprayed with water
using a high-pressure nozzle should illustrate this point quite
clearly. Another interesting consideration is that of the rate
of deformation. If a material is deformed very rapidly, it will
respond predominantly as a solid, where most of the energy
will be stored in the bonds between the structural elements
responsible for the observed macroscopic rheological behavior.
On the other hand, if the deformation takes place slowly, the
structural elements will have sufficient time to rearrange,
align themselves in the direction of the applied force, and flow.

Another peculiar property of viscoelastic materials is the
existence of a normal force perpendicular to the plane of the
applied shear deformation. The so-called Weissenberg effect
is a manifestation of this normal force. The Weissenberg effect
is evident when mixing flour and water in a home mixer. As
the dough forms (a viscoelastic material), it will start climbing
up the mixer’s shaft. Mixing a Newtonian liquid, on the other
hand, will merely result in the formation of a meniscus. The
Weissenberg effect is consequence of a stress gradient in the
viscoelastic fluid radially outwards from axis of rotation (wall,
tip of impeller, etc.). The fluid layers that are furthest way
from the axis of rotation will experience a greater torque,
namely torque =rF, where F is tangential force experienced
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at the particular fluid layer, and r is the distance between the
axis of rotation and the layer of rotating fluid. Thus, fluid lay-
ers furthest away form the axis of rotation will experience a
greater force, or stress, and will therefore deformed to a
greater extent. In order to dissipate this stress gradient, the
material pushes inward toward regions of lower stress, which
results in fluid being pushed upward (there is nowhere for the
material to go but up!).

Fat is a good example of a viscoelastic material. Fats have
an underlying fat crystal network composed of polycrystalline
particles arranged into larger clusters. A deformation will
stretch intercluster, and/or interparticle bonds, raising the en-
ergy of the system. If the strain is within the elastic region,
below the limit of elasticity, the material will respond as a
solid. Upon removal of the applied stress, stretched bonds will
return to their equilibrium, i.e., lower energy, state. On the
other hand, if the stress is such that the strain at the limit
of elasticity is exceeded, bonds will break, the material will
undergo plastic deformation and flow. Therefore, at strains
beyond the limit of elasticity, the material will behave as a
fluid. Depending on the extent and rate of bond breakage, the
material will display viscoelastic behavior, where the materi-
al’s response will be both elastic as well as viscous. Bonds can
also reform once the stress is removed, contributing to the
elastic character of the material. Fats can therefore behave
both as solids and liquids.

1.1 Creep and Recovery/Stress Relaxation

In a creep and recovery test for viscoelasticity, the response
time of the strain dependence of both the elastic and viscous
components of a material is determined. A creep and recovery
test is carried out under constant stress conditions. On the
other hand, a stress relaxation test is carried out under con-
stant strain conditions. The response time of the stress depen-
dence of both the elastic and viscous components of a material
is determined. In this chapter we will restrict our discussion
to the case of creep and recovery.
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A solid will deform when subjected to an applied stress,
and the energy of deformation elastically stored in the materi-
al’s structure. This deformation will be fully recovered upon
removal of the stress (Figure 1). For the case of an ideal New-
tonian solid, both stress and strain are time independent
(t=Gvy). On the other hand, an ideal Newtonian liquid will
deform at a particular rate (i.e., it will flow) when subjected
to an external stress (1=m0v/dt), but this deformation will be
fully maintained once the stress is removed (Figure 1). The
deformation of a liquid will never be recovered, since the en-
ergy that made the material flow is fully transformed into
shear heat, and lost to the system surroundings. A viscoelastic
material behaves rheologically as a combination of a solid and
a liquid. Such material will initially deform elastically when
subjected to an external stress, and given sufficient time, it
will start flowing. Upon removal of the stress, the elastic com-
ponent will recover, while the viscous component will not, and
a permanent deformation will be observed.

What follows is a brief discussion of the different models
developed in an attempt to understand and model the behavior
of viscoelastic materials. Our discussion is strictly limited to
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Figure 1 Creep-recovery curves for an idealized Newtonian solid,
Newtonian liquid, and a viscoelastic material.
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materials within their linear viscoelastic region (LVR), where
stress is linearly related to strain. This is usually the case at
deformation of 1% or less. In the LVR, rheological parameters
are a function the material’s structure and not as much of
instrumentation and test conditions.

1.1.1  Kelvin-Voigt Solid

A Kelvin-Voigt solid combines a spring and a dashpot in paral-
lel (Figure 2). When stress is applied to such a system, the force
is equally distributed between the spring and the dashpot. For
this case, the total strain () is equal to the strain in the spring
(ve), which also equals the strain in the dashpot (v,), namely:

Y= Ye="Yv (2)

The total stress applied on the system (1), on the other hand, is
equal to the sum of the stresses on the spring and the dashpot:

T=Te+ Ty 3)

Since 1.=G/y. and 1, =n0dYy,/dt, in light of Eqn. 3, the total
stress on the system can be expressed as

3
. Creep Recovery
e\0/2_ —— —>
c 1o=1/G .
°
w 14 . .
° [ ]
[ ]
. [ ]
: t °
0+—eeecees——— —rte00e——
-1 0 1 2 3
Time (min)

Figure 2 Creep-recovery pattern for a Kelvin-Voigt element.
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_G. oy
T_y+n8t

This equation can be rearranged to
.1
ot Ay G

where \ corresponds to the relaxation time, and is defined as

A =7/G. The solution to the above first order ordinary differen-
tial equation is:

4)

(5)

t
y=g-e ™ 6)

Notice that when the time tends to infinity, the strain will
approach a limiting maximum value v,, where vy,=1/G, the
final maximum response of the spring. The viscous component
thus merely retards the response of the spring. Knowledge of
this limiting maximum strain value and the applied stress
would allow for the determination of the modulus of the spring
component of a Kelvin-Voigt solid (G =1/y,).

Upon removal of the stress, the Kelvin-Voigt solid will
recover to its initial state (Figure 2). The strain will decay in
a simple exponential fashion from the limiting maximum
value (vy,) to zero:

{5)

T=Ye " (7)
The relaxation times are the same for the creep and recovery
phases when conditions of linear viscoelasticity prevail. Being
an idealized viscoelastic solid, irreversible structural change
does not take place, i.e., the material does not flow.

1.1.2  The Maxwell Fluid

In this model, a spring and a dashpot are arranged in series
rather than in parallel as for the case of the Kelvin-Voigt solid
(Figure 3). For a Maxwell fluid, the total stress on the system
(1) is equal to the stress on the spring (t.), which also equals
the stress on the dashpot (t,), namely:

T=T,=T, (8)

The resulting strain on the system (v), on the other hand is
equal to the sum of the strains on the spring and the dashpot:
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Figure 3 Creep-recovery pattern for a Maxwell element.
Y=Yet+Vw 9
The change in strain as a function of time thus equals:
9 _He Iy (10)
ot oJdt ot
Since
9y _ T (11)
o n
and
ay 10t
Jie - — Y% 12
ot Got (12)
Equation 10 can be expressed as:
dy 1ot =
3 Gat n (13)

Integration of the above equation after variable separation for
the boundary conditions y=0, 1=0 at t=0,

f 17 T
_!87=6J0-81+HJ0-8t (14)
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Results in the expression:

T T

T=g* N t (15)
When subjected to a stress, this viscoelastic liquid initially
responds with an instantaneous strain (Figure 31a), corre-
sponding to the deformation of the elastic component of the
material, i.e., the spring (y;=1/G). This is immediately fol-
lowed by a constant increase in strain, determined by the vis-
cosity of the material, i.e., the dashpot. Knowledge of this
instantaneous strain and the applied stress would allow for
the determination of the elastic modulus of the spring compo-
nent of a Maxwell fluid (G =1/v;).

When the applied stress is removed, the strain drops im-
mediately to a new constant level (Figure 31b). This instanta-
neous drop is due to the recovery of the elastic component,
i.e., the spring, of the Maxwell fluid. Notice, however, how
the strain levels never return to their original value. This is
because the material has flowed, and obviously this irreversi-
ble deformation cannot be recovered.

2.1.3  The Burger Model

Neither the Kelvin-Voigt, nor the Maxwell fluid models can
describe the rheological behavior of real viscoelastic materials.
The Burger model comes a step closer to the description of a
real viscoelastic material. The Burger model is mainly a Kel-
vin-Voigt element placed in series with a Maxwell element
(Figure 4).

Since these elements are placed in series, the total stress
on the system is the same for the Kelvin-Voigt and Maxwell
elements, namely:

T=Tgv=TMm (16)

The total strain on the system, on the other hand, is an addi-
tive function of the strains on the Kelvin-Voigt and Maxwell
elements, namely:

Y="Ykv+YM an

Copyright © 2005 by Marcel Dekker



Viscoelasticity 151

4
Creep Recovery
‘+—— > ——————>
~ 34
c
© 27 3a 0'....‘Ib
o o ) =5
1_ 2a o ° 2b
[ ]
[ ]
° y
g “Ta SRR X T
vvvvvv T T T T
-1 0 1 2 3 n
Time (min)

Figure 4 Creep-recovery pattern for a Burger element.

Substituting equations 6 and 15 into the above equation, and
rearrangement results in:
t

S § TP WL 18

Y Gy G ( ) o (18)

This equation describes the time-dependent change in strain

during the creep phase. The initial increase in strain observed

in Figure 41a is due to the instantaneous deformation of the

spring component of the Maxwell element. This is followed by

an exponential increase in strain attributed to the Kelvin-

Voigt element (Figure 42a). The purely viscous response that

follows is related to the Maxwell dashpot (Figure 43a), after

the Kelvin-Voigt element has reached its maximum strain

value.

Thus, since the value of the stress is known, measurement
of the instantaneous strain (vy;) would allow for the determina-
tion of the spring modulus of the Maxwell element (Gy =1/v;).
Equally straightforward is the determination of the viscosity
attributed to the Maxwell dashpot. Knowledge of the slope of
the linearly increasing strain region in the creep phase would
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yield an estimate of ny (= 1/slope). Finally, an exponential
curve-fit of Eqn. 6 to experimental vy versus time data would
yield estimates of Gkv and the relaxation time \, where
A =nxv/Gxkyv. This exercise could be followed by a global curve-
fit of equation 18 to experimental data in order to improve the
estimates of the rheological parameters.

Similar information can also be derived from the recovery
phase of the experiment. Upon removal of the applied stress
at time t’, a certain proportion of the total strain will be imme-
diately recovered (Figure 41b). This instantaneous recovery is
due to the Maxwell spring. Thus, as before, the modulus of
the Maxwell spring can be determined from knowledge of
theinstantaneous strain recovered (y;) and the applied stress
(Gym=1/v;). The strain will then gradually decrease in an expo-
nential fashion governed by the Kelvin-Voigt element (Figure
42b) to a limiting value dictated by the irreversible flow from
the Maxwell dashpot (Figure 43b). Thus, the strain decay func-
tion for t>t" will have the form:

t—t’

LI I Gy

Nu  Ggv
As time approaches infinity, the value of the strain will ap-
proach the /vy limit. Thus, knowledge of this limiting mini-
mum strain value (y;) would allow for the determination of
MM (Mv=T/vL). A nonlinear exponential curve-fit of equation
19 to experimental data would allow for the determination of
Gkv and A.

If during the rheological tests, conditions were restricted
to the linear viscoelastic range of the material, then the ele-
ments that give rise to the elastic response will give similar
results in the creep and recovery phases. The relaxation times
in the creep and recovery phases are identical in this model.

(19)

2.1.4. Real Viscoelastic Materials

The rheological behavior of real viscoelastic materials is too
complex to be modeled by the Kelvin-Voigt, Maxwell, and
Burger models. Very popular is the construction of extended
Maxwell and Kelvin-Voigt models where elements can be
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placed in an infinite number of arrangements. The problem
with this approach is that, very quickly, the entire model build-
ing process turns into a curve-fitting exercise. This is not nec-
essarily a bad thing, but one should exercise extreme care in
describing the structure of a material as a combination of
springs and dashpots since it is difficult to assign real physical
meaning to these abstract structural elements.

Thus, for the creep phase of a creep-recovery experiment,
a general function that describes the observed increase in
strain upon loading has the form:

t
y:—+—2(1 e M)+t (20)
i,c dc i=1 n

where G;. corresponds to the apparent elastic modulus of
structural elements responsible for the instantaneous elastic
response of the material upon loading in the creep phase of the
rheological test (G;.=1/vi.), Ga,. corresponds to the apparent
modulus of structural elements responsible for the time-
dependant, delayed, elastic response of the material, while r
corresponds to the apparent viscosity of structural elements
that flow during the creep phase of the rheological test. Notice
how instead of a single relaxation time we now have a spec-
trum of relaxation times \;. All these elements need not be
present in a particular material.

The situation is similar for the recovery stage of the rheo-
logical test. An equation that describes the decay in strain
after removal of the externally applied stress att=t’,1i.e., upon
unloading, is:

o5l

Yy=—+—>e

n Gd,r i=1

After an instantaneous strain recovery upon unloading
(vi»=7/G;,) at t=t’, the remaining strain will decay in a time-
dependent delayed fashion to a limiting permanent value v,
where y,=1/m. As stated before, structural elements within
the material have deformed irreversibly, i.e., they have flowed,
during the creep phase of the test. These elements have an
apparent viscosity m. Notice how instead of a single relaxation
time we now have a spectrum of relaxation times \;.

(21)

Copyright © 2005 by Marcel Dekker



154 Marangoni

It is important to keep in mind that fats are extremely
complex systems. As will be described later, the rheological
response of fat crystal networks is quite time-dependent and
is also a function of the applied stress. To make matters worse,
fats also tend to flow during creep tests, and therefore y; .#v; .
It is for these reasons that I have explicitly defined parameters
for the loading (creep) and unloading (recovery) phases of the
rheological test.

2.1.5 Creep-Recovery Studies of Fats

Creep-recovery studies on fats are very rare. Of note are the
study of deMan et al. [1] and Shellhammer et al. [2]. Fats
are very difficult to study because the underlying fat crystal
network is easily destroyed. deMan et al. [1] could measure
creep-recovery curves in butter and margarine using a home-
made rheometer (Figure 5). In these curves, he identified an
instantaneous deformation at loading (A), an instantaneous
deformation recovery upon unloading (B), a time-dependent
deformation recovery after unloading (C), as well as a perma-
nent deformation (D). All deformations (B, C, D) are expressed
as strains, relative to the total deformation (B+ C+ D).

He also calculated viscoelastic parameters such as the
instantaneously recovered elasticity (IRE),

Displacement

Time

Figure 5 Idealized creep-recovery curve for milkfat.
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loading stress (Pa)

IRE = (22)
B
the time-dependent recovered elasticity (TDRE),
TDRE = loadmg stress 23)
and the viscous flow (VF),
VF = loading %ress (Pa) X (time of flow, s) (24)

In this study, deMan and coworkers reported the viscoelastic
response in terms of strains as well as the viscoelasticity pa-
rameters defined above.

This study demonstrated the experimental difficulties as-
sociated with these materials. For example, fats do not behave
as typical viscoelastic materials since the instantaneous strain
upon loading (A) is much greater than the strain instanta-
neously recovered after unloading (B). Thus, structural rear-
rangement takes place during the rheological test. Recovered
strains, as well as permanent strains, were also a strong func-
tion of the loading time (Figure 6). As expected, as the loading
time increased, so did the permanent strain (PS), while the
instantaneously recovered strain after unloading (IRS) de-
creased. The time-dependent recovered strain after unloading
(TDRS), on the other hand, remained relatively constant.
Thus, it is advisable that the loading time be as short as possi-
ble, while still retaining sensitivity. The effect of loading force
on viscoelasticity parameters was quite pronounced as well
(Figure 7). As the loading force increased (5°C, 10 minute load-
ing time), both the IRE and TDRE decreased. Surprisingly,
the viscous flow decreased as well.

Even if plagued with uncertainties, the creep-recovery
technique proved useful in detecting differences between but-
ter and margarine samples. Surprisingly, the differences even
between different butter types were quite dramatic (Table 1).

The viscoelastic properties of both butter and margarine
were strongly dependent on temperature (Figure 8). The IRE,
TDRE, and VF decreased as a function of increasing tempera-
ture — the materials became less elastic at higher tempera-
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Figure 6 Effect of loading time at 5°C on viscoelasticity param-
eters. Open circles correspond to the instantaneously recovered
strain, closed circles correspond to the permanent strain, while stars
correspond to the time-dependent recovered strain.
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Figure 7 Effect of loading force at 5°C, 10 min loading time, on
viscoelasticity parameters. Open circles correspond to the instanta-
neously recovered elasticity, closed circles correspond to the viscous
flow, while stars correspond to the time-dependent recovered elas-
ticity.
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Table 1 Viscoelastic Parameters of Butter and Margarine at 5°C
(10 min loading)

Sample IRE 10*Pa TDRE 10*Pa VF 10%Pa-s
Butter A 1540 1903 2098
Butter B 928 837 1854
Margarine A 622 593 1774
Margarine B 994 767 2074
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Figure 8 Effect of temperature, 10 min loading time, on viscoelas-
ticity parameters for (A) butter and (B) margarine. Open circles cor-
respond to the instantaneously recovered elasticity, closed circles
correspond to the viscous flow, while stars correspond to the time-
dependent recovered elasticity.

Copyright © 2005 by Marcel Dekker



158 Marangoni

_ 25007 2500
S 1A :JlREi)ERE_
4 | Zezoones] -
2 20007 == PREL000 <
(R 1 B i =g
@ % 15007 1 ki 11500 > 2
o5 I |E - Do
S © 1000 | | ] 11000 &
2 E 1l | Ed : L3
>8 || E : =
© . 500
ol LK
Before 4 hrs after 7 days after
. 1200- -2500
C(L“ ] B C—IRE [
Zzs 10003 = 2000 <
2 2 800 - 28
8w 1| B 11500 & 2
© © 6007 : 5 2
3 & ] 11000 & 5
S5 g LS
& 200 H 500
Am |l
Before 4 hrs after 7 days after

Figure 9 Effect of shear working at 5°C, 10 min loading time, on
viscoelasticity parameters.

tures. Another interesting effect is that of shear working on
the viscoelasticity of butter and margarine (Figure 9). The
elasticity of the material was decreased 4 hours after shear
working relative to the non-shear worked material, but was
partially regained 7 days after shear working. Thus, this
method was quite sensitive to changes in the structure of the
underlying fat crystal network.

In all these experiments, one would have expected the
viscous flow to increase as the elasticity parameters decreased
(and vice versa), however this was not the case. This effect
was probably due to the resetting of the material during the
rheological test, which would affect the determination of the
time of flow (Equation 24).
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1. INTRODUCTION

Instead of applying a constant stress, leading to steady-state
flow, it is possible to subject viscoelastic materials to oscillat-
ing stresses or strains. These dynamic tests offer an alterna-
tive to creep-recovery and stress-relaxation methods in the
study of viscoelastic materials.

In a controlled-stress rheometer, stress is applied as a
sinusoidal time function, with maximum amplitude 1* and an-
gular velocity w [rad/s],

1= 7* sin(wt) (D

The rheometer will record the time-dependent strain function
with maximum amplitude v*, and phase angle & (relative to

161
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the input stress wave). The angular velocity o is related to the
frequency f [Hz] by

w=27f (2)

Alternatively, in a controlled-strain rheometer, strain is ap-
plied as a sinusoidal time function, with maximum amplitude
v* and angular velocity o [rad/s],

v=v* sin(wt) 3)

The rheometer will, in this case, record a time-dependent
stress function with maximum amplitude ¥, and phase angle
d (relative to the input strain wave).

An in-phase response (8=0° or 0 radians) is considered
an elastic response, while a 90° (§ =mn/2 radians) out-of-phase
response is considered a viscous response, while a response
with a phase angle between 0 and 90° (0< § <m/2 radians) is
characteristic of viscoelastic materials (Figure 1).

When working within the linear viscoelastic region (LVR)
of a material, controlled-stress and controlled-strain experi-
ments yield similar results.

It is possible to carry out dynamic tests in shear or
compression mode. In controlled-stress/strain rotational rhe-
ometers, the bottom plate is stationary while the upper plate,
or cone, is made to deflect alternatively for a small angle to the
left and to the right in a sinusoidal, time-dependent fashion.
In controlled-stress/strain dynamic mechanical analyzers, the
bottom plate is stationary while the upper plate is made to
deflect alternatively for a small angle upward and downward
in a sinusoidal, time-dependent fashion.

A sample placed into that shearing or compression gap
will be deformed in the same sinusoidal fashion causing
stresses within the sample. These stresses will be sinusoidal,
with their amplitude dependent on the nature of the material.
In order to remain within the linear LVR of the material, defor-
mation angles should not exceed 1°. At these small deforma-
tions, the structure of viscoelastic materials will not be irre-
versibly affected; hence, it is possible to probe their “at-rest”
structure in this fashion.
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Figure 1 Stress- and strain-wave functions for a hypothetical
dynamic rheologic test. Shown here are typical patterns for an ideal-
ized elastic response (A), viscous response (B), and viscoelastic re-

sponse (C)
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1.1 Theoretical Considerations

The basic stress-strain relationships for a Hookean solid (elas-
tic response) and a Newtonian fluid (viscous response) have
been established before. For a Hookean solid (spring) within
its elastic region, stress is directly proportional to strain:

T =Gy (4)

where 718 the elastic stress [Pa], G is the shear elastic modulus
[Pal], and vy is the shear strain [dimensionless]. For a Newton-
ian fluid, stress is directly proportional to shear strain rate:

dy
= _— 5
4 ”at ®)

where 7is the viscous stress [Pa], ) is the coefficient of viscosity
[Pa=s], and 0v/dt is the shear strain rate [s~!]. The relaxation
time [s ~!] of a material is defined as the ratio of the coefficient
of viscosity over the shear elastic modulus:

A=
q (6)

A high value for the relaxation time is characteristic of fluids,
while a low value for the relaxation time is characteristic of
solids.

In this section, we will establish a general stress-strain
relationship for viscoelastic materials. However, before we do
this, it is useful to establish such relationships for Hookean
solids, Newtonian fluids, Kelvin-Voigt and Maxwell viscoelas-
tic materials.

1.1.1. Hookean Solids (Springs)

When a Hookean solid (spring) is subjected to a sinusoidal
stress wave, T, with maximum amplitude t*, and angular ve-
locity o [rad/s],

1= 7* sin(wt) (7

it will give rise to an in-phase strain wave, y, with maximum
amplitude, or strain, y*, and angular velocity o [rad/s]:

v= y*sin(ot) (8)
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Substituting equation 8 into equation 4 leads to the dynamic-
stress function

T = Gy*sin(wt) 9)

An important property of Hookean solids is that their elastic
modulus is frequency independent, namely:

T  7¥sin(wt)
G=—=—__"Tr""7"
y v *sin(wt) (10)
which simplifies to:
G=1- (11)

/y *
The elastic modulus determined using a dynamic test has the
same form as the elastic modulus determined using a static
test, and its value is independent of frequency.

For a dynamic test, the shear elastic modulus, G, is re-
ferred to as the storage modulus, G’. The term storage modulus
refers to the fact that the stress energy is temporarily stored
during the test, but is fully recovered after the stress is re-
moved.

1.1.2.  Newtonian Fluids (Dashpots)

When a Newtonian fluid (dashpot) is subjected to a stress wave
(1), with maximum amplitude, or stress, t* [Pa], and angular
velocity o [rad/s],

1=1* sin(wt) (12)

it will deform, or strain, at a particular rate, i.e., it will flow.
As stated earlier, the shear stress wave will give rise to a
shear-strain wave:

v =vy*sin(wt) (13)

The shear-strain rate dy/dt is simply the time-derivative of the
shear-strain function,

%—1/ = wy* cos(wt). (14)
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For a Newtonian fluid, stress () is linearly proportional to the
shear strain rate dvy/dt, and, thus, substituting equation 14
into equation 5 leads to the dynamic stress function

T = mwy*cos(wt). (15)

Therefore, for Newtonian fluids (dashpots), the stress and
strain waves are 90° out of phase. For a dynamic test, equation
15 can be written as:

T = G'y*cos(wt), (16)
where G” is referred to as the loss modulus [Pa], where:
G’ = no a7

The term loss modulus refers to the fact that the stress energy
which has been used to initiate the flow of the material has
been irreversibly transformed into heat, and therefore cannot
be recovered after the strain is removed. An important prop-
erty of Newtonian fluids (dashpots) is that the loss modulus
(G") is linearly proportional to frequency (see equation 17 and
Figure 2), in contrast to the case of Hookean solids (springs),
where the storage modulus (G') is frequency independent (see
equation 11).

0.6 1
1 | »
o 0.4 308 =
g 1§
=] >
o ] 3
0.2 0.01

oo — — — — looot
00 02 04 06 08 10 12
Frequency (Hz)

Figure 2 Dynamic frequency sweep of canola oil at 22°C using an
oscillatory stress of 0.002 Pa. The geometry used was the DIN conical
concentric cylinder.
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1.1.3.  Kelvin-Voigt Viscoelastic Solid

The simplest model for a viscoelastic material is the Kelvin-
Voigt model. In a Kelvin-Voigt element, a spring (elastic com-
ponent) and a dashpot (viscous component) are arranged in
parallel. For such an arrangement, the strain is equal for both
the spring and the dashpot, while the stress is the sum of the
individual stresses, the elastic stress (t,) and the viscous stress

(Ty),

T=1T, + Ty (18)
Substituting equations 4 and 5 into equation 18 yields
dy
=Gy +n=. (19)
y+n o

Substituting the respective expressions for the dynamic-strain
(equation 13) and strain-rate (equation 14) functions into
equation 19, we obtain

T = Gy*sin(wt) + nwy*cos(wt), (20)

or
T = G'vy*sin(wt) + G"y*cos(wt), (21)

where G" and G” are, respectively, the storage and loss shear
moduli [Pa].

The dynamic-stress function (t) in this model is given by
a linear combination of an in-phase stress response and a 90°
out-of-phase stress response. As for the case of Hookean solids
(springs) and Newtonian fluids (dashpots), an important char-
acteristic of a Kelvin-Voigt material is the frequency independ-
ence of the storage modulus (G’), and the linear dependence
of the loss modulus (G”) on frequency (G"=mw).

Substituting the relaxation time (\) for the coefficient of
viscosity into equation 17, we obtain

G" = G'o\ (22)

This equation implies that for a Kelvin-Voigt solid at low fre-
quencies, the material’s rheologic properties are defined by
its elastic component, while at high frequencies its rheologic
properties are defined by its viscous component. At intermedi-
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ate frequency, values the rheologic properties of a Kelvin-Voigt
material are defined equally by its viscous and elastic compo-
nents.

1.1.4. Maxwell Viscoelastic Fluid

In the Maxwell model, a spring (elastic component) and a dash-
pot (viscous component) are arranged in series. For such an
arrangement, the stress is equal for both the spring and the
dashpot, while the strain is the sum of the individual strains,
the elastic strain (vy,), and the viscous strain (y ):

Y = YeT Vv (23)
By differentiation of the above expression, we obtain

oy _9Y, , 9Y

L e 4 IV 24

ot Jdt ot (24)

Substituting the strain time derivatives from equations 4 and
5 into equation 24, results in

dy _1for)
at_G(at)+n' (25)

Finally, substituting equation 14 into the left side of equation
25 yields

1(dt) 7
*eos(wt) =—=| — |+—
wy (w?) G ( p” ) 0 (26)
The analytical solution of this familiar first-order ordinary lin-
ear differential equation has the following form:

Gl w? Glw
= ——— —_ t 27
[(1+ 2o?) 1+ ;L%Z)}OS(“’) =0
where \ is the relaxation time, has been defined previously
(N = 1/G). This equation can be rewritten as
T = G’sin(wt) + G"cos(wt), (28)
where G’ represents the storage modulus [Pa] while G” repre-
sents the loss modulus [Pa],
_ GXw?
(1+ A2w?)

}sin(a)t) + [

!

(29)
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and
. Glo
T 1+ P?)
As in the case for the Kelvin-Voigt model, the dynamic-stress
function for a Maxwell viscoelastic fluid is a linear combina-
tion of an in-phase elastic stress function and a viscous, 90°
out-of-phase stress function. For a Maxwell fluid, however,
both storage and loss moduli are frequency dependent. We can,
however, define two different frequency regimes.

At low frequencies, \2w? becomes very small and (1+
Mw?) ~ 1. The expressions for the moduli then become:

G’ = G\?0? (31)

"

(30)

and
G’ = Go\ (32)

Therefore, in the low-frequency range, the storage modulus
(@) increases as a function of frequency in a quadratic fashion,
while the loss modulus (G”) increases linearly as a function of
frequency. The slopes of the log-log plot of G’ vs. frequency
and G” vs. frequency are therefore 2 and 1, respectively. These
effects are clearly appreciated in a simulation of the behavior
of the dynamic moduli vs, the frequency (Figure 3).

=
o ©

@

Modulus

0.0

T

0.01 0.1 1 10

Frequency (Hz)

Figure 3 Simulations of the frequency-dependence of the storage
(G’) and loss (G”) moduli of a Maxwell fluid

Copyright © 2005 by Marcel Dekker



170 Marangoni

At high frequencies, A\?0? becomes very high and
(14+N\20?)~\202. The expressions for the moduli then become:

G =G (33)
And
G
G'=— 34
o (34)

At high frequencies, the slopes of the log-log plot of G vs. fre-
quency and G” vs. frequency are therefore 0 and —1, respec-
tively. For a Maxwell material, therefore, the storage modulus
(G’) becomes independent of frequency, while the loss modulus
(G@”") decreases as a function of increasing frequency. These
effects are clearly shown in Figure 3.

Closer examination of equations 29 and 30 suggests that,
at low frequencies, the loss modulus G” is larger than the stor-
age modulus G’. A Maxwell material will behave like a New-
tonian fluid (viscous fluid) at low frequencies, since the viscous
component has enough time to react to a given stress or strain.
At high frequencies, however, this relationship is re-
versed—the material will behave like a Hookean solid (elastic
spring) since the viscous component will not have enough time
to react to the applied stress or strain.

1.1.5. Real Viscoelastic
Materials—Generalization of the Model

Real viscoelastic materials are more complex than Maxwell
and Kelvin-Voigt materials. It is possible to have different con-
figurations of springs and dashpots, such as in the case of the
Burger model.

1.2. The Complex Modulus

The complex modulus (G*) is the ratio of the maximum result-
ing stress amplitude to the maximum applied strain ampli-
tude, as per our definition of a shear modulus (equation 11),

Gr=2 (35)
¥
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and represents the total resistance of the material to the ap-
plied strain. For real viscoelastic materials, the complex modu-
lus and phase angle are both dependent on frequency. The
phase angle increases as a function of increasing frequency
while the complex modulus decreases.

The challenge then remains how to derive values for the
storage (G') and loss (G”) moduli in the absence of a rheologic
model, i.e., Kelvin-Voigt, Maxwell, Burger.

We know from our treatment that a phase angle of 0°
corresponds to a Hookean solid, a phase angle of 90° to a New-
tonian fluid, while a phase angle between 0° and 90° corre-
sponds to a viscoelastic material. It would stand to reason that
if the complex modulus is a combination of the storage (G’)
and loss moduli (G”), then the following relationships would

apply:

G" = G*cosd (36)
and

G" = G*sind (37)

If the phase angle (3) is zero, as is the case for a Hookean solid,
i.e., the material is purely elastic, then G'=G* and G"=0. If
the phase angle is 90°, as is the case for a Newtonian fluid,
i.e., the material is purely viscous, then G'=0 and G"=G%.
For phase angle values 0°<8<90°, storage and loss moduli cor-
respond to proportions of G* between 0 and 100%.

The most convenient way of establishing a quantitative
relationship between complex modulus and the storage and
loss moduli is by the use of complex numbers. A complex num-
ber is composed of a real and an imaginary part:

z=a+ bi (38)

wherei = (—1)¥2

Therefore, as shown in Figure 4, the complex modulus G*
can be defined as a vector composed of a real part correspond-
ing to the storage modulus (G’), and an imaginary part corre-
sponding to the loss modulus (G”), namely,

G* = ¢ + iG" (39)
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G*

Imaginary Part - G"

Real Part - G'

Figure 4 Argand diagram depicting the complex modulus as hav-
ing a real part (G’), and an imaginary part (G"), weighted by the
phase angle (3).

The phase angle & defines the relative weighting of G" and G”

in G*. This definition of complex modulus is universal and a

mechanical model is not required to derive values of G’and G”.
It is also possible to define a complex compliance, J*,

1
J* = e (40)
and therefore,
J*F = J'+ id” (41)

1.3 Complex Viscosity

We can equally easily define a complex viscosity (n*). The com-
plex viscosity is defined as the ratio of the maximum resulting
stress amplitude over the maximum applied strain amplitude
times the angular velocity, as defined in equation 15:

T &
Wy,

The complex viscosity n* represents the total resistance of the
material to flow. The complex viscosity and phase angle are
both dependent on frequency. The phase angle decreases as a

n*= (42)

Copyright © 2005 by Marcel Dekker



Dynamic Methods 173

function of increasing frequency while the complex viscosity
increases.

In the same fashion as for the complex modulus, the com-
plex viscosity is a combination of a storage viscosity, n’, the
elastic component, and a dynamic viscosity, n", the viscous
component. The storage and dynamic viscosities are functions
of the complex viscosity and the phase angle, and are related
to the storage and loss moduli:

n' =n*cosd = % (43)
and
n’=n*sin6=; (44)

The complex viscosity m* can also be defined as a vector com-
posed of a real part corresponding to the storage viscosity (nd"),
and an imaginary part corresponding to the dynamic viscosity
(m"), namely,

n*=n"+zn7 (45)

The stress response in dynamic testing can now therefore be
written in terms of moduli or of viscosities:

1= G'y*sin(wt+3) + G"y*cos(wt+9d) (46)
or:

T = N'oy¥*sin(wt +8) + 7" oy*cos(wt+3) (47)

1.4. Some Basic Considerations for Rheologic
Studies of Fats Under Dynamic Conditions

Under small deformation dynamic rheologic testing (stresses
below 5000 Pa and strain below 0.01%), fats behave very much
like elastic solids. Storage (G’) and loss (G”) moduli are fre-
quency-independent and the tand (G"/G’) is usually below 0.1
(Figure 5).

Having said this, G’ does exhibit a slight frequency depen-
dence as shown in Figure 6 (when using a linear, rather than
logarithmic, scale for the y-axis). Most practitioners of rheol-
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Figure 5 (A) Frequency dependence of the storage (G’) modulus,
loss (G”) modulus and the tangent of the phase angle (tand) for a
commercial shortening at 5°C. (B) Frequency dependence of the G’
and G” for milk fat and milk fat-canola oil (100— 80% milk fat) blends
at 5°C.

ogy would not consider this a significant effect. However, the
slight dependence is evident. We usually fix the frequency at
1Hz, where the material maintains its integrity during the
lifetime of the rheologic test.

In our experience, it is best to always carry out a stress
sweep, at a fixed frequency for every sample measured (Figure
7). This ensures that the rheologic parameters obtained are
derived from within the LVR of the material, where stress and
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Figure 6 Frequency dependence of the storage modulus (G’) for
milkfat (A) at 5°C, cocoa butter at 20°C, and a commercial shortening
at 5°C.
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Figure 7 Stress sweeps for cocoa butter at 22°C (A), tallow at 5°C
(B) and milkfat at 5°C. All stress sweeps were carried out at a fre-
quency of 1Hz. Evident in the graphs are the linear viscoelastic re-
gions (LVR) as well as the limit of linearity (LOL) for ideal behavior.

Evidence of slip and plastic yielding can be found in the strain data
for milk fat (C)
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Figure 8 Stress sweep for cocoa butter at 22°C (f=1Hz) demon-
strating the existence of multiple linear viscoelastic regions (LVR).
Also depicted is the limit of linearity (LOL 1) of the first LVR.

strain are linearly proportional to each other. We have found
large variabilities in the range of stresses corresponding to
the LVR, and thus carry out a stress sweep every time. Some
interesting features can be appreciated in Figure 7, such as the
limit of linearity (LOL), where the stress-strain relationship
departs from linearity. This stress usually corresponds to the
upper limit of the LVR, but not always. We can also find evi-
dence of slippage of the plates used in this rheologic test (Fig-
ure 7C). The sudden drop in strain corresponds to slippage.
As well, drastic increases in the strain are indicative of plastic
yielding of the material and the beginning of flow (Figure 7C).

An interesting aspect to keep in mind is that multiple
LVRs can be present in the material at different stress levels
(Figure 8) Different levels of structure within the material are
being probed in this fashion.
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1. INTRODUCTION

The macroscopic rheologic properties of networks formed by
lipids are of extreme importance in food products that contain
significant amounts of fats. Such products include butter, mar-
garine, chocolate, peanut butter, ice cream, and many spreads
such as cream cheese. Many of the sensory attributes such as
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spreadability, mouthfeel, snap, and texture are dependent on
the mechanical strength of the underlying fat crystal network.
However, it must not be inferred from this that knowledge of
the mechanical properties of the fat network provides complete
knowledge of the food product within which it is formed. In
addition to this obvious industrial importance, fat crystal net-
works form a particular class of soft materials, which demon-
strate a yield stress and viscoelastic properties, rendering
these materials plastic. From a materials sciences point of
view, the rheologic behavior of these materials is also ex-
tremely important.

This section provides a review of the development of tech-
niques and models which attempt to relate the microstructure
structural organization of fat crystal networks to their me-
chanical properties. In addition, the work provides a chronicle
of the authors’ own attempts at the problem, focusing mainly
on the effects of the microstructure level on the macroscopic
elastic moduli of fat crystal networks and the quantification
of this level of structure utilizing fractal geometrical analysis
techniques.

Fat crystal networks, like many other materials, demon-
strate distinct hierarchies of structural organization, the iden-
tification and quantification of which provides insight into the
relationship of composition, processing, structure, and me-
chanical properties of the networks formed by these materials.
As such, the macroscopic properties of the network are influ-
enced by the different levels of structure as well as the process-
ing conditions under which the network is formed. Figure 1
depicts the structural hierarchy defined during the crystalliza-
tion of a typical fat crystal network, the factors which affect
it, as well as some indicators commonly used in the quantifica-
tion of the relationship between structure and macroscopic
properties.

Efforts to model the mechanical strength [1-8] of these
networks have met with more failure than success over the
past 50 years, mainly due to the lack of a comprehensive model
to relate all structural network characteristics and solid/liquid
ratios of lipid networks to their mechanical strength. This lack
stemmed partly from the fact that many scientists in this area
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Figurel Schematic showing the structural hierarchy defined dur-
ing the formation of a fat crystal network

concentrated only on the lipid composition, polymorphism, and
solid fat content (SFC) of the networks, in large part ignoring
the in situ microstructure of the network. Lately, much work
has been done in analysis of the microstructure of the network,
leading to encouraging results, which suggests that considera-
tion of this level of structure (together with the other levels
previously studied) is absolutely essential in assessing the me-
chanical strength of the fat network.

2. THE MESOSCALE IN A FAT CRYSTAL
NETWORK

The microstructural level, or mesoscale, of a fat crystal net-
work may be defined as those structures in the length range
between approximately 0.5 pm and 200 pm. This level of struc-
ture has an enormous influence on the macroscopic rheological
properties of the network, noted as early as 1987 by deMan and
Beers [9]. Other researchers have also noted the importance of
the mesoscale on the rheologic properties of the network, and
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the fact that the microstructure is easily changed with crystal-
lization conditions [10—12], as well as with interesterification
[13].

With the advent of confocal laser scanning fluorescence
microscopy (CLSFM) [14] and multiple photon microscopy
(MPM) [15,16], two new tools have been added to the standard
tools of light microscopy (LM) [17—20] and electron microscopy
(EM) [10,21-25], which, in the past, were the most widely used
to study the microstructure of fats and foods in general. Heer-
tje’s work [10,11,14,26] on the visualization of the microstruc-
ture in fats remains one of the most important contributions
to the field. In his method, a cold solvent mixture was used to
remove the liquid oil from the solid fat in a sample mounted
on a special holder. After removing the liquid oil, the structure
of the solid fat network could be visualized.

Interest in the microstructure of fat crystal networks in
our laboratory arose during studies of factors affecting the
hardness and spreadability of chemically interesterified (CIE)
and enzymatically interesterified (EIE) milk fat and milk fat-
canola oil blends, CIE palm oil and palm oil-soybean oil blends,
and CIE lard-canola oil blends [13,27—34]. The hardness index
and storage moduli (G, dynamic shear elastic modulus) of CIE
milk fat at equivalent SFCs was lower than their noninteres-
terified (NIE) counterparts. The traditional indicators of mac-
roscopic hardness, such as dropping points, SFC, and polymor-
phism of the CIE and NIE milk fat samples, were investigated
in an attempt to explain the observed changes in G” and the
hardness index. Much to the authors’ surprise, upon chemical
interesterification, there was little or negligible change in
dropping points of NIE and CIE milk fat and milk fat-canola
oil blends between 60% and 90% (w/w) milk fat-canola oil.
There was little or negligible change in the SFC of NIE and
CIE milk fat and milk fat-canola oil blends between 25% and
50% SFC, and crystalline packing of the CIE milk fat was
similar to that observed for NIE milk fat (the polymorphism
was the same).

Therefore, it was obvious that the traditional indicators
of macroscopic hardness were insensitive to the changes in the
structure of the milk fat on CIE, which caused the resulting
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changes in elastic moduli and hardness index. It must be men-
tioned here, in order to avoid misinterpretation, that the above
phenomena was observed for CIE and NIE milk fat, but that
this does not imply that traditional indicators such as dropping
points, polymorphism, and SFC are always insensitive to
changes in macroscopic mechanical properties. What this case
study proved was that is was possible for these indicators to
prove insensitive in some cases, therefore suggesting that per-
haps there existed other structural indicators that must also
be taken into consideration. It was interesting, however, that
polarized light microscopy (PLM) and CLSFM demonstrated
that the structure of the fat network at the mesoscale (i.e., at
the level of structure that is visible by light microscopy) upon
CIE was significantly altered [28].

This provided motivation to search for new “structural
indicators” of the mechanical strength of fat crystal networks
that were somehow related to the next logical structural level,
the microstructure of the network. A rheologic approach was
adopted by Rousseau and Marangoni [13,31,34], the motiva-
tion for which stemmed from work done on the fractal nature
of colloidal gels and adapted to fat crystal networks [35]. In
order to introduce the reader to the developments made in the
rheologic analysis of fat crystal networks utilizing the progress
in the colloidal field, we provide an introduction first to fractal
theory, and then to the application of fractal theory to colloidal
gels.

2.1 Fractals

Classical or Euclidean geometry is based on the use of regular
shapes to describe objects. The reader will be familiar with the
use of straight lines, circles, conic sections, polygons, spheres,
quadratic surfaces, etc., and combinations of these elements to
describe objects around us. However, many patterns in nature
defy description by these regular shapes. The geometry of
coastlines, mountains, trees, and vegetables, for instance, can-
not always be defined adequately by spheres, cubes, or cones.
Fractal geometry was born out of this lack of geometrical tools.
Benoit Mandelbrot is credited with having developed the field
of fractal geometry to describe many of these natural shapes
[36]. According to Mandelbrot [36], “I conceived and developed
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anew geometry of nature and implemented its use in a number
of diverse fields. It describes many of the irregular and frag-
mented patterns around us, and leads to full-fledged theories,
by identifying a family of shapes I call fractals.”

The unifying concept underlying fractals is the concept
of self-similarity. Self-similarity essentially means invariance
against changes in scale or size, and is demonstrated in many
of the laws of nature. Self-similarity is one of a vast number
of symmetries that exist in nature. Symmetry is usually taken
to mean invariance against some change—i.e., some aspect of
an object stays the same regardless of changes in the state of
the observer. For example, there is symmetry in regular bodies
such that they may be operated on by a number of operations,
and, yet, after the operation is carried out, every point of the
body in its original state is coincident with an equivalent point
in its altered state. We have been able to take advantage of
underlying symmetries in nature—most notably in the previ-
ous example of the application of group theory to the symmetry
operations which render groups of molecules invariant against
sets of operations consisting of reflections, rotations, transla-
tions, inversions, and combinations of these operations [37].
Equally useful, and more popular, are symmetries in nature,
including the exploitation of invariance against uniform mo-
tion, which has spawned the theory of special relativity and
the equivalence of acceleration and gravity, which is the basis
of Einstein’s general theory of relativity. Even classical phys-
ics is built along the lines of symmetry in nature—the electro-
static or gravitational attraction or repulsion between two bod-
ies demonstrates mirror symmetry—there is no partiality
shown to left or right. Suffice it to say, therefore, that symme-
try in nature has aided us tremendously in understanding and
quantifying our world. As will be demonstrated, the symmetry
of self-similarity at different length scales is equally as useful
as those symmetries mentioned earlier. To quote Schroeder
[38], “Yet, among all these symmetries flowering in the Garden
of Invariance, there sprouts one that, until recently, has not
been sufficiently cherished: the ubiquitous invariance against
changes in size, called self-similarity.”
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The word fractal stems from the fact that fractal objects
demonstrate fractional dimensions rather than the integer di-
mensions for objects encountered in Euclidean geometry. The
connection between fractional dimension and self-similarity
is that the easiest way to construct a set that has fractional
dimension is through self-similarity [39]. In classical Eu-
clidean geometry, objects have integer dimensions: the reader
would be familiar with the reasoning that a line is a 1-dimen-
sional object, a plane a 2-dimensional object,t and a volume a
3-dimensional object. In this way, Euclidean geometry is
suited for quantifying objects that are ideal, man-made, or
regular.

One may imagine that if enough kinks are placed in a
line or a plane, the result is to have an object that may be
classified as being an intermediate between a line and a plane
or a plane and a cube. The dimension of such an object is frac-
tional (i.e., between 1 and 2 or between 2 and 3) and the object
may be classified as a fractal object—from the fact that instead
of having a Euclidean dimension (integer) it has a fractional
dimension. One of the most important features of fractal ob-
jects is that they are self-similar; i.e., there is a repetition of
patterns in the object at many different scales. For natural
objects, such as trees, clouds, coastlines, etc., Euclidean ge-
ometry fails to provide an adequate quantification, yet many
of these natural objects are self-similar at different scales. For
example a tree has branches, these branches have smaller
branches and so on, and if one changes the scale of observation
of the tree, the same pattern is observed, at least in a statisti-
cal sense if not in a deterministic sense. Therefore, fractal ge-
ometry provides a good measure of such objects with noninte-
gral dimensions.

The concept of fractional dimension was introduced by
Hausdorf [40]. As early as 300 years ago, Leibniz [41] used
the scaling invariance of the infinitely long straight line for
its definition. However, as self-similar entities with fractional
dimensions started appearing in the mathematical literature,
they were met with distaste. Charles Hermite, the famous
mathematician, for example, labeled such entities monsters.
However, largely due to the efforts of Mandelbrot [36], fractal
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geometry is now an accepted and extremely useful method
of describing and quantifying entities that demonstrate scale
invariance and fractional dimensions.

The reviews by Jullien and Botet [42], Meakin [43], and
Lin et al. [44], as well as the books by Julien and Botet [42],
Russ [45], and Viczek [46] on the subject of fractals and fractal
aggregation are recommended for further review.

For a disordered distribution of mass, such as in a cluster-
ing of stars in the Milky Way or the clustering of particles in
a colloid, fractal geometry is also useful. A short example is
useful. For a solid 1-dimensional line, a 2-dimensional plane,
or disc (Figure 2), or a 3-dimensional cube (Figure 3), the rela-
tionship of mass (M) to the length (L) of the object is given by:

M(r) ~ L? (1)

where d is the Euclidean dimension of the object. In this case,
the dimension is an integer, and the object is therefore a Eu-
clidean object. However, for a disordered distribution of mass
(Figure 4), if, at different scales of observation, the patterns
are statistically self-similar, then the relationship of radius to
mass may be given by [35,36,42,47]:

M(r) ~ LP (2)

Lines

L, L, L,

Planes

Figure 2 Mass-length scaling for lines and planes
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Cubes

Figure 3 Mass-length scaling for cubes.

where D is a fractional or fractal dimension, known as the
mass fractal dimension. Here, the symbol ~ is taken to mean
“approximately proportional to.”

2.2 Scaling Theory as Applied to Colloidal Gels

The irreversible aggregation of small particles to form clusters
is a common natural phenomenon; for example, this is seen

Object between line and plane:

Mass « LP
1=D=2 L
Object between plane and cube:
0® %
Mass o LP o®® 0
2°D=0 % “o' )
"o Ve

D = ‘fractal’ dimension

Figure 4 Mass-length scaling for non-Euclidean objects with non-
integrer dimensionality.
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in colloids [48], coagulated aerosols [49], chemical species pre-
cipitating from a supersaturated matrix, and crystals growing
from a supercooled melt [50]. The final structure of such aggre-
gates is important not only because it can potentially yield
information about the mechanical strength of the resulting
structures but also because it can suggest methods to alter the
structure kinetically. In many cases, the rate limiting step of
the formation of these aggregates is the diffusion of species
towards a growing surface (mass-limited transfer), or the
transfer of heat away from the growing surface, or a combina-
tion of these factors, depending on the stage of growth.

As early as 1979, Forrest and Witten [51] demonstrated
a class of aggregates that were shown to have density correla-
tions of a power—law form. These aggregates were formed
when a metal vapor produced by heating a plated filament
was quench condensed, causing metal particles of the order of
40A radius to drift down onto a microscope slide. The particles
were found to arrange in aggregates of the order of 10° parti-
cles per aggregate. In 1981, Witten and Sander [52] con-
structed a computer simulated model for random aggregation
that is diffusion limited and demonstrated that the density
correlations within the model aggregates fall off with distance
in a fractional power—law, like that of the metal aggregates.
Following their earlier work, Witten and Sander [53] showed
that by constructing diffusion-limited aggregation models, the
objects so formed are scale-invariant whose fractional dimen-
sionality (Hausdorf dimension) is independent of short-range
details. Additionally, they showed that diffusion-limited ag-
gregation has no upper critical dimension. This study made
the point that the properties associated with scale invariance
are long-range and universal, and that such long-range prop-
erties do not arise from long-range forces—rather, these long-
range correlations are built up by short-range forces. In 1983,
diffusion-limited cluster—cluster aggregation models were in-
troduced by Meakin [54] and Kolb et al. [55], serving to fuel
the flurry of interest in analyzing the structural properties of
aggregated colloids using fractal theories generated by the
work of Witten and Sanders. Meakin’s and Kolb et al.’s simula-
tion studies suggested that the colloidal aggregates behave as
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stochastic mass-fractals on a scale that is large compared to
the primary particle size. Subsequent experimentation by
Weitz et al. [566,57] on aqueous gold colloids and Schaefer et
al. [58] on colloidal aggregates of small silica particles con-
firmed the behavior suggested by the simulations. Following
this, Brown and Ball in 1985 produced a computer model that
simulated chemically limited aggregation and suggested that
the structures so formed should also behave as mass fractals.
Much experimental work in this area ensued in the following
years, with Aubert and Cannell performing further work on
colloidal silica aggregates [59], Schaefer and Keefer [60], Cour-
tens et al. [61], and Vacher et al. [62] on silica aerogels, Rojan-
ski et al. [63] on mesoporous silica gels, Dimon et al. [64] on
gold colloids, Bolle et al. [65] on polystyrene lattices, and, in
a Nature paper, Lin et al. [44] investigated three different col-
loids—-colloidal gold, colloidal silica, and polystyrene latex. In
all the experimental work detailed previously, the fractal na-
ture of the colloidal aggregates was well demonstrated. Addi-
tionaly, colloidal-like gels, such as casein gels [66], have been
shown to be composed of homogenous clusters of particles,
with the structure within the clusters being fractal in nature.

For a particulate system that is composed of a number of
aggregate clusters that are fractal, the number of particles,
which are assumed identical, making up the fractal aggregate
may then be given by (following equation 2):

N,© (g) @

where N,(£) is the number of particles in a fractal aggregate
of size & containing particles of size a, and the system is as-
sumed to be fractal within the range bounded by the size of
one primary particle and the size of the entire structure. The
particle volume fraction of the object may be expressed in
terms of the size of the aggregate and the fractal dimensional-
ity, if one assumes a model such as is described next, originally
developed by de Gennes [67] for polymer gels, independently
by Brown [68] for a network of fractal clusters, and shown
experimentally to be applicable to colloidal gels by Dietler et
al. [69] and others. The treatment below is loosely adapted

Copyright © 2005 by Marcel Dekker



190 Narine and Marangoni

from Bremer et al. [66], since these researchers provide an
elegant development of the model originally developed by de
Gennes and Brown.

One may imagine that a regular square lattice is laid over
the fractal object, where each lattice site is occupied by a pri-
mary particle, or by a volume element of solution (Figure 5).
If the particles are arranged in a fractal manner, the number
of occupied lattice (or aggregate) sites is given by equation (3).
It is important to note that each particle does not completely
fill each lattice site; we do not often encounter square particles
in nature. The total number of available, unoccupied lattice
sites in the 2-dimensional lattice shown in Figure 5 (N) is given

by:
N= (é)z (4a)

a

N~gd N,~£0

P =N, V,/NV~ (&a)°/(&a)’
® ~ (¢a)P/(E/a)d = (€/a)P-d)
m) £ ~ aPl/D-d)

Figure 5 Square two-dimensional microstructural lattice repre-
senting a putative aggregate in which particles are embedded.
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The model assumes a square lattice, with square lattice ele-
ments, which is not usually the case, so that equation 4a is
more correctly written as:

N - (§)2 (4b)

Therefore, the volume fraction of particles within this two-
dimensional lattice () is given by the ratio of occupied lattice
sites (N,) to the total number of available, unoccupied lattice
sites (N):

Ny Ea? (g) )
N (¢/a)? \a

According to the models for cluster—cluster diffusion-limited
aggregation, which were verified experimentally as discussed
earlier, the aggregates grow until they become space filling,
thus forming a gel. Therefore, the fractal dimensionality
within each gel is maintained, while, at length, scales above
the characteristic length of one aggregate, i.e., the colloid
scales in a Euclidean manner. The sum of all available lattice
sites in the gel (N;), which is a space-filling collection of aggre-
gates, occupied by both solution and particles is given by:

n n 2

N-YN-3(¢) ©®
i=1 i—1\@/;

where n is the total number of aggregates in the gel. Therefore,

the overall volume fraction of particles, ®,, is given by the total

number of sites filled by particles divided by the total number

of sites in the gel:

n

®Y' N, oN, (E)DQ

(I)t — i=1
N, N,
This model assumes that the gel is a space-filling collection of
aggregates, each having the same volume fraction of particles
within the aggregates (P).
From equation 7:
1

£~ (q)t)ﬂ (8)

(7

a
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Therefore, the characteristic diameter of an aggregate is re-
lated to the overall volume fraction of particles via the mass
fractal dimension of the aggregates. As will be discussed in
the next section, this relationship suggests that the two factors
influencing this relationship are the degree of occupancy of
the regular lattice by particles and the degree of the packing
order of the lattice sites by particles.

2.3. Elastic Properties of Colloidal Gels:
Exploiting theFractal Nature of the Aggregates

Colloidal gels respond to small amplitude deformations as
elastic solids. In 1986, Sonntag and Russel [70] showed that
the storage modulus of a volume-filling network formed by
Brownian flocculation of aqueous polystyrene lattices scaled
with the volume fraction of particles in a power—law manner,
given by:

G ~ P+ 9

Sonntag and Russel were not the first to experimentally dem-
onstrate this behavior for aggregated systems. For example,
other researchers, such as Nederveen [3] and van den Tempel
[8] showed that storage modulus of dispersed systems of micro-
crystals formed from oils vary with the particle concentration
in a power—law manner, and Payne [6] showed that the storage
modulus of systems formed from aggregates of carbon-black
particles in mineral oil demonstrated a power—law relation-
ship with particle concentration. Buscall [71] demonstrated a
similar relationship with systems of polystyrene lattices in
water. However, Sonntag and Russel were among the first re-
searchers to suggest that scaling arguments put forward by
other researchers, such as Kantor and Webman [72], on the
elastic properties of random percolating systems and computer
simulations of random lattices by Feng et al. [73,74] may sup-
port the relationship that they observed experimentally. At
this point, however, the scaling theory had not been developed
sufficiently to totally explain the experimental behavior ob-
served by Sonntag and Russel.

Brown [68], soon after, addressed the elasticity of a net-
work of clusters. His method consisted of calculating the elas-
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ticity of an individual fractal cluster and then supposing that
in an overcrowded system, fractal behavior survived on a scale
related to the overall volume fraction by:

1

£~ @D-3 (10)

which is the same relationship arrived at in the treatment
above (equation 8). Brown predicted that the storage modulus
should scale in the following manner:

G ~ (11)

which is consistent with that seen by Sonntag and Russel and
a number of other researchers, cited earlier. Additionally,
Brown suggested that the exponent u is given by:
_ 3+ dchem
3-D (12)
where d_ .., is the so-called chemical length exponent intro-
duced earlier in simulation studies by Brown and Ball [75].
Soon after the model of Brown, Buscal et al. [71] published
experimental evidence supporting this model for a system of
silica particles. Later work by Ball [76] on the elasticity of
aggregates explains higher fractal dimensions than were origi-
nally suggested by Kolb et al. [55] and Meakin [54] and had
been reported by Courtens et al. [61] and Vacher et al. [62],
by considering that there may be consolidation beyond a criti-
cal size of the clusters. Soon after, Edwards and Oakeshott
[77] outlined broad guidelines for the treatment of the trans-
mission of stress in an aggregate without really achieving
more than stating the complexity involved. However, this work
is worth mentioning here because it does point out that the
model by Brown [68] assumes that stress is transmitted in one-
dimensional paths that are branched and are characterized by
a fractal dimension, while, in some cases, the situation is more
complicated, because the stress has to be spread among several
neighbors in order to maintain stability of the aggregate.
Following Brown and Ball, Bremer et al. [66,78,79] sug-
gested elastic models for colloidal protein networks. These re-
searchers envisioned the networks to be composed of strands
of elastic material, where deformation causes a stretching of
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the strands of the network. The storage modulus is then a
function of the number of stress-carrying strands per unit
area, the geometry of the network, and the character of the
bonds within the strands. Bremer et al. formulated two differ-
ent scaling relationships for the storage modulus to the parti-
cle volume fraction that depend on the geometry of the strands.
For straight stress-carrying strands, the relationship is:

G -~ q)% (13)
while for curved stress-carrying strands the relationship is:

G ~ q)% (14)
In 1990, Shih et al. [80] developed a scaling theory to explain
the elastic properties of colloidal gels well above the gelation
threshold. The model of a colloidal gel visualized by Shih et
al. corresponds well with the model of a colloidal gel described
earlier: i.e., they define a colloidal gel above the gelation
threshold to be a collection of flocs or clusters, which are fractal
in nature. These researchers defined two regimes based on the
relative value of the elastic constant of the interfloc links to
that of the flocs themselves, and claim that the scaling in these
types of gels is affected mainly by the structure of the individ-
ual flocs, as opposed to percolation-type scaling.

An in-depth development of the model created by Shih et
al. [80] is provided next, since this model is used extensively
in other parts of this section. In large part ignoring the
progress made in describing the scaling relationship of the
characteristic length of the cluster/floc size with particle vol-
ume fraction for colloidal gels described earlier, Shih et al.
uses this identical relationship (given by equations 8 and 10),
but justifies its use because of the fact that it was found to be
true for polymeric gels by de Gennes [67]. They defend the use
of this relationship for colloidal gels because colloidal gels are
similar to polymeric gels by the fact that both are viscoelastic
materials, and that both are formed by aggregation processes;
polymeric gels by polymerization and/or crosslinking, and col-
loidal gels by particle aggregation. However, Shih et al. does
quote the experimental evidence of Dietler et al. [69] for the
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validity of this relationship for colloidal gels. It is important
to mention that there is indeed sound theoretical reason why
this relationship may be used for colloidal gels as well, as was
developed and discussed earlier (after Brown [68], and Bremer
[66]).

According to Shih et al., the elastic properties of a floc/
cluster is dominated by its effective backbone (connected path
of particles responsible for transmission of stress), the size of
which is & same as the size of the floc/cluster. This backbone
may be assumed to be a linear chain of springs, with each
spring representing the bond between particles forming the
backbone; a justifiable assumption, since the formation of ag-
gregates via cluster-cluster aggregation which is either reac-
tion limited or diffusion limited have very few loops. The point
made by Edwards and Oakeshott [77], as discussed above, con-
cerning the limitations of an effective backbone argument
must also be reiterated at this point—it is not entirely clear
to the author whether this is a valid assumption, for the rea-
sons given by Edwards and Oakeshott. An earlier publication
by Kantor and Webman [72] formulated the elastic constant
of a linear chain of springs as:

K, = L2

NSt
where G is the bending elastic energy, Ny, is the number of
springs in the chain and S is the radius of gyration of the
projection of the nodes of the chain in the F x Z direction, F
being the applied force and Z being the displacement normal
to the plane within which the chain lies. Equation 15 ignores
the stretching elastic energy of the chain, since it has been
shown by Kantor and Webman [72] to be negligible for long
chains, and is only important for comparatively straight
chains stretched along their long dimension. Therefore, when
the chain in question is the effective backbone of a floc/cluster,
the elastic constant of the floc is given by:

K, = s
Ny

where the radius of gyration has now been replaced by the
size of the effective backbone (or the size for the floc), since

(15)

(16)
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these two quantities would be the same. Now, the backbone
of the flocs themselves are fractal objects, for which a fractal
dimension between 1 and 2 can be defined, since instead of a
straight chain, the backbone would have a certain tortuosity.
In keeping with the fractal concept, where a line is kinked
enough so that its dimension is raised to a fractional index
between 1 and 2, the number of particles, and therefore the
number of springs, in the backbone is given by:

Npp ~ &7 a7

where x is the fractal dimension of the effective backbone, or
the tortuosity of the effective backbone, and x = in order to
provide a connected path through the floc/cluster. Now, com-
bining equations 16 and 17, one may represent the elastic con-
stant of the floc by:
G G

Ke-vg == (18)
Now, if the elastic energy G is not a function of concentration,
then the elastic constant of the flocs should decrease rapidly
with increasing floc size. This point strikes the author as being
suspect, because it is inconceivable that the elastic energy of
a bent chain is not dependent on the density of the springs
which comprises the chain. It is conceivable that the density
of the particles (density of springs) never really changes with
concentration because the length of the effective backbone
(length of the chain) also changes with concentration (via
equation 8). If the change in particle volume concentration of
the entire system is compensated for in terms of an increased
effective backbone length, resulting in no change of the density
of particles in the effective backbone, then the bending elastic
energy, G, may be considered independent of particle volume
concentration. Therefore, if the flocs are allowed to grow
larger, they behave as weaker springs. Now, the macroscopic
elastic constant of the system of flocs may be expressed either
as a function of the elastic constant of the flocs, K;, or the
elastic constant of the links between flocs, K;, depending on
the relative strength of K; and K, because, from equations 8
and 10, the characteristic length of the flocs/clusters, &, is re-
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lated to the particle volume concentration, and because the
elastic constant of the flocs will decrease with increasing & to
a power of 2 + x(>3), the relative strengths of K; and K; will
be affected by the particle concentration of the system. To illus-
trate this, one may express the elastic constant of the flocs in
terms of the particle volume concentration, by substituting for
¢1in equation 18:
2+x

G G G D3
K§ ~ ~ = :GCI) (19)

§2+x 1\ 24x
77 o

Therefore, the elastic constant of the flocs will get larger with
increasing particle volume concentration. Obviously, as the
particle volume concentration increases, there will be a cross-
over point at which the elastic constant of the flocs is greater
than the elastic links between the flocs, resulting in the elastic
constant of the entire system being determined by the nature
of the links between clusters (this is called the weak-link re-
gime). The converse, where the particle volume fraction de-
creases beyond the cross-over point, is also true, and in this
case the elastic constant of the flocs grow weaker than the
elastic constant of the links between flocs, leading to the elastic
constant of the system being determined by the nature of the
elastic constant of the flocs (this is called the strong-link re-
gime).

Therefore, for the strong-link regime, the macroscopic
elastic constant of the system is given by:

K~

L

E} K. (20)
where L is the macroscopic size of the system. Therefore, for
a constant macroscopic size of the system, combining equation
20 with equation 19, and again substituting for £from equation

(8):

2+x 1 2+x 3+x

K ~ 5—1Gq)3—D - q)ﬁq)ﬁ — q)ﬁ (21)

assuming that the elastic energy of the effective backbone does
not change with concentration. Therefore, the macroscopic
elastic constant of a colloidal gel at comparatively low concen-
trations is given by (the strong-link relationship):
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3+x
K ~ ®3D (22)
As is evident from equations (22) and (12), the strong-link for-
mulation of Shih et al. is consistent with that developed by
Brown [68], if one assumes that the tortuosity, x, is the same
as the chemical length exponent, a concept which is does not
deviate from the explanation offered by Brown. Shih et al. [80]
also studied two types of boehmite alumina gels, Catapal and
Dispal powders, rheologically. The elastic behavior of both gels
confirmed the strong-link relationship given by equation (22).
Fractal dimensions calculated from the rheologic measure-
ments agreed well with those calculated from static light-scat-
tering measurements.
For the weak link regime, the macroscopic elastic con-
stant of the system is given by:
%} K, (23)
Substituting for ¢ from equation (8):
1

K~®3D - (24)

.

where G’ is the shear storage modulus of the system. Here,
equation (24) assumes that the links between flocs/clusters
are of constant strength. It is important to note that the elastic
constant of the links between flocs is not expressed in terms
of the geometry of the network. However, equation (24) does
provide a scaling relationship of the elastic constant of colloi-
dal gels at high concentrations, with the particle volume frac-
tion.

After the development by Shih et al. [80], Chen and Rus-
sel [81] studied the elastic behavior of a synthesized model
system consisting of submicrometer silica spheres coated with
octadecyl chains suspended in hexadecane. This study demon-
strated that the storage modulus of the colloidal system in-
creased with particle volume concentration in a power—law
manner, and that the power—law exponent increased with
increasing temperature, indicating a structural change in
the network. It was obvious that the power—law exponent
was sensitive to the packing of the particles (disturbed when
the temperature is increased)—suggesting that the power was
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dependent on the fractal dimension. This work further served
to lend credibility to the scaling models outlined by Brown
[68], Bremer [66,78] and Shih et al. [80].

Vreeker et al.[82] showed that colloidal-like aggregates
of whey protein gels are fractal in nature, utilizing dynamic
light scattering measurements. Additionally, they analyzed
the protein gels rheologically, showing that the elastic moduli
and yield stresses varied with protein concentration according
to a power—law. They related the power—law exponent to the
equivalent models by Brown [68] and (strong-link model) by
Shih et al. [80], and to the models by Bremer [66,78]. By the
value of the exponent measured experimentally, they were
able to calculate fractal dimensions according to the various
models. The fractal dimensions so calculated were all in rea-
sonable agreement with those measured by the dynamic light
scattering experiments. Therefore, based on their experi-
ments, these researchers concluded that there was no basis
for the validity of one model versus another, which partly
stemmed from their inability to measure the chemical length
exponent or tortuosity. In this work, they assumed x had a
value which varied between 1.0 and 1.3 (suggested by Shih et
al. [80] based on conductivity measurements).

Hagiwara et al. [83,84] have analyzed a number of differ-
ent types of protein gels using both rheologic measurements
to study the elasticity of the gels, and analysis of confocal laser
scanning microscopy images of the gels, to study the structure
of the gels. These researchers found that for the gels they stud-
ied, the weak-link regime of Shih et al. [80] was valid. The
gels demonstrated a power—law dependence on particle vol-
ume concentration, and the fractal dimensions calculated from
the power—law exponent, using the weak-link formulation,
agreed very well with fractal dimensions calculated from
image-analysis of the confocal laser scanning micrographs of
the gels. Therefore, both the strong-link formulation and the
weak-link formulation of Shih et al. [80] have been demon-
strated experimentally. The weak link has been demonstrated
more convincingly, because, with the strong-link regime, ex-
perimentalists have had to assume a value for the tortuosity
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of the backbone, and, therefore, the theory could not be tested
well against Bremer’s theories [66,78].

2.4 Application of Scaling Theory Developed
for Colloidal Gels to Fat Crystal Networks

In 1992, Vreeker et al. [35] presented an interpretation of rheo-
logic data for aggregate fat networks in the framework of scal-
ing theories developed for colloidal gels. These authors showed
that the storage modulus of the network (G’) varied with the
volume fraction of solids (Pgpc = SFC/100), according to a
power—law, similar to that predicted by models for the elastic-
ity of colloidal gels. It is important to remember that ®gpc is
not equivalent to the particle volume fraction ®. However, in
the Vreeker et al. [35] paper, and in many similar publications
after, these two parameters have been used as being equiva-
lent. As will be demonstrated below, ®grc and ® are directly
proportional to each other. For the sake of simplicity in the
treatment that follows, these two parameters will be consid-
ered equivalent. The article by Vreeker et al. provides an inter-
pretation of rheologic data for low ® fats in terms of the strong-
link model of Shih et al. [80], developed, as detailed earlier,
for colloidal gels at low particle concentrations. From this rheo-
logic investigation of the fat network, a fractal dimension could
be calculated using the strong-link formulation given by equa-
tion (22) and assuming that the tortuosity of the system, x,
had a value between 1 and 1.3. This article also details the
measurement of a fractal dimension of the network via light
scattering methods, which agreed well with that calculated
from the strong-link formulation. However, no attempt was
made in this article to show that the structure of a fat crystal
network at such low SFCs (low ®) is organized in a similar
manner to the way a colloidal gel is organized in order to war-
rant the use of the strong-link formulation. It was unclear
as well, in this article, what the primary particles of the gel
constituted and at what length scales the network was fractal
(although the fact that light scattering methods were used to
calculate the fractal dimension suggests that perhaps the
length scales of importance lay in the microstructure region,
i.e., at a length scale greater than the crystalline level of struc-
ture). Therefore, this article served solely to demonstrate
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that the elastic constant of the network varied in a power—law
manner, reminiscent of that demonstrated by colloidal gels.
No justification for using the strong-link model was made from
a structural perspective, mainly because these authors did not
adequately define the structure of the network. However, this
article remains one of the most important developments in the
field, for it demonstrated conclusively that the storage modu-
lus of low ® fat crystal networks scale in a power—law fashion
with the solid fat content. The physical and structural implica-
tions of the calculated fractal dimension using the strong-link
formulation of Shih et al. [80] was, at this point, unclear.

Work by Johansson [85] provided strong experimental
evidence for the fractal nature of fat crystal networks, as well
as showed for the first time that the relationship ¢~®V®P~%
held for fat crystal netwoks, which could then be considered
as weak gels of crystals dispersed in oil.

The analyses of Vreeker et al. and Johansson were inter-
esting enough for Marangoni and Rousseau [13] to apply the
model developed by Shih et al. [80] for high-concentration col-
loidal gels (weak-link theory described earlier) to fat crystal
networks of high solid fat concentration. As explained previ-
ously, the weak-link model offers the ability to relate small
deformation rheologic measurements (shear storage modulus)
to the fractal dimension of the network. As was the case with
the work by Vreeker et al. [35], Marangoni and Rousseau had
no structural basis on which to justify the application of the
weak-link theory, developed for a particular geometry of colloi-
dal aggregates, to fat crystal networks. The main reason for
applying this type of analysis was the fact that the analysis
by Vreeker et al. [35] produced a power—law relationship for
low SFC fats. Additionally, as described before, the only varia-
tion of structure that accompanied the decrease in hardness
index and elastic moduli of milk fat upon chemical interesteri-
fication was a change in the microscopically observed micro-
structure. Marangoni and Rousseau [13] attributed the weak-
link model with a quantification of the microstructure of the
network, but offered no explanation as to why the fractal di-
mension calculated from the application of the weak-link the-
ory was a quantification of microstructure. However, the rheo-
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logic application of the weak-link theory of Shih et al. [80]
to NIE and CIE milk fat blends demonstrated a power—law
relationship between the shear elastic moduli of the networks
and the SFC of the networks, given by G' ~ @*. Fractal dimen-
sions calculated using the weak link theory produced fractal
dimensions of 2.46 and 2.15 for the NIE milk fat and CIE milk
fat, respectively. Given that there was a qualitative change in
microstructure on chemical interesterification and that there
was a large change in the fractal dimension of these gels on
application of the weak-link theory, it did indeed seem possible
that the fractal dimension was a measure of microstructure,
albeit in some undefined manner. At any rate, Marangoni and
Rouseau [13] attributed the change in structure indicated by
a change in fractal dimension to the change in hardness of the
milk fat on chemical interesterification, a reasonable conclu-
sion. In defense of the claim by Marangoni and Rousseau [13]
that the fractal dimension was in some manner a quantifica-
tion of microstructure, it must be recalled that Vreeker et al.
[85] utilized dynamic light scattering measurements to calcu-
late a fractal dimension that agreed well with their rheologic
analysis, therefore suggesting that the structures that were
indeed fractal are in the microstructure.

Following their 1996 work, Rousseau and Marangoni [31]
utilized the weak-link model to analyze the rheologic behavior
of NIE milk fat and enzymatically interesterified milk fat
(EIE). The fractal dimension of milk fat changed from 2.59 to
2.50 on interesterification. However, there was also a large
decrease in SFC on enzymatic interesterification, so that the
drop in hardness index and shear elastic moduli observed by
these authors was mainly due to the decrease in SFC. How-
ever, here again, the rheologic scaling behavior was observed,
and fractal dimensions could be calculated from the weak-link
formulation. One is reminded by the results of this study that
indicators of macroscopic mechanical properties such as SFC
are indeed valid and necessary for a comprehensive descrip-
tion of the mechanical properties of the network, although, as
with the case of the CIE and NIE milk fat samples detailed
earlier, such variables are not always direct indicators of
changes in mechanical properties.
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Marangoni and Rousseau [31] also studied the rheological
scaling behavior of NIE and CIE lard-canola oil blends and
palm oil-soybean oil blends. The power—law relationship of
storage modulus to SFC was again observed, and fractal di-
mensions could be calculated for all the systems by using the
weak-link formulation. No change was observed in hardness
index or storage modulus of the palm oil-soybean oil blends
on CIE, nor were there any changes in the fractal dimension
after CIE. Solid fat content did not change, either. Therefore,
it seems that the fractal dimension was, indeed, an indicator
of macroscopic hardness: whether this was true because it was
an indicator of the microstructure could not reasonably be ex-
trapolated from the evidence presented by Marangoni and
Rousseau [31]. The hardness index and elastic moduli of lard
increased with CIE, but the fractal dimension did not change,
and neither did the SFC. It therefore appears, at first glance,
that not only is the SFC an insensitive indicator of macroscopic
hardness but so is the fractal dimension. Here, again, one is
reminded that there are many structural indicators of macro-
scopic mechanical properties, and one must consider them all
in concert. However, are there other indicators of hardness
that can be accessed through the rheological analysis? At this
point, it is perhaps important to briefly examine the method
of rheologic analysis used by these authors. The weak-link
theory of Shih et al. was tested by plotting In G” as a function
of In ® for various fat systems. According to the weak-link
theory of Shih et al. (equation 24) the slope of such a plot
should yield 1/(3 — D). What about the intercept of the graph?

Marangoni and Rousseau [31] wrote equation 24 as:
1

G = J/(Dﬁ (25)
and defined vy a constant that is related to the particles that
make up the network. In this, Marangoni and Rousseau were
influenced by Bremer et al. [78], who, in their publication,
formulated a similar law in which the pre-exponential factor
was a constant depending on the nature of the particles and
the links between them. Equation (25) bears further scrutiny
at this point—it should be evident that equation (24) may be
written as:
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1

G’ ~ ®3-PK, (26)
where, as the reader would recall, K] is the elastic constant of
the links between aggregates. Certainly, therefore, K; would
depend on the nature of the particles and the links between
them, and would contribute to the value of y. Although Maran-
goni and Rousseau (131) did not offer this justification for their
description of the constant v, it seems to be appropriate. At
any rate, the intercept of the In(G’) vs. In ® graph should yield
In(y) as the intercept, allowing a value of y to be calculated.
Therefore, if the fractal dimension offered a quantification of
the spatial distribution of the microstructure (as yet undefined
now), then the constant y contained information on the influ-
ence of the particles and the links between them on the elastic
constant of the network. Now, on CIE, there was a four-fold
increase in the value of the constant y for the lard-canola oil
system, which, according to equation (25), should have been
accompanied by an increase in the storage modulus, as was
observed experimentally by Marangoni and Rousseau. As for
the palm oil-soybean oil system, there was comparatively no
change in the value of 7.

As a matter of fact, the decrease in G" and hardness index
originally observed by Marangoni and Rousseau in 1996 was
due to a decrease in vy rather than a decrease in the fractal
dimension. A decrease in fractal dimension would have re-
sulted in an increase in the elastic moduli and hardness! Thus,
the parameter v, at a constant SFC, was the true culprit in
the observed decrease in mechanical strength on CIE of milk
fat.

Therefore, the scaling behavior of the fat crystal network,
if the weak-link is utilized, seems to suggest that there are
three important indicators of macroscopic hardness: SFC, the
fractal dimension, and the constant vy. It must be stated at this
point that this does not mean that other indicators, such as
the crystalline nature of the network and the molecular en-
semble of the network, are being ignored by identifying D,
@, and vy as the three important indicators. Since y has been
suggested to depend on the nature of the particles and the
links between them, it almost certainly is dependent on the
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polymorphism of the network, which in turn is dependent on
the molecular composition of the network.

2.5 Network Models

As presented previously, phenomenologic investigations have
been made on the rheology of fat crystal networks, the results
of which have been interpreted by models developed for colloi-
dal gels. Not only has this not been structurally justified but
this analysis has excluded any structural and mechanical
model of the fat network. In large part, the authors working
in the field (mainly Marangoni and Rousseau et al. and
Vreeker et al.) could not include a structural and mechanical
model of the network, because, at the time, there existed no
mechanical and structural model that predicted that the struc-
ture of the fat crystal network at any length scale was fractal
in nature. It must also be mentioned that the scaling behavior
demonstrated experimentally by these authors was not ade-
quately explained by the existing network models. Presented
in the following is a brief introduction to the network models
that existed in the literature before the work being detailed
in this publication.

Early work on a network model was performed by van
den Tempel [7]. In his 1961 publication, he suggested modeling
the network as a collection of particles held together by van
der Waals-London forces. The structural model that was as-
sumed by van den Tempel was that the network is made up
of straight chains oriented in three mutually perpendicular
directions, with each chain consisting of a linear array of parti-
cles. The bonds between particles were formed from van der
Waals-London forces. The relationship of the storage modulus
to the solid fat content of the network arrived at by van den
Tempel is:

0.5
G = 5AD”
24nH?

where A is the Hamaker’s constant, D is the diameter of the
particles, H, is the equilibrium distance between particles,
and ® is the volume fraction of solids.

However, the relationship of G’ to ® in most fats, has been
experimentally determined to be a nonlinear, power—law type

(27)
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of relationship, as shown for palm oil diluted with soybean oil
in Figure 6. The work by van den Tempel failed to correctly
predict this experimentally observed power—law relationship
of G’ to @ because, according to Vreeker et al. [35], it did not
take into consideration the fractal arrangement of the network
at certain length scales. Furthermore, van den Tempel only
considered the attractive forces in his treatment, choosing to
ignore whatever repulsive forces were present.

In 1963, Nederveen [3] used the same structural model as
van den Tempel, but incorporated the repulsive forces acting
between particles (he considered the Lennard-Jones potential

151

G' (MPa)

@

17 43 09 -05 -0
In®

Figure 6 Power—law scaling behavior of the storage modulus (G’)
with solid fat content (®) for palm oil (A) and the corresponding
linear log-log plot (B).
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between two particles). Nederveen found the following formula
for the modulus of elasticity:

A® 11Re
E:(2ﬂd ](1— > ) (28)

where R is the particle radius, € is the strain of the deforma-
tion, d, is the equilibrium distance between two particles, and
A and ® are as defined earlier. Again, Nederveen’s formulation
failed to show the nonlinear dependence on ®, due, perhaps,
to an unrealistic structural model of the network that did not
involve the fractal geometry detailed in the previous section.

In 1964, Payne [6] tried to apply the linear chain concept
of van den Tempel to carbon black networks in oil, but found
that the shear modulus was inversely proportional to some
power of the particle diameter, which was not in agreement
with van den Tempel’s or Nederveen’s equation. This study
may, however, be inconclusive about the validity of these equa-
tions because the discrepancy may have been due to the nonho-
mogenous distribution of the carbon black spheres.

In 1968, Sherman [86] proposed a different model for floc-
culated o/w emulsions involving chainlike configurations that
form coils with cross-linkages, resulting in interlinked spheri-
cal structures. In his model, localized regions of densely
packed particles are joined to less densely packed regions, so,
consequently, the degree of interlinking is not the same
throughout the entire flocculate. The formulation of G’ for this
model is:

G =01+ 1.828V)%
367D H
where v is the total volume of the continuous phase held in
voids between the particles, D is the diameter of the particles,
H, is the minimum equilibrium distance between particle sur-
faces and A is called the interaction constant (Hamaker’s con-
stant) and ® is as defined earlier. While Sherman’s equation
agreed with Payne’s observations in terms of particle diame-
ter, it also shows a linear relationship with ® that is contrary
to what has been demonstrated experimentally.
In 1979, van den Tempel [8] revised his structural model
of fat crystal networks; he suggested that clusters (microstruc-

(29)
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tures) of particles make up the chains rather than particles.
Additionally, he suggested that the forces holding the clusters
together were due to common “chains” of particles between
clusters. He used this argument to modify his original equation,
but again did not take into consideration any fractal arrange-
ment of the network. He suggested, here, that the relationship
between the shear elastic modulus and the volume fraction of
solids was a nonlinear, power—law type of relationship (G~®").
Moreover, he observed that the scaling factor n was propor-
tional to the number of particles within the clusters and that
several parameters that determine the state of aggregation of
the system could be lumped into this scaling factor, w. He also
estimated that about 10° crystal particles made up the clusters
and that increasing agitation lead to less aggregation. Various
otherresearchershave tried to modify van den Tempel’s work in
varying degrees of complexity [1,2,4,5]. However, none of these
models took into consideration a fractal arrangement of the net-
work, and none demonstrated a power—law dependence of G’ on
@, which is observed experimentally.

3. WHERE LIES THE FRACTALITY IN FAT
CRYSTAL NETWORKS?

In this section, the structure of fat crystal networks at the
microstructure level will be investigated and discussed. It has
been detailed in section 2 that other authors have attributed
some amount of importance to the microstructure of fats. Par-
ticularly, the microstructure will be investigated so as to deter-
mine whether there is a structural organization present which
warrants the application of the weak-link theory developed for
colloidal gels to fat crystal networks. Furthermore, because
the microstructure of fat networks have been rather loosely
characterized before this work, effort will be made to utilize
a number of different imaging techniques to provide a descrip-
tion of the network at the microstructure level that is sup-
ported by various types of microscopic evidence.

3.1 Characterizing Microstructure

Figures 7A and B show SEM micrographs of anhydrous milk
fat with the liquid oil not removed. The entire network, how-
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Figure 7 Freeze-fracture scanning electron microscope images of
anhydrous milkfat, with the liquid oil in the samples not removed.
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ever, has been frozen and then sputter-coated. As shown by
Figure 7, it is difficult to tell which part of the structure is
due to liquid oil and which to solid crystals. However, there
does seem to be evidence of some type of repeating structure
at the 30 wm range. Figure 8 shows a sample of CIE milk fat
from which the liquid oil was not removed. Two structures are
shown in this figure, which seem to be in the range of 50—60
pm, and, because this surface image is a fracture surface, these
structures seem to belong to spherical structural entities in
the fat. However, it cannot be ascertained whether the area
around the two entities is frozen oil or of crystalline nature.
The fracture plane being imaged here also does not necessarily
pass through the equator of these entities. Therefore, these
entities may actually be larger than represented. Figure 9

Figure 8 Freeze-fracture scanning electron microscope image of
chemically interesterified milk fat, with the liquid oil in the sample
not removed.
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Figure 9 Freeze-fracture scanning electron microscope image of
chemically interesterified milkfat, with the liquid oil in the sample
not removed.

shows a micrograph from a sample of CIE milk fat, from which
the liquid oil has not been removed. This micrograph shows a
structural entity that is approximately 6 pum across, and which
may be spherelike. Not much else can be determined from this
micrograph. Micrographs of SEM images of fat are very typical
of the images shown here. In other words, nothing definitive
can be said about the structure of the fat network from such
images in most cases due to the destructive sample-prepara-
tion methods necessary for SEM imaging.

Figure 10 shows polarized light micrographs of cocoa but-
ter crystallized at 22°C for one day. The figure demonstrates
dense “clusters” (which seem to be composed of smaller crystal-
lites. The “particles” seem to be in the low micron range, but it
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Figure 10 Polarized light micrograph of cocoa butter crystallized
at 22°C for 1 day on a microscope slide under a coverslip.

is difficult to determine with certainty. Figure 11A shows a crys-
tal cluster of anhydrous milk fat crystallized at 25°C for 24
hours, while Figure 11B shows the details of the interior of one
of these clusters. The “particles” in this cluster are in the low
micron range. In conjunction with evidence provided by Heertje
and coworkers [10,26,87], which demonstrated that clusters as
large as 100—200 pum are possible, this emerging picture of the
network—clusters of small crystallites—is at least plausible.
Figure 12 shows confocal laser scanning micrographs of
the crystal network of milk fat crystallized at 18°C in a 1-mm-
thick film without a cover slip. The samples were negatively
stained with Nile Blue, causing the solid crystals to appear as
darker entities in the micrographs. It must be mentioned here
that it is uncertain how the presence of Nile Blue affects the
formation of the network itself. Figure 12 suggests that there
are clusters present of the order of 30 pum. One must bear in
mind that the individual “particles” are not present in this
figure, because, here, the network is being observed at a lower
magnification. Furthermore, there seem to be subclusters
within the larger clusters, of the order of 70 pm. The evidence
proposed by Figure 12 also is in agreement with the observa-
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Figure 11 Polarized light micrograph of milkfat crystallized at
25°C for 1 day on a microscope slide under a coverslip at two different
magnifications.
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Figure 12 Confocal laser scanning microscopy images of milkfat
crystallized at 22°C for 1 day and stained with Nile Blue.
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tions of Heertje and coworkers, as they have reported cluster
sizes of 100 pm in milk fat. Interestingly, the observations
outline earlier are also supported by the SEM images shown
in Figures 7-9. The structural entities shown in Figure 7 are
almost certainly clusters of intermediate size (recall they were
of the order of 30—40 microns in size) and the larger structures
shown in Figure 8 are almost certainly the large clusters, i.e.,
clusters of clusters. The “particle” shown in Figure 9 is also
of a similar size to the particles seen in both the polarized
light micrographs shown in Figures 10 and 11. Therefore, the
emerging picture of the structural arrangement of the fat crys-
tal network at the microstructure scale has been consistent in
the three different methods of imaging discussed thus far.
Figure 13 shows a composite of atomic-force microscopy
images of a sample of the high-melting fraction of milk fat that
was spin coated onto a silicon substrate. Figure 13A shows
what appears to be a “particle” of the order of 4—5um. The
edges of this particle are not well defined, probably due to the
nature of the atomic-force microscope’s method of imaging. It
is difficult to effectively define the boundaries between closely
spaced particles because the vertical range of the atomic force
microscope is limited; therefore, rather than define a definite
boundary, the tip of the microscope will instead indicate a low
point in the image, which may appear as an intermediate
depth. Total darkness in these images represents the limit of
the tip’s vertical displacement, while the whitest color in the
image represents the highest point in the image. Figure 13B
identifies at least three neighboring “particles” of the same
average size. Figure 13C and 13D show intermediately sized
clusters of particles, while Figure 13E shows what appears to
be a section of a large cluster of the order of 90pm—100wm.
Figure 13F shows what appears to be the boundary between
two or three large clusters. All of these images were imaged
on the same sample, with Figure 13E located over a spot adja-
cent to the spot over which Figure 13F was located. Figures
13A-D are all within the area shown in Figure 13E. Figure
14 shows a composite of images taken from the same sample as
Figure 13, except that these images were taken over a different
location on the surface of the sample. As can be seen, similar
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Figure 13 Atomic Force microscopy images of the high melting
fraction of milkfat. Sample was spin-coated onto a silicon substrate.
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2.5 pm

10 pm

Figure 14 Atomic Force microscopy images of the high melting
fraction of milk fat. Sample was spin-coated onto a silicon substrate.

types of structure as described previously are observed. Figure
15 is of the high-melting fraction of milk fat as well, only this
sample was prepared in a rheologic mold rather than spin-
coated onto a silicon substrate, as were the samples shown in
Figures 13 and 14. As can be seen, this image is in agreement
with Figures 13 and 14, except that, at the low magnifications
(i.e., for Figures 15D-F), there are a series of very high, round
spots. It is believed that these spots are due to wax particles
found on the samples that were prepared in the rheologic
molds (part of the process requires the sandwiching of the fat
samples by Parafilm, which may have been contaminated with

Copyright © 2005 by Marcel Dekker



218 Narine and Marangoni

Figure 15 Atomic Force microscopy images of the high melting
fraction of milk fat. Sample was prepared in a mold used in rheology
studies.
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dust or wax crystals) because these types of spots were ob-
served with all the samples prepared in the molds. What is
also important to note in Figures 13—15 is that the structures
at different magnifications, i.e., at different length scales, look
quite similar. These structures seem to demonstrate some sort
of statistical self-similarity at different length scales, bounded
by the size of one “particle” and the size of one large cluster
(because, as we shall see from other images presented in this
chapter and from Heertje and coworkers’ publications, the
large clusters pack in a regular space filling manner to form
the network). Identification of self-similarity in natural struc-
tures is usually a rather qualitative process (due to the in-
exact nature of the self-similarity), such as the realization that
clouds and trees are self-similar. However, this process is usu-
ally the first physical clue that the object under scrutiny may

Figure 16 (A-C) Photographs of a Minaret cauliflower showing
self-similarity at different length scales. (D) Electron micrograph
(SEM) of Alverda cauliflower on submillimeter scale. (Adapted from
Grey and Kjems, 1989).
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be fractal in nature—for example, Figure 16 shows the quali-
tative self-similarity of a cauliflower, which is a typical natural
fractal. Figure 17 show AFM images of a sample containing a
50:50 mixture of the high-melting fraction of milk fat (HMF)
and the medium-melting fraction (MMF) of milk fat, spin
coated onto a silicon substrate. Again, these structures are
very similar to those of the high-melting fraction—individual
particles (not very defined, for reasons mentioned earlier)
seem to be arranged in clusters, which are further arranged

Figure 17 Atomic force microscopy images of a 50:50 w/w mixture
of the high melting fraction of milkfat and the medium melting frac-
tion of milkfat. Sample was spin-coated into a silicon substrate.
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into one large cluster (of approximately 100-125 pm), shown
in Figure 17D. As well, the self-similarity of the structure at
the different magnifications shown is readily apparent. Figure
18 shows composites of a 50:50 mixture of HMF and MMF,
but in this case the samples were prepared in rheologic molds.
As is evident, the structures shown in Figures 17 and 18 are
quite similar, except for the appearance, again, of the sus-
pected wax particles. As well, the self-similar nature of the
structure at different magnifications is evident. Figure 19
shows AFM images of a sample containing a 70:30 mixture of
the HMF and the MMF of milk fat, spin-coated onto a silicon
substrate. The structures shown demonstrate the same gen-
eral organization as the other AFM images, and again the self-
similar nature of the structures at all length scales within a
large cluster (the smallest magnification, Figure 19C, is still
within an entire large cluster) is evident. Figure 20 shows
AFM images of cocoa butter. Figure 20A is interesting in that
it represents a level of magnification not shown previously in
any of the AFM images. This level of magnification is showing
structures that are within the “particles.” The image suggests
that the “particles” are composed of intertwined crystalline
material, a picture which is reinforced by the polarized light
micrographs shown in Figure 10.

Figure 20B shows the familiar “particles” packed fairly
close together, and, again, in this image, the appearance of
the “particles” as being composed of intertwined crystallites
is reinforced. Figure 20C is a rather poor image at a lower
magnification, which is, however, suggestive of the clustering
of intermediately sized clusters. It is unfortunate that current
atomic-force microscopes are not capable of a lateral range of
scan much greater than 150pum. As a result, using this method,
it is very difficult to image two or more of the large clusters
reported by Heertje and coworkers and seen in the confocal
images. However, some of the images do indicate the presence
of these large clusters, although it is obviously not possible
to assign a finite size, shape and packing regularity to these
structures. It is conceivable that one may be able to perform
adjacent scans of a surface and then reconstruct these images
to represent the packing of a large area on the sample, but this

Copyright © 2005 by Marcel Dekker



222 Narine and Marangoni

Figure 18 Atomic force microscopy images of a 50:50 w/w mixture
of the high melting fraction of milkfat and the medium melting frac-
tion of milkfat. Sample was prepared in a rheological mould.

Copyright © 2005 by Marcel Dekker



Microstructure 223

Figure 19 Atomic force microscopy images of a 70:30 w/w mixture
of the high melting fraction of milkfat and the medium melting frac-
tion of milk fat. Sample was spin-coated into a silicon substrate.
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14.0 pym

Figure 20 Atomic force microscope images of cocoa butter. A thick
sample was crystallized on a glass microscope slide without a co-
verslip.

procedure is not straightforward due to the severe hysteresis
found in the piezoelectric crystal drives of the atomic-force
microscope. However, the atomic-force images presented here
lend support to the structural organization suggested by the
other forms of microscopy outlined so far.

Figures 21 shows in situ light micrographs of milk fat
clusters using phase contrast (Figure 21A and C) and polarized
light (Figure 21B and D). Figure 22 shows light micrographs
of a 30% (w/v) mixture of the high-melting fraction of milk fat
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50 um

Figure 21 In-situ light microscope images of milkfat at 22°C
viewed under phase contrast (A and C) and polarized light (B and
D)

and triolein with 0.5% Tween 60 added under phase contrast
(Figure 22A) and polarized light (Figure 22B). It is important
to discuss what these figures represent before we begin a dis-
cussion of the structures that are represented in them. First
of all, it is obvious that the views offered by polarized light
and phase contrast microscopies are different. The polarized
light image has been transformed relative to the more repre-
sentative phase contrast image— the cluster appears particu-
late and less dense. Thus, the PLM technique selects lightfor
a subset of crystallite orientations which are visible under full
extinction. This, as will be discussed later, allows for the frac-
tal analysis to be carried out on these birefringent fat crystal
networks. Second, these images are of the in situ network, and
have a definite depth. Since the images have been deliberately
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Figure 22 In-situ light microscope images of a mixture of the high
melting fraction of milkfat and triolein with 0.5% Tween 60 at 22°C
viewed under phase contrast (A) and polarized light (B).
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made very thin, this depth is not significant enough to attenu-
ate appreciable amounts of the light passing through, and,
therefore, the image presented is not totally opaque, but gives
a good representation of all the “particles” (reflections from a
subset of crystallites oriented in a particular orienta-
tion)—both in the depth of the sample as well as in the focal
plane of the microscope. Care was taken to focus on those “par-
ticles” at the top of the sample, and those particles in the depth
of the sample are, therefore, represented as out-of-
focus entities that appear smaller than their actual size and
as higher levels of gray than the in-focus particles, which ap-
pear as higher levels of white. Since the depth of the samples
are represented here, it is not possible to identify the bounda-
ries of intermediate clusters that may be present because, if
those were present, the boundaries would most likely be ren-
dered indistinct due to the presence of particles belonging to
other clusters in the depth of the sample, which are not at the
same x-y coordinates of the clusters in focus. Therefore, the
field of view is representative of all “particles” in the thin
three-dimensional sample, except for those in direct geometri-
cal shadow of “particles” in focus. Now, since the images are
created due to the refraction of polarized light through the
anisotropic crystalline nature of the “particles,” only part of a
typical particle will be visible; however, by rotating the polar-
izer 45 degrees, it is possible to render those parts of the “parti-
cles” that were not visible, visible. This process, of course,
renders the previously visible parts invisible; however, it
serves to ensure that one can discern between neighboring
particles. The so-called Maltese Cross pattern is, for instance,
due to a spherelike “particle,” but, because of the orientation
of the crystallites in the “particle,” not all of them are visible
when one looks at the particle under polarized light. Therefore,
while it is possible to represent all of the “particles” present
in the thin three-dimensional sample in the PLM image, each
particle will be missing mass, some particles will appear larger
than others, and some particles will appear more in-focus than
others. However, the presence of all particles except those in
direct geometrical shadow (negligible if the sample is suffi-
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ciently thin) may be noted if the image is taken with some
care. One can identify and measure “particles” of the order of
1-5pm, in agreement with the AFM technique, which is a
more direct probe of the nature of the particles within the fat
crystal network than PLM.

The evidence presented by the different types of micros-
copy are all in agreement —the microstructure of fat crystal
networks seems to be organized in hierarchical levels of struc-
ture: “particles” composed of intertwined crystallites, of the
order of 1-5 pm are organized in intermediately sized clusters,
which are packed into large clusters of the order of 100-150
pm, similar to the way the “particles” pack. Not much evidence
has been presented yet of the large clusters themselves, al-
though the work of Heertje and coworkers has been quoted,
which demonstrates that the large clusters in a fat network
pack in an orthodox space-filling manner to form the network.

In an effort to observe the formation of the fat crystal
network from the melt, the kinetics of formation of the network
was monitored by PLM. Figure 23 shows images of the net-
work formed by milk fat triacylglycerols at 5.5 min. (A), 7 min.
(B), 8.5 min (C), 10 min (D), 11.5 min. (£), 13 min (¥), 25 min
(@), and 32.5 min. (H) after appearance of the first visible signs
of crystallization in the field of view. As is demonstrated by
Figure 22, growth, in the early stages of crystallization, is con-
centrated around a few centers of nucleation. However, as the
growth process continues, there is an aggregation process that
takes place because of the appearance of many more centers
of growth (with advanced growth having already taken place,
therefore suggesting that these “new” centers of growth were
not new nucleation events) than there were nuclei in the field
of view. The centers’ crystallization growth process continues
until they reach a certain maximum size, whereupon the ag-
gregation process continues slowly. After approximately
one-half hour, the aggregation process is no longer visibly
evident, although quite often there is massive rearrange-
ment of the structure over 24, and sometimes even 48 and
72, hours. It is unfortunate that this type of microscopy does
not allow the definition of intermediately sized cluster
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Figure 23 Polarised light microscope images of milkfat triacylglyc-
erides at various times after appearance of first visible signs of crys-
tallization: (A 5.5 mins, (B) 7 mins, (C) 10 mins, (D) 11.5 mins, (E)

13 mins, (F) 25 mins, and (G) 32.5 mins.
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boundaries, because it would also be interesting to observe the
process of aggregation of these clusters themselves. One can
begin to see cluster formation during the crystallization/aggre-
gation process. For example, in Figure 23C, one can begin to
see the formation of the intermediately sized clusters, the pro-
cess of which can be easily followed through Figures 23E and
23F; however, by 23G and 23H, the field of view is so filled
with “particles” that the cluster boundaries become indistinct.
One of the reasons the cluster boundaries are no longer visible,
of course, is due to the aggregation of the clusters, which is
blurring the boundaries. This type of growth/aggregation be-
havior is demonstrated by all of the fats studied in this
work—-cocoa butter, tallow, lard, palm oil and milk fat all dem-
onstrate these growth modes. It seems reasonable to assume
that “particles” aggregate into intermediately sized clusters
(while also growing to some optimum size) and then the inter-
mediately sized clusters themselves aggregate into the large
clusters. The aggregation processes for particles and interme-
diately sized clusters must be similar, given the similar man-
ner in which they have been observed to pack, in the AFM and
CLSM images presented before. This is also true because the
aggregation process continues after the clusters have been
formed.

3.2 Structural Model of the Fat Crystal
Network

The microscopic evidence presented previously forms a com-
posite picture of the structure of fat crystal networks. No one
method of microscopy on its own reflects the composite picture;
however, by considering the various images from the different
types of microscopy, one can build a structural model of fat
crystal networks which is supported by all the forms of micros-
copy. One of the needs in the fats and oils industry is the
establishment of nomenclature that will unambiguously iden-
tify different levels of microstructure. Perhaps the best way
to establish such nomenclature is to trace the development
of the fat network as it forms from the melt. At the start of
crystallization, there is a process of nucleation followed by
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growth of these nuclei into crystallites. Molecular thermody-
namics and kinetics most probably control this process. As we
have seen, these crystallites associate in dense packets, with
several intertwined crystallites tending to form “particles” of
the order of 1-5 pm. It is proposed that these “particles” be
called microstructural elements because they form the small-
est repeating structure at a length scale visible under a light
microscope. These microstructural elements then continue to
grow larger through further crystallization, although there is
an aggregation process that takes place as well, leading to
the formation of intermediately sized clusters, which further
aggregate to form large clusters. This aggregation process is
most probably controlled by mass and heat transfer limita-
tions. The large clusters, which, it is proposed, should be called
microstructures, pack in an orthodox, space-filling manner to
form the network, as has been shown by Heertje and cowork-
ers. Additionally, evidence of the microstructures has been
presented here, in CLSM, AFM, and PLM images, and, to a
less certain extent, in SEM images. Figure 24 is a schematic,
two-dimensional representation of the structural hierarchy of
the microstructure of fat crystal networks. The microstruc-
tural elements, the intermediately sized clusters, and the mi-
crostructures have all been represented by circles, indicating
that they are spherical. There is evidence from all of the meth-
ods of microscopy that these structures are spherelike (which
may be taken to mean stretched and distorted spheres as well).
However, whether they are smooth spheres is something that
cannot be determined, and this factor will most probably differ
with the type of fat. Certainly, SEM and AFM micrographs of
the microstructural elements suggest that these are not
smooth spheres, and that the sphericity is not perfect. How-
ever, representing these structural entities as spheres is prob-
ably fairly representative, providing one keeps in mind that
this is an imperfect approximation. The packing of the micro-
structural elements within the microstructures is quite disor-
dered, as has been seen in the images presented earlier. How-
ever, it is important to recall that, at length scales ranging
from the diameter of the microstructural elements to the dia-
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Figure 24 Idealized two-dimensional schematic representation of
the self-similar structural hierarchy of the microstructure of fat crys-

tal networks.

meter of the microstructures, these structures appear to be
statistically self-similar, i.e., the structure within this range
of length scales, at different magnifications, appears to be sim-
ilar. This, of course, is most strikingly obvious in the atomic-
force micrographs. Therefore, in an idealized attempt to dem-
onstrate this self-similarity, Figure 24 shows that the packing
of the microstructural elements within clusters is similar to
the packing of the clusters themselves into the microstruc-
tures. In order to easily achieve this effect, the microstructural
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elements and the clusters are arranged in an ordered manner;
however, in reality, these arrangements are quite disordered,
as is evidenced by the microscopy images shown earlier. The
fact that there appears to be statistical self-similarity in the
length ranges between the size of the microstructural ele-
ments and the microstructures is not surprising, since the
method of growth/aggregation between these two length
ranges is limited by the same physical constraints.

3.3 Fractality

Now that the structural organization of the microstructural
level of a typical fat crystal network has been established, the
next logical step is an attempt to quantify this level of struc-
ture. Apart from monitoring microstructural element size,
cluster size, and microstructure size (not an easy task due to
the nature of the methods of microscopy), it seems important
as well to ask the question: what is the spatial arrangement
of the mass of the network at the microstructural level? Cer-
tainly, the size of the various hierarchical levels of structure
will determine the way in which forces holding the network
together will be affected. Equally as certain, however, is how
the spatial arrangement of the various levels of structural en-
tities will also affect the forces that hold the network together.
Of course, additional factors such as the nature of the crystal-
line material (polymorphism) and the nature of the constituent
molecules themselves are also important factors; but, from a
microstructural perspective, the parameters that can be deter-
mined are concerned with the size, shape, and spatial arrange-
ment of the structural entities. Certainly the density of this
level of structure will yield some information about the spatial
arrangement of the mass of the network, but density alone
does not give information about the actual packing—i.e., it
is a rather macroscopic measurement, which does not yield
structural information about the actual order of packing of the
structural units of interest. Due to the extremely disordered
nature of the packing of levels of structure below the size of
the microstructures, it is difficult to assign lattice parameters
to the positioning of the microstructural elements. Fractal
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analysis has, in the past, been used to characterize the spatial
arrangement of such disordered structures that demonstrate
self-similarity at different length scales. Additionally, based
on the calculation of a fractal dimension from rheologic mea-
surements on fats which were fitted to a fractal model devel-
oped for colloidal gels (section 2), it seems fitting that one tries
to apply fractal principles to the study of the microstructural
level of structure in fats. Certainly, the self-similarity of the
structure suggested by the AFM, CLSM, SEM, and PLM im-
ages of the network encourages this endeavor. The challenge,
here, is that each of the methods of microscopy that have been
presented previously demonstrate inherent artifacts, and none
of them presents an unbiased, complete view of the network.
What seems plausible is that the structure is self-similar
at length ranges bounded by the size of the microstructural
elements and the size of the microstructures. We have success-
fully applied a particle-counting method, as well as a box-
counting method, to the analysis of in situ polarized light
micrographs of crystallized fats. These methods are described
in the Analytical Methods section of the book.

Before ending this section, we would like to leave the
reader with the image in Figure 25. This micrograph shows a
fat crystal network of the high-melting fraction of milk fat at
different magnifications, in the range usually used in fractal
analysis. The box-counting dimension of all these images is
identical, providing further evidence that, for certain systems,
fat crystal networks display self-similarity in the range of
magnification that includes structural elements from 1 to 100
pm in size.

3.4 The Weak Link Revisited

Now that the general structural arrangement of the micro-
structure of fat crystal networks has been established, it is
relevant to examine how this structural organization relates
to the weak-link theory. The model of the structure of fat crys-
tal networks developed above identifies the microstructures as
the largest structural building block of the network. It seems
reasonable that any stress that is put on the network will first
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Figure 25 Polarized light image of a fat crystal network of the
high-melting fraction of milk fat at different magnifications. All im-
ages yield the same box-counting dimension, thus providing evidence
for self-similarity in this range of magnifications.
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be felt by the microstructures. The question is, how do the
microstructures behave under this stress? Heertje and cowork-
ers [10,26,87] have demonstrated that the microstructures are
separated when the network is stressed, yet they remain intact
(maintaining their shape and size). Therefore, it seems reason-
able to expect that, when the network is stressed, the links
between the microstructures are the first level of the structure
that is stressed. Figure 26 shows a theoretical schematic of
the network under stress. It seems reasonable to expect that
the stressing of the network within the elastic limit results in
a stressing of the links between microstructures, which are a
repeating, regularly packed structural unit. Referring to Fig-
ure 25, if one were to express the force-constant of the links
between microstructures as K;, then the macroscopic elastic
constant, K, (in 1 dimension) of the network could be written
as:

d-2
[t

where ¢ is the diameter of one microstructure, L is the macro-
scopic size of the system, and d is the Euclidean dimension of

Figure 26 Theoretical schematic of the fat crystal network under
a small stress which is insufficient to exceed the elastic limit of the
network.

Copyright © 2005 by Marcel Dekker



Microstructure 237

the sample (=3). However, as has been shown earlier, the
structure within the microstructures is fractal in nature. We
can therefore relate the diameter of the microstructure (or ag-
gregate) to the particle volume fraction of the entire network.
Therefore, using equation (31):

1

&~ (@)"° (31)

and substituting this expression into equation 30 yields:

L
— KL (32)
(®)53

Now, if the links between microstructures are identical, and
the size of the system is a constant, we can write equation 8 as:
1

K~ ()" (33)

Recognizing that the shear storage modulus of the network is
related in a proportional manner to the tensile elastic con-
stant, we can write equation 33 as:

1

G’ ~ ®3-D (34)

K -~

The theory espoused by equation 34 relates the shear storage
modulus to the particle volume fraction via the fractal dimen-
sion of the network. The particle volume fraction of the net-
work is not easily measured (in fact, the author knows of no
experimental method that yields this value). It must be stated
clearly, here, that particle volume fraction is used to mean
microstructural element volume fraction—it is obvious from
the development above that the “particles” refer to the micro-
structural elements. It will be shown below that the ®gpc,
determined as SFC/100, is proportional to the particle volume
fraction, ®. Therefore, one may use ®gpc in the stead of @ in
equation 34, bearing in mind that the nature of the proportion-
ality constant is now changed. One can now replace the propor-
tionality sign by the constant \ (y in our previous nomencla-
ture), bearing in mind that this constant would be dependent
on the links between microstructures and the relationship be-
tween &, @, and D, as well as the nature of the proportionality
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between ®grc and P, given the origin of the proportionality
constant, as developed above:
1

G’ = AP3D (35)
Equation 35 is of course equivalent to the expression arrived
at by Shih et al. [80] for the weak-link theory for colloidal gels.
Therefore, from a structural perspective, it seems that use of
this formulation for fat crystal networks is warranted. Not
surprisingly, therefore, the work by Rousseau and Marangoni
showed that the weak link theory when applied to fats yielded
plausible results. Additionally, these authors were not incor-
rect in assuming that the fractal dimensions that they calcu-
lated from this rheologic treatment were related to the micro-
structure—as was previously shown, such a fractal dimension
is related to the way in which the microstructural elements
are distributed in the microstructures of the fat network. The
obvious challenge, therefore, is to compare the fractal dimen-
sions calculated by rheologic methods to those calculated by
image analysis methods. The most important issue here, of
course, is the need to emulate the same processing conditions
for the rheologically prepared samples and the samples pre-
pared for microscopy on a glass slide.

3.5 Relating the Particle Volume fraction to the
Solid Fat Content

The solid fat content, ®gzc, of a fat network may be defined
as:

V
Do = a0 A}lEpME (36)
T

where nyg is the number of microstructural elements, V5 is
the volume of one microstructural element, pyz is the solids
density of a microstructural element, and My is the total mass
of the network (solid mass + liquid mass). Equation 36 can
be rewritten as:

_ DgpcMy

VuePur

(37)

Nyg
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Now, the total particle volume concentration, ®; of the network
is given by:
O = g Ve (38)
t VT
where V7 is the total volume of the network. Substituting for
nyg in equation 37:
DgpcM

Ve
O = VuePyEe (39)
t VT
yields:
d :&qp 4
=5 SFC (40)
ME

where p, = %, and is the density of the network itself. The

T
solids density of the microstructural elements, pyz, is higher

than the density of the network, p;, because the microstruc-
tural elements are very densely packed (recall the AFM image
shown in Figure 20A, which showed that the microstructural
elements are made up of intertwined crystallites), while the
network itself contains a lot of liquid oil and dispersed micro-
structural elements. However, as established by equation 40,
the particle volume fraction of the network is proportional to
the SFC of the network. Therefore, although it is difficult to
measure the particle volume fraction of the network, the SFC
may be used in its stead, bearing in mind that these two enti-
ties are not equal but are proportional.

3.6 Rheology

Plots of G" vs. ® shown in Figure 27 support the power—law
dependence of G’ on ® suggested by equation 34. Figure 27A
shows data for milk fat at 5°C. This is in the form of a straight
line, which implies, from equation 34, that the fractal dimen-
sion must be equal to 2. Figure 27B shows data for tallow at
5°C, Figure 27C shows data for palm oil at 5°C, and Figure 27D
shows data for lard at 5°C. Figures 27B—D show a nonlinear,
power—-law dependence of G’ on ®. As has been explained, a
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Figure 27 Plots of log,o G’ vs. @ for: (A) milkfat, (B) tallow, (C)
palm oil, and (D) lard.

plot of In G’ vs. In ® yields a straight line with slope equal to
1/(8 — D); such plots are shown in Figure 28 for milk fat (28A),
tallow (28B), palm 0il (28C), and lard (28D). All the systems we
have studied to date display the power—law scaling behavior
characteristic of fractal networks. Figures 29-31 are a few
examples of this power—law scaling behavior.

Table 1 summarizes the values of D and (obtained for a
variety of systems crystallized isothermally at 5°C using the
double logarithmic plots described previously.

3.7 Physical Significance of Fractal Dimension

The previous discussion of experimental data shows that fat
crystal networks are fractal within certain length ranges and
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Figure 28 Plots of G’ vs. In ® for: (A) milkfat, (B) tallow, (C) palm
oil, and (D) lard.

that the structural arrangement of the microstructure of fat
crystal networks makes it possible to apply the weak-link the-
ory to analyze the mechanical properties of the networks. Cen-
tral to this finding is the calculation of a fractal dimension.
Therefore it is relevant that we attach some physical signifi-
cance to this quantity if it is to be a useful parameter.

Note that for a higher fractal dimension, the density of
the packing of the microstructural elements must be higher
because, according to equation 3, the number of microstruc-
tural elements is proportional to the characteristic length
raised to a power equal to the fractal dimension. Density of
packing of the microstructural elements does not refer to the
traditional definition of density of the network (total mass/
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Figure 31 Plots of the InG’ vs. In ® for a series of fat systems.
Work hardening increases from 1 to 3. The acronyms HMF and MMF
refer to, respectively, to the high-melting and medium-melting frac-

tions of milkfat.
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Table 1 Fractal Dimensions (D) and Parameter A Determined
Rheologically for a Series of Fat Systems Crystallized
Isothermically at 5°C

System D MMPa)
Milkfat-canola oil (MF-CO) 1 shear 2.63 43.1
Milkfat-canola oil (MF-CO) 2 shear 2.44 4.93
Milkfat-canola oil (MF-CO) 3 shear 2.73 37.0
Milkfat-canola oil (MF-CO) 4 shear 2.62 95.1
Milkfat-canola oil (MF-CO) 1 compression 1.96 21.2
Milkfat-canola oil (MF-CO) 2 compression 2.01 23.6
MF-CO enzymatically interesterified shear 2.52 10.4
MF-CO chemically interesterified shear 2.20 2.40
Milkfat TAGs-canola oil shear 2.71 135
Cocoa butter-canola oil shear 2.37 77.8
Cocoa butter-canola oil compression 2.40 45.6
Salatrim-canola oil shear 2.89 5.85
Tallow-canola oil shear 241 37.4
Palm oil-soybean oil (PO-SBO) shear 2.82 210
PO-SBO chemically interesterified shear 2.82 398
Lard-canola oil (LCO) shear 2.88 4870
LCO chemically interesterified shear 2.84 4890
Interesterified, hydrogenated palm 2.63 389
oil-canola oil shear
Partially hydrogenated palm oil-canola oil shear 2.46 118
Partially hydrogenated palm stearin/palm oil 2.48 109
blend-canola oil shear
Interesterified, hydrogenated palm oil-peanut 2.36 717.8
oil shear

total volume), nor does it refer to the density within a typical
microstructural element (which has been used in equation 40
as the symbol py/z). The density of packing of the microstruc-
tural elements refers to the density of the microstructural ele-
ments within one microstructure. Therefore, if one is observing
a particular fat after it has been processed differently, then the
increase or decrease of the amount of microstructural elements
within a certain characteristic length will signal the increase
or decrease of the fractal dimension. However, given the na-
ture of the PLM images, this is not a parameter that is easily
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ascertained without image analysis. Additionally, as is dis-
cussed later, the fractal dimension is not only dependent on
the density of the packing of the microstructural elements, it
is also dependent on the order in which they pack. Certainly,
these two parameters are interrelated, since the order in
which the elements pack also influences the density of the
packing and is itself influenced both by the nature of the inter-
microstructural element forces and the mass and heat transfer
limitations during the formation of the network.

If one considers a line, with microstructural elements
placed at some equilibrium nearest-neighbor distance apart,
then one has a picture represented by figure 32A. The projec-
tion of the positions of the microstructural elements onto a
line represents an ordered array. Now, the line containing the
microstructural elements represents a 1-dimensional object.

ST S S S-S S N
s 4 = 7Y % 3 7Y 7y 2
N 6 é . o« 6 e o
—_— A Y ) ) A A A
[ ° ® c o ) . U
D A v &x° B RN ry 7y A A
S i 6 ¢ . ¢ ¢

Figure 32 Schematic of microstructural elements placed on a line
at equal distances apart. The dimensionality of the line increases
from (A) to (E). Microstructural elements on the thin line are
projected onto the thick line.
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If one starts to put kinks in this line, one starts to raise the
dimension of the line to a value just above 1, and less than 2.
This scenario is represented in Figure 32B. Now, the micro-
structural elements must still be placed at a nearest-neighbor
equilibrium distance from each other on this new “space,” so,
therefore, the projection of the positions of the microstructural
elements onto a line begins to look disordered, as shown in
the figure. It is useful to have a working quantitative definition
of order in this analogy. When one looks at the projection of
positions, one may define high order as the positions all being
a common average distance apart from each other. Therefore,
the standard deviation of the various distances apart of near-
est-neighbour projection positions is a good representation of
the deviation from order (lower standard deviation implies
higher order). Figure 32C—E demonstrates situations in which
more and more kinks are placed in the line containing the
microstructural elements—therefore, the fractal dimension is
increasing from (Fig. 32A-E. Table 1 shows the distance apart
of nearest-neighbor projections of each situation (and lists an
additional two situations following the same trend of kinks,
not shown in figure 32) and the standard deviation in these
values for each situation. As can be seen, as the fractal dimen-
sion increases, the order initially (for a small amount of kinks
in the line) decreases before it begins to increase as the fractal
dimension gets larger and larger (i.e., closer and closer to 2). Of
course, the fractal dimension referred to here is qualitatively
getting larger (the actual dimension has not been computed),
but it is generally accepted that more and more kinks in a line
represent higher and higher fractal dimensions, because the
line is closer approximating a plane. This situation is exactly
what happens in the case where dimension is between 2 and
3. An interesting effect to note is that, as the fractal dimension
and order increases, so does the packing density of microstruc-
tural elements in the observed region. This is, of course, in
agreement with the foregoing discussion on density and order.

3.8 Conclusions

It has been shown in this chapter, from a structural basis es-
tablished by a multitude of microscopy techniques, that fat
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crystal networks crystallized statically are fractal within cer-
tain length ranges. Furthermore, it was shown that the weak-
link theory is applicable to fat crystal networks. The next stage
in this developmental process is to begin establishing links
between heat and mass transfer conditions and the resulting
microstructure of the fat from knowledge of the crystallization
kinetics and phase behavior of the individual triacylglycerols
present in the sample. This work is ongoing.
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