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Preface

This book is motivated by the rapidly growing challenges and opportunities on the
road to the sustainable energy services. Present efforts toward integrating clean and
efficient resources are often not aligned with the objectives of the end users nor with
the business strategies needed to make these technologies affordable. The role of
“smart grids” as enablers of such integration remains fuzzy. The main premise in
this book is that the information technology (IT) in its broadest sense of the word
could play a major role in overcoming these problems and in integrating these new
resources according to the consumers’ specifications. The design of IT architectures
to support the functionality of given electric grids for aligning the characteristics
of the existing and new resources with the demand needs is the key challenge. The
trade-off between the IT complexity and the cost relative to the potential benefits is
a major underlying question. To the best of our knowledge this is the first com-
prehensive model-based treatment demonstrating through systematic simulations
that the existing and new resources could be integrated for meeting users’ needs
according to their preferences and within the prespecified cost ranges for electricity
service. As such, the book represents first-of-its-kind proof-of-concept that it is,
indeed, possible to utilize very diverse resources in alignment with customers’
preferences while meeting prespecified societal goals. The mathematical treatment
for the proposed concepts is not extensive. Mathematical problem formulations are
used only to the extent needed to pose the new approach and to contrast it with
the currently used approaches. The objective is, instead, to briefly summarize the
concepts and then illustrate the potential game-changing outcomes using as realistic
data gathered for the electric energy systems in the Azores Islands of Portugal.

The vision put forward is a result of the efforts by the team of over dozen
researchers who, at one point of time or the other, have worked closely with the
coeditors of this book. The three coeditors themselves have collaborated for nearly
one decade. They hope to convince the reader that green future electric energy
systems cannot be determined by looking solely at the coarse capacity estimates
and the characteristics of individual technologies. Instead, a systems approach to
enhancing today’s planning and operating practices is required to begin to utilize
the hidden potential of many distributed clean resources. If done right, this would

vii



viii Preface

lead to achieving much higher system-level efficiency than it is currently achieved
even in systems with conventional and fully controllable technologies.

The new technologies considered are small hydro-, geothermal-, wind-power
plants, photovoltaics (PVs), electric vehicles (EVs), and fast controllable stor-
age, like flywheels and stationary batteries. When equipped with the embedded
model-based sensing, communications, and decision-making algorithms, these
new resources can be coordinated with the adaptive load management (ALM)
automation on the customers’ side to provide just-in-time (JIT) and just-in-place
(JIP) value directly contributing to flexible and efficient asset utilization. One good
measure of system-level efficiency is the system load factor which is defined as the
ratio of average energy consumed and the peak demand. It is demonstrated in this
book that the achievable system load factor by means of IT-enabled flexible asset
utilization is significantly higher than today’s system load factor. To the contrary,
if new technologies are deployed as mandated by the regulators without enhancing
today’s operating and planning industry practices it will be very difficult to manage
the new resources efficiently and reliably.

This book reports on our work in progress toward IT-enabled electricity services.
The concepts are demonstrated by simulating electric power systems in two Azores
Islands, Flores and Sao Miguel. We are truly encouraged by the results obtained
as they demonstrate that it is possible to manage uncertainties created by the
intermittent resources, such as wind power and PVs, without relying on excessively
large amounts of expensive storage and on expensive and polluting diesel fuels
currently used on these islands. Perhaps the most important message in this book
is that it is not effective to pre-commit to the deployment of certain fixed capacity
of renewables without understanding the characteristics of the existing resources
and the demand characteristics and customers’ preferences. Targets like deployment
of prespecified capacity of renewable resources could become difficult to justify
without designing new methods for their integration. As with everything else,
it is necessary to assess long-term potential costs and benefits which may be
brought about by the new resources. Unique to the electric energy systems, the
cost/benefit analysis is critically dependent on the operating methods for utilizing
these resources. In this book we present a possible framework for assessing possible
technologies, for designing IT to enable their effective utilization and, notably, for
utilizing efficiency brought about by the interdependence of various technologies.
The emphasis is on potential savings from deploying predictive look-ahead decision
methods under uncertainties and on the multi-temporal risk management.

The most effective solutions are nonunique. Possible trade-offs between complex
software methods (predictions and look-ahead decision making for managing future
uncertainties dynamically), on the one side, and the novel adaptive hardware
technologies for managing imbalances created by the intermittent resources, on
the other side, are truly striking. The need for expensive fast-responding storage
can be greatly offset by predicting wind fluctuations and scheduling slower, less
expensive resources. The complexity of JIT and JIP system operations and planning
by the single utility is likely to become overwhelming. Instead, it is envisioned in
this book that an interactive IT-enabled framework could facilitate flexible system
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management; much distributed intelligence is embedded into system users and
minimal coordination is required by the utility system operators. This change of
operating paradigm requires fast automation to prevent extremely fast instabilities
following forced equipment outages, as well as to make the dynamic system
response robust with respect to various uncertainties. In order to achieve this, it
becomes critical to establish new mathematical models, analysis, and control design.
Qualitatively different methods for managing fast small wind power fluctuations
are needed than when managing fast large wind power surges or large prolonged
wind power deviations from the predicted levels. While relatively small flywheels
or batteries can be used to reduce wear and tear of the slow mechanically con-
trolled generators, it becomes necessary to rely on power-electronically controlled
equipment for managing large wind surges of short duration; finally, to compensate
imbalances created by the prolonged wind power deviations it becomes necessary to
use larger flywheels and storage. Moreover, the control capacity required to manage
these imbalances during the time window needed for the more conventional slower
resources to respond greatly depends on the sensing, communications, and control
logic used for automatic control.

We close by pointing out that we are at the very cusp of what promises to be a
major era of IT innovations for future electric energy systems. As one of our industry
friends pointed out, we are in the midst of once-in-fifty-years opportunity to make
major innovations in today’s electric energy industry. This must be done with clear
sense of how systems work today and with a real appreciation of the fact that the
most effective solutions are likely to be the result of many diverse technologies,
software and hardware, complementing each other for meeting complex customers’
preferences. These are no longer just needs for uniform uninterrupted electricity
service. Customers differ in so many ways with respect to both their needs and
preferences, as well as with respect to their ability to respond to the technical and
economic signals. We have had fun testing otherwise highly theoretical concepts
using realistic data from the Azores Islands. We are grateful for the opportunity
given to us by having this information to illustrate recent concepts from our research
on how much cleaner Azores Islands could become without increasing the actual
cost and with full awareness of customers’ characteristics.

On behalf of all authors Marija Ili¢ wishes to thank Professors Jose’ M.F. Moura
and Ernest J. Moniz for suggesting to study Azores islands. She also thanks her
colleagues Joao A.P. Lopes, Stephen Connors and Dan Spang for sharing early on
what they knew about various data sources. This book would have not happened
without the help by Filipe R.G. Mendonca and Anténio J. L. A. Furtado from
Electricite de Azores (EDA). May the tale of the beautiful Azores Islands always
warm all of our hearts.

Pittsburgh, PA, USA Marija Ili¢
College Station, TX, USA Le Xie
Pittsburgh, PA, USA Qixing Liu






Prologue

This book is a first example of what may become possible when one combines
physical infrastructures, like complex electric energy systems and their power grids,
with on-line information technologies, such as widespread sensing, communica-
tions, and control. The book demonstrates how data-driven distributed decisions
with minimal coordination among generation, electricity users, electric power grid,
and the operators and planners, offer choice and system-level social benefits at the
same time.

To illustrate this potential, the authors introduced end-to-end models of two
test bed electric power grids in the Azores Islands in a form that is appropriate
for information technology design and that enables the desired analysis of the
performance of these systems. The data provided and made available by the
Electricidade dos Aores (EDA) is greatly appreciated. Having now these data and
models, one can begin a systematic approach to IT and cyber design and compare
different proposed solutions.

Looking forward, I see at least three major challenges:

First, the eternal challenge of how to further validate the concepts proposed in the
book with test beds with hardware in the loop. This will better prepare the ground for
technology transfer of the dynamic monitoring and decision systems (DYMONDS)
framework presented in this book. One way could be working during long summer
days in the EDA control center to further test what is proposed here. The path to
deploying systems solutions is not well plowed and learning from the experts who
operate the system and comparing their actions with what IT-based methods suggest
is invaluable. At the same time, it is important to show practitioners how embedded
IT can be used and is useful. This is no small step.

Second, now that a first proof-of-concept is available, how can one proceed
and generalize the framework to other islands? As shown in the book, the need
for hardware and software enhancements to support sustainable electricity services
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is system conditions dependent. It is not optimal in any respect to deploy a pre-
specified capacity of renewable resources. How much is needed, where and how
should it be integrated into the legacy power system is not the same for every
island. In addition, perhaps, the methodology for finding answers to these questions
can be generalized. Having a formal approach for assessing and utilizing the best
mix of technologies by all minimally coordinated stakeholders to meet the desired
performance is potentially very powerful.

Finally, would it be possible to use the same framework to enhance the
performance of continental power systems, and if so what types of improvements
are possible and how to find the most effective hardware and software methods?
The fundamentally distributed interactive approach put forward in this book offers
the beginning of a framework that has the potential to scale to large power
interconnected electric grids such as those of the US, China, Europe.

This project is a first seed that explores the potential of making electricity ser-
vices in the Azores Islands sustainable by means of flexible data-driven embedded
IT. Hopefully, the end-to-end models and data described in this book can be used by
other researchers to grow the IT and software infrastructures to further improve the
performance of the electric grid.

This project is a partnership between Carnegie Mellon and Instituto Superior
Técnico through the Carnegie Mellon—Portugal Program. The Carnegie Mel-
lon—Portugal Program partners Carnegie Mellon University and nine Universities
in Portugal. It is managed by the Information and Communications Technologies
Institute (ICTI), www.cmuportugal.org. The Carnegie Mellon—Portugal Program
is supported by the Fundag¢d para a Ciéncia e a Tecnologia (FCT), Portugal. We
acknowledge the support of FCT to the Program that made this project possible.

Carnegie Mellon University José ML.E. Moura
Philip and Marsha Dowd University Professor
Director, ICTI@CMU
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Chapter 1
The Case for Engineering Next-Generation
IT-Enabled Electricity Services at Value

Marija Ili¢

1.1 Introduction

This chapter recognizes that it is not sufficient to have abundant energy resources;
it is equally if not more important to have a system in place that manages
them and distributes them reliably and efficiently. Given the overall complexity
of today’s physical electric energy systems, it is suggested that IT could play a
key role in having such a system in place. However, the computer methods and
automation in today’s electric energy industry are generally viewed as having
second-order effects on the quality and cost of electricity service. Investment
planning and operations target the building of sufficient capacity to ensure long-term
adequacy for the forecast system demand, and at the same time, to serve customers
reliably and securely, without affecting them adversely even during the worst-
case forced equipment outages. Assuming accurate system demand forecast, and
typical economies of scale supporting the building of central large power plants and
large-scale transmission and distribution (T&D) infrastructure to reduce long-term
cost, it is easy to understand the overall lack of relying on on-line measurements
and control. The main value of these technologies, generally referred to as IT,
comes from providing flexible, just-in-time (JIT) adaptation to the changing system
conditions and also from enabling economies of values from multiple usage of the
same hardware, known as economies of scope. The industry is risk averse and will
build more and have a slightly larger operating reserve, just in case conditions are
not as anticipated, instead of relying on JIT and multiple use of the same equipment.

Perhaps an additional reason for the electric power industry not having relied
on automation extensively in the past is the complexity of its design needed to

M. Ili¢ (B<)

Department of Electrical and Computer Engineering, Carnegie Mellon University,
5000 Forbes Ave, Pittsburgh, PA 15213, USA
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M. 1li¢ et al. (eds.), Engineering IT-Enabled Sustainable Electricity Services, 3
Power Electronics and Power Systems 30, DOI 10.1007/978-0-387-09736-7_1,
© Springer Science+Business Media New York 2013


mailto:milic@ece.cmu.edu

4 M. Ili¢

guarantee its performance. It is hard for power engineers to trust automation and
not have direct control of their assets in an environment in which synchronized
monitoring is not in place, manufacturers’ data is hard to test, and the physical laws
governing complex geographically vast interconnected power networks generally
lead to untractable, non-closed form models. At the same time, the very complexity
of forecasting system demand and scheduling generation so that power can be
delivered to the right, often distant, geographical locations (at the right time to
maintain synchronism) has led to the gradually increased use of computer software
and automation in today’s utilities over the past several decades. The software tools
have become invaluable to system operators in control centers and planners in their
daily decision-making. Reconciling this complexity of designing the right software
for predictable performance, with the growing needs for software that helps manage
the complexity of the physical system, is not an easy balance to strike. Deciding
what to leave to the operators and what to automate is an equally if not more difficult
problem than deciding which new equipment to build and use.

The challenge of deploying the right IT has recently taken on a new importance
with the efforts to make the most out of the available energy resources in sustainable
ways. Moreover, there are pressures to utilize all system assets, both existing and
new, as efficiently as possible. As these efforts are being pursued, it is becoming
exceedingly difficult to directly relate any technical innovation, hardware or soft-
ware, to quantifiable performance improvements. Yet, it is clear that new models,
communications, sensors, computer software, and automation will be needed to
integrate and utilize many diverse energy resources; in this book we refer to these
technologies in a general way as IT.

To help overcome the inherent complexity of designing IT for well-understood
performance, we first briefly review how the grid is operated today and highlight
what are the implied assumptions and related hidden inefficiencies. Once this is
understood, it becomes more straightforward to identify the limitations of the
computer algorithms and automation used by the industry today, which were
developed to support given industry practice.

In this chapter, one possible approach to reviewing today’s industry practice is
taken by stating the overall operations and planning objective of today’s industry and
by formulating this objective as a mathematical problem first. Once this formulation
is stated, it becomes possible to discuss the fundamental roots of the complexity. Of
course, the power grid was not designed by solving this overly complex problem.
It has, instead, evolved, almost mushroomed, over a very long time by adding new
utility-specific assets needed to solve subproblems as they surfaced. When it was
predicted that demand would grow, more power plants were built, and the T&D
system was built to enable power delivery. Operations were also relatively simple as
the scheduling of slow plants was done first, and these plants stayed on while some
faster power plants had to adjust their power output as the system load varied in real
time. This is sometimes referred to as “horizontal scheduling (over time).”

In this chapter it is shown how starting from the single operations and planning
problem one can decompose this complex problem into several operations and
planning subproblems. Furthermore, it is discussed how the single operations
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subproblem can be thought of as comprising several operations tasks commonly
performed by utilities today using separate stand-alone computer applications. This
decomposition process is done by making many implied assumptions in practice for
simplification purposes. These assumptions are identified with the goal of proposing
what can be enhanced, and why as more IT becomes available, it is needed to
manage increasingly complex industry problems.

The modeling and analysis of today’s operating and planning practice, and
identifying its hidden inefficiencies related to implied assumptions, is the first step to
posing formally the evolving changes in future systems with unconventional energy
resources—renewable power and demand response, in particular. The material in
this chapter is basic to explaining why it is becoming increasingly important to
support the operations of the physical system with a carefully designed IT system.
A full treatment of this subject is, of course, a huge undertaking and far beyond the
objectives of this chapter. Nevertheless, it is essential to understand these questions
at least conceptually in order to establish the link between the potential technical
problems in systems with a high penetration of wind and solar power and the basic
enhancements needed to overcome these potential problems. New technologies
should be deployed with a good sense of what their potential benefits are, and at
choice.

This chapter is written with the goal in mind of discussing what needs innovation
and why, and it is organized as follows. In Sect.1.2 we summarize today’s
industry approach to balancing generation and demand. This is done by considering
the multi-temporal characteristics of system demand and by reviewing currently
used power generation planning, scheduling, and automated control methods for
supplying system demand. In Sect. 1.3 we review the problem of secure and reliable
delivery of power. We mathematically pose the notion of a secure operating region
by using a general model which has the form of high-order coupled differential
algebraic equations (DAE) obtained by subjecting the system demand and power
plant dynamics to basic electric network laws. Generation can be delivered by a
complex electric power grid as long as there is no “network congestion,” namely, as
long as the system states remain within the secure operating region. Computing
a secure operating region exactly is a very complex problem and it is typically
not done by the utilities. Instead different engineering assumptions are made
when assessing the security of the grid. These assumptions help approximate the
computation of the secure region. One of the most frequent approximations used
for assessing whether the system will be secure is by reformulating the constrained
DAE model as a constrained DC power flow model; the approximations leading
to a DC power flow representation of a secure region are briefly summarized.
Understanding these assumptions and their implications is key to identifying what
needs to be changed, why, and how. In particular, it is illustrated in Chap.2 how
some possible unique characteristics of future candidate technologies could play a
major role in enabling more efficient system operations within the secure region by
making it possible to relax the assumptions leading to hidden inefficiencies.

We next formally pose the single operations-planning problem in today’s power
industry in Sect. 1.4 as a complex stochastic optimization problem subject to the
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constraint that the solution be in a secure and reliable operating region. This is
followed in Sect. 1.5 by the discussion of how, under certain assumptions, this
problem can be decomposed into operations and planning stochastic optimization
subproblems. In Sect. 1.5.1 we discuss the objectives of short-term scheduling for
optimizing available generation. This must be done by operating securely as defined
in Sect. 1.3. We then show in Sect. 1.5.2 how further simplification of the short-term
scheduling problem leads to the commonly used deterministic DC optimal power
flow (DC OPF) problem for scheduling the least-cost generation. In Sect. 1.5.3 we
pose the generation and transmission investment subproblem and review notions
of long-run marginal cost in the context of optimal investments. In Sect. 1.5.4,
we specifically review the problem of optimal generation investment and optimal
technology selection. We review in Sect. 1.7 the evolution of computer methods
and automation currently used for planning and operations. Finally, in Sect. 1.8,
we stress the need for relaxing some key assumptions and the relevance of their
relaxation in enabling sustainable electric energy services at value in future electric
energy systems and set the basis for introducing our dynamic monitoring and
decision systems (DYMONDS) framework for next-generation IT in future electric
energy systems. The approach is formalized in Chap. 2 as a possible approach to
overcoming the key assumptions made in today’s industry and the basis for an
interactive IT-enabled platform which lends itself to supporting sustainable socio-
ecological energy systems (SEESs) [4].

1.2 Operations and Planning Approach in Today’s Electric
Energy Systems

In preparation for stating mathematically later in this chapter a single overall
objective of electric energy systems operations and planning, we first briefly review
the multi-temporal characteristics of system demand and the key role of generation
planning, scheduling, and control in today’s industry. While both operations and
planning have been done with the single objective of supplying demand reliably and
as inexpensively as possible, the actual methods used are much simpler than solving
the complex single problem, and they draw on the multi-temporal separation of
generation supplying system demand.

1.2.1 Multi-temporal Characterization of System Demand

One way of explaining how the single planning and operations problem is decom-
posed into several subproblems and is implemented by the industry is by looking at
the characteristics of system demand. System demand is an aggregate composition
of many diverse loads, spanning industrial, commercial, and residential customers.



1 The Case for Engineering Next-Generation IT-Enabled Electricity Services at Value 7

7% %
77

gﬁ_

» Diesel & Hydro PIants'

SANJA CRUZ DAS FLORES

50%

Santa Cruz

Linha MT 15 kV - Santa Cruz |
Linha MT 15 kV - Santa Cruz ||
Linha MT 15 kV - Lajes

Linha MT 15 kV - Ponta Delgada

4
.I LAJ

Fig. 1.1 A sketch of interconnections of power plants and main loads on Flores [8], Chap. 3
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At present, utilities do not monitor accurately the temporal profiles of individual
loads. Instead, methods are used to forecast the entire system load, which is assumed
to be geographically distributed roughly according to the historic peak loads. Shown
in Fig. 1.1 is a sketch of the power grid interconnecting geographically distant major
loads to the power plants on Flores [8], Chap. 3. It can be seen that the major system
load on Flores is distributed at several geographical locations and that there are
many small loads connected to many more nodes in the network.

The system load has multi-temporal components which are predictable with high
accuracy, multi-temporal hard-to-predict components, and continuous fast fluctua-
tions superimposed on top of discretized load components. Predictable system load
components typically exhibit several periodic patterns. Shown in Figs. 1.2 and 1.3
are the annual and daily system demand variations on Flores [8], Chap. 4. These are
drawn from representative days of the year and may vary considerably with the day
selected.
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Fig. 1.4 Discretization of the annual system demand on Flores

For operations simplification system demand is usually thought of as being
decomposed into several temporal components. Shown in Fig. 1.4 is the same
annual system demand on Flores as in Fig. 1.2, discretized into minimum monthly
components.

Similarly, shown in Fig. 1.5 is the same daily load on Flores as shown in Fig. 1.3,
now discretized into hourly and 10-min minimum values. It is indicated that the
predictable real power demand variations can be represented as comprising forecast
annual component 2;[Y x Ty], forecast daily component [D * Tp] changing at each
[D * Tp], hourly component P;[H * Ty changing every [Ty], and/or forecast 10-min
[M % Ty;] component P;[M % Ty;]. The discretization of the annual system demand
can be refined into seasonal, monthly, and even weekly components. For illustration
purposes, we show only the monthly discretization. For planning purposes utilities
often characterize their system demand using load duration curves; these represent
the number of intervals of interest when the system demand is low, medium, and
high, respectively.

Hard-to-predict system demand components are superimposed on the predictable
components. These deviations are minute-by-minute power fluctuations A Py[m * T]
and/or second-by-second power fluctuations AP;[s x Tg|. In today’s industry these
are not monitored in real-time operations. Shown in Fig. 1.6 is a sample hourly
predictable component [M * Ty| and in Fig.1.7 a discretization of the actual
[M * Ty] load component into its hard-to-predict minute [m * T,,,] and second [s * Ty]
components within each [M * Tj] 10-min intervals.
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Fig. 1.7 Discretization of the 10-min system demand on Flores

Based on this multi-temporal decomposition, one can express system demand as
follows!:

Py(t) = By[Y % Ty) + By[H % Tyy] + Py[M % Tyy) + APy [m * T,
+AP[s% T,] +w(r) (1.1)

Today’s computer applications and automation assume that predictable system
demand components (%) can be forecasted with relatively high accuracy and that
the components A( ) are hard to predict; component w(z) represents the differ-
ence between the continuous system demand and all its discretized components,
predicted and hard to predict; this is typically a white noise around the combined
discretized forecast components and hard-to-predict components. In what follows
we use this temporal decomposition as the basis for the simplifications made in

today’s operations and planning industry practice.

1.2.2 Basic Generation Planning, Operations, and Control

In today’s industry the demand is primarily balanced by controlling the real
power generation output Pg and the terminal voltage of power plants V. Every

IDepending on the potential system demand use, more detailed annual, seasonal, monthly, and
weekly forecasts can be made. Here, for simplicity and without loss of generality, only the annual,
hourly, and 10-min forecast components are modeled.
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Fig. 1.10 Automatic voltage regulator in conventional power plants [9], Chap. 6

conventional power plant is equipped with a governor that controls real power sent
to the system, and with a rotor excitation system that controls the terminal voltage of
a power plant. Shown in Fig. 1.8 is the basic sketch of the structure of the generators,
interconnected via the T&D power grid to the loads. It can be seen that both the
governors and automatic voltage regulators (AVRs) are the local primary controls
of generators.

Shown in Figs.1.9 and 1.10 are sketches of a generator-turbine-governor
(G-T-G) and an AVR as the primary controllers responsible for balancing today’s
electric power grid [9]. The governor controls the valve position a which, in turn,
lets more or less steam pass through and converts it to mechanical power which,
when applied to the generator rotor, is converted into electric power generation Pg.
Similarly, an AVR is a local feedback which responds to deviations in the terminal
voltage of the generator from its set point and attempts to keep it as given. This is
done by applying more or less excitation to the rotor coils of generator ezy.
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1.2.3 Multi-temporal and Multi-spatial Complexity
of Managing Today’s Electric Energy Systems

Today, the computer applications and automation for balancing generation and
demand during normal operations are organized hierarchically with respect to both
time and geography/space. The objective of a hierarchical approach is to make the
problem more manageable.

It is important to understand, in order to identify the future need for IT in electric
energy systems, that today’s system is never at an equilibrium. Both the supply-
demand imbalance and the resulting frequency and voltage changes are driven
by the constantly changing demand at different rates as shown in (1.1). Recall
from Figs. 1.4 and 1.5 that system demand has several natural periodicities: hourly,
diurnal, weekly, and seasonal. This sets the basis for viewing system operations
as a process which repeats at different rates as the demand forecast becomes
more accurate closer to real time. The complex operation and planning to balance
supply and demand at a near-real-time rate requires annual investment decisions,
generation scheduling decisions, and automation. To manage the overwhelming
temporal complexity, hierarchical simplifications are made with respect to both
time and space [9]. To manage inter-temporal complexity, a single operations and
planning problem is usually decomposed into operations and long-term investment
subproblems as described in Sect. 1.4 below. The operations problem is further
decomposed into several tasks, as described in Sects. 1.7 and 1.8 later in this chapter.

The geographical/spatial complexity in large-scale electric grid interconnections
which span over several states is twofold: (1) the horizontal complexity of coordi-
nating utilities in different countries for regional- and interconnection-level efficient
use of resources while respecting the sub-objectives of the utilities and countries and
(2) the vertical complexity within each country and its utility of coordinating the
EHV/HV transmission system sub-objectives with the sub-objectives of the MV/LV
distribution systems.

The hierarchical approach to managing temporal complexity is discussed
next. This is followed by a discussion of today’s approach to managing
spatial/geographical complexity.

1.2.4 Multi-temporal Approach to Balancing Generation
and Demand

Basically, short-term generation scheduling assumes a given demand forecast, while
automation responds to small frequency and voltage deviations caused by hard-to-
predict demand fluctuations around the short-term demand forecast. Accordingly,
generation scheduling is done in a feed-forward way to supply predictable demand
components (%), while demand deviations A(.) are balanced with automated feed-
back such as automatic generation control (AGC) and primary stabilization.
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Least-cost generation scheduling in today’s industry evolves around balancing
forecast demand components (*). This is done by adjusting governor set points
%' [H * Ty] and/or @ [M * Ty] of the dispatchable power plants so that the least-
cost generation balances the forecast system demand an hour ahead [H * Ty] and/or
10 min ahead of time [M x Ty], as the system demand becomes known with higher
accuracy.

Understanding these temporal simplifications is key to identifying what needs to
be changed, why and how, as well as what the possible unique characteristics are of
future candidate technologies for enabling system operations within a secure region
without having to resort to strong separation between the feed-forward and feedback
designs.

1.2.5 Generation Scheduling

There are common simplifications made in operations when attempting to balance
supply and demand closer to real time. Generation unit commitment and planned
maintenance are done weekly and seasonally. The least-cost generation dispatch
of ramp-rate-limited plants which are already up and running is done hourly each
[H x Ty] time interval for H = 1, 2,.... Some utilities adjust their fast-responding
power plants even closer to real time each 10min [M x Ty|, where M =1, 2,....
Given forecast demand P;[[H * Ty] a ramp-rate limited dispatch is done to adjust
the least-cost real power generation at hour [H x Ty| so that the supply meets the
forecast demand and that the system is secure in the sense of power flow constraints
(equality constraints) and equipment inequality constraints being met at each time
step [H * Ty]. The results of the economic dispatch are implemented by adjusting
the set points of dispatchable power plants a)rGeif[H * Ty | to control generated power
Pg[H * Ty as desired. While there is no knob on the G-T-G system to directly control
the real power generated, it can be shown that there is a one-to-one relationship
between the set point of the governor and the power generated. Strictly speaking,
this relationship is a three-way relationship, known as a G-T-G droop characteristic;
however, as long as the system frequency is close to nominal, this relationship is
unique [9].

1.2.6 Regulation and Stabilization

At present, very fast fluctuations in frequency and voltage are stabilized in a
feedback automated manner by means of governor controllers, as well as by
means of AVRs and power system stabilizers (PSSs) [2, 10]. Recently, flexible AC
transmission systems (FACTS) have become more common for stabilizing these
fluctuations. Most of today’s power plants have both governor and AVR stabilizers,
and some have PSSs. Today’s automation is based on primary- and secondary-level
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control of the governors and AVRs. Shown in Figs. 1.6 and 1.7 is a sketch of hard-to-
predict deviations around demand forecast A(.). Depending on the time interval over
which forecast is made and on the type of forecast methods used, the amplitude of
these deviations may vary. The better the forecast, the less need for feedback control
and fast storage.

Feedback must be designed to compensate very quickly the effects of these
disturbances in AC power networks. AGC and automatic voltage control (AVC)
regulate quasi-stationary minute-by-minute power imbalances by means of the
participating power plants adjusting their governor set points a)gif[m * T,] and AVR
set points V(‘;ef[m * T,|, respectively. Similarly, the primary controllers, governors,
and AVRs are expected to stabilize fast frequency deviations wg;[s * 7] and
voltage deviations Vg[s * T5] away from the quasi-stationary values a)‘Geif[m * Ty
and Véef[m* T), respectively. Today’s frequency standard is such that the power
imbalance between two consecutive dispatch intervals [M x Ty] and [(M + 1)  Ty]
crosses zero at least once [3]. The implied assumption is that the system dynamics
fully settle to the frequency and voltage set points of the governors and AVRs in
between the scheduling intervals [M * Ty].

At present AGC is used to adjust the set points of the governor controllers on fast
power plants by responding to the second-by-second frequency deviations caused
by the total supply-demand imbalance. The implementation of AGC requires a
supervisory control data acquisition (SCADA) system. Smaller systems, typically
islands and stand-alone micro-grids, do not have AGC. Instead a few of their
fast power plants have proportional-integral (PI) governor controllers; the integral
control is capable of controlling steady-state error around the nominal frequency.
Some systems only have proportional governor controllers and resort to the system
operator curtailing demand to maintain frequency if/when it exceeds prepecified
industry standards.

1.3 Objectives of Secure Operations in Today’s Industry

In actual operations it is essential to ensure that power can be delivered to the right
locations and that sufficient power is generated to supply, almost instantaneously,
the demand given in (1.1). This is because today’s power systems have very
little storage and are operated as AC systems in which no major supply-demand
imbalances are allowed. To introduce a mathematical notion of secure operations,
we briefly summarize a general dynamical model of today’s power systems next.

1.3.1 Dynamical Model of an Interconnected Power System

The dynamics of a conventional power system can be modeled by a set of coupled
DAE:s [7,9]. This model is obtained by combining the dynamics of turbine-generator
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dynamics with the dynamics of the primary generator controllers (the governors
and AVRs). Each turbine-generator-governor-AVR plant can be modeled as a set
of differential equations whose states are the local states of power plants xg; and
the states of their local controllers. Currently used controllers of power plants sense
the deviations in local output variables yg; away from the set point values of these
output variables yf and stabilize these deviations back to zero.

Specific generation technologies have different states xg; and parameters Fg.
Independent of particular technology, the closed-loop dynamics of each power plant
can be expressed in terms of the plant’s own states, the set points of the directly
controlled local output variables and the interaction variables z¢; between the power
plant and the rest of the system. In later chapters of this book, particularly in
Chaps. 14—17, specific models of the power plants on Flores and Sao Miguel are
derived and analyzed. For now, we mention that typically controlled output variables
y‘Gelf in conventional power plants are the set point frequency of a governor wg?if and
the terminal voltage Véef, respectively. Typical coupling variables zg; between the
power plant and the network are the direct and quadrature axis generator currents
igqi and ig 4. Using this notation, a dynamical model of a single power plant

independent of technology can be expressed as

de,'(l‘)
dr

= foi(xci(t),zai(t), 5 (1), Po(t)) (1.2)

This dynamic is subject to the network real power and reactive power balancing
equations at all nodes known as the power flow equations [9] resulting in a set of
DAEs that represent a model of the interconnected power system as follows?:

PO~ x0),20).0),po(e) 13)
8(x(0),200).d10) Pgia(0)) = 0 (14

with
£(x(0)2(0),(0), pera(0).0) =0 (15

The notation without subscripts is used to denote a vector of variables in the entire
system. This model is used in the next subsection to mathematically pose a general
notion of secure operations.

2Observe that specific grids have different topologies and line parameters Perid(t). For a more
detailed derivation of the DAE model of today’s electric power system, see [9], Chap. 4.
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1.3.2 Secure Operating Region

Secure operation in today’s industry is generally characterized in terms of available
transfer capability (ATC). The ATC can be formulated by defining a set of vector
quantities 0(¢) = [x(¢),z(¢),d(t)] for each of which the power network satisfies
all quasi-stationary and transient operational requirements both for the existing
network topology and for the set of contingency-degraded network topologies [7].
The system response to changes is defined by the DAE model given in (1.3)—(1.5)
above. To define and compute a secure operating region, even for small systems,
normally requires a sequence of simulations which vary the generation level until it
becomes impossible to meet the security constraints.

However, most utilities do not compute the secure region on-line. Instead,
off-line studies are performed to screen for the worst-case critical contingencies.
These critical contingencies can be caused by a combination of complex nonlinear
phenomena such as (1) the nonexistence of a system equilibrium as topology and
grid parameters pgrg vary; (2) transient stability problems caused by not being
able to move from the normal equilibrium to the new equilibrium if a disturbances
lasts longer than the so-called critical clearing time; and/or (3) a non-robust, small-
signal unstable equilibrium following the disturbances. For detailed analysis of these
typical operating problems in a small two-bus system [9], see Chap. 4, pp. 198-210.
For an introduction to the concepts and structure of comprehensive power system
dynamics in large-scale systems, see [9], Chap. 7, pp. 391-497.

A detailed treatment of operating problems caused by nonlinear system dynam-
ics, including voltage-related problems, is far beyond the objectives of this chapter.
Mathematical models for Flores and Sdo Miguel islands are derived and analyzed
in Chaps. 15, 16, 17, and 19 of this book. For the purposes of identifying often
hidden assumptions made in today’s industry practice, it is important to keep in
mind the major step made in replacing computation of secure operating regions
by the conservative constraints as defined in [7], Chap.2, and the typical DC
power flow constraints used to monitor system congestion when dispatching power.
Utilities pressed hard to make the most out of their T&D systems have begun
to consider more accurate computation of secure regions by performing transient
stability assessment and dynamic security analysis.

We stress that these methods are analysis-oriented and are not capable of
identifying the most effective corrective actions and/or change of automation logic
as conditions vary. Reviewed in Chap.2 are the potential effects of optimized cor-
rective actions and carefully designed automation methods which would contribute
to a broader range of secure operating conditions over which generation scheduling
can be done. These are illustrated in Chap. 13 and 18 for the islands of Flores and
Sao Miguel.
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1.3.3 Approximate Approach to Ensuring Secure Operations

Assuming that AGC, AVC, and system stabilization during normal conditions
respond as expected, it becomes possible to further simplify the objective of
ensuring secure operations. Instead of keeping track of the entire dynamics starting
at a given time 7 = 0, typical least-cost scheduling is done today in an entirely static
manner.

This is to say that a power system operates in a secure region where everything is
stable at each scheduling instant ¢t = [H * Ty and/or each [M * Ty]. The quantity
x(r) is the dynamic equations state vector (machine and load dynamics and the
primary control), while z() is the power flow state vector (real power P and reactive
power Q injections, voltage magnitudes V and voltage phase angles 0, real power
flows P, and reactive power flows Q; in each line /). The vector d(¢) stands for the
disturbance and parameter vector which, in its most general form, can be assumed
to represent all bus load model parameters as well as all fault and contingency
data, machine parameters, and any other system parameters. Equations (1.3)—(1.5)
model the AC power flow and the system dynamics for the existing topology and
for all possible contingency network topologies and system dynamics as well. The
disturbance vector d(r) describes all disturbances including faults, load changes
(w(t) in (1.1)), and outages during which the system must remain stable. In addition
to the stability requirements, the system variables must satisfy a number of quasi-
stationary operational inequalities in line flows, voltage, and frequency limits. Both
the steady-state and the stability requirements can be expressed in the form

h(x(1),z(t),d(t),t) <0 (1.6)

Then the security region S can be defined as the set of quasi-stationary states
O[H x Ty] = [x[H * Ty),z[H = Ty],d(t)] which satisfy (1.3)—(1.6) for the set of
disturbances defined by d(r), within each scheduling interval [H % Ty] <t <
[(H + 1) * Ty, namely,

s= {01 = 6000000 <0} 1)

Throughout this book modeling and simulations are done for Flores and Sdo Miguel
to test whether during certain disturbances the system remains in a secure region.
Parts IV-VI, in particular, present a detailed modeling of the system dynamics in
the electric power systems on these islands. Of particular interest is the design of the
scheduling and automation to ensure that for given disturbances the system remains
in a secure operating region.

Available transmission capacity can be thought of as the maximum power
transfer limit within the requirements of the security region, and it can be defined by

TC([H * Ta]) = max TC(8[H + Ty]) (1.8)
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Equations (1.3)—(1.5) take on the form

SO([H * Tia)), 2[H + T, d[H + Tg]) = 0 (1.9)

g(x[H*TH],Z[H*TH],d[H*TH]):0 (110)
and

h(x[H  Ty),2[H = Ty],d[H % Ty]) <0 (1.11)

The dynamics of power plants (1.3) are approximated by so-called unit ramp rates
R which state that power generated by a particular power plant can change within
certain range per hours, namely

|[PG[H+1]*TH]—PG[H*TH]|<R (1.12)

It is discussed later in this chapter how the basic functionalities of today’s
computer applications and automation can be understood by combining the demand
representation shown in (1.1) with (1.3)—(1.6). Given the initial condition at time
t = 0, any secure state must satisfy the DAE model defining system response to
these disturbances, the inequality constraints specific to hardware such as generation
limits,the thermal line flow limits, and the equipment voltage limits.

1.3.4 The Most Frequent Characterization of a Secure
Operating Region

As explained above, it is routinely assumed when performing real power economic
dispatch that the system frequency has settled back to the nominal conditions and
that it has become possible to directly relate power generation output Pg[H * Ty|
by adjusting the set point of governor a)rGeif[H * Ty|. This leads to the problem of
computing constrained nonlinear equations (1.3)—(1.5) on-line to ensure a secure
operating region at each scheduling instant [H = Ty|. At present, there are hardly
any effective methods for computation of these equilibria for realistic size electric
power grids. It is more frequent to compute the AC power flow equations. However,
over wide operating ranges and for different grid topologies, even computing AC
power flow solutions is prone to numerical problems. Because of this, further
major simplifications are typically made when scheduling generation for the forecast
demand. These simplifications are reviewed next.

To start with, when scheduling real power generation, it is assumed that the
schedule does not significantly affect voltages V G™[K * Ty|; it is assumed that these
are maintained at their nominal values (typically 1 pu) by means of the AVRs. This
assumption, together with linearization of the real power flow equations, results in
DC power flow equations. These are routinely used when screening for the critical
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equipment outages which may violate the secure region requirements and create
grid “congestion.”

As a result, an overly simplified characterization of the secure operating region
is derived using real power line flow sensitivities with respect to power injections
Fi(Ps(t) — Pyi(t)) so that: (1) the total real power generated should supply total
forecast system demand, (1.13); (2) the real power line flows should be smaller than
the proxy line flow limit determined using off-line stability studies, (1.14); and (3)
the real power generation should be within its capacity limits (1.15).> The real power
line flow sensitivities with respect to power injections are known as the distribution
factors and are easily computed using network parameters and topology.

ZPG(I) = ZPDi(l) (1.13)

and
Fy(Ps(t) = Ppi(1)) < K proxy (1.14)

and
Po(t) <K&i (1.15)

P5(t) and Kgi denote the real power generated by power plant i and its maximum
capacity, respectively. Pp;(z) is the real power load at bus i. F(r) and szroxy denote
the real power flow in line / at time ¢ and the proxy line flow capacity of line / at
time ¢, respectively.

Ensuring that dispatched power can be delivered without congestion is done
primarily by dispatching real power within the real power proxy line limits Kfproxy
obtained by off-line studies to ensure no voltage- or stability-related problems.
These assumptions underlie today’s security-constrained unit commitment (SCUC)
and security-constrained economic dispatch (SCED) software, used by system oper-
ators in control centers for implementing secure dispatch during normal conditions.
Hidden inefficiencies inherent in this software are discussed next.

1.3.5 The Key Hidden Inefficiency: Replacing Thermal Line
Flow Limits with Proxy Line Flow Limits

Observing (N-1) reliability criteria amounts to an approximate screening of all
possible equipment failures, one at a time, and finding the critical ones. Some
utilities perform on-line screening of all contingencies to find those which are likely
to violate the proxy line flow limits. AC power flow analysis is done next only for
these critical contingencies to ensure that they are implementable. If they are not, the
thermal line limits are modified and the proxy limits determined to ensure that there
will be no power flow problems in the actual operations. SCUC and SCED are done

3For this derivation, see [5].
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to dispatch real power within these proxy limits. Utilities are gradually recognizing
the conservativeness of defining proxy limits in terms of the worst-case contingency
and observing them in operations. They are beginning to deploy new software that
enables the maximization of transfer limits by computing corrective actions to be
taken in case a contingency occurs. Corrective actions are generally based on an
operator’s knowledge of the system, and are implemented adjusting the real power
generation of a few key power plants. As a rule, no voltage schedules of controllable
T&D equipment, generators’ AVR settings, nor reactive power/voltage settings on
the demand side are optimized to support most economic real power delivery. As a
result, thermal line flow limits are often replaced by these proxy limits because the
latter ensure stable and secure operations during both normal and equipment outage
conditions.

In the remainder of this chapter we use the constrained DC power flow equations
which are obtained through the approximations described above. It is critical for
identifying the major inefficiencies in today’s industry practice to recognize that
this use of constrained DC power flow equations when scheduling generation to
meet forecast system demand subject to observing the proxy limits is fundamentally
conservative. Instead of designing corrective actions for adjusting the set points of
voltage- and flow-controllable equipment, as well as and the power outputs of other
available power plants, to support the secure operation of the system as a whole, the
worst-case approach is taken that the state is not allowed to enter a region which
is not secure without relying on corrective actions. The implications of using a
worst-case DC power flow-based approach to try to ensure secure operations are far
reaching. It is illustrated throughout this book how this assumption can be relaxed
by means of enhanced IT.

Under the same assumptions discussed above, the constrained DC power flow
is generally written in its static form and used to dispatch the least-cost real power
generation at each dispatch interval [H x Ty]. Equations (1.13)—(1.15), therefore,
hold under the assumptions made for each time [H * Ty| and are restated here for
purposes of further discussion in this chapter and in the book as

N PG[H *Ty] = Y. Ppi[H * Ty] (1.16)
i i
and
Fy(PG[H * Ty — PpilH * Tyy]) < K} proxy [H * Tyt * (1.17)
and
PGH * Ty] < Kg; (1.18)

4Observe that the proxy line limit generally varies with the operating conditions; at present, there
are no on-line computations of this proxy line flow limit.
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For purposes of further discussion, we refer to the real power generated at times
[H*Ty) for H=1, 2,... as the quasi-stationary sequence of power dispatched on
an hourly basis.’

1.3.6 Multi-spatial Approach to Balancing Generation
and Demand

A typical interconnected T&D power grid is very complex. Its voltages span from
765kV to 110V in US regions. The power plants and diverse loads are made by
different manufacturers, and their parameters are not standardized. This makes the
on-line monitoring and management of a typical regional power pool, or even of a
large utility, a very difficult task. In particular, as generation is scheduled to supply
time-varying demand while the network topology constantly varies for one reason or
the other, the task of ensuring that the power can be delivered securely and reliably
is hard. Because of this, complex interconnected networks are decomposed both
horizontally and vertically, in much the same way as multi-temporal decompositions
are done to simplify the problem of balancing supply and demand. The horizontal
decomposition is mainly based on the organizational boundaries between the
different utilities, while the vertical decomposition is done between the EHV/HV
and MV/LV transmission and distribution networks, respectively.

Monitoring and managing horizontally organized utilities within a given large
electric interconnection is not done systematically in today’s industry. There has
been an ongoing effort both in the USA and Europe to coordinate the monitoring
and management of electrically interconnected utilities in different states and/or
countries for reliability reasons. Many blackouts over the decades can be traced back
to this problem of poor on-line coordination of electrically interconnected systems.
More recently, there has been a major industry effort in the USA to coordinate the
“seams” between different control areas for a more efficient utilization of available
resources.

The problem of horizontal boundaries within an interconnected electric system
has taken on a qualitatively new meaning as different investors in renewable
technologies ask to connect to the existing utility-owned grid. Questions arise
regarding both the most efficient technical integration and also the economic and
policy incentives.

Both the horizontal and vertical decomposition of an interconnected power grid
require approximate models of grid parts not of direct interest. The technical and
economic implications of actual, often implied, approximations made could be very
complex and far reaching. The network constraints in (1.4) state that both the real
and also the reactive power balance must balance at each node in the given power
grid.

SIn traditional electric power systems literature a constrained DC power flow is often written
without any reference to time, as each time sample [H Ty is viewed as the power flow static
steady-state solution.
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1.3.7 Hidden Inefficiency Caused by Uncoordinated Objectives
of EMS and DMS Control Centers

In today’s industry, there exists a major separation between the energy and
distribution management systems (DMS). When an EHV/HV energy management
system (EMS) schedules generation to supply a forecast system demand, only the
load at the substation level is estimated. Because of this, variations within the
distribution network system, including the distribution system topology, distributed
energy resources (DERs), and demand response, are not visible to the EMS
operator. Similarly, when a DMS operates the distribution network equipment and
resources, it is assumed that anything connected to the substation is an infinite
power source. Feed-forward ramp-rate-limited economic dispatch by the EMS
centers is performed at the pool level, generally comprising several utilities.® AGC
is performed at each control area (utility) level with the intent of balancing the
slow hard-to-predict demand fluctuations AP, [m  T,,]. This level is referred to in
the European literature as the secondary-level system balancing. Finally, very fast
demand fluctuations APg[s = T;| are compensated for by local primary controllers,
mainly governors and AVRs.

The DMS centers are currently being implemented in the USA. In Europe these
exist, but no near-real-time SCADA information is used for corrective actions
within the distribution network systems. It is described in Chap.2 and illustrated
throughout this book that DMS-coordinated demand response and use of DERs
will become key to efficient and reliable electricity services. Learning customer
profiles, accounting for the effects of DERs, and communicating both these things
to the EHV/HV system operators will become the basic means for implementing
both reliable and more efficient electricity services with active demand participation
at value.

1.4 Operations and Planning as a Single Decision-Making
Problem

A possible mathematical formulation of the single operations and planning problem
in the regulated electric power industry can be found in [12, 15]. This formulation
is reviewed here as the basis for discussing state-of-the-art methods and also
changes in industry objectives leading to a new problem formulation in Chap. 2.
It is suggested that this problem can be posed as a composite decision-making
problem under uncertainties. It comprises an annual decision-making problem

regarding investment in new generation capacity at location i and of type a Kl(a; ,

5Control areas have recently been restructured and are managed by a single Independent System
Operator (ISO) in areas where power is provided competitively. Conceptually, the same ramp-
limited dispatch is performed as in the existing power pools.
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investment in new transmission line / of thermal capacity K/ . as well as
near-real-time decision making on how much existing generation i of technology
type a to schedule P, so that the total long-term expected cost to customers is
minimized. This optimization must observe all physical network constraints and
enable secure operations. A mathematical formulation of this problem is restated
next for completeness and for identifying necessary enhancements in the changing
industry.

Neither the computer applications currently used by the system operators and
planners nor today’s automation were implemented with this complex objective in
mind. They have, instead, evolved slowly over time on an as-needed basis while
making many simplifying assumptions. A summary of the IT evolution that has
led to today’s electric power industry is given later in this chapter, in Sect. 1.7. To
identify key simplifications which should be relaxed as the next-generation software
and IT are designed, we start by posing the complex overall industry objective first.
We refer frequently in this chapter and throughout the book to this single operations
and planning objective as the industry performance benchmark.

Notation

1) is the amount of installed transmission capacity for line /.

K/ (

G . . . . .
K (1) is the amount of installed generation capacity for technology «a at node i.
IlT (¢) is the rate of investment in transmission capacity for line /.
IS(1)

ia

is the rate of investment in generation capacity for technology a at node i.
K17 1) is the cost of investment i in line /.

¢/
CS(KS,IC 1) is the cost of investment in technology a at node i.
Py, (¢) is the production with technology a, at node i, during period .

ciq(t) is the cost of this production, excluding capacity costs.

r; is a random variable reflecting the uncertainty of demand consumption.
U;(P4i(t),ri(t)) represents the utility function of consuming power Py;(7) at node i
during period ¢.

F; (P, (r) — Pyi(1)) represents the flow on line / for the given vector of net injections
Pi(t).

p is a discount rate.

1.4.1 Problem Formulation

Social welfare is defined as the difference between the consumers’ utility and the
production cost. The cost function includes both transmission costs and generation
costs. The problem can be stated as follows [13]:
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T
max,lrvlg’[,ia @@21‘ jfo e th,'(Pd,'(l),r,'(t))dl

~Sia fil e P (cialt, Pu(t)) + CS(KS (1), 1G (1), 1)) dt

- fto e P! (CZT(K,T(t),I,T(t),t)) dr (1.19)
subject to:
dK!
K 0.5 () = Ko
dKS
S = 15(), K t0) = Ko
i) >0
Iq>0
Pia(t) € S(Pu(t)) (1.20)
The initial capacity of the lines and generation are K{thermal 0) = Kzﬁhermal,o

and Kg(O) = Kig,o’
systems-limited secure line capacity KIT and the line capacity itself. It is the lower
of the thermal- and systems-limited capacity of the line which is observed when
performing the optimization given in (1.19).

The optimization period is T and it corresponds to the longer of the two time
intervals over which the generation or transmission investments are valued. KC (r)
and KX, IT (t) are state variables. The variables are the rate of investment in transmission
capacity, the rate of investment in generation capacities, and the injection of power
at each node. The utility function parameters and forecast load Py;(¢) are the
disturbance inputs. The control is bounded by the set of constraints described above.
A set of Lagrange multipliers is associated with each set of constraints.

This problem formulation, despite its apparent complexity, captures many well-
known trade-offs relative to the efficiency of the power industry. First, the discount
rate reflects the time value of money. Everything being equal, it is better to spend
money now than later. Thus, the investment timing balances the trade-off between
the costs and benefits over time. Second, this formulation shows that different
technologies at different locations can be used to produce power. Thus, for a given
load duration curve, the ratio between variable costs and capacity costs for each of
these generation resources determines the optimal pattern and mix of generation.
Third, generation capacity can be substituted for transmission capacity. The trade-
off between saving on generation costs and investing in transmission capacity is
also encapsulated in the problem. The level of transmission capacity is not based
on the maximum yearly flow. A trade-off between the costs of congestion and the
costs of transmission capacity must be considered. Finally, the problem stated above

respectively. In this formulation we differentiate between the
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is an uncertain problem. The stochastic formulation reflects the value in flexible
investment under uncertainties.

This optimization problem given in (1.19)—(1.20) is a very complex multi-
temporal stochastic control problem; while investment decisions are made less
frequently and long into the future, the economic dispatch of available generation
is done closer to real time. This single operations-planning problem is hardly ever
solved. Instead, it can be used by the regulators after the fact to evaluate how well
the utilities have performed, and how they should be rewarded in the future. This
formulation can be used to select an “optimal” investment as a break-even point
between the capital cost in new investment, on the one hand, and the cumulative
inefficiency which will result if the investment is not made, on the other hand
[1,11,12]. This notion of optimal investment is a powerful means of selecting among
different investment options in the electric energy industry, as discussed in Chap. 2
and illustrated throughout this book.

To relate this complex performance objective to the role of different computer
applications used by today’s electric power industry, we explain next how under cer-
tain assumptions this single operations-planning problem can be decomposed into
operations and planning subproblems. We stress that it is possible to systematically
derive reduced-order models for solving the short-term optimization subproblems
key to generation operation and maintenance (O&M) cost minimization, assuming
a given generation and transmission capacity; similarly, it is possible to make
investment decisions using coarser reduced-order models. In [15] two subproblems
are introduced, and they are restated here because of their fundamental relevance
to understanding the major causes of economic and technical problems that are
cropping up as more intermittent resources are being deployed within the existing
system.

We note that the benchmark optimum formulation requires perfect information
about the demand, resource characteristics, and T&D topology and parameters. The
main problem is that such information does not exist ex ante when the decisions have
to be made. As a consequence, the actual operating and investment cost after the fact
is generally much higher. We will describe in Chap.2 how enhanced IT, which is
used to make better predictions and to make model-based look-ahead decisions,
could contribute significantly to reducing the overall cost of uncertainties. We
review next how a single operations-planning is decomposed into two subproblems.

1.5 Decomposing a Single Operations-Planning Problem
into Two Subproblems

The single operations-planning problem stated above can be interpreted as a
stochastic optimal control problem for a dynamic model in a standard discrete-time
singularly perturbed form

minJr (uys,ug,d) (1.21)

uy,ug



1 The Case for Engineering Next-Generation IT-Enabled Electricity Services at Value 27

subject to

@ = g(x,us,d) (1.22)

and

up € S(ug,ug,x,d) (1.23)
where x = [K¢ K] is the capacity state, us = [Pg], and u; = [IT I°].

1

The process of scheduling supply to meet demand in operations typically
happens much faster than the rate at which investment decisions are made. This
observation is the basis for solving the two subproblems as if they were decoupled.
To formally introduce these two subproblems, assume without loss of generality
that the short-term (daily or hourly) decisions are made each hour [H * Ty] and
that investment decisions are made each year [Y * Ty, and ¥ = 0,1,..., where
Ty = &. The problem defined in (1.19)—(1.20) and Sect. 1.3 can then be restated as
an optimization problem subject to multi-rate discrete-time processes. The objective
function (1.19) takes on the form’

min 2 z e P Y*TY kTH, [H* TH] [H* TH])
1 [Y*Ty] 1 [Y*Ty] P[H*TH] i k=0

T
Ty

22 PTG KOy « Ty], IC]Y % Ty), [Y * Ty))

T

+3 Z PITICT (KT [y « Ty IT [Y = Ty, [Y # Ty]) b (1.24)
1 n=0

subject to

K'Y+ DTy =K [V Ty) + I [Y + Ty Ty
KE((Y + 1)Ty] = KC[Y * Ty] + IC[Y + Ty | Ty

P[H xTy| € S[H + Ty (1.25)

7Strictly speaking, discretization of the continuous time problem defined in (1.19) and Sect. 1.3 can
only be done as long as there are no dynamic problems in transitioning from the state at [H * Ty]
to [(H + 1) x Ty]. As discussed above, in today’s industry, ensuring no dynamic problems amounts
to replacing the thermal line flow limits by more conservative proxy line flow limits. Power-
electronically controlled FACTS and fast storage are shown in Chap. 19 to have major potential
for ensuring no transient stability problems and for contributing to a larger security region.
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Observe that the slow and fast variables are coupled primarily through load
demand (disturbance) dynamics Pp[H * Ty and through the requirement that sched-
uled power be in secure operating region S for each [H x Ty| <t < [(H + 1) * Ty].
The multiple periodicity of the load demand sets the basis for the separation of
planning and operations objectives in today’s industry. Planning is the process of
controlling the rate of investments in transmission and generation, I7 [Y * Ty] and
IiG[Y  Ty], respectively, so that load demand evolving over longer-term horizons
(years and longer) is served at the lowest possible cost. Similarly, controlling the
use of available generation Pg[H * Ty| in real-time operations (hourly and shorter)
is done to meet the anticipated hourly demand at the lowest possible cost.

The ultimate objective is to minimize the combined cost of both investments and
operations while meeting the uncertain system load demand P, () given in (1.1).
Theoretical conditions under which the two subproblems are separable and the
implications for suboptimality of the single operations-planning objective defined
over long time horizon T Jr have never been studied rigorously in the context
of the electric energy industry. It is explained in Chap.2 why understanding their
interdependencies will become important in the context of industry changes. In
what follows, we first describe the zeroth order (decoupled) short-term and long-
term stochastic control subproblems for the regulated industry.®

Much the same way as with any other composite control design for singularly
perturbed systems, one must study the conditions under which solving the two
subproblems makes sense. Moreover, inherent in solving the slow control problem
is the optimal solution of the expected fast control problem over the entire time
horizon. The point is made that, by viewing the composite operations/planning
problem as one and decomposing it into simpler, systematically derived dynamic
decision subproblems under relatively unrestrictive conditions, a near-optimal
investment may be possible. This problem formulation is qualitatively different from
the entirely static economic dispatch problem; we discuss this difference next.

1.5.1 Short-Term Coordinated Scheduling: Fast
Decision-Making Subproblem

The composite operations/planning problem formulation is used next to pose the
objectives of short-term transmission operations and planning as two decoupled
near-optimal subproblems evolving at significantly different rates. Assuming that
the network and generation are given over the entire 7, a zeroth order fast
control subproblem becomes a decision-making process regarding which units to
turn on and off and how to adjust the power generated in short-term operations.

8Shown in [12] is that much-debated nodal pricing as a proposed means of short-term congestion
pricing is a result of solving the fast control subproblem in near-optimal composite control of the
coupled operations/planning problem. System A is the short-term spot electricity price.
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This sub-problem formulation directly follows from the composite optimization
problem under the assumption that << 1. The network topology and parameters,

K'Y * Ty, as well as the generatlon plants, KC[Y * Ty, are given. Assuming
furthermore that the daily economic dispatch process is a moving equilibrium at
optimum clearing price A [H * Ty]), a short-term operating optimization subproblem
is formulated as follows:

T
THH

min & Y ZC, }[H + Ty, Py[H * Ty)) (1.26)
PIHxTy] =g i=

subject to the constraints:

n-+nd
2 H); (P[H*Ty) — Py[H *Ty)) <K/ [Y *Ty] : wH*Ty]  (1.27)

P[H % Ty) < KC[Y * Ty] : 0;[H * Ty]
n

nd
Al(k+1)Ty) = A[H * Ty) + cpor( Y PIH % Ty) — Y, Py [H*Ty])  (1.28)
i=1 j=1

The term A represents the price of power at an arbitrarily chosen (slack) node. H is
the matrix of the distribution factors [14] and transmission losses are neglected.
Observe that the value of the H matrix is dependent on the choice of a slack
(reference) bus. The term Y Hj;u; reflects the locational differences in optimal
prices. Even though p; is always positive by definition, the term Y Hj;l; can be
positive or negative. The value of A and the distribution factors matrix depend on
the choice of the arbitrary slack bus. However, the value of nodal prices p; and of the
L are independent from this choice. The term p; represents the marginal value of the
existing transmission capacity of line /. In other words, it represents the increment
in social welfare that would result from a unit transmission capacity upgrade. This
value is equal to zero, as long as the line is not congested and becomes strictly
positive when the flow on line / is equal to capacity K;. These formulae provide
the basis for so-called nodal or locational marginal pricing (LMP) in spot electricity
markets where these markets exist.

It is important to recognize that this problem is also a stochastic control
problem; a fast control (decision) variable is the controllable power injected into
individual network nodes in response to the forecast fast random fluctuations in
load demand given in (1.1). This problem is a dynamic control problem that can
be solved using various computing methods. Deterministic approximations are
presently used for short-term operations; these approximations are static tools.
When deterministic assumptions are made, it is not possible to co-optimize the
investment and scheduling decisions; thus, there could be significant suboptimality
due to such approximations.
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1.5.2 Security-Constrained Economic Dispatch: DC Optimal
Power Flow (DC OPF)

The short-term optimization problem given in (1.26)—(1.28) is typically solved as
a static optimization problem each [H * Ty] assuming a given P;[(k+ 1)Ty] for the
next hour and optimizing generation, Pg[(H + 1)Tx], to meet it at the lowest possible
cost.

n
min ' C;(Pg;) — Ui(Py;)
PGPy i=1
subject to the constraints:

n n
NP =0;) Hy(Po—Pu) <K
= =

= =

Here, a simplified DC load flow approximation is used to express line flow
constraints. Observe that the value of the H matrix is dependent on the choice of a
slack bus. The solution to this constrained optimization problem takes the following
form:
dc; S
pi:d_P;:)L_I:z‘,lHli.ul (1.29)
We note here that the static single-step optimization currently done is suboptimal
relative to the short-term optimization formulated in (1.26) when subject to the unit
ramp rates defined in (1.12). This is because the latter enables one to incorporate
predictions and look-ahead decision methods and therefore to manage uncertainties
more efficiently than the static single-step DC OPF. This observation is the basis
for proposing the new model-based predictive look-ahead economic dispatch that
accounts for ramp rate limits in Part III of this book.

1.5.3 Long-Term Coordination: Optimal Investment
Subproblem

Assuming that real-time optimization can be decoupled from the investment
problem, we consider the more complex, less studied, issue of optimal investments.
Generally speaking, the notion of investment is inherently inter-temporal. By
investing a fixed amount of money today, the centralized utility reduces its costs
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over time. For this reason, uncertainty issues are at the heart of investment theories.
The basic existence of risk is taken into account through the choice of the discount
rate p: the more uncertain future payoffs are the higher the discount rate and the
lower the optimal investments. To pose the investment problem as an active risk
management problem, we view it here as a slow optimal control subproblem of the
coupled operations/planning problem given in (1.19)—(1.20) as follows:

T
Ty
min & ¢ P (¢, [Ty, B[H * Ty))
Iy «Ty ] IC[Y Ty ] ZHX:'O

T

Ty
+YN e PHICE (KCTY * Ty IC[Y + Ty ), [Y * Ty))

+2 2 e PYTICT (KT Y « Ty ], IT [Y + Ty ], [Y % Ty)) (1.30)

subject to

K'[(Y + )Ty = K [Y * Ty) + I [Y * Ty | Ty
KE[(Y + 1)Ty] = KC[Y % Ty] + IC]Y * Ty|Ts
I[[Y«Ty] >0
I°]Y Ty] >0 (1.31)

The first term in (1.29) represents cumulative annual dispatch cost; this cost gen-
erally gets optimized using the short term optimization problem described above on
daily basis. It is possible to take into consideration the dependence of this operating
cost by running short-term optimization for candidate generation and transmission
investments; this results in short-run annual cost SRAC (K[ [Y * Ty],KC[Y * Ty]).
This function gets replaced into (1.29) and then long-term optimization is done over
capital cost investments by taking into consideration different effects of investments
on cumulative annual dispatch cost. This is perhaps the most straightforward
way of decomposing the complex stochastic planning-operations problem into two
subproblems while accounting for their interdependencies.

It is generally assumed in today’s industry that future demand and supply
functions are known with perfect certainty. This setup leaves very little room
for active risk management. Relaxing this assumption will be essential in the
future electric energy industry. Nevertheless, to review the notion of an “optimal
investment” that assumes perfect knowledge, we consider next the problem of
generation investments.
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1.5.4 Optimal Generation Investment Problem

Power is produced using different technologies a. They differ in their marginal cost
cq and their unit cost of capacity C¢ that we assume to be constant. The total
installed capacity for technology a is denoted K¥. We assume that the demand
curves for different periods are elastic and known with perfect certainty. Let us
denote by P’ (P[} yeen 7PdT) the demand function for period ¢. It is assumed to be a
function of the consumption quantities for all periods in order to take into account
cross-temporal interdependencies. A simpler presentation would make it dependent
on P; only.

We analyze the investments in generation capacity from a long-term perspective.
Thus, contrary to the economic dispatch problem, the optimal investment problem
considers the total amount of installed capacity as an optimization variable. It is
stated as the following mathematical problem [1]:

(L',....Py)
max P, D dy =Y e P =Y COKS
Pf,,Pd,K,,G;/() (- y)dy g, WP ; @ Ka

subject to

P.<KY:co!

YP =P )
a

The Lagrangian associated with this problem is

.....

(L'...Py)
Z/O ’ Py, ) dy— Y e Pi— Y CEKE+ Y, (ZRE—Ru) +Y oL(Pi—KS)
t a a,t

t ta a

The necessary optimality conditions are obtained by stating that the first deriva-
tive of the Lagrangian with respect to P., P;, KY is equal to zero, resulting in

Pr=
Y ol < CEKY (ZG;—CE) =0
t
A =0l <cy;PL(A' =0l —cy) =0

o, > 0;0, (K —P) =0

This formulation shows that, consistent with the economic dispatch methodol-
ogy, the inexpensive generators are dispatched first and the resulting price P’ is set
equal to the short-run marginal cost.
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Moreover, a combination of the second and third equations shows that the
difference between the price and the cost of dispatched generators o, when
accumulated over several periods, is equal to the cost of the installed generation
capacity:

> ol P, =CIKS (1.32)
t

Thus, the price paid by consumers reflects the cost of capacity and can be
interpreted as a long-run marginal cost. We should note that this result is a direct
consequence of putting ourselves in a deterministic world. For an interpretation
of these conditions in an uncertain environment, see [12]. Thus, the peak-load
pricing theory, by optimizing with respect to installed transmission capacity, makes
the long-run and cumulative short-run marginal costs equal. The mathematical
condition given in (1.32) defines the optimal investment condition. Any investment
with a capital cost the same as the cumulative cost due to inefficient existing
generation utilization over time 7 is a nonunique optimal generation investment
candidate. As unconventional candidate technologies a become available, the
cumulative inefficiency of supply meeting demand without such technology is
harder to evaluate. It becomes necessary to account for the value of flexibility of
new candidate technologies, such as storage. Evaluating the potential benefits from
such flexibility is a complex, yet doable challenge.

Several important results follow from the above formulation of the optimal
generation mix.

First, the introduction of several technologies contributes to increasing the total
social welfare since we optimize over a wider range of variables. Moreover, this
increase will be strictly positive due to several effects:

* Cost reduction: By spreading demand over several technologies, fewer of the
most expensive technologies will remain idle during off-peak periods. This gain
may not be completely offset by the higher fuel cost during peak periods.

* Pricing effect: By charging a different price for different periods, this scheme
provides better economic incentives. Consumers may decrease their consumption
at different rates or transfer it to another period.

However, even though introducing more technologies increases the total social
welfare, it may be the case that the optimal installed capacity is zero for one specific
technology and that, consequently, the associated increase in total welfare is null.
An obvious example is the introduction of a new technology with the same cost of
capacity but a higher fuel cost. This enables the introduction of an efficient frontier
of generators on the ¢,,C¢ plane. This efficient frontier is downward sloping since
a higher fuel cost must be compensated for by a lower capacity cost. This frontier
is also convex, since for any linear combination of two existing technologies to be
implemented, a new technology must have a lower capacity cost, fuel cost being
equal to the composite technology, to be efficient (Fig. 1.11).
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Fig. 1.11 The generation Capacity cost
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1.6 The Challenge of Operating and Planning Future
Electric Energy Systems

As one attempts to propose new computer methods and software for managing
energy resources and demand efficiently and to embed automation in the process for
enhanced performance, it is important to understand that today’s industry approach
has evolved over time as the complexity of the power grids has increased.

There has not been one single industry approach to assessing the trade-offs
between what is built and how the assets are utilized. Instead, as reviewed above,
operations and planning have been considered two separable problems, often
managed by different departments within the same utility. Planning is generally
done to decide among “proven” technologies, typically generation and T&D lines,
to ensure that sufficient generation and transmission capacity is in place to serve
the long-term forecast system demand. Planning is done to ensure that the peak
load is served at all times and that “one day in ten years” uninterrupted service
to customers is ensured. Generation has been considered to be the main means of
supplying demand, and there has not been much differentiation between controllable
and passive T&D equipment and the demand side when deciding how to enforce the
T&D grid in order to deliver power at all times from the generators.

1.6.1 Overcoming Inefficiencies Related to Approximations
of Secure Operating Regions

As discussed above, planning is generally done by optimizing generation invest-
ments, and T&D equipment is generally considered to be an order of magnitude less
costly than generation investments, and it is often designed redundantly very often
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in order to ensure secure delivery. As a result of this worst-case planning approach,
utilities have had considerable generation and T&D reserves; the generation reserves
are not estimated over time; instead, they are defined as the difference between the
generation capacity available and the peak-load expected. As reviewed in Sect. 1.3,
the ability of T&D to deliver power, known as the ATC, is complicated to measure
because it depends on the actual power line flow patterns. It is common to find
statistics documenting the ratio of the average line flow and its thermal rating as the
line utilization. This number is very low, often 30%. However, we stress that looking
at the line’s utilization is a very misleading metrics. Nevertheless, it is important to
stress that the so-called system load factor, defined as the ratio of the peak load and
the average annual load, is very small, under 50% in the United States. Except for a
very small number of electric power systems worldwide, this load factor is typical
and has been decreasing recently.

1.6.2 The Challenge of Implementing Flexible Asset
Utilization

The above numbers point to the conclusion that there exists a considerable
discrepancy between the available resources measured in terms of capacity, and
their actual use in operations. It is important to keep in mind this distinction as
new technologies present themselves in future electric energy systems and societal
objectives change. The fundamental role of IT is to make the most out of the
available assets by adjusting to the ever-changing demand and system conditions.
To help understand the potential of IT in enabling more efficient utilization, we
have reviewed the objective of today’s industry planning and operations as a single
complex problem. Based on this review, and on the implied underlying assumptions,
it can be concluded that it would be possible to enhance its performance solely
by means of a carefully designed next-generation IT. Given the sheer complexity
of electric grids and the diverse generation and demand components connected
to them, it is fundamentally impossible, using today’s methods, to make effective
investment decisions under uncertainties while accounting for the effects of JIT and
JIP technologies, in particular.

Depending on how advanced modeling and decision-making tools are overlayed
with the physical operations of the system, the actual asset utilization will vary
significantly. There are two possible paths forward:

* Identify the most critical assumptions made by today’s EMS and DMS centers
and introduce an approach which systematically relaxes these assumptions,

* Engage in a fundamentally new paradigm that is based on embedding decision-
making tools into (groups of) system users with a significant ability to manage
uncertainties and inter-temporal dependencies at the distributed level; the infor-
mation from the system users is exchanged with the EMS and DMS centers
responsible for ensuring secure grid operations.
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In what follows we summarize the major challenges which must be overcome to
bring about more efficient long-term industry performance measured in terms of the
long-term social welfare given in (1.19). In Chap. 2 we introduce a possible change
of paradigm that we have named DYMONDS.

1.6.3 The Challenge of Managing Low-Probability
High-Impact Events Efficiently

Perhaps the biggest challenge is the management of power grids when forced large
equipment failures occur. Most widespread blackouts have been triggered by such
events. In order to prevent widespread disruption of service during such events,
today’s industry mandates that the system to be designed and operated according
to (N — 1) or at times even (N — 2) reliability criteria. These criteria require that
sufficient generation and T&D reserve be available in standby mode all the time just
in case a forced outage occurs. The typical approach has been to build and operate
the system so that even when what is considered to be the worst-case forced outage
takes place, customers do not get interrupted for at least 30 min following the event.
Many utilities do not rely on adjustments of other available resources during forced
outages. Instead, the utilities have on-line reserve ready to be used.

In this book, we stress that as more stochastic resources get deployed, it is
going to become very hard to assess the worst-case contingency and have sufficient
standby reserves without experiencing major efficiency loss. It is with this in mind
that we stress the need for new computer algorithms capable of drawing on other
key available resources following a forced outage and which do require the same
amount of standby reserve as today. Notably, consumers need to become responsive
to the changing system conditions, and the old concept of viewing system demand
as predictable with high accuracy, and only needing automation to manage zero
mean disturbances during normal conditions, will have to be rethought. Finally,
the behavior of only ensuring that the system is transiently stable during forced
outages by not operating the system closer to stability boundary during normal
conditions is clearly going to have to be modified. It will become necessary to
implement power electronically controlled fast storage in order to stabilize system
response transiently, on the rare occasions when potentially destabilizing outages
occur. We suggest in this book that a careful cost-benefit analysis should be
done to assess if and when operating conservatively on the off chance a forced
outage may occur and should be relaxed by relying on fast nonlinear control and
communications.
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1.7 The Evolution of IT and Its Use in Today’s Industry

The short-term decision-making formulation given in (1.26)—(1.28) and Sect. 1.3
is the least-cost short-term dispatch problem subject to generation being in secure
region S. The overall objective of operating electric energy systems is organized
hierarchically over time as follows:

* Feed-forward computer applications in support of dispatch, unit commitment,
and power dispatch functions that balance predictable demand components (")

* Feedback automation to ensure that the system operation is stable and within
the quasi-stationary operating conditions when small, hard-to-predict deviations
from forecast demand A ( ) occur

* The management of low-probability high-impact equipment outages

1.7.1 The Need to Enhance Operations

Individual utilities have long operated their systems with a human operator in the
loop according to predefined rules (nomograms) that are specific to each utility.
However, as utilities have interconnected for economic and reliability reasons, it has
become increasingly difficult for system operators to coordinate their interactions
with neighboring utilities and to manage the effects of the electrical interconnections
on their own systems. The first response to this challenge was to introduce computer
applications capable of scheduling the least-cost available real power generation
to supply the forecast demand while also agreeing to exchange power with the
neighboring unities. The power grid interconnection evolved to share the burden
of standby reserves by means of several electrically interconnected utilities. Only
at later stages did tie lines begin to be used for economic trades between the
utilities. Over time, other computer applications were introduced to screen for
the worst equipment outages, often referred to as “contingencies,” and to help
system operators set the required reserve that would ensure uninterrupted service
to customers even when bad equipment failures occurred. This has resulted in
computer methods for SCED and SCUC. These applications are currently routinely
used today by many utilities when scheduling generation to supply the forecast
demand. Some utilities also use computer algorithms to minimize T&D delivery
losses by adjusting the settings of voltage-controlled reactive power equipment,
such as on-load tap changing transformers (OLTCs) and capacitor banks (CBs).
The current obstacles to implementing loss minimization are lack of accurate on-
line reactive power load and voltage data, as well as the convergence problems
of nonlinear optimization software. Consequently, today’s electric power grids are
typically not optimized for voltage support. Instead, on-line power flow analysis
is performed to test how much power can be transferred without creating voltage-
related technical problems. Once the power flow software fails, the grid is unable to
deliver more real power generation.
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While the generation dispatch software supporting the optimization of generation
to supply forecast demand has become more or less standardized, today’s power
grid automation responding to hard-to-predict disturbances is much less so. When
it comes to automation, the current situation is as follows. All major power plants
have governor and excitation controllers for fast frequency and voltage stabilization.
This control is known as the primary control, and it responds to local deviations of
frequency and voltage from the set values of these controllers. The primary control
does not adapt to the changing conditions. It is, instead, tuned to stabilize local
disturbances caused by a worst-case equipment outage in the rest of the system.

To avoid utility-level minute-by-minute frequency drift away from nominal
frequency that is caused by load deviations from load forecast, two solutions are
practiced at present: (1) equipping several fast power plants with proportional-
integral (PI) primary controllers, and/or (2) relying on an automatic generation
control (AGC) scheme known as the secondary-level control. The AGC responds
to a system-level power imbalance known as the area control error (ACE), which
is a linear combination of frequency deviations and net deviations of power flow
exchanged with the neighboring utilities. The ACE is communicated by the control
center to the power plants participating in the AGC, and these respond in an
automated feedback way by compensating for a prespecified percent of ACE. Using
local PI controllers is simpler and does not require communications between the
plants participating in the AGC and the control center. As a matter of fact, in
small stand-alone island systems control centers are not always in place. Frequency
is regulated by a few proportional-integral (PI) governor controllers and/or by
manual load interruptions when frequency drops exceed the prespecified industry
specifications.

Several large utilities in Europe have implemented utility-level AVC schemes,
often referred to as Secondary Voltage Control; conceptually, these are similar to
the AGC scheme. They are implemented to ensure that voltage deviations remain
within the prespecified industry standards when the reactive power load deviates
from its forecast, much the same as how AGC is a utility-level scheme for frequency
regulation. To avoid complexity, only several critical, pilot-point, load voltages are
monitored and they are regulated to remain constant by adjusting the voltage set
points of the participating power plants in response to hard-to-predict deviations in
reactive power consumption. When the pilot points are selected systematically, the
other load voltages will follow the pilot-point voltages, which remain unchanged
even when reactive power disturbances occur.

Both the primary and secondary controls in today’s utilities are intended to
regulate small, relatively slow deviations in frequency and voltage during normal
conditions. No automation is presently in place that can respond to forced large
equipment outages. Near-real-time, communications-intensive, synchronized mea-
surements are not used at present for transient stabilization or for the prevention
of voltage collapse during large sudden system changes. Except for sporadic
deployment of wide-area measurement systems (WAMS)-based special protection
schemes (SPSs), which attempt to manage the well-understood effects of frequently
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occurring and severe equipment outages, no system-level automation has been
built that ensures transient stabilization and prevents voltage collapse. The main
consequence of this lack of automation is an operator’s inability to use assets
efficiently during normal operations. To ensure that customers are not affected
during these outages, today’s practice is to have sufficient fast spinning generation
reserve and to operate at lower transfer limits in case a worst-case outage occurs. As
the use of power grids continues to develop into something significantly different
from the use for which the grids were initially built, it is becoming increasingly
difficult to operate systems reliably based on the worst-case off-line calculations
and preparations. This all indicates that ultimately a more powerful fast automation,
that can enable the response of many available resources during large outages, will
be needed.

1.7.2 Recent Technological Breakthroughs

Developing an IT that efficiently utilizes assets by means of flexible operations and
planning represents a major theoretical and practical challenge. To start with, there
is, at present, very little that has been done in terms of modeling electric power
system dynamics for operating over very broad ranges of conditions. It is discussed
in Chap.2 what is needed and why in terms of establishing formal and systematic
models for designing adaptive transient stabilization. We point out here that the
existing models are intended for analysis and do not lend themselves to systematic
adaptive control design for complex dynamic systems. Parameter identification
in these complex models is the second major challenge on the way to powerful
automation. Given the extreme time criticality, the models must be carefully derived
to represent the phenomena being controlled; the effectiveness of adaptive and
nonlinear control in the event of large disturbances is often very sensitive to the
accuracies of models and parameters used.

Very recent breakthroughs in deploying synchronized near-real-time measure-
ments at the system level have created unprecedented opportunities for qualitatively
new ways of managing the effects of large outages in the future. Conceptually,
model verification and parameter identification in complex power systems can be
pursued without disrupting operations; system dynamics can be monitored over
broad ranges of conditions and key parameters can be identified. More than anything
else, confidence in the models can be developed.

The recent North American Synchrophasor Initiative (NASPI) is an attempt
to overcome this major lack of fast synchronized data and provide coordinated
WAMS. The overall small reliance on automation is a result of poor observability
of system-wide dynamic states in the power grid. Major actions are undertaken,
based on off-line studies of the most severe unexpected equipment failures known,
by a human-in-the-loop. The availability of synchronized fast measurements using
synchrophasors gives promise for the first time to system-level WAMS-based
automation. This, in turn, requires rethinking of how this data would be useful for
enhanced operations and control. The broad expectation is that better knowledge
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of near-real-time changes in the system, together with carefully designed software
and automation, will ultimately enable more efficient and reliable utilization of
any given system. The major challenge lies in understanding how a given system
operates today and how to introduce systematically but phased-in software to
support humans decisions and also necessary automation. As with deploying
hardware, there are major trade-offs depending on the solutions selected.

To sum up, today’s operations and control paradigm is at its crossroads. Both
because of new societal needs and also advances in IT, communications, and
sensing, we need to rethink what is being done and where the major payoffs would
be from possible enhancements. In today’s industry the only adjustments—feed-
forward to manage forecast conditions and/or automated feedback in response to
small frequency and voltage fluctuations—are made by the conventional power
plants. There is very little on-line adjustment by the demand or T&D equipment.
Also, it is important for identifying future needs when considering enhanced IT
tools that the dispatch tools not be solely static and deterministic. The AGC is based
on steady-state concepts of frequency being the same everywhere in the system;
AGC is, therefore, not capable of differentiating the effects of electrically distant
controllers. Moreover, the primary stabilization tools, such as governors and AVRs,
are tuned locally one at a time, while representing the rest of the system as a static
Thevenin equivalent. Fundamental problems with using automation of this type
in systems with large, intermittent resources have been discussed throughout this
chapter. We have considered the problem of power system operations and planning
for future electric energy systems by first defining the overall problem for today’s
industry and then discussing further the implied assumptions made in computer
applications and automation. We have suggested that some of these assumptions
must be revisited, and enhanced computer applications must be designed that
support efficient and reliable operations and long-term performance of future
electric energy systems. In Chap.2, we review the potential role and importance
of IT in the energy-strapped islands of the Azores Archipelago.

1.8 The Need for Enhancing Computer Methods
and Automation

Here we revisit computer algorithms currently used by industry operators to
schedule resources for feed-forward dispatch and unit commitment (operations
Task 1), minimize delivery losses (Task 2), and make power delivery for forecast
conditions feasible (Task 3). We then point out that the automated feedback control
for frequency and voltage regulation and stabilization must be designed more
systematically in order to meet prespecified frequency and voltage quality standards
in systems with many hard-to-predict resources (Task 4). Third, we consider
computer methods needed to ensure reliable service during large unexpected wind
gusts and during equipment failures (Task 5) as an important IT-enabled alternative
to costly overdesign [7].
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The line between the feed-forward and feedback functions is not always easy
to define. It critically depends on the accuracy of the forecast, as well as on the
operating practices, namely, on how well the forecast conditions are managed. In
Chap. 2 we explain that there exist major trade-offs between building capacity
for forecast conditions, on the one hand, and developing an IT that efficiently
balances supply and demand using automation, on the other. This observation
could be viewed as an un-necessary detail, but it is in fact the major rationale
behind the fundamental need to enhance the, just-in-time (JIT), just-in-place (JIP),
and just-in-context (JIC) functionalities brought about by IT and fast storage [4].
Relying on JIT and JIP functionalities is likely to become one of the major means by
which future electric energy systems will be operated both reliably and efficiently.
In this book, we illustrate this claim multiple times by comparing what is doable
with and without such functionalities, all else being equal.

Today’s operations and planning industry approach could be thought of as
comprising at least five major distinct tasks [7], Chap. 2. In the past, we have found
this classification to be particularly useful for understanding how the electric power
grid is operated and what role specific computer applications play. Based on this
experience, we proceed by starting from the same operations task classification.’

Task 1 concerns the Unit Commitment (UC) and Economic Dispatch (ED) of
generation to meet forecast demand P;. The basic UC approach uses a 24-h or
longer system demand forecast to select the units that should be on and capable
of generating power. While this forecast is not perfect, it is needed to support UC,
namely, the selection of power generation units which need to be up and running
in preparation for economic dispatch closer to real time. The industry practices and
software used are often system specific and not fully standardized. We consider
UC/ED Task 1 to be the basic supply and demand balancing problem because it
recognizes that different power plants can only increase or decrease their power
generation output at a certain ramp rate; no network constraints are observed. This,
in turn, implies that very slow base-load units, such as nuclear and coal power
plants, cannot turn on/off very quickly. Therefore, they cannot follow rapid demand
variations nor fast wind power changes. These problems require software which
proactively utilizes multi-temporal predictions and optimizes in a look-ahead way
with the best possible predictions. In particular, it becomes necessary to enhance
today’s static SCUC with optimization tools capable of computing when even
slower plants need to be turned on and help balance uncertainties multi-temporally.

Task 2 concerns transmission and distribution (T&D) delivery loss compensation
for the forecast system demand. Because of delivery losses, it is generally necessary
to produce more generation than the forecast demand; and there are many computer
methods for estimating system losses and for scheduling the generation needed to
compensate them. At present this function is performed in the EMS control centers
which estimate losses and schedule extra power to compensate for these estimated

9This classification was initially introduced to align physical system operations with the electricity
market design rules.
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losses. In the future, qualitatively different methods of compensating for delivery
losses, such as distributed resources compensating for their own losses close to the
end users, are likely to be deployed. It is plausible to perform loss compensation
in a distributed way and also to place future distributed resources at locations that
reduce the losses created [6].

Task 3 concerns the delivery feasibility of the generation scheduled to supply
forecast demand. Network constraints are often accounted for closer to real time,
say 1h or 10min ahead; the generation power output from the plants that are
already up and running as a result of performing Task 1 is adjusted to ensure that
power delivery is feasible. For purposes of understanding the necessary evolution
that will lead to future electric energy systems, it is important to observe here
that system limitations to delivering the most economically and environmentally
desirable power are quite complex. We illustrate in this book the importance of
relaxing often conservative system delivery limits (the line proxy limits introduced
earlier in this chapter) by implementing near-real-time corrective actions and by
designing the automated control so that it stabilizes system dynamics based on
fast synchronized measurements and communications. We explain and illustrate
in specific chapters of this book how this change from observing the worst-case
operating limits to performing on-line corrective actions and automation enables a
much more efficient utilization of the available transmission and distribution (T&D)
assets than is currently possible.

Task 4 takes into consideration system dynamics and concerns automation that
ensures system-wide stability and an acceptable frequency and voltage quality of
electricity provided to the end users. The hard-to-predict wind power fluctuations
APy around the forecast component are generally compensated for by using
automatic generation control (AGC) of several fast-responding power plants that
respond to the frequency deviations. Past industry practice has assumed fast and
small near-zero mean demand fluctuations around the system demand forecast.

As more wind power is deployed, it is no longer going to be possible to make
this assumption. As a matter of fact, how much and which type of stabilizing and
regulating resources will be needed in the future will be heavily determined by how
accurate the prediction models are used for feed-forward decision-making and how
efficiently the forecast demand is supplied. The remaining power imbalance will
have to be corrected quickly to prevent instabilities using the automated feedback
control of often expensive storage. We suggest that trade-offs between the wear
and tear of more conventional resources used to provide frequency and voltage
stabilization and regulation, and the cost of power-electronically controlled fast
storage and FACTS, will have to be assessed carefully as different technological
solutions to the problem of persistent wind power fluctuations are being considered.

Task 5 concerns the secure operations of the complex grid during hard-to-predict
equipment failures. Qualitatively new tools are needed for supporting decisions
regarding corrective adjustments on settings of controllable equipment during non-
time critical faults and/or large wind power deviations; introducing such tools
could go a long way toward ensuring reliable service in systems with large wind
penetrations. In this book we illustrate the potential benefits from such corrective
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actions that adjust voltage-controllable T&D equipment and that reduce demand
enough to ensure viable operation.

Finally, software is needed in support of new planning paradigms for investing
in new technologies. We point out that it is particularly important the interde-
pendence of most effective technologies and the operating protocols for utilizing
selected technology in actual operations. Because decisions must be made in
a highly uncertain environment, it is important to have well-defined interactive
protocols for information exchange and for computing the financial incentives for
managing uncertainties. A systematic combination of highly accurate short-term
wind prediction models for economic dispatch and not very accurate long-term
wind prediction models for investment decisions that account for the cumulative
short-term payoffs from candidate technologies are needed to define the best
investments. It is discussed in this book, and illustrated using the Flores and Sao
Miguel island systems, how long-run marginal bids (LRMB) for deploying the
best candidate technologies in support of wind power integration can be created
by the candidate investors themselves. Long-term decisions by the investors and
by the system operators and regulators must be supported by new software that
enables interactive dialogue and decision-making for selecting and utilizing the best
candidate technologies. Since much of the payoff of different fast technologies (fast
storage, communications, sensing, and computing and control, in particular) comes
from just-in-time (JIT), just-in-place (JIP), and just-in-context (JIC) adjustments,
one of the major challenges concerns the financial incentives at the investment
decision stage needed to value flexibility brought about by such adjustments that are
unique to each given technology. In other words, a fast load following power plant
has a higher value when it comes to compensating for wind power fluctuations, but
it is not currently differentiated from base-load plants. Even more complex is the
challenge of deploying an amount of fast storage that carefully reflects the break-
even point of the capital cost and the cumulative value brought to the system as
a whole. At present, fast-responding energy storage is not compensated for by the
deferral of standby large reserves, but this must be done if a convincing business
case is to be made for otherwise expensive storage. Moreover, as mentioned earlier,
the actual amount and type of storage needed will critically depend on how well
wind power is predicted and also on how dispatch is done under uncertainties
based on this prediction. The better this is done, the less need there will be for
very expensive storage, and, consequently, the lower the overall cost of electricity
services in systems with wind power will be. Much the same way as it is both
challenging and necessary to carefully assess the value of fast-responding hardware,
it is essential to assess the value of the needed analytics and IT to support their
deployment and use. At present IT is not an explicit part of the financial assessments
when planning new investments. Given the potential major enhancements in both the
reliability and efficiency of electricity services by means of systematically designed
IT, we suggest that considerations of new IT as a means of solving problems of
interest should be made equally important as the consideration of hardware such as
fast storage, in particular.
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In summary, it is becoming quite clear that various controllers, placed throughout
the T&D grid, in power plants, and embedded into specific loads of power
consumers, can fundamentally reduce the delivery limits currently imposed on
the existing power grid. It is therefore essential to deploy and utilize the next-
generation IT methods for both feed-forward decision-making and for automation.
The complexity of IT-enabled electricity services requires a major rethinking of the
fundamentals of operating and planning future energy systems.

1.9 Chapter Summary

In this chapter we revisit the overwhelming complexity underlying planning and
operations in today’s electric energy systems. We provide a short summary of how
today’s system is managed and identify common simplifications for managing the
necessary decision processes in a timely manner. We next propose that the opera-
tions and planning of future electric energy systems will become much more com-
plex than they are in the present or have been and that data-driven knowledge
about system changes will become essential. Both industry objectives and available
technologies are such that the current industry paradigm needs rethinking. We claim
that to integrate and utilize new technologies according to the well-understood
objectives and at value, it will become essential to engineer IT-enabled electricity
services. The importance of systems thinking in setting the goals of Information
Technology (IT) design for evolving electric energy systems is discussed by taking
a look at the objectives of today’s operations and planning and the type of software
and automation used to reach these objectives today. We make an assessment of
the underlying assumptions and their implications for achievable reliability and
efficiency, and use the findings to define the need for new and enhanced IT-enabled
operations and control tools for managing evolving system complexity.
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Chapter 2
The Tale of Two Green Islands
in the Azores Archipelago

Marija Ili¢

2.1 Introduction

This chapter concerns the next-generation computer methods and automation for
future electric energy systems. In Chap.1 we have identified the major assump-
tions in today’s operations and planning that make the management of complex
electric energy systems possible. As explained, some of these often hidden as-
sumptions present major roadblocks to the reliable and efficient integration of
new resources and to the seamless participation of electric energy users. These
simplifications are embedded in today’s computer methods and automation, and as
such, they indirectly make it hard to operate unconventional resources. We describe
one possible new IT-enabled framework that supports the relaxing of these hidden
sources of inefficiencies; we refer to this approach as dynamic monitoring and
decision systems (DYMONDS). We show how this approach can be used as the
basis for a paradigm shift toward more data-driven operations and planning in future
electric energy systems.

We start in Sect. 2.2 by briefly summarizing the main motivation for this book,
namely, the challenge of making the electric energy systems of two islands as
green as possible without increasing the long-term service cost. We describe
the characteristics of the electrical power grids, energy resources, and demand
characteristics on the islands of Flores and Sao Miguel in the Azores Archipelago.
We highlight how electric energy is provided today on these islands and the basic
challenges and opportunities in front of these islands as they consider the evolution
of their electric energy systems.
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We put forward the major premise that it would indeed be possible to transform
their current electric energy systems into sustainable, low-cost systems by means
of a systematic deployment of IT-enabled methods and automation. Illustrating
this premise is the subject of our entire book. To do this, we first summarize
our vision for sustainable socio-ecological energy systems (SEESs) in Sect.?2.3.
We next highlight in Sect. 2.4 the key role of IT-enabled operations and planning in
transforming future electric energy systems into sustainable SEESs. We explain how
a carefully designed IT, and a man-made physical network, can enable the relaxing
of several major assumptions causing hidden inefficiencies in today’s operations and
planning.

In particular, we explicitly relate the role of “smart grids” in the aligning of
temporal, spatial, and contextual resource and user characteristics within a given
governance system. This relation for the first time makes an explicit connection
between the multiple objectives of SEESs and smart grid design principles. We point
out that this general relation can be applied to designing smart grids for any given
electric energy system. The solutions are nonunique, path-dependent, and ultimately
driven by the sustainability multi-objectives and their tradeoffs. However, the basic
idea of aligning the temporal, spatial, and contextual characteristics of both the
energy resources and the users within a given governance system, in order to enable
sustainability by means of carefully-designed IT, is common to any SEES.

The complexity of the models and principles of IT and automation design
needed to induce sustainability requires a systematic approach. One possible way
of proceeding is to identify how better temporal, spatial, and contextual alignments
of resources and users can be achieved by enhancing today’s operations and
planning industry practice, as introduced in Sects.2.5-2.8. This is basically the
approach taken in this book. In this chapter, we summarize in Sect. 2.10 the methods
proposed for achieving this. Our emphasis is on the enhancements of specific
computer applications and automation made and on explaining how the proposed
solutions fit into the broad framework of smart grid design in support of sustainable
SEESs. We discuss the explicit dependence of sustainable electricity service on data
driven predictions, computer-supported decisions, and automation. The major new
concepts in each chapter contributed to this book are briefly summarized.

We illustrate the key findings reported throughout the book as the first
proof-of-concept IT framework for sustainable SEES. We briefly discuss how these
concepts jointly contribute to a possible IT-enabled implementation of electricity
service at choice reliably while meeting environmental objectives by deploying
more wind and solar power, in particular—and all without an excessive cost
increase for electricity services. Finally, in Sect.2.11, we briefly describe the first
data repository of real-world data (found in the DVD of this book) as the supporting
source behind the claims made in this book. We close in Sect. 2.12.
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2.2 The Tale of Two Low-Cost Green Azores Islands

As a more specific illustration of the potential for enabling future electric energy
systems with a man-made physical grid and its IT, we consider next two represen-
tative islands of the Azores Archipelago. These islands are presently supplied by
very expensive fuels shipped from faraway places. This makes the energy supply
very expensive and precious. At the same time, the islands are in wind-rich places
and quite sunny. Therefore, their situation begs the question of whether it would
be possible to replace the currently used expensive and polluting fuels with natural
renewable resources, such as wind, solar, geothermal, and hydropower. Being small,
they are potentially great test-beds for what can and cannot be done since cause
and effect in their systems is much more transparent than in the large continental
electric energy systems; the effects of supply and demand imbalance fluctuations
on the quality of frequency and voltage in the electricity services provided are quite
pronounced, and it is conceptually possible to model and analyze these effects.

The above are some of the reasons that have motivated us to use the islands as
real-world test-beds for demonstrating our basic premise that it is fundamentally
possible, through management with IT, and without increasing the long-term cost
of electric energy services, to deploy much more renewable energy than is currently
done. In this book, we have chosen two islands: the largest island in the Azores
Archipelago, Sao Miguel, and the very small Flores. Flores already has some
wind power plants and has deployed one fast storage flywheel for balancing the
intermittent wind power. Flores also has a small amount of precious controllable
hydropower, which is a clean, large storage capable of compensating for wind power
changes over time.

We challenge ourselves in this book with the question of how much more wind
power capacity does it make sense to deploy on Flores and Sao Miguel, and why and
how should the new plants be integrated and operated such that they offset the use
of diesel power plants. To begin answering these questions, one needs a systematic
framework with clearly defined performance objectives. Viewed over longer time
horizons, there are multiple performance metrics and they are not always aligned.
In particular, it is important to quantify the expected annual variable fuel cost,
annual emissions cost, annual T&D power delivery loss, unserved load cost, the
cost of wear and tear in power plants following demand variations, the cost of
poor quality of electricity service, and lastly, the capital cost of new investments
and the sunk cost of existing assets if these are to be replaced by the new ones.
A qualitatively new aspect of the changing electric energy industry is that the
cost listed above is much more complicated to assess when deploying large-scale
equipment than in the case of capacity-based worst-case designs. Outcomes are
sensitive to how well economies of scope are extracted and to what the tradeoffs are
between investing in hardware versus increasing short-term asset utilization; smart
grids are the key to increasing short-term asset utilization, all else being equal, and
as such could contribute to relatively low-cost solutions which offset the investments
in high-cost hardware.
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These vastly different costs indicate the need for integrated cost management, in
which coordinated decisions by policy makers, system planners, operators, and the
respective island community should be made to nurture the long-term evolution of
sustainable electric energy services. Methods are needed to compare the long-term
tradeoff between (1) the significant capital cost of investing in wind power plants,
small household- and/or neighborhood-level photovoltaic (PV) panels, efficient
technologies for energy users, plug-in electric vehicle infrastructure, and the IT
infrastructure necessary to keep it all together, and (2) the cumulative long-term
savings from replacing expensive and polluting fuels with renewable energy. It is
clear that this assessment cannot be done with the deterministic capacity-based cost-
benefit analysis currently used by the industry and regulators.

One of the major messages throughout this book is that the tale has a happy
ending if/when one begins to view future electric energy systems as complex SEESs
in which many small effects contribute to solving big problems [4, 15]. Our main
vision is that economies of scope can be achieved by enabling assets with unique
functionalities [16]. Instead of building capacity to ensure unconditional use of
electricity by the customers, it should be built to enable customers to choose at value,
assessed by themselves, if/when it would be beneficial to modernize their electric
energy loads, including a switch to electric vehicles, to respond just-in-time (JIT)
and just-in-place (JIP) to the availability of intermittent power and be rewarded for
doing that. These preferences should be communicated to the policy makers and to
the local utilities that are ultimately responsible for providing the electricity service.

In this environment carefully designed IT tools could become invaluable for
processing collected data for supporting long-term decisions to participate proac-
tively in greening the islands and for enabling near-real-time adaptations as
short-term energy resources change their power availability. This is needed because
it is hard to be flexible without IT. Highly complex domain-specific specialized
sensing, communications, and control automation are needed to ensure that complex
electric energy systems operate reliably and safely and at the same time utilize
existing assets efficiently.

The key challenge is to design a systematic framework for IT-enabled adaptation,
within a complex electric energy system, to the availability of power and well-
understood customer preferences. In this book we contrast what can be done when
considering wind power as a negative load with what can be done when wind
is carefully forecasted and system users adjust to the predicted variations ahead
of time. We contrast further what can be done by combining wind forecast with
controllable hydro available on Flores, with what can be done on Sdo Miguel where
there is no controllable hydropower. On Sdo Miguel one can justify more reliance
on demand response since this is one realistic means of balancing the forecast
wind power; there is no controllable hydropower on Sao Miguel. To coordinate
the available power with customers it is essential to have systematic protocols
for information exchange at value [3]. We show how much can be achieved by
preprogramming the electric energy use of large users capable of doing this on Sao
Miguel longer into the future. These common-sense ideas are modeled, simulated,
and illustrated for the first time in this book.
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Notably, what can and cannot be achieved on the two islands critically depends
on how efficiently and reliably power is delivered and what the cost of delivery
infrastructure is. Here again, different computer algorithms, software, and automa-
tion can be put in place to facilitate power delivery. To start with, we show that
the actual location of the wind power plants can make the difference in how much
power is lost in electric wires when delivering the wind power. Once the plants are in
place, one could ask the question about where to place very small dispersed PVs and
clusters of electric vehicles to further minimize delivery losses from faraway larger
wind and conventional power plants. Moreover, the complexity of automation for
balancing hard-to-predict wind power fluctuations away from the forecast output
greatly depends on the relative locations and electrical distances between the large
loads, the power plants, and the newly placed renewable resources.

We discuss in this chapter and illustrate throughout the book the dependence
of the IT infrastructure complexity level on the accuracy of the models and
parameters used for designing the automation. In short, embedded DYMONDS
are needed not only for actuating the response to changing system conditions
but for identifying parameters and updating models in an online environment
for fault-tolerant automation. A related issue concerns the complexity resulting
from the required coordinated system-level communications and control assuming
the models and parameters are known and accurate. The robustness of fast storage
control for preventing blackouts and/or managing major brownouts during large
wind gusts and equipment outages depends to a large extent on the accuracy of
the models and parameters used.

In this chapter we summarize the main approaches we take to design the JIT and
JIP automation that allows our tale of two islands to end happily. For now, we point
out that a deployment of more renewable resources on the islands could lead to sky-
rocketing electric energy infrastructure costs unless a systematic framework is used
to assess what can and should be done, with a clear understanding of the long-term
costs and benefits.

Making islands green without escalating long-term costs requires careful
consideration of the possible nonunique technology portfolio. An in-depth
knowledge of their unique functionalities is needed to design JIT- and JIP-embedded
DYMONDS capable of balancing supply and demand efficiently and reliably. Much
the same way as it is necessary to have a systematic way of deciding which future
hardware assets to build, it is equally important to proceed with an IT infrastructure
based on a quantifiable understanding of the information to be exchanged and
its value.

Low-cost electric energy systems for green islands cannot be achieved by
considering one single “best” energy resource, one single “best” computer appli-
cation, or one “best” storage type. None of these solutions work by themselves
since their value materializes only when they are used at the same time as other
technologies. For example, stand-alone storage has very little value unless it is used
to compensate for hard-to-predict power imbalance. Otherwise, a much less costly
base load energy resource can be used. Economies of scope come into major play.
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Perhaps the most difficult challenge is to have a design of a framework
for supporting an ongoing evolution of the electric energy systems, with well-
understood innovation objectives. The objectives of future electric energy systems
are much beyond strictly technical and economic. They will evolve as the societies
become more aware and accepting of the needs for sustainable SEESs [15].! The tale
will never end as the societal needs evolve and as new candidate technologies
present themselves over time. The tradeoffs are often hidden depending on time
over which the objectives are attempted.

Instead of policy makers setting goals for deploying specific technologies over a
predefined time horizon, we suggest that it is much more sustainable to consider
dynamic innovative investments over time [12, 17]. Nonunique solutions may
emerge depending on the time frame over which the innovations are made, indirectly
biasing the technology choice. The technological breakthroughs in making small
resources efficient make it possible to evolve today’s electric energy systems,
which rely on conventional generation following demand, into systems in which
generation, consumers, and T&D jointly contribute to sustainable future electric
energy services. The promise of such change presents us with both challenges and
opportunities. The challenge inherent in enhancing today’s operations and planning
paradigm is to facilitate this transformation to an SEES in which the electricity users
are equally as active in the decision making as the producers. Engineering T&D and
its IT-enabled smarts to support such interactive decision making is the main topic of
this book. The really exciting opportunity is to create long-term sustainable SEESs.
We briefly present our vision of SEESs next.

2.3 Sustainable SEESs

One of the main premises in this chapter and in the entire book is that the
objectives of a smart grid should be closely related to the objective of enabling
sustainable energy services. Given the characteristics of the energy resources and
the energy users, and of the governance system (core variables [15]), the design
and operation of the man-made energy delivery system greatly impact how well the
characteristics of the resources and users will be matched. A possible qualitative
and quantitative approach to conceptualizing the role of smart grids is motivated
by the concepts put forward in seminal work as a socio-ecological systems (SES)
framework for sustainability analysis [15]. In particular, the idea of introducing a
common set of variables key to identifying factors that may affect the likelihood of
a particular policy to enhance sustainability in one type and size of resource system
and not in other types is extremely appealing when tackling the problem of the

! A happy tale of two Azores islands is the one which provides a “development that meets the needs
of the present without compromising the ability of future generation to meet their own needs.”
The quote is the working definition of sustainability by the US National Academies.
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Fig. 2.1 Key core- and second-order variables of an SES [15]

governance required to support sustainable electric energy systems as they undergo
their evolution. Sustainability fundamentally means a careful balancing of multiple
objectives such as emissions, cost (O&M and capital), and the business stability of
innovating hardware and software technologies at value [8]. Policies determining
these tradeoffs are critical to both the short- and long-term ability of an SES to
sustain itself [8].

Shown, for the sake of completeness, in Fig.2.1 is a summary of the core- and
second-order variables characterizing any SES that are believed to affect its
sustainability characteristics most critically, as proposed in the Nobel Prize-winning
framework for water SES [4, 15]. The sustainability of an SES is represented by
the characteristics (second-order variables) of the core variables, and it depends
on (1) the size, productivity, and predictability of the overall resource system; (2)
the mobility of the resource units; (3) the governance system that is in place, in
particular on having collective choice rules; and (4) on the number, leadership, social
norms, and overall knowledge of the system users concerning the characteristics of
the resource system, resource units, and governance system characteristics.

To briefly review our notion of a SEES, consider the simple electric power system
diagram shown in Fig.2.3. We observe that each energy system, independent of
specific architecture, has the same core variables as the one shown in Fig. 2.1; here
the resource system and units are the generators, the users are the loads (consumers),
and the governance system is a set of operations, planning and economic rules for
managing the resources and users.

We have recently proposed that viewing any future energy system in terms of
its core-, second-, and deeper-order variables, and designing the man-made grid
and IT to induce these variables to lend themselves in the best possible way
to sustainability, is one possible approach to aligning the characteristics of the
energy resources, electric power grid, IT, and policy [4]. The smart grid becomes
consequently a means of implementing the man-made physical power grid and
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Fig. 2.2 Electric power grid and IT as enablers of sustainable socio-ecological energy systems
(SEESs) [4]

its IT in support of a sustainable energy SES. Specific to the energy systems,
shown in Fig. 2.2 are the key core- and second-order variables whose characteristics
determine how sustainable a SEES can be, based on the characteristics of the
resources, users, and governance system.

We stress that how well the characteristics of the resources and users are matched
in time determines the basic quality of service (QoS), efficiency, and environmental
impact of any given SEES. To start with, there exists a very real mismatch between,
for example, the most efficient energy production by specific resources, on one side,
and their typical utilization, driven by the users’ needs and the ability to deliver
the energy to the right place, on the other; this leads to a gross underutilization of
individual generators when performing economic dispatch within an interconnected
power grid, for example. This mismatch highlights the need for caution when
assessing system efficiency based on the attributes of individual components; it is
generally not possible to attain a full efficiency of individual components due to
temporal and spatial network-level constraints.

Similarly, because of the often vast geographical distances between the
components within an SEES, it is generally difficult to deliver energy from the most
desirable energy resources to the users. In reference to Fig.2.1, energy systems
generally do not have many mobile resources, and this makes their sustainability
sensitive to how well the man-made electric power grids and other energy delivery
means align the production and consumption. Delivery-related constraints often
contribute to significant underutilization of otherwise highly attractive energy
resources. Finally, we point out that mutual temporal and spatial interdependencies
themselves may sometimes also be pronounced within an SEES, and because of
this, it is not possible to manage them separately.
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Fig. 2.3 Two electrically-distant areas on the Island of Sdo Miguel, [13], Chap. 15

2.4 The Key Role of IT in Enabling Sustainable SEESs

Conceiving, designing, and implementing effective IT solutions for enabling sus-
tainable SEESs is not a matter of simply adding on or making minor modifications,
to the existing operating and control practices. Instead, doing it right requires an in-
depth understanding of the electric power systems as complex dynamical systems
and a strong background in the key areas essential for creating an evolutionary
sensing, monitoring, and control design while also keeping in mind the changing
requirements in future electric energy systems. Much must be done to design a
systematic IT that enables the effective integration of large-scale wind power, for
example.

The necessary sensing, communication, and control hardware is already available
and quite cost-effective. Missing are the concepts for embedding intelligence into
such hardware so that the components, by optimizing their own sub-objectives, help
meet the overall goals of the system. These goals are no longer the traditional cost
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minimization subject to many complex physical constraints. Instead, the grid must
serve as an enabler that allows the implementation of multiple tradeoffs ranging
from reliability and QoS to economics and environmental goals.

By assessing the second-order characteristics of the core variables in any SES,
such as a water or energy system, it becomes possible to define how sustainable the
given system is likely to be. The more aligned the temporal, spatial, and contextual
characteristics of the core variables (the resources, users, and governance system)
are, the more sustainable any given SES will be.

In this section, we review how this notion can be used to define sustainable
SEESs as a particular complex system of interest. We suggest that the man-made
electric power network and its IT play the key role in empowering the resources,
users, and the governance system with the monitoring, sensing, prediction, learning,
and adjustment tools for changing conditions necessary to contribute jointly to
sustainable electric energy services. We then suggest a possible DYMONDS
framework with supporting software, as a means of aligning the characteristics of
the energy resources, users, and governance system and making the SEES more
sustainable. Therefore, IT plays a fundamental role in inducing the sustainability of
electric energy systems. We further conjecture that one of the key objectives in the
transformation of today’s energy systems to smart systems capable of meeting short-
and long-term future needs must be to develop methods for the better understanding
and matching of broad SEES attributes, the properties of physical grids, and the
characteristics of both the IT and the governance system.’

To pose the problem of smart grid design and operation, one should start by
first characterizing the energy resources, user preferences, and governance system
much the same way as water systems were characterized using the SES framework
in [15]. This general framework for assessing the sustainability of any SES can be
applied to future energy systems and, in particular, to forming one possible basis
for understanding the role of smart grids and IT in shaping the sustainability of
those systems. Shown in Fig. 2.2 is an energy system viewed as a SES, augmented
by a man-made grid and man-made IT. For any given SEES, the man-made grid
and its IT must be designed so that they induce the core- and second-level variables,
listed in Fig. 2.1, that lend themselves best to an overall sustainable SEES. Our basic
approach is for the system users to internalize the system constraints as much as
possible and transform them into the explicit sub-objectives of a complex dynamical
system. The power grid users, resources, and consumers can adjust to the changing
conditions and/or communicate with the others to align their needs and preferences
with the system-level objectives [10].

2For understanding several qualitatively different architectures of energy systems and the necessary
architecture-specific design of the IT that makes the best use of the available resources, see [4].
Notably, since the starting SEES of each representative architecture is qualitatively different, the
design of the man-made grid and the IT for each one must be different.
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2.5 SES-Based Modeling Framework for Sustainable SEESs

Much the same as in the seminal SES work and its recent applications to water
systems, we are concerned with the creation of a design model for a sustainable
SEES. Relevant models and IT design for sustainable performance strongly depend
on the type of SEES. In order to create an IT design framework for smart grids,
it is essential to establish a sufficiently accurate, yet not too complex, modeling
framework that captures the interdependencies between the SEES, physical grid, IT,
and governance system. We point out that the choice of the key variables depends on
the type of architecture and on the questions the modeling framework is attempting
to answer.

2.5.1 The Need to Model Deeper-Level Variables

In order to induce sustainable just-in-place (JIP) electric energy services by means
of smart grids and their IT, it becomes necessary to extend the concepts of the
general SES sustainability framework to include spatial interdependencies. This
can be done only if the mathematical models capture significant interactions among
the spatially distant resources and users. Therefore, it becomes necessary to model
the spatial interactions between different clusters of delivery system users across a
very large interconnected bulk man-made power grid. It is here that modeling the
physical processes underlying man-made power systems becomes crucial to smart
grid management design for sustainability.

To elaborate, we recall the mathematical models derived in the engineering
literature, with an eye to assessing qualitatively and quantitatively the highly com-
plex, nonlinear interdependencies among the multiple variables used to characterize
electric energy systems [1, 2, 9]. In particular, the physical interaction variables
reflecting the electrical distances between different portions of a large man-made
grid become good candidates for deeper-level variables within an overall SEES and
its man-made grid [2]. It is important to understand that these variables can only
be modeled by careful model reduction of an otherwise very complex electric grid.
Shown in Fig. 2.3 is the island of Sdo Miguel; line connections colored red, green
and white are strong, medium and weak strength lines shown in Fig.2.4 are the
interaction variables created by a disturbance located in one part of two electrically
distant areas on the island [13], Chap. 15. Interaction variables colored in blue and
green are those of areas 1 and 2, respectively. Matching different patterns of users
and resources in these two electrically distant areas efficiently will require sensing
and control of this interaction variable.

It should be somewhat intuitively clear that the characteristics of second- and
deeper-level variables for hybrid and fully distributed architectures are very different
than the characteristics of these variables in the bulk energy systems reviewed in
Chap. 1 of this book. Consequently, the type of IT that will induce sustainable
performance in these systems is very different. In particular, since these systems will
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Fig. 2.4 Power exchange between two electrically distant areas on Sao Miguel, [13], Chap. 15

have a significant penetration of small hard-to-predict core variables IT paradigms
supporting peer-to-peer communications and decision making by self-organizing
highly proactive users are likely to support sustainable services with the right
governance in place. Many technologies recognized as smart distribution system
technologies (smart meters and advanced meter infrastructures (AMIs) in particular)
become key to sensing and adapting in a highly distributed way. According to the
general principles of sustainable SEESs, technologies such as distributed storage,
electric vehicles, wind power, and solar power all lend themselves to being highly
capable of becoming part of a sustainable eco-energy system.

Modeling relevant interactions for other than fully regulated large-scale SEES
represents a major R&D future challenge. Even the aggregation of distributed users
and resources is an open question. For example, it is possible to aggregate system
users that have similar temporal characteristics but are dispersed throughout an
electric power grid. It is also possible to aggregate system users that are located
in the same parts of the electric power grid but have vastly different temporal
characteristics. Qualitatively different challenges to IT and DYMONDS design
complexities would arise when attempting to make an SEES sustainable in these
two different situations.

However, given the aggregation of small system users into portfolios of one or
the other type, it is fundamentally possible to generalize the notion of interaction
variables and deeper-order variables for these new architectures as well. More
specifically, a vector of variables internal to the aggregated portion of the system
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is generally a function of its internal states and the decision making that is in place.
The interaction variables, by definition, cannot be affected by internal actions unless
a subsystem is connected to the rest of the system. While this definition is analogous
to the definition for today’s bulk power systems, much work is needed to understand
how the interactions are affected by the new technologies being deployed.

Missing at this time are governance mechanisms which value the just-in-time
(JIT), just-in-place (JIP), and just-in-context (JIC) contributions of these technolo-
gies to a high quality of sustainable energy services. For example, integrating
large amounts of wind power will require highly responsive demand. The power
mismatch between a portfolio of wind and inelastic demand is qualitatively different
from the power mismatch between a portfolio of wind and price-responsive demand,
as they create qualitatively different needs for power produced by the conventional
power plants. In the first case, the need for fast large fluctuations by the natural
gas plants is significantly larger than in the case when demand and intermittent
wind power are coordinated within a single portfolio subsystem. It is not hard
to conclude that the IT design and DYMONDS embedded to implement price-
responsive demand contribute significantly to the sustainability of the overall SEES.
Dispatching conventional power plants in a sustainable way requires the monitoring
and control of a portfolio of wind power and responsive demand.

These are only some of the first examples illustrating the importance of
deeper-order interaction variables within an SEES. To our knowledge, relating the
sustainability of an SEES to the interaction variables within the complex electric
power grid was attempted for the first time in [4]. More work is needed to develop
formal models for the evolving architectures. Also, the deeper-order variables can
be used to assess inefficiencies caused by a lack of coordination. Actual system data
should be used to assess at least order of magnitude inefficiencies.

2.6 Toward an Approach to Designing and Operating Smart
Grids for Sustainable Energy Services

The premise we put forward is that for any given particular type of energy resource
system, the operations and planning engineering practices must ensure that the
deeper-level variables of the man-made electric power grid are such that they align
both the resource and the user characteristics. In simple terms, the interaction
variable needs to be sensed and communicated to the right controllers to induce a
good spatial and temporal matching of resources and users. This requires careful
engineering and governance design. Only then will the likelihood of having a
sustainable complex man-made electric energy grid embedded within the natural
energy resource system be high. This conjecture, recently presented for the first time
in [4], is directly motivated by the work in [15]. We pose the design of a man-made
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electric power grid within the ecological energy resource system as the problem of
inducing the properties of second-level variables in the resource system that are most
likely to be sustainable. To us, this is an exciting novel link that one could use to
carefully design man-made systems in order to make the most out of the available
natural resources [4]. We emphasize that the desired properties can be induced by
starting with models that represent the core- and second-level variables and then
by introducing deeper-level variables specific to the energy systems that capture the
nonlinear interdependencies within the overall system.

Designing a man-made power grid, and accompanying IT, to induce
sustainability using these models amounts to designing a simbiotic energy SES
and a man-made grid-IT system which, jointly, are most likely to have sustainable
properties. Based on this, our proposed approach to modeling and designing
the man-made power grid and its IT for sustainable service becomes basically
a three-step process [4]:

Step 1—Start with the core- and second-level variables to characterize a given
SEES.

Step 2—Define and model deeper-level variables to capture the interdependencies
between the SEES, physical grid, IT, and governance system.

Step 3—Design the physical grid, IT, and governance system to induce sustainabil-
ity by sensing and controlling the interaction (deeper-level) variables so that the
closed-loop system has good JIT, JIP, and JIC functionalities.

Notably, a general SES framework helps define the most adequate IT design
needed for the core subsystem characteristics and their second-level variables to
enable the man-made electric power grid with the functions needed to obtain
an overall sustainable SEES. The actual IT design needs to be done with a
clear understanding of this purpose. A better understanding of the SEES-electric
power grid-IT complex system is key to enhancing both the physical grid and its
intelligence to support SEES in long-term sustainable energy provision.

Using the language of SES, we conclude that the main purpose of IT is to
align the attributes of the resource system, resource units, and users. This is no
small task given the spatial and temporal complexities of near-real-time power
balancing. We illustrate in this book that identifying the predictability of system
users’ characteristics by means of IT techniques is particularly important to the
system design. To enable both choice and system-level performance, temporal and
spatial information must be exchanged about the second-order and deeper-order
variables of the core variables within an SEES. The closer these characteristics are
aligned, the more likely the system is to be long-term sustainable. To us, this has
been a guiding light to revisiting the modeling, decision-making software, SCADA,
and automation in today’s industry, and to identifying the principles enhancing their
performance as new resources are being added.
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2.6.1 The Role of Smart Grids and IT for Sustainable
Energy Delivery

Somewhat unique to the energy systems in which energy is transported via an
electric power grid is the problem of sustainable electric power delivery, since
electric energy resources are generally not mobile. An interactive multilayered IT
framework with much embedded intelligence at all layers (resources and users) with
minimal coordination among the layers could enable a large penetration of wind, in
coordination with responsive demand and other distributed technologies, without
requiring any new large investments in conventional generation or transmission [8].
This is contrary to many estimates and predictions that associate clean sustain-
able energy service with unavoidable, unacceptably high-energy tariffs. Shown in
the same work is a comparison between what is achievable with today’s IT in place
(which relies on old industry rules for bulk power systems) and what is doable by
implementing JIT and JIP energy services. If predictions are used, the volatility
is even further reduced. The interactions are the deeper-level variables discussed
above. There is much research to be done on modeling, communications, and control
design in all types of SEES architectures. We refer to this interactive paradigm
as DYMONDS, which is described in this chapter as a possible IT solution that
supports sustainable energy utilization.

2.7 The Impact of Hidden Inefficiencies
on the Sustainability of SEESs

Recall from Chap. 1 that today’s operations rely on at least five major tasks that are
being performed on line at different rates. In Chap. 2 of [6] system operations was
described as comprising these five basic tasks. We have found this classification
to be particularly useful over the years, and in this book we start with this exact
operations task classification.? Recall that these operations tasks are:

» Task I: Economic dispatch of ramp-rate-limited power plants to supply forecast
demand

» Task 2: Delivery loss minimization of dispatched power to the right consumer
locations

» Task 3: Ensuring that power can be delivered without creating network conges-
tion, given the expected equipment status (normal conditions)

3This classification has been particularly useful when relating physical system operations to
electricity market problems.
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» Task 4: Ensuring that frequency and voltage are maintained within prespecified
industry standards during hard-to-predict small demand fluctuations

» Task 5: Ensuring reliable service to customers even during forced large equip-
ment outages

It is described in Chap.1 of this book how, by making assumptions about
the hierarchical separation of intertemporal dependencies, one can start from a
single operations-planning industry objective and decompose it into operations and
planning subproblems. The operations subproblem is further decomposed into the
five operations tasks listed here. The reasons for these simplifications are both
historic and out of necessity to manage an otherwise extremely complex problem.

We next discuss the effects of these simplifications on the achievable
sustainability of a given SEES. To formalize these interdependencies we recall
from Sect.2.3 above that the more temporally, spatially, and contextually the
characteristics of the resources and the users are aligned given the rules of the
governance system, the more sustainable an SEES will be.

2.7.1 The Role of the Governance System

The governance system generally defines the performance objectives of the industry
as a whole by requiring a certain QoS and by allowing certain ranges of service
tariffs. Given an SEES and the second-order variables of its resources and users,
different governance systems will lead to qualitatively different sustainability over
time. For example, if the governance system monitors the performance of the
service providers after the fact and does not take into consideration the effects of
inevitable uncertainties at the time of investing or scheduling the existing resources,
the expected performance will be overly optimistic when compared to what is
achievable in practice. Both short- and long-term uncertainties have a huge impact
on which technologies will be deployed and how efficiently the resources and users
are aligned. Moreover, the choice of time horizon over which service providers are
evaluated also has a major impact on long-term sustainability.

Governance systems which rely more on proactive decision making by the
resources and users than on the centralized coordination for managing intertemporal
dependencies under major uncertainties support very different technologies and
outcomes, because risks are managed in a distributed way over many resources and
users and over time as decisions for managing risks are not over prespecified time
for all. Understanding these fundamental interdependencies of core- and second-
order variables is challenging and cuts across many disciplines. It has only been
recently that it has become more critical to assess sustainability of electric energy
systems. With this comes a difficult challenge of crossing discipline boundaries.
Here we are specifically interested in the aspects of the interdependencies which
could help identify how enhancing IT for future SEES could help more sustainable
performance. This more modest task is discussed next.
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2.8 The Key Role of IT for Relating Planning
and Operations Industry Objectives

In the past, integrated resource planning to invest in large equipment was done
for “proven” technologies only. The industry standards have traditionally been
based on capacity-based thinking in order to ensure acceptable QoS even during
very large equipment failures. The decision making has been largely based on
deterministic worst-case performance thinking. Innovative technologies capable of
enabling more efficient service have routinely gone unconsidered. This amounts to
the planning process being a scenario analysis for finding the worst conditions and
overbuilding just in case such an event takes place. In contrast, there has been some
sporadic academic research on optimizing investments by managing of resources
more efficiently in the actual operations; only a handful of utilities have done any
planning with such an approach.

Consequently, significant extra capacity has had to be built to have sufficient
standby reserve for full service during large equipment failures without having to
resort to on-line corrective management of other equipments during the emergency.
Using the SES framework, one can see, after the fact, that the load factor (the ratio
of the average load to the peak load) and the generation utilization factor (the ratio
of the energy used to the capacity rated energy) are generally low. These are possible
quantifiable measures of a lack of alignment between the characteristics of the
resources and the users. Shown in Figs.2.5 and 2.6 are sketches of typical load
factors for the islands of Flores and Sao Miguel.

The basic challenge facing new I'T methods is how to increase both the load factor
and generation utilization.

2.9 The Key Role of IT for Enabling More Efficient
Operations

The five operations tasks listed above can be made more efficient by inducing a
closer temporal, spatial, and contextual alignment of resources and users within a
given governance system. We first assess these five tasks assuming a fully regulated
governance system. Only the effect of enhanced IT on performance, without any
change in the regulatory rules, is discussed next.

In a nutshell, the separation of operations Tasks 1, 4, and 5 generally leads
to inefficiencies caused by poor knowledge of the intertemporal dependencies.
The more accurate the predictions, the less need there is for fast-responding
generation, automation, and expensive storage. In addition, relaxing the worst-case
deterministic requirement for standby reserve, and relying instead on just-in-time
corrective management by means of other available resources, generally contributes
to major improvements of the load factors and generation utilization factors.
Ensuring efficient spatial alignment by delivering just-in-place generally brings
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about considerable efficiencies in Tasks 2 and 3. Lastly, eliminating spatial network
congestion requires a robust response to disturbances. Because of this, the major
challenge is to design the IT so that both complex spatial inefficiencies and temporal
inefficiencies are reduced.

2.9.1 DYMONDS Approach to Designing IT
Jor Sustainable SEESs

An IT infrastructure complexity based on the attempt to re-bundle for sustainability
in a centralized way is likely to become explosive as new technologies foreign to
system operators connect to the existing grid. These technologies could connect in
large numbers in the form of small dispersed renewable generation and responsive
demand, and it will become excessively hard for the system operator to know
technology-specific characteristics and to utilize them efficiently and reliably in
synchrony with conventional resources.

To manage this unprecedented temporal and spatial complexity, we have
proposed a multilayered approach to (1) internalizing decision making under
uncertainties by the core components of the SEES (resources, users, governance
system) and (2) exchanging information that aligns their temporal and spatial
characteristics (the second-order and deeper-order variables). Resources, users,
and governance system can either align their characteristics locally in a distributed
way or rely on the others within the SEES to help. The complexity of information
exchange and of the local decision making greatly depends on how much is done
locally. A deployment and utilization of a handful of small distributed energy
resources (DERs) generally does not require much information exchange or
coordination with the rest of the system. The most difficult questions in future
electric energy systems concern orderly scaling up of DERs without creating
problems in operations. Using the language of traditional power industry, protocols
for interconnecting DERS to the existing electric power grid must be introduced so
that these resources are utilized efficiently and reliably. Our general approach is to
design local IT that manages temporal and spatial complexities and uncertainties
in a distributed model- predictive manner, and to require minimal coordination of
the interaction variables that aligns the characteristics of the resources, users, and
governance system that are not already aligned locally. This is the basis for our
envisioned DYMONDS framework. Shown in Fig. 2.7 is our commonly used sketch
of embedded DYMONDS within a complex SEES. As computational complexity
is distributed into different groups of system users and the T&D system, the
alignments of spatial and temporal second-level variables among the core variables
of the once fully regulated governance system begin to occur by internalizing
the intertemporal and the interspatial uncertainties given the predictions about the
second-order and deeper-level variables. This internalization of the sub-objectives
by the groups of core variables shapes the second-order and deeper-order variables.
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Fig. 2.7 DYMONDS architecture of electric energy future systems [4]

The information about these variables is exchanged interactively, and a minimal
coordination of preferences, expressed by the core components in terms of their
second- and deeper-level variables, is carried out in order to align these with the
objectives of the SEES.

2.9.2 IT-Enabled Governance System Evolution
for Sustainable SEESs

This framework ultimately leads to a new IT-enabled governance system in which
the core variables make more complex decisions and have embedded automation
for implementing their own sub-objectives, using a deep detailed knowledge
about their own characteristics and preferences. Learning about the likely system
conditions expressed in terms of second-order and deeper-order variables occurs in a
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distributed way. The look-ahead, model-predictive decision making and automation
occur when the groups of core components define their own ranges of choice for
acceptable solutions. Minimal coordination at the SEES level takes place to align
the ranges of choice by selecting the one which best aligns all the core variables
according to the sustainability of the SEES as a whole. This somewhat abstract
process underlies our DYMONDS framework. Different degrees of distribution
for managing complex temporal and spatial uncertainties require different IT and
automation.

Further work is needed to prove how the evolution of a governance system
into distributed proactive core components, interacting among themselves and
minimally coordinated at the SEES level, results in as optimal solution as possible
for such a complex systems. It is important to recognize that this concept does
not assume perfect information, after the fact, for assessing the performance of the
SEES. Instead, information about the environment is sensed and processed by the
core components for future predictions and decisions about the characteristics of
the second- and deeper-order variables that need minimal coordination. The more
transparent this information about the core components is and further into the future,
the more likely the overall system will be sustainable for the ranges of choice given
by the core variables [3].

This SES interpretation of the fundamentally different benefits from IT-enabled
management of future energy systems can be supported by the formal mathematical
derivation of the bounds on achievable performance created by interactive decision
making within a complex system. The qualitatively new challenge is the design of
adequate IT and automation that makes the most out of the given core variables
within an SEES. This theoretical challenge is far beyond the scope of this chapter.
It will keep the research community busy for some time to come, as it poses
questions to learning in complex network systems while accounting for the multiple
temporal, spatial, and contextual properties of the core variables embedded in the
components of such systems.

In the next section we provide a guided tour of our book by offering sample IT
methods for managing temporal and spatial interdependencies. Of particular interest
is an explanation of how the computer algorithms and automation methods proposed
present some common-sense I'T enhancements and why they fundamentally support
more sustainable performance of an SEES as a whole while enabling choice.
The book organization is discussed as it evolves around the ideas of interactive
re-bundling of the five operations tasks and the planning problem into a single
operations-planning task under uncertainties.

2.10 Book Organization

We have organized this book in seven parts. Part I comprising Chaps.1 and 2
introduces the basic thinking about the role of IT in making future electric energy
systems more sustainable. Part II has two chapters that describe the two island



68 M. Ili¢

systems used in the book to illustrate the potential of the proposed concepts.
Chapter 3 describes the overall electrical system characteristics of Flores and Sao
Miguel islands in the Azores Archipelago. Chapter 4 provides data about today’s
generation and system demand characteristics for the two islands. Also, the wind
power data for Flores is described and included. This information is used in all the
other chapters to illustrate and compare the various concepts proposed. Use of the
same system data throughout the book contributes to a highly unified information
flow among the groups of otherwise different coauthors.

The remaining parts of the book mainly describe the enhanced IT methods and
automation that are proposed to support the five operations tasks more sustainably
and at choice. The last part of the book revisits the difficult question of re-
bundling the objectives of operations and investment planning subproblems under
uncertainties in order to enable long-term sustainable use of available resources.
We describe how the proposed architecture represents an evolutionary outgrowth
of today’s operations and planning practice by a careful relaxation of key hidden
assumptions. Ultimately, the vision for enhancing IT in support of sustainable
energy services becomes computationally less complex than the one employed by
the industry today, but it requires an interactive information exchange infrastructure
among the different industry groups of core components. A more specific tangible
description of what these concepts mean is summarized next. The emphasis is on
illustrating a few key performance improvements. The details of how this is done
are presented in the specific chapters and parts of the book.

2.10.1 PartIIl: Predictions and Model-Predictive Look-Ahead
Scheduling for Temporal Alignment in Operations

Part III concerns qualitatively new ways of performing unit commitment in future
energy systems with many intermittent resources and actively participating demand.
These methods are related to Task 1 of the operations methods for balancing supply
and demand, in systems with intermittent resources, without explicitly considering
the network delivery limitation.

2.10.1.1 Economic Dispatch and Unit Commitment Enhancements

Task 1 is the so-called unit commitment (UC) and economic dispatch (ED) task.*
The basic UC approach uses the 24-h or longer system demand forecast to select
units which should be on and capable of generating power. While this forecast is
not perfect, it is needed to support UC, which is the selection of power generation
units that need to be up and running in preparation for economic dispatch closer to

4Operations tasks are based on [6], Chap. 2.
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Fig. 2.8 Flores — Comparison, for the same day, assuming that there is (a) hydro generation with a
reservoir and (b) hydro generation without a reservoir. It is assumed that there are 2 wind turbines
in the system. (a) With the possibility of using hydro resources for peak shaving, diesel generation
keeps steady throughout the day. (b) Without the possibility of using hydro resources for peak-
shaving, diesel generation maintains the balance between demand and generation. The wind power
profile plotted refers to the wind power available, not necessarily the wind power injected into the
grid

real time. The industry practices and software used are often system-specific and not
fully standardized. Part III concerns possible enhancements based on the predictions
and look-ahead model-predictive dispatch.

It is important to understand today’s hidden inefficiency when performing static
economic dispatching in light of the system’s inability to align the temporal
characteristics of power plants with the temporal characteristics of users. This
inability to align the temporal characteristics of resources and users generally leads
to excessive use of fast and expensive load-following units, gas power plants in
particular. Enhancing the ramp-rate-limited dispatch by relying on predictions and
look-ahead dispatch overcomes the need for expensive resources, with I'T supporting
predictions and model-predictive dispatch enabling less expensive resources to
supply varying the demand forecast.

In Chap. 5, unit commitment and economic dispatch are performed based on
the computer methods typically used at present. The objective of this chapter is to
provide a benchmark assessment of the impact of wind penetration on the generation
O&M cost. Of particular interest is how much wind power must be “spilled” in order
to balance the supply and demand, given the system demand profile for the islands
studied. It is assumed that the system operator has full knowledge and control of
the generation resources and system demand. Shown in Fig. 2.8 is a representative
simulation of generation dispatch on Flores with seven wind power units [13].

Several follow-up chapters in this part of the book introduce novel ways of
balancing supply and demand in systems with large uncertainties. To start with,
in Chap. 7, we illustrate the use of model-predictive generation dispatch assuming
given system load. A mathematical formulation of look-ahead model-predictive
economic dispatch observes the ramp rates and utilizes the knowledge of predicted
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maximum wind power generation. For the small island of Flores it is shown
that optimizing hydropower to balance the varying wind forecast enables a more
economic utilization of the overall generation and results in less use of expensive
and polluting diesel power on the island. This is shown for illustration purposes in
Figs.2.9 and 2.10, in which a comparison of conventional economic dispatch and
look-ahead economic dispatch is seen. It can be concluded from these two figures
that by predicting the wind power and by optimizing over longer time horizons,
it becomes possible to schedule even slower resources, like hydropower on Flores,
and, consequently, require less fast-responding expensive and polluting diesel power
generation.

Figure 2.11 compares generation dispatch by distributed model-predictive
look-ahead dispatch with centralized model-predictive economic dispatch.
An important distinction between centralized model-predictive UC/ED and model-
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predictive distributed decision making by the system users (the generators and
consumers) is that in the latter the intertemporal constraints, the ramp rates in
particular, are internalized in a distributed way. A comparison of the two dispatch
methods is illustrated in Table 2.1. It can be seen that the simulations show that
the two approaches, namely, the complex centralized look-ahead unit commitment
by all the power plants, performed by the system operator, and the distributed
UC/ED by the system users, result in an almost identical optimum (modulo small
duality gap) [12,13], Chap. 7. Nevertheless, there remain interesting and potentially
relevant alternatives to using distributed UC/ED. These alternatives are presented
in Chap. 10.

2.10.1.2 The New Role of IT-Enabled Demand Participation in Scheduling

The follow-up Chaps.8 and 9 explore the potential of demand participation in
balancing highly varying wind and hydropower. Chapter 8 in particular provides an
assessment of candidate consumers on Flores and Sdo Miguel whose loads may be
able to participate proactively in balancing supply and demand. It is explained why
refrigeration and air-conditioning on Flores have relatively small potential to affect
the imbalance created by the wind variations (Figs.2.12 and 2.13). On the other
hand, a more industrial and commercial part of Sdo Miguel could contribute quite
significantly to longer-term, seasonal and annual scheduling (Fig. 2.14). A particular
emphasis is on the relation between the time scale at which demand partici-
pates (multi-annual planning by the regulators and utilities that count on demand
participation and reward the participants accordingly; seasonal agreements with
utilities at well-defined and quantifiable time-of-use (ToU) rates; day-ahead (DA)
and/or real-time (RT) (10 min) dispatch; direct load control (DLC) in emergencies).
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Table 2.1 Daily dispatch
cost comparison ($) for
Flores [13], Chap. 7

Fig. 2.12 Air-conditioning
load based on day-ahead
dispatch for July 16, 2008, on
Sdo Miguel [13], Chap. 9

Fig. 2.13 Temperature inside
the mall assuming
air-conditioning load dispatch
under day-ahead scheduling
for July 16, 2008, on Sao
Miguel [13], Chap. 9
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The relationship between customers’ tariffs, their energy needs and preferences, and
the IT-enabled participation in energy balancing are discussed.

Chapter 8 summarizes the concept of adaptive load management (ALM) which
is qualitatively different from a more typical DLC. The consumers internalize their
own physical characteristics and preferences for the anticipated electricity prices
and offer simple bids to the system operator regarding how much and at which
hours they would need electricity and how much they are willing to pay for the
services. These bids are binding, and the system operator can count on demand
response to help compensate for wind deviations, for example, at mutually agreed-
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Fig. 2.14 Original and shifted fossil fuel for a Friday and Saturday [13], Chap. 8

upon prices. An important point is made that such agreements could be defined for
time-of-use (TOU) instead of only day or hour ahead. ALM is an important concept
that facilitates both choice by the consumers and selection by the system operator
of the demand bids that will help most to balance the supply.

2.10.1.3 IT-Enabled Efficient Scheduling of Electric Vehicles

Finally, in Chap. 11, the potential of electric vehicles for balancing wind power
deviations on the island of Flores is assessed. Two key observations follow from this
chapter: first, for the islands which burn a great deal of very expensive diesel fuel,
one can make the case that the cost of the infrastructure necessary to implement
electric vehicles would pay off even without accounting for the environmental
costs. Second, the assessment of electric vehicle potential must be done against
an incremental cost that includes the capital cost, rather than just using short-term
marginal cost (Fig.2.15). The value of EVs compensating for wind power and
displacing the use of very expensive diesel fuel is sufficiently high that it would
make sense to allow wind power to be charging such an incremental (levelized)
cost. This way, a combined investment in wind power plants to replace diesel plants,
and in EVs as the key storage needed to manage volatile wind in a feed-forward
way, becomes a viable subsidy-free business arrangement. Shown in Fig.2.16 are
typical charging patterns of EVs relative to predicted wind power patterns. It can be
seen that significant cost savings are possible with a smart distributed look-ahead
scheduling of wind power and EVs. Shown in Tables 2.2 and 2.3 are the estimated
cost savings and emission impacts if such new IT-enabled scheduling were in place.
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Fig. 2.16 Use of different generation types for a period in spring with 1000 EV scenario when
there is moderate wind and solar power available [13], Chap. 11
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Table 2.2 Total (electricity generation + vehicle emissions) yearly CO, emissions in kton for
different scenarios [13], Chap. 11

Vehicle scenario

All diesel 50 % 50 % 100 % 100 %
Electricity scenario ICE EVsuncont. EVscont. EVsuncont. EVs cont.
Current generation mix 8.38 8.08 8.06 7.80 7.76
Moderate wind and solar 6.18 5.37 4.65 4.26 3.05
Aggressive wind and solar  5.52 4.42 3.29 3.13 1.29

Table 2.3 Percentage of spilled renewable generation (wind + solar) for different scenarios

Vehicle scenario

50 % 50 % 100 % 100 %
Electricity scenario NoEVs EVsuncont. EVscont. EVsuncont. EVscont.
Current generation mix 0 0 0 0 0
Moderate wind and solar (%) 28 21 10 23 8
Aggressive wind and solar (%) 49 42 30 45 29

Recall that the amounts of installed renewables are larger in the case with 100 % EVs by
approximately 20 % [13], Chap. 11

2.10.1.4 DYMONDS-Enabled Azores Islands

In closing, we refer to the prediction and model-predictive look-ahead algorithms
described in Part III that are to be embedded into the distributed decision makers
(the resources and demand), combined with the supporting IT-enabled information
exchange with the system operator, as the DYMONDS modules shown in Fig. 2.7
above [11]. We have illustrated how this framework enables both choice on the
part of the system users, wind power plants, conventional power plants, responsive
demand, and EVs, and also the alignment of all of these with the system operators
and planners responsible for ensuring system-wide performance. The IT signals
needed for the centralized, on the one hand, and distributed, on the other, alignment
of second-order temporal variables between the core variables and the system
operator are qualitatively different. Fundamentally, more processing, sensing, and
decision making takes place at the core variable level when using DYMONDS,
thus requiring minimal information exchange about their second- and deeper-level
variables. In a centralized industry, the control centers require major computer-
intensive algorithms and centralized SCADA and make decisions on behalf of the
core components within an SEES.

2.10.1.5 IT-Enabled Predictions of Temporal Characteristics

The above recently proposed model-predictive look-ahead economic dispatch
critically depends on accurate short-term 10-min wind prediction and load
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prediction [11,12]. It is with this importance in mind that Chap. 6 derives a family of
multi-temporal predictive wind power models using data from Flores. An innovative
approach to decomposing the historic wind power data into their slow, medium, and
fast components, and deriving predictive models for each component separately,
is described. It is illustrated how this approach provides much higher accuracy
than when predicting wind power without such decomposition. The models derived
range from short-term 10-min predictions to 1-h-ahead and 24-h-ahead predictive
models that are needed for data-driven feed-forward look-ahead dispatch. Shown
in Figs.2.17 and 2.18 is the temporal decomposition of the wind power and load
power signals for the island of Flores [13], Chap. 6. Alternatively, Markov model-
based decision trees are derived for both short- and long-term probabilistic decision
making; an illustration of such a decision tree, this one indicating short-term load
states, is shown in Fig.2.19. In this chapter long-term predictive models are also
derived, and these can be used for formulating the planning problems for systems
with wind power as discussed in Chap. 20 of this book.

2.10.2 Part IV: Efficient and Feasible Power Delivery During
Normal Operating Conditions

The complexity of balancing the multiple objectives of system operations with
corrective resource management of various equipment is a major challenge that
needs to be assessed in light of SEES sustainability objectives. In Part I1I, enhanced
IT methods that schedule real power to balance supply and demand by aligning the
temporal characteristics of resources and users within an SEES are introduced. It is
often not possible for the T&D power grid to deliver this optimal power schedule.
The difficulties of aligning resources and users spatially are reflected in a reduced
efficiency of economic dispatch, caused by either delivery losses or the inability of
the physical grid to deliver to the right locations.’

Task 2 concerns delivery loss compensation for the forecast system demand.
Because of delivery losses, it is generally necessary to produce more generation
than the forecast demand. Over the years, many centralized computer methods for
estimating system losses, and for scheduling the generation needed to compensate
for them, have been proposed. In Chap. 12 we illustrate how careful placement of
DERs can reduce delivery losses (operation Task 2) significantly. In operations,
optimizing the set points of voltage-controllable T&D and generation equipment can
contribute to delivery loss reduction. Shown in Chap. 12 is a method for minimizing
transmission losses by DER placement and/or by optimizing T&D and generation
voltage-controllable equipment. These methods are illustrated using the islands of
Flores and Sao Miguel. Notably, as the industry paradigm shifts, it may become

S5This is not a common way of thinking about T&D losses and/or power grid congestion. However,
we find it extremely useful, since it directly provides a measurable way of relating how efficiently
the resources can provide energy to the users.
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Fig. 2.17 Low- medium- and high-frequency components of normalized wind power in Flores
(330 KW capacity) [13], Chap. 6

possible to implement approximate loss compensation by means of the power plants
themselves estimating their contribution to delivery losses and then each of them
producing a bit more real power, without relying on the system operator and the
complex inaccurate allocation of losses.

Task 3 concerns the feasibility of the generation scheduled supplying the forecast
demand. The network constraints are often accounted for closer to real time, say
1h or 10 min ahead of time. For purposes of understanding the evolution that will
be necessary in future electric energy systems, it is important to observe here that
the system limitations to delivering the most economically and environmentally
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Fig. 2.18 Low-, medium-, and high-frequency components of load power in Flores [13], Chap. 6

desirable power are quite complex.® We illustrate in this chapter the importance of

relaxing often conservative system delivery limit’ by

implementing an IT-enabled

optimization of the set points on the controllable equipment. This is achieved
primarily by enlarging the feasible region of power delivery through an active
optimization of the most effective equipment settings. In Chap. 13, we illustrate
the potential of an AC extended optimal power flow (AC OPF) to be a basic

6Task 3 (optimization of the voltage controllable T&D, generation and demand equipment) can be
interpreted, in light of sustainable SEES IT design, as being particularly important for aligning the

spatial characteristics of the core variables.
7Recall the notion of proxy line flow limit, Chap. 1.
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Fig. 2.19 Load power short-term uncertainty/decision tree [13], Chap. 6

means of implementing corrective resource management in future electric energy
systems [7, 14]. We illustrate how such near-real-time corrective actions contribute
significantly to the efficiency of the power delivery. It is shown in this chapter that a
systematic optimization of voltages as real power generation dispatch is done can be
beneficial for managing both thermal and voltage-related system congestion. This
voltage optimization can be implemented by adjusting the set points of the generator
controllers and the set points of T&D controllable equipment such as onload tap-
changing transformers (OLTCs) and capacitor banks. In the future, the set points of
voltage-controllable DERs could become an important means of managing voltage.
In Chap. 13 we illustrate the potential of AC OPF to bring about less costly dispatch
and power delivery in both Flores and Sdo Miguel.

2.10.3 PartV: Enhanced IT Methods for Intra-dispatch
Automated Frequency and Voltage Regulation and
Stabilization

Part V concerns the challenge of balancing supply and demand during normal
conditions within the intervals when UC/ED is done, operations Task 4 [2]. It
is assumed that the ED is performed every 10-30min and that intra-dispatch
power deviations are hard-to-predict. In today’s industry intra-dispatch balancing
is done by means of automatic generation control (AGC), which responds to
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frequency deviations caused by power imbalances around the forecast demand.
Smaller power systems, such as islands, may not have AGC; they have, instead, a
few fast-responding units, whose governors are Proportional Integral (PI) controllers
that correct for the time error resulting from the cumulative frequency deviations
around the nominal frequency. Automated voltage control (AVC), which responds
to voltage deviations due to reactive power imbalances in major loads, is much less
frequently used, except in Europe. This is particularly true since, at present, even the
feed-forward scheduling of controllable reactive power resources is not a common
practice.

Both AGC and AVC differ fundamentally from the feed-forward dynamic
scheduling of resources since they are both automated schemes reacting to fre-
quency and voltage deviations caused by inaccurate feed-forward schedules. Their
design rests on the assumption that power imbalances are zero mean around
the forecast values. However, in future electric energy systems with a large presence
of hard-to-predict and hard-to-control DERs, the nature of deviations around the
forecast and look-ahead schedules is likely to change in fundamental ways. Notably,
the deviations may have a significant nonzero mean and would, therefore, require
different methods for balancing intra-dispatch imbalances.

In Chap. 14, we pose the problem of intra-dispatch load following, frequency
regulation, and stabilization as a temporally interdependent design problem. Instead
of using the static notion of ramp rate, it becomes critical to understand the dynamic
capabilities of the different technologies to respond to imbalances at certain rates.
Examples from Flores and Sdo Miguel are used to illustrate different candidate
technologies. In this chapter we begin to differentiate between the load-following
function and the frequency regulation function. The load-following function is the
slower of the two, and it ensures that sufficient mechanical power is produced and
available for balancing load deviations and for frequency regulation. For example, if
UC/ED is performed each half hour, the load-following function could be performed
every 10 min, and the frequency regulation would have the objective of ensuring
frequency quality within 10 min.

Notably, the novel load-following model in this chapter has power generated as
explicit states and is therefore capable of tracking which power plant contributes
how much to ensuring intra-dispatch frequency quality. This has been hard to
do with presently used AGC models, since the steady-state frequency is almost
identical throughout the entire system. One more distinct advantage of working in
the extended state space where phase angles are replaced by the power generated as
states [5] is that new, stationary resources, such as batteries in particular, are easier
to characterize in terms of their power generated. This model is an alternative to
the conventional quasi-stationary power-balancing approach that compensated for
the area control error (ACE) without accounting for the electrical characteristics
of the power grid. Shown in Figs.2.20 and 2.21 is the locational effect of wind
power disturbance (Fig.2.22) for a power plant placed at two different locations
on Sdo Miguel. The effect on the regulation power required and the resulting
frequency quality are very different, indicating that the locational effects in systems
with electrically distant connections should be modeled and controlled. In addition,
depending on which power plant follows the wind disturbance, and which is the
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Fig. 2.21 Wind farm placed at Bus-15 on Sdo Miguel [13], Chap. 14

slack generator, the load-following cost differs qualitatively as shown in Fig.2.23.
More generally, based on studies in Part V of this book, we arrive at a general
conclusion that the smarter the IT can be in enabling the use of slower technologies
first, the lower the overall cost of managing the system will be.

In Chap. 15, we revisit the objectives of frequency stabilization and frequency
regulation and design criteria needed to ensure that the frequency remains stable and
that it remains within the prespecified industry standards in future electric energy
systems characterized by persistent dynamically fluctuating wind perturbations.
We point out that the steady-state notion of AGC will no longer be adequate to
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regulate frequency in such systems, and we propose, as an alternative, a framework
for assessing potential instabilities and systematic methods to stabilize and regulate
frequency. The means to regulate frequency come in the form of the governors
of conventional power plants and, when necessary, fast energy storage devices,
flywheels in particular. The results of this new framework are illustrated using the
Flores and Sao Miguel island systems. It is concluded, ironically, that the wear-and-
tear costs to the conventional power plants whose governors participate in frequency
stabilization and regulation would become excessive, and it is with this in mind that
“when necessary” the devices—flywheels—are proposed as the main alternative.
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The use of synchrophasors as sensors of fast measurements is critical for imple-
menting this enhanced frequency stabilization and regulation control. In Fig.2.24
the time responses of diesel and hydro generators’ frequency with/without flywheels
participating in frequency control are compared. Improvement in frequency quality
can be seen when flywheels are coordinated so that they compensate for wind
power disturbances and enable prespecified frequency quality. We further compare
the wear and tear to conventional power plants before and after flywheels are
utilized. It is shown in Fig. 2.25 that the diesel generators contribute much less to
the balancing of disturbances after flywheels begin to participate. Therefore, we see
that the wear and tear, caused by fast disturbances, on conventional generators can
be reduced.
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Next, in Chap. 16, we explore the possibility of using the excitation control
and advanced power system stabilizers (PSSs) of conventional power plants to
stabilize system dynamics excited by persistent fast wind power fluctuations. This
can be done by designing the control of the electromagnetic energy stored in the
rotor windings to stabilize the electromechanical power imbalances responsible
for the frequency fluctuations. Therefore, there is a need to derive and use a
coupled real power-voltage model for such a control design. To fill this need,
a new modeling and control design for the interconnected system is introduced,
and this alternative is illustrated using Flores system. A coupled linearized real
power-voltage model of the interconnected system in standard state space form,
with the phase angle as the key state to be measured and controlled, is derived
for the first time here and combined with the complex model of the wind power
plant [5].

When the electrical distance between the wind and the main power grid is large,
it is essential to have sufficient local wind control. Otherwise, the system becomes
small-signal unstable, even with the excitation control of diesel and hydro power
plants as shown in Fig. 2.26 for the island of Flores. We compare the effects of power
electronics control of the wind power plant (DFIG) and the grid FACTS device
(SVC), as shown in Fig. 2.26.

Finally, in Chap. 17, in order to analyze possible instabilities in future electric
energy systems, we introduce a different state-space model, an extended state-
space-based model in which real power generation is an explicit state. It is shown
how this modeling approach helps to analyze the effect of electrical interactions
between the stable stand-alone dynamic components. Sufficient conditions for
deciding the minimum electrical distance between the power plants are illustrated
to ensure that the plants’ interactions do not become unstable. The dynamics of
Flores and Sdo Miguel are studied, and it is shown that the decoupled real power-
frequency model may indicate that the interconnected system remains stable when
the individual dynamic components are stable. However, the coupled extended
state-space-based real power-voltage model could exhibit small-signal instability
for certain governor gains. The extended state-space model of Sdo Miguel exhibits
interesting network-wide interactions since some parts of the system are strongly
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Fig. 2.27 Unstable frequency response to a small wind power disturbance [13], Chap. 17

coupled and others are weakly coupled. Notably, when new wind power generation
is placed at the locations determined by the loss minimization criteria in Chap. 12,
the interconnected electric power system may exhibit instabilities due to swings
created through the dynamic interactions of power plants. The use of extended state
space indicates that the power generated contributes directly to the power swings
between the different generators and, ultimately, to unstable operations (Figs.2.27
and 2.28).

This part of the book provides the reader with a family of models and
control/communications designs that might be needed to ensure acceptable dynamic
performance in future electric energy systems within the intra-dispatch intervals.
Based on the simulation results, we conclude that the modeling must be done
systematically to represent sufficiently accurately the subprocesses evolving at
time scales of interest, without neglecting the effects of other subprocesses in
the reduced-order models. Moreover, since this part of the book concerns both
analysis and control design, the models used are in so-called standard state-
space form; generally, the dynamics of state variables are determined by the state
variables, control input, and disturbances. All models used in this part of the book
represent models of the interconnected power grid. As such, they lend themselves
to systematic communications and control design that meets desirable dynamic
performance, as opposed to models that are primarily concerned with analysis of
system response during different scenarios.
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2.10.4 Part VI: IT-Enabled Corrective Resource Management
Jor Transient Stabilization and Reliable Operations
During Contingencies

Next, Part VI of this book concerns how to ensure that service is not interrupted
and remains reliable, during forced low-probability high-impact equipment outages.
We observe that ensuring uninterrupted service in systems with a large penetration
of hard-to-predict and hard-to-control resources presents the industry with a major
new challenge. This is fundamentally the case because all industry reliability
standards are currently designed to ensure that during the “worst-case” equipment
failure customers do not get interrupted in major ways. This is generally achieved
by carrying out detailed off-line simulations and finding the worst-case scenarios,
accumulating standby reserve, and operating preventively even during normal
conditions just in case a large equipment outage takes place. This preventive
approach generally results in a dispatch of more expensive generation during normal
conditions; the estimated inefficiencies in some large US utilities are on the order of
20 % of the generation O&M cost.

Relying on more on-line monitoring, and on more flexible and adaptive
adjustments of other available equipment during major equipment failures, could
bring about the most benefits. We describe the cumulative costs associated with
preventive and nonadaptive operations that are currently done for the sake of
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reliability. We strongly recommend that the state-of-art IT be such that it is possible
to implement on-line adjustments for many non-time-critical changes in generation
output and equipment status. We illustrate the potential savings from optimizing the
settings of voltage-controllable generation and T&D equipment, such as automatic
voltage regulators (AVRs), OLTCs, and shunt capacitors (SCs). We show, using
the examples of the electric systems on Flores and Sdao Miguel, how feed-forward
corrective actions in combination with corrective actions during non-time-critical
equipment failure can be used to ensuring reliable services and reduce the amount
of standby reserve (and therefore the cost associated with it) considerably.

In Chap. 18 we consider the idea of reducing standby central generation reserve
in distribution systems with reconfiguration of normally open switches (NOSs) and
of normally closed switches (NOCs) during faults. A very recent algorithm that
utilizes active switching of connection to serve customers according to prespecified
priorities is discussed using distribution power grid on Flores. A detailed analysis
is able to illustrate potential differentiated reliability of service that minimizes the
liability cost paid by the Electricite de Azores (EDA) in case customers have to
be interrupted. A cost-benefit estimate of reconfiguration infrastructure deployment
on Flores is presented. To our knowledge, this is the first analysis of its kind.
Having a systematic method for assessing the cost of reconfiguration infrastructure
that enables differentiated use of DERSs in distribution systems is likely to become
critical to implementing differentiated reliability at choice made by the users.
Notably, remote fast communications and control between the control center and
the major substations and DERs will become the staple of future reconfigurable
smart distribution systems.

Next in Chap. 19 we introduce the concept of transient stabilization in systems
with wind power by means of power-electronically controlled fast storage. We sug-
gest that this type of automation will become critical for the prevention of
stability problems in moments when sudden large-amplitude short duration or large-
amplitude persistent deviations of wind power around the predicted outputs occur.
There have already been many occurrences of major electricity service interruptions
in parts of the world where there is a major dependence on wind power. Hard-to-
predict wind gusts are likely to become more frequent as more intermittent wind
power is being deployed. Typical wind gust disturbances are shown in Fig.2.29.
Short-term high-magnitude wind power perturbation is simulated using a tenfold
increase in the mechanical power input on the wind generator. Figure 2.30 shows a
comparison of the mechanical frequencies of generators (a) without control on the
SVC and (b) with control on the SVC. The frequency is unstable in the uncontrolled
case, while advanced control on the SVC improves the stability of the system.

Today’s approach to managing such events is to drastically reduce power
transfers from the wind power plants to major load centers and avoid transient
stability problems by ensuring that there is sufficient transfer capacity for the worst-
case scenarios. Some other alternatives to managing transient stability problems are
to build new transmission, preferably DC lines. The current state of the art of FACTS
does not lend itself well to ensuring the transient stability of the interconnected
system, as the tuning of FACTS control logic and gain is most frequently done
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Fig. 2.29 Wind disturbances simulated in the Flores example [13], Chap. 19

by representing the rest of the system as an equivalent static Thevenin equivalent.
This, in turn, makes it impossible to model the power swings caused by dynamic
interactions between parts of the system that are spatially far away from each other.
Moreover, today’s FACTS control is generally a linear constant gain control that
does not lend itself to provable stabilization. of nonlinear system dynamics excited
by large faults or large sudden wind power output variations. This approach to
managing large disturbances that cause transient instability is therefore one of the
major obstacles to replacing conventional generation with wind power.®

We propose an alternative design for power-electronically controlled fast storage
to ensure that the interconnected system remains transiently stable, in the case
of a very long wind power failure, until some slower standby resources get on
line and start producing power. We suggest that major savings could be achieved

8The interconnection standards that require, for example, 9 ms ride-through of wind power plants
without disconnecting themselves are fundamentally not implementable. The ability to meet this
standard is system-specific and cannot be guaranteed without testing the wind power plant against
the dynamics of the specific power grid to which the wind power plant would be connected. Even
more fundamental is the problem of excessive requirements for high-gain power electronics design
to fully decouple the closed-loop dynamics of a wind power plant from the rest of the power system.
Of course, this is simple but very costly and often unnecessary. There are no similar requirements
set on conventional power plants when these are interconnected to the power grid.
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by considering a power-electronically based control design of fast storage that is
system-specific and intended to manage certain types of disturbances in transiently
stable manner. The proposed FACTS-type control design requires dynamic man-
agement of the reactive energy stored in reactive devices, capacitors, and inductors.
Transient stabilization and/or other fast control of devices capable of storing real
energy remains by and large an open R&D area. The economic implications of
how FACTS control is designed are major and it is with this in mind that we
illustrate the issues and possible control design options and their comparisons. We
also propose using flywheels to manage large prolonged wind gust disturbances.
The full diagram of connecting the flywheel to the power system on Flores island is
depicted in Fig. 2.31. With this diagram and flywheels utilized by means of sliding
mode control, the frequency of the hydro, diesel, and wind generators, as well as
of the flywheel, is shown in Fig.2.32. It can be seen that the frequency on all the
generators can be stabilized by controlling the flywheel.

In closing, Part VI of this book is most exploratory since it suggests a
qualitatively new approach to ensuring reliable operations while it attempts to
use the least-expensive cleanest resources in normal operations. It is illustrated
how non-time-critical large changes can be managed by adjusting the settings of
many other controllable resources as the major changes occur. The time-critical
events that threaten the transient response, and therefore could potentially lead
to sudden voltage collapse and/or a loss of synchronism, should be managed
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Fig. 2.32 Frequency of (a) the hydro, diesel, and wind generators, and (b) the flywheel, in the
Flores system [13], Chap. 19

with power-electronically controlled fast storage, both FACTS and flywheels. The
time-critical faults can also be managed by smart reconfiguration in distribution
systems. We believe that major breakthroughs are required in the movement toward
modeling the complex fast nonlinear dynamics of the interconnected system and
that they must be followed by a systematic design for nonlinear control and fast
communications support.

2.10.5 Part VII: IT-Enabled Methods for Investing
in New Technologies Under Uncertainties

Finally, Part VII considers methods for ensuring sufficient long-term capacity for
the reliable and efficient provision of electricity services in future electric energy
systems. Planning has become a much more challenging problem than in the
past, given several new sources of major uncertainty. In operations, there is major
uncertainty because the power generated by the intermittent resources is hard-to-
predict and control. Moreover, given the major potential for responsive demand
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Fig. 2.33 Optimal expansion of wind power and fuel oil capacity with 1% (DR1) and 20%
(DR20) demand response, 2008-2028 [13] Chap. 20

and no direct control of the consumers’ load, system operators are facing serious
related risks in addition to better understood long-term load uncertainties and
forced outages. Planning criteria have become multi-objective, and there are major
tradeoffs between planning for long-term reliability, for efficiency, and for meeting
environmental goals. Planning is no longer a matter of utility planners projecting
long-term load growth and building sufficient capacity to meet the highest projected
load peak and having the standby capacity to ensure uninterrupted service during
the failure of the largest power plant. Operations in future electric energy systems
will rarely be limited by generation capacity. Instead, it will be mainly affected by
these new uncertainties in operations, as well as by the transmission and distribution
system’s inability to deliver the power to the right places. Longer-term reliability
goals will be affected by environmental and electricity market rules.

It is therefore no longer possible for the system planner to guess various
uncertainties in a top-down way and then plan centrally. Instead, it will become
essential to engage in interactive planning so that investors in different candidate
technologies internalize various risks and offer well-defined bids to system planners
on how much they are willing to build, at which long-run marginal cost and under
which system integration conditions. Without such information exchange the risk
will be asymmetric and it will be practically impossible to plan for a sustainable
utilization of assets [3]. In Chap.20 we illustrate a possible dynamic investment
method under uncertainties for investing in wind power. A stochastic decision-
making process weighs the likely payoffs from operations against the capital cost
of investing. An optimal investment is based on finding the break-even point
between the expected cumulative payoffs and the capital investment cost. Shown in
Figs.2.33 and 2.34 are the results of this investment decision method. The results
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Fig. 2.34 Expected annual generation dispatch with 1% (upper) and 20% (lower) demand
response, 2008-2028 [13], Chap. 20

are the optimal expansion of wind and fuel oils and the expected optimal dispatch,
respectively.

Computer methods that rely on both short- and long-term predictive modeling
must be developed for assessing these payoffs with certain confidence. The com-
plexity of managing multiple risks and their tradeoffs easily becomes overwhelming
when done in a centralized way. In this book we propose that multi-temporal
decisions under uncertainties could be internalized by the candidate investors
themselves. The risks related to the integration rules for scheduling future assets in
a reliable way could be managed by the system operators and planners. In order
to facilitate the integration of new technologies at value in a highly uncertain
environment, it is essential to have well-defined protocols for IT-enabled bidding
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information exchange and distributed risk management over time and across various
industry stake holders.

2.11 Data Repository for Flores and Sao Miguel Islands

The input data necessary for the Flores and Sdo Miguel modeling and simulations
presented in this book is made available in the on-line. The data repository has
been designed in such a way that each folder is self-contained and corresponding
to specific chapters. In the data folder for Chap. 3, the steady-state characteristics
of buses, loads, generators, and branches for the electric power system of Flores
and Sao Miguel are described. The data set is in standard PSS/E v.23 format. More
detailed steady-state characteristics of generation cost, generator parameters, wind
speed, and wind generation power data are described in Chaps. 4, 5, and 7, which
is associated with simulation presented in Chaps. 4, 5, and 7. Wind power and load
forecast data necessary for Chap. 6 is provided in Chap. 6. The cost input data for
demand and generation dispatch are described in Chaps. 8 and 9 (in support of
the simulations in Chaps. 8 and 9); each demand and generation entity uses this
data in order to calculate their bids to the system operator. The electric vehicle
and solar power generation data necessary for Chap. 11 is presented in Chap. 11.
The dynamical data necessary for the simulations in Parts IV-VI are described in
Chap. 13. The power flow-based system equilibrium used for deriving the linearized
models in Chaps. 15 and 16 is described in a joint Chaps. 15 and 16. The final
Chap. 20 contains the planning parameters used in Chap.20. In this folder the
discrete distributions for short-term uncertainties in wind power and load used are
provided.

2.12 Chapter Summary

Motivated by the specific problem of enabling the electric energy systems of small
islands to become more sustainable, we start with the more general objective of
making SES sustainable, as introduced by the Nobel Prize winner Elinor Ostrom.
We explain how our extension of this powerful concept of sustainable SEESs helps
identify the key enabling role of a man-made electric power grid and its supporting
IT infrastructure. Notably, the definitions of core-order, second-order, and deeper-
order variables help us pose an IT engineering design for a given man-made electric
energy system according to well-defined quantifiable multi-objectives and their
tradeoffs. These somewhat abstract concepts are related to the enhancements needed
in today’s electric power industry operations and planning practices (identified in
Chap. 1). We propose one such possible systematic IT-enabled enhancement which
we refer to as the DYMONDS framework. Finally, we discuss how this approach
could enable clean low-cost electricity provision to two islands in the Azores
Archipelago. We illustrate the basic ideas in this book in light of such a design
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and highlight a few key results by analyzing our simulations of this framework that
we ran based on sample electric energy system data for these islands. We describe
the first proof-of-concept results based on novel software and automation that we
consider to be essential for providing these islands, electricity services with a clear
understanding of differentiation according to the desired QoS and minimized cost
and environmental impact. The role of energy consumers is highlighted.
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Part 11
The Electrical Systems Characteristics of
Two Azores Islands: Flores and Sao Miguel



Chapter 3
Electrical Networks of the Azores Archipelago

Masoud Honarvar Nazari

3.1 Introduction

The Azores Archipelago consists of nine islands located in the middle of the North
Atlantic Ocean. The western group consists of Flores and Corvo islands; the central
group consists of Graciosa, Terceira, Sao Jorge, Pico, and Faial islands; and the
eastern group consists of Sao Miguel and Santa Maria islands (http://en.wikipedia.
org/wiki/Azores). In this chapter, the electrical network of each island is briefly
described. The main focus is on Flores and Sdo Miguel. Therefore, their electrical
networks are explained in detail.

3.1.1 Flores Island

Flores Island is one of the smaller islands of the Azores Archipelago. The population
is approximately 4,000 inhabitants, and its area is around 143km? (http:/en.
wikipedia.org/wiki/Flores Island_(Azores)). Figure 3.1 is a satellite image of the
island.

The electrical network of Flores consists of a 15kV radial distribution network
with 45 nodes and 44 branches. The total demand of the island is around 2 MW.
More than 50 % of the demand is concentrated in the town of Santa Cruz; around
37% of the load is situated in the vicinity of the harbor (Lajes Das Flores);
approximately 7 % of the load is located in the town of Ponta Delgada, and the
rest (2-3 %) is dispersed throughout the rest of the island. Figure 3.2 illustrates the
schematic of the distribution network of Flores Island.

M. Honarvar Nazari (<)

Department of Engineering an