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Preface  

The contributions of this book are based on the lectures of the 2 '~d NCN 
Pedagogical School, that  was held in Murcia during the last week of Septem- 
ber 2000. This School is the second in series of Pedagogical Schools in the 
fi 'amework of the European T M R  project "Nonlinear Control Network" 
(http ://www. supelec, fr/lss/NCN). We would like to thank  the T M R  Pro- 
gram for the financial support  which, in particular,  helped numerous young 
researchers from all over Europe in at tending the School. 

The School was organized around four courses, tha t  are reflected in the 
four Par ts  of the present book. The goal of the different courses was to give 
a pedagogical introduction to four impor tant  research areas in the nonlinear 
control world, and this has been also the spirit in the writing of the different 
chapters of this book. The book is then organized in four Par ts  which exhibit 
a different internal structure,  reflecting to a great extent the different styles 
of its authors.  The four Par ts  are: 

1. The Differential Algebraic Approach to Nonlinear Systems 
2. Nonlinear Quant i ta t ive  Feedback Theory  
3. Hybrid Systems 
4. Physics in Control 

Every Par t  is presented by an informal introduction where the corre- 
sponding topic is emphasized as a whole, which somehow simplifies these 
introductory words. Finally, tile editors would like to acknowledge the help 
of Miguel Moreno and Joaqufn Cervera in the organizat ion of the School, 
and explicitly express their grat i tude to all the authors contributing to this 
volume. 

Murcia, Gif- sur Yvette,  
December 2000 

Alfonso Ba'dos 
Fra'ngoise Larnnabhi- Lagarri9'~e 

Francisco J. Montoya 

Other  books already published in this NCN series: 

• Stability and Stabilization of Nonlinear Systems, (D. Aeyels, F. Lanmabhi  
Lagarrigue, A.J. van der Schaft, Eds.), LNCIS 246, July 1999, ISBN 1- 
85233 638 2. 

• Nonlinear Control in the "Year 2000, (A. Isidori, F. Lamnabhi  Lagarrigue, 
W. Respondek, Eds.), 2 volumes, LNCIS 258 & 259, November 2000, 
ISBN 1-85233 363 4 & ISBN 1 85233 364 2. 
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In troduc t ion  

Differential algebraic methods have been used in nonlinear control theory 
since 1985 and have led to a deeper understanding of the underlying con- 
cepts, and to definitions of useful new concepts. Although flatness is princi- 
pally not tied to differential algebra, probably the most important  outcome of 
this approach is the notion of differential flatness. Broadly speaking, differen- 
tially flat systems are those that  admit a complete,, finite and free differential 
parametrisation. This means that  flat systems can be described by a finite 
set of variables whose trajectories can be assigned independently. The class 
of differentially flat systems, hence, generalises the class of linear controllable 
systems. Its importance is due to two facts: On the one hand, many mathe- 
matical models of technological processes have been shown to be flat systems; 
on the other hand, for the flat systems powerful and simple systematic meth- 
ods are available for the motion planing and the design of feedback laws for 
stable t rajectory tracking. Finally, this notion can be most fruitfully gener- 
alised to linear and nonlinear infinite dimensional systems, in particular to 
boundary controlled distributed parameter  systems and linear or nonlinear 
systems with delays. 

These chapters are thought to give an introduction to the differential 
algebraic approach to nonlinear systems, with an emphasis on differential 
flatness, and to show the bridges to linear and nonlinear infinite dimensional 
systems. Herein, the linear systems of finite or infinite dimension are treated 
in a module theoretic framework, the "linear analogue" of differential algebra. 
Concepts and methods are illustrated on an important  number of technolog- 
ical applications. 



Flat Systems, Equivalence and Feedback 

Philippe Martin 1, Richard M. Murray 2, and Pierre Rouchon 1 

1 Centre Automatique et Syst~mes, l~cole des Mines de Paris, Paris, France. 
2 Division of Engineering and Applied Science, California Institute of Technology, 

California, USA. 

Abst rac t .  Flat systems, an important subclass of nonlinear control systems in- 
troduced via differential-algebraic methods, are defined'in a differential geometric 
framework. We utilize the infinite dimensional geometry developed by Vinogradov 
and eoworkers: a control system is a diffiety, or more precisely, an ordinary diffiety, 
i.e. a smooth infinite-dimensional manifold equipped with a privileged vector field. 
After recalling the definition of a Lie-B~cklund mapping, we say that two systems 
are equivalent if they are related by a Lie-B/icklund isomorphism. Flat systems are 
those systems which are equivalent to a controllable linear one. The interest of such 
an abstract setting relies mainly on the fact that the above system equivalence 
is interpreted in terms of endogenous dynamic feedback. The presentation is as 
elementary as possible and illustrated by the VTOL aircraft. 

1 I n t r o d u c t i o n  

Control systems are ubiquitous in modern technology. The use of feedback 
control can be found in systems ranging from simple thermostats  that  reg- 
ulate the temperature of a room, to digital engine controllers that  govern 
the operation of engines in cars, ships, and planes, to flight control systems 
for high performance aircraft. The rapid advances in sensing, computat ion,  
and actuation technologies are continuing to drive this trend and the role of 
control theory in advanced (and even not so advanced) systems is increasing. 

A typical use of control theory in many modern systems is to invert the 
system dynamics to compute the inputs required to perform a specific task. 
This inversion may involve finding appropriate inputs to steer a control sys- 
tem from one state to another or may involve finding inputs to follow a desired 
trajectory for some or all of the state variables of the system. In general, the 
solution to a given control problem will not be unique, if it exists at all, and 
so one must trade off the performance of the system for the stability and 
actuation effort. Often this tradeoff is described as a cost function balancing 
the desired performance objectives with stability and effort, resulting in an 
optimal control problem. 

This inverse dynamics problem assumes that  the dynamics for the system 
are known and fixed. In practice, uncertainty and noise are always present in 
systems and must be accounted for in order to achieve acceptable performance 
of this system. Feedback control formulations allow the system to respond to 
errors and changing operating conditions in real-time and can substantially 
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affect the operabili ty of the system by stabilizing the system and extending 
its capabilities. Again, one may formulate the feedback regulation problems 
as an optimizat ion problem to allow tradeoffs between stability, performance,  
and ac tuator  effort. 

The basic paradigm used in most,  if not all, control techniques is to exploit 
the mathemat ica l  s tructure of the system to obtain solutions to the inverse 
dynamics and feedback regulation problems. The most common s t ructure  
to exploit is linear structure, where one approximates  the given sys tem by 
its linearization and then uses properties of linear control systems combined 
with appropr ia te  cost function to give closed form (or at least numerically 
computable)  solutions. By using different linearizations around different op- 
erating points, it is even possible to obtain good results when the system is 
nonlinear by "scheduling" the gains depending on the operat ing point. 

As the systems that  we seek to control become more complex, the use 
of linear s tructure alone is often not sufficient to solve the control problems 
tha t  are arising in applications. This is especially true of the inverse dynamics 
problems, where the desired task may span multiple operat ing regions and 
hence the use of a single linear system is inappropriate .  

In order to solve these harder problems, control theorists look for differ- 
ent types of s t ructure to exploit in addition to simple linear structure. In this 
paper  we concentrate on a specific class of systems, called "(differentially) 
flat systems",  for which the structure of the trajectories of the (nonlinear) 
dynamics can be completely characterized. Flat  systems are a generalization 
of linear systems (in the sense that  all linear, controllable systems are flat), 
but  the techniques used for controlling fiat systems are much different than  
many of the existing techniques for linear systems. As we shall see, flatness is 
part icularly well tuned for allowing one to solve the inverse dynamics prob- 
lems and one builds off of that  fundamental  solution in using the s t ructure  
of flatness to solve more general control problems. 

Flatness was first defined by Fliess et al. [6,9] using the formalism of 
differential algebra, see also [13] for a somewhat  different approach.  In dif- 
[erential algebra, a system is viewed as a differential field generated by a 
set of variables (states and inputs). The system is said to be fiat if one can 
find a set of variables, called the flat outputs ,  such tha t  the system is (non- 
differentially) algebraic over the differential field generated by the set of flat 
outputs.  Roughly speaking, a system is flat if we can find a set of outputs  
(equal in number  to the number  of inputs) such tha t  all s tates and inputs  
can be determined from these outputs  without  integration. More precisely, if 
the system has states x E ]~n, and inputs  u E ]~m then the system is flat if 
we can find outputs  y E ~m of the form 

y = h ( x ,  u, i ~ , . . . ,  u ~T)) 



Flat Systems, Equivalence and Feedback 7 

such tha t  

z = ~ ( y , v , . . .  , v  (q)) 

u = ~ ( y , 9 , . . . , y ( q ) ) .  

More recently, flatness has been defined in a more geometric context, 
where tools for nonlinear control are more commonly available. One approach 
is to use exterior differential systems and regard a nonlinear control system 
as a Pfaffian system on an appropr ia te  space [17]. In this context,  flatness 
can be described in terms of the notion of absolute equivalence defined by E. 
Car tan  [1,2,23]. 

In this paper  we adopt, a somewhat  different geometric point of view, 
relying on a Lie-Bgcklund framework as the underlying mathemat ica l  struc- 
ture. This point of view was originally described in [7,10,11] and is related to 
the work of Pomet  et al. [20,19] on "infinitesimal Brunovsky forms" (in the 
context of feedback linearization). It  offers a compact  framework in which 
to describe basic results and is also closely related to the basic techniques 
tha t  are used to compute  the functions tha t  are required to characterize the 
solutions of flat systems (the so-called flat outputs) .  

Applications of flatness to problems of engineering interest have grown 
steadily in recent years. It is impor tant  to point out that  many  classes of 
systems commonly used in nonlinear control theory are flat. As already noted, 
all controllable linear systems can be shown to be flat. Indeed, any system 
tha t  can be t ransformed into a linear system by changes of coordinates, static 
feedback t ransformations (change of coordinates plus nonlinear change of 
inputs),  or dynamic feedback t ransformat ions  is also flat. Nonlinear control 
systems in "pure feedback form", which have gained popular i ty  due to the 
applicability of backstepping [12] to such systems, are also flat. Thus,  many  
of the systems for which strong nonlinear control techniques are available 
are in fact flat systems, leading one to question how the s t ructure  of flatness 
plays a role in control of such systems. 

One common misconception is tha t  flatness amounts  to dynamic feedback 
linearization. It is true that  any flat system can be feedback linearized using 
dynamic feedback (up to some regularity conditions tha t  are generically sat- 
isfied). However, flatness is a proper ty  of a system and does not imply that  
one intends to then transform the system, via a dynamic feedback and ap- 
propriate  changes of coordinates, to a single linear system. Indeed, the power 
of flatness is precisely that  it does not convert nonlinear systems into linear 
ones. When a system is flat it is an indication tha t  the nonlinear s tructure 
of the system is well characterized and one can exploit that  s t ructure in de- 
signing control algorithms for motion planning, t ra jec tory  generation, and 
stabilization. Dynamic feedback linearization is one such technique, al though 
it is often a poor choice if the dynamics of the system are substantial ly dif- 
ferent in different operat ing regimes. 
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Another advantage of studying flatness over dynamic feedback lineariza- 
tion is tha t  flatness is a geometric proper ty  of a system, independent of co- 
ordinate choice. Typically when one speaks of linear systems in a s tate  space 
context, this does not make sense geometrically since the system is linear only 
in certain choices of coordinate representations. In part icular,  it is difficult to 
discuss the notion of a linear state space system on a manifold since the very 
definition of linearity requires an underlying linear space. In this way, flatness 
can be considered the proper geometric notion of linearity, even though the 
system may be quite nonlinear in almost any natural  representation. 

Finally, the notion of flatness can be extended to distr ibuted parame-  
ters systems with boundary  control and is useful even for controlling linear 
systems, whereas feedback linearization is yet to be defined in tha t  context. 

This paper  provides a self-contained description of flat systems. Section 2 
introduces the fundamental  concepts of equivalence and flatness in a simple 
geometric framework. This is essentially an open-loop point of view. 

2 E q u i v a l e n c e  a n d  f l a t n e s s  

2.1 C o n t r o l  s y s t e m s  as inf ini te  d i m e n s i o n a l  v e c t o r  f ields 

A system of differential equations 

x = f (x ) ,  x C X C ~  ~ (1) 

is by definition a pair (X, f ) ,  where X is an open set of II~ n and f is a smooth  
vector field on X.  A solution, or trajectory, of (1) is a mapping  t ~-~ x( t )  such 
tha t  

2(t)  = f ( x ( t ) )  Vt >_ O. 

Notice tha t  i fx  ~+ h(x)  is a smooth function on X and t ~-+ x( t )  is a t ra jec tory  
of (1), then 

h(x( t ) )  = y z  (x(t))  . ~(t) = (x( t))  . f ( z ( t ) )  Vt > O. 

For that  reason the total derivative, i.e., the mapping  

Oh(x  ) x ~+ Ox . f ( x )  

is somewhat  abusively called the "time-derivative" of h and denoted by ]~. 
We would like to have a similar description, i.e., a "space" and a vector 

field on this space, for a control system 

= f ( x ,  u), (2) 
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where f is smoo th  on an open subset  X • U C I~ n • 11{ m �9 Here f is no longer 
a vector field on X ,  bu t  ra ther  an infinite collection of vector  fields on X 
parameter ized  by u: for all u E U, the  m a pp i ng  

x ~ f u ( x )  = f ( x , ~ )  

is a vector field on X.  Such a descr ipt ion is not  wel l-adapted when considering 
dynamic  feedback. 

I t  is nevertheless possible to  associate  to  (2) a vector  field with the  "same" 
solutions using the following remarks:  given a smooth  solution of  (2), i.e., a 
mapping  t ~ (x( t ) ,  u( t ) )  with values in X x U such t h a t  

2(t)  = f ( x ( t ) , u ( t ) )  Vt >_ O, 

we can consider the infinite m a p p i n g  

t ~-~ ~(t) = ( x ( t ) , u ( t ) , i t ( t ) , . . . )  

taking values in X x U x I ~ ,  where I ~  = IR m x IR m x . . .  denotes  the p roduc t  
of an infinite (countable) number  of copies of R "~. A typical  point  of  I i~  is 
thus of the form (u 1, u 2 , . . .  ) with u i C lI~ m . This mapp ing  satisfies 

~(t) = ( f ( x ( t ) ,  u( t )) ,  it(t), i i ( t ) , . . .  ) Vt > O, 

hence it can be though t  of as a t r a j ec to ry  of the  infinite vector  field 

(x ,u ,  u l , . . . )  ~+ F ( x , u ,  u l , . . . )  = ( f ( x , u ) , u l , u 2 , . . . )  

on X x U x R,~. Conversely, any  m a pp i ng  

t ~ ~(t) = (~(t),  ~(t) ,  ~1 ( t ) , . . . )  

tha t  is a t r a j ec to ry  of this infinite vector  field necessarily takes the  form 
(x(t) ,  u( t ) ,  i t ( t ) , . . .  ) with 2(t) = f ( x ( t ) ,  u( t ) ) ,  hence corresponds to a solution 
of (2). Thus  F is t ruly  a vector  field and no longer a parameter ized  family of 
vector fields. 

Using this construct ion,  the  control  sys tem (2) can be seen as the d a t a  
of the "space" X x U x ]P~ toge ther  with the "smooth"  vector  field F on 
this space. Notice that ,  as in the uncontrol led  case, we can define the "time- 
derivative" of  a smooth  funct ion (x, u, u l ,  . . . ) ~-~ h(x,  u, u l ,  . . . , u k) depend-  
ing on a f inite number  of variables by 

h ( x , u ,  u l , . . .  ,u  k+l) :=  D h "  F 

Oh O h . u 1  Oh .u2 
= o-~ f(x, ~) + ~ + ~ + . . .  

The above sum is finite because h depends  on finitely m a n y  variables. 
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R e m a r k  1 To be rigorous we must say something of the underlying topology 
and differentiable structure of I?~ to be able to speak of smooth objects [24]. 
This topology is the Fr~chet topology, which makes things look as if we were 
working on the product of k copies of ~{m for a "large enough" k. For our 
purpose it is enough to know that a basis of the open sets of this topology 
consists of infinite products Uo • U1 x . . .  of open sets of l~ rn, and that a 
function is smooth  if it depends on a finite but arbitrary number of variables 
and is smooth in the usual sense. In the same way a mapping �9 : I~~ -4 I~  ~176 
is smooth if all of its components are smooth functions. 

equipped with the Frdchet topology has very weak properties: useful 
theorems such as the implicit function theorem, the Frobenius theorem, and 
the straightening out theorem no longer hold true. This is only because l ~  
is a very big space: indeed the Frdchet topology on the product of k copies of 
I~ 'n for any finite k coincides with the usual Euclidian topology. 

We can also define manifolds modeled on I ~  using the standard ma- 
chinery. The reader not interested in these technicalities can safely ignore 
the details and won't loose much by replacing "manifold modeled on I~n " by 
"open set of R~  " 

We are now in position to give a formal definition of a system: 

D e f i n i t i o n  1 A system is a pair (gJ~,F) where 93I is a smooth manifold~ 
possibly of infinite dimension, and F is a smooth vector field on 9It. 

Locally, a control system looks like an open subset of ~ (c~ not necessarily 
finite) with coordinates (~1,. . .  , ~ )  together  with the vector field 

~ F(~) = (F~(~) , . . .  ,F~(~)) 

where all the components  Fi depend only on a finite number  of coordinates.  
A trajectory of the system is a mapping  t ~-4 ~(t) such tha t  ~(t) = F(~(t)) .  

We saw in the beginning of this section how a "tradit ional" control system 
fits into our definition. There is nevertheless an impor tant  difference: we lose 
the notion of state dimension. Indeed 

= f ( x , n ) ,  (x,u)  e X  x U  C R  ~ x I ~  "~ (3) 

and 

= f ( x ,  it), /t ---- v (4) 

now have the same description (X x U x I ~ ,  F) ,  with 

u ,  ) = u ),  

in our formalism: t ~-~ (z ( t ) ,u( t ) )  is a t ra jec tory  of (3) if and only if t ~4 
(x(t), u(t) , i t ( t))  is a t ra jectory of (4). This situation is not surprising since 
the state dimension is of course not preserved by dynamic feedback. On the 
other hand we will see there is still a notion of input dimension. 
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E x a m p l e  1 ( T h e  t r i v i a l  s y s t e m )  The trivial system ( l ~ , F m ) ,  with co- 
ordinates (y, yt,  y2 , . . .  ) and vector field 

) = ( y l , y 2 , y 3 , . . .  ) 

describes any "traditional" system made of m chains of integrators of arbi- 
trary lengths, and in particular the direct transfer y = u. 

In practice we often identify the "system" F(x ,  ~) := ( f ( x ,  u), n 1 , u2 , . . .  ) 
with the "dynamics" k = f ( x ,  u) which defines it. Our main motivation for 
introducing a new formalism is tha t  it will turn  out to be a natural  framework 
for the notions of equivalence and flatness we want to define. 

R e m a r k  2 It is easy to see that the manifold 9)I is finite-dimensional only 
when there is no input, i.e., to describe a determined system of differen- 
tial equations one needs as many equations as variables. In the presence of 
inputs, the system becomes underdetermined,  there are more variables than 
equations, which accounts for the infinite dimension. 

R e m a r k  3 Our definition of a system is adapted from the notion of diffi- 
ety introduced in [24] to deal with systems of (partial) differential equations. 
By definition a di]fiety is a pair (93I, CTff2) where 9)t is smooth manifold, 
possibly of infinite dimension, and CTg~ is an invoiutive finite-dimensional 
distribution on 9~, i.e., the Lie bracket of any two vector fields of CTg)I is 
itself in CTg)I. The dimension of CTg)I is equal to the number of independent 
variables. 

As we are only working with systems with lumped parameters, hence gov- 
erned by ordinary differential equations, we consider diJfieties with one di- 
mensional distributions. For our purpose we have also chosen to single out a 
particular vector field rather than work with the distribution it spans. 

2.2 E q u i v a l e n c e  o f  s y s t e m s  

In this section we define an equivalence relation formalizing the idea that  two 
systems are "equivalent" if there is an invertible t ransformation exchanging 
their trajectories. As we will see later, the relevance of this rather  natural 
equivalence notion lies in the fact that  it admits an interpretat ion in terms 
of dynamic feedback. 

Consider two systems (9)I,F) and (9l, G) and a smooth mapping ~P : 
g)l -+ 91 (remember that  by definition every component of a smooth mapping 
depends only on finitely many coordinates). If t ~ ~(t) is a t ra jectory of 

F), i.e., 

= f(dt)), 

the composed mapping t ~ ( ( t )  = ~P(((t)) satisfies the chain rule 

4(t) = ~ ( d t ) ) .  ~(t) = ~ ( d t ) ) .  F ( d t ) ) .  
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The above expressions involve only finite sums even if the matrices and vec- 
tors have infinite sizes: indeed a row of ~ contains only a finite number 
of non zero terms because a component of } depends only on finitely many 
coordinates. Now, if the vector fields F and G are k~-related, i.e., 

0O 
V~, a (~(~) )  = b-~(~) .F(~)  

then 

( ( t )  = C ( ~ ( ~ ( t ) )  = G ( ( ( t ) ) ,  

which means that  t ~+ ((t)  = ~(~(t)) is a t rajectory of (9I, g ) .  If moreover g' 
has a smooth inverse �9 then obviously F, G are also ~-related, and there is a 
one-to-one correspondence between the trajectories of the two systems. We 
call such an invertible g' relating F and G an endogenous transformation. 

D e f i n i t i o n  2 Two systems (9)I, F) and (91, G) are equivalent at (p, q) C 9)I x 
9I if there exists an endogenous transformation from a neighborhood of p to 
a neighborhood of q. (gJl, F) and (91, G) are equivalent /f they are equivalent 
at every pair of points (!9, q) of a dense open subset of 9J~ x 9I. 

Notice that  when 9)I and 91 have the same finite dimension, the systems are 
necessarily equivalent by the straightening out theorem. This is no longer 
true in infinite dimensions. 

Consider the two systems (X x U x I ~ ,  F)  and (Y x V x 11{~, G) describing 
the dynamics 

= f ( x , u ) ,  (x,u)  e X  x U c X  ~ •  m (5) 

9 = g ( y , v ) ,  (y,v) e Y x V C X  r •  s. (6) 

The vector fields F, G are defined by 

F(x ,u ,  u l , . . .  ) = ( f ( x , u ) , u l , u 2 , . . .  ) 

C ( y ,  v ,  ~ 1 ,  . . . ) = ( g ( y ,  ~ ) ,  v ~, ~ ,  . . . ) .  

If the systems are equivalent, the endogenous transformation g~ takes the 
form 

~ ( x , u , u ~ , . . . )  = ( ~ ( x , ~ ) , ~ ( x , ~ ) , S ) ( x , ~ ) , . . . ) .  

Here we have used the short-hand notation g = (u, u l , . . .  ,uk), where k is 
some finite but otherwise arbitrary integer. Hence ~ is completely specified 
by the mappings ~b and /7, i.e, by the expression of y ,v  in terms of x ,g .  
Similarly, the inverse ~5 of ~ takes the form 

�9 (~, v, ~ , . . .  ) = (~(y, v), ~(y, v), ~(y, v ) , . . .  ) . ,  
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As k~ and �9 are inverse mappings we have 

r (~(y, ~), ~(y, v)) = v ~(r  ~), #(x, ~)) = x 
and 

fl ( ~ ( >  V), ~(y,  V)) = v a (r  ~), ~(x,  ~)) = u. 

Moreover F and G ~-related implies 

f (qo(y, ~), a(y, ~) ) = Dqo(y, ~) . ~(y,~) 

where ~ stands for (g, v l , . . . , vk ) ,  i.e., a t runcat ion of G for some large 
enough k. Conversely, 

g (~(~, ~), ~(y, ~)) = D~(x ,  ~ ) .  y(y,  ~). 

In other words, whenever t ~9 (x(t), u(t)) is a t ra jec tory  of (5) 

t ~ (v(t), ~(t)) = (~(~(t),  ~(t)),  ~(~(t) ,  ~(t))) 

is a t ra jec tory  of (6), and vice versa. 

E x a m p l e  2 ( T h e  P V T O L )  The system generated by 

= - u t  sin 0 + cu2 cos 0 

2 = tt  1 COS 0 @" CU2 sin 0 - 1 

O ~ U  2 . 

is globally equivalent to the systems generated by 

Yl = - ~ s i n O ,  ~/2 = ~ c o s O  -- 1, 

where ~ and 0 are the control inputs. Indeed, setting 

X := (x,z,Jc,/~,O,O) and Y := (Yl,y2,~II,~I2) 
g := ( ~ ,  ~ )  v := (~, 0) 

and using the notations in the discussion after definition 2, we define the 
mappings Y = Ib(X, U) and V = 13(X, U) by 

, ( x ,  u) := /x  _ ~O. cos O / and ~(x ,e ) := o ~~ 
\ i -  ~OsinO/ 

to generate the mapping ~. The inverse mapping q~ is generated by the map- 
pings X = ~(Y~ V) and U = a(Y, V) defined by 

/ Yl ~- ~ sin 0 "~ 
| y~-~cosO I 

_ /y, + ~O cos 0[ ( ~ o  0~) 
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An important property of endogenous transformations is that  they pre- 
serve the input dimension: 

T h e o r e m  1 If two systems (X  x U x ~ , F )  and (Y  x V x ~s ~176 are 
equivalent, then they have the same number of inputs, i.e., rn = s. 

Proof. Consider the truncation ~5~ of ~5 on X x U x (I~ m ) ' ,  

, f ,  : X  x U x ( ~ , ~ + k ) ,  _.+ y x V x ( ~ ) "  
(z, mu~, . . .  ,u k+~) ~+ ( ~ , a , a , . . .  ,~(,)), 

i.e., the first f t + 2  blocks of components of ~P; k is just a fixed "large enough" 
integer. Because ~P is invertible, q~ is a submersion for all ft. Hence the 
dimension of the domain is greater than or equal to the dimension of the 
range, 

n + m(k  + # + l) >>_ s(ft + l) V # > 0 ,  

which implies m _> s. Using the same idea with ~ leads to s > m. 

R e m a r k  4 Our definition of equivalence is adapted from the notion of equiv- 
alence between diffieties. Given two diffieties (ff~, CT92~) and (91, CT91), we 
say that a smooth mapping ~9 from (an open subset of) ~ to 9I is Lie- 
B~cklund if its tangent mapping Tq? satisfies T~(CT9)I) C CT91. If more- 
over ~P has a smooth inverse q5 such that T~P(CT91) C C T ~ ,  we say it is a 
Lie-B~cklund isomorphism. When such an isomorphism exists, the diffieties 
are said to be equivalent. An endogenous transformation is just a special 
Lie-Biicklund isomorphism, which preserves the time parameterization of the 
integral curves. It is possible to define the more general concept of orbital 
equivalence [7,5] by considering general Lie-Biicklund isomorphisms, which 
preserve only the geometric locus of the integral curves. 

2.3 Differential  F latness  

We single out a very important class of systems, namely systems equivMent 
to a trivial system ( ~ ,  Fs) (see example 1): 

Def in i t ion  3 The system ( ~ ,  F) is flat at p 6 ffJt (resp. flat) if it equivalent 
at p (resp. equivalent) to a trivial system. 

We specialize the discussion after definition 2 to a fiat system (X x U x 
F ~ ,  F)  describing the dynamics 

2 = f ( x , u ) ,  ( x , u )  e X x U c ~ • ~'~.  

By definition the system is equivalent to the trivial system ( s ,Fs) where 
the endogenous transformation q~ takes the form 

~(~, u, u l , . . .  ) = (h(x, ~), h(~, ~), h(~, ~ ) , . . .  ), (7) 
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In  o ther  words ~/' is the  infinite p ro longa t ion  of the  m a p p i n g  h. T h e  inverse 
4~ of ~ takes  the  fo rm 

~(9) = (r ~(9), ~(9) , . . .  ). 

As ~5 and ~P are  inverse mapp ings  we have in pa r t i cu la r  

qo(a(x ,g))  = x and a ( a ( x , g ) )  = u. 

Moreover  F and G ~- re la ted  implies t h a t  whenever  t ~+ y(t) is a t r a j ec to ry  
of y = v -i .e . ,  no th ing  but  an arbitrary m a p p i n g -  

t ~  (x( t ) ,u( t ) )  = ( r  /~(~(t))) 

is a t r a j ec to ry  of a~ = f ( x ,  u),  and  vice versa.  
We single out  the  i m p o r t a n c e  of the  m a p p i n g  h of the  prev ious  example:  

D e f i n i t i o n  4 Let (92I, F)  be a fiat system and g" the endogenous transfor- 
mation putting it into a trivial system. The first block of components of g', 
i.e., the mapping h in (7), is called a fiat  (or l inearizing) o u t p u t .  

Wi th  this definition, an obvious  consequence of t h e o r e m  1 is: 

C o r o l l a r y  1 Consider a fiat system. The dimension of a flat output is equal 
to the input dimension, i.e., s = m. 

E x a m p l e  3 ( T h e  P V T O L )  The system studied in example 2 is fiat, with 

y = h(X,  U) :=  (x - e sin O, z + e cos 0) 

as a flat output. Indeed, the mappings X = 99(9) and U = (~(~) which generate 
the inverse mapping ~ can be obtained from the implicit equations 

(~ - x )  2 + ( y2  - z )  2 = ~2 

( y l  - x ) ( 9 ~  + 1) - ( y 2  - z ) f ~  - -  o 

(92 + 1) sin 0 +/;1 cos 0 = 0. 

We first solve for x, z, 0, 

91 
X..= yl q-g 

~/9~ + (9~ + 1)2 
(92 + 1) 

z = y 2 + ~  
V/9~l + (9~ + l) ~ 

0 = arg(91,y2 + 1), 

and then differentiate to get 2, i ,  0, u in function of the derivatives of y. Notice 
the only singularity is ij~ + (92 + 1) 2 = 0. 
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2.4 A p p l i c a t i o n  to m o t i o n  p lann ing  

We now illustrate how flatness can be used for solving control problems. 
Consider a nonlinear control system of the form 

= f ( x ,  u) x c R n, u ~ ~'~ 

with fiat output  

y = h ( x , u , i ~ , . . .  ,u(r)) .  

By virtue of the system being flat, we can write all t rajectories (x(t), u(t)) 
satisfying the differential equation in terms of the flat output  and its deriva- 
tives: 

z = ~ ( y , 9 , . . .  ,y(~))  

U = o ~ ( y , y , . . . , y ( q ) ) .  

We begin by considering the problem of steering from an initial s tate to 
a final state. We parameter ize  the components  of the flat output  Yi, i = 
1 , . . . , r a  by 

y~(t) := ~ AO) U (t), (8) 
J 

where the s (t), j = 1 , . . . ,  N are basis functions. This reduces the problem 
from finding a function in an infinite dimensional space to finding a finite set 
of parameters .  

Suppose we have available to us an initial s ta te  x0 at t ime To and a final 
state xf at t ime Tf. Steering from an initiM point in s tate .space to a desired 
point in state space is trivial for fiat systems. We have to calculate the values 
of the fiat output  and its derivatives from the desired points in state space 
and then solve for the coefficients Aij in the following system of equations: 

yi(vo) = E j  AOs yi(vf) = E j  AOAj(Tf) 

" " (9) 

y ? ) ( T 0 )  --  E j  : �9 

To streamline notat ion we write the following expressions for the case of 
a one-dimensional fiat output  only. The  multi-dimensional  case follows by 
repeatedly applying the one-dimensional case, since the algorithm is decou- 
pled in the component  of the fiat output .  Let A(t) be the q + 1 by N mat r ix  

(t)  = a n d  le t  

Y0 : (Yl(T0)~' . ' ,Y~q)(T0))  

Yf ~--- (Yl ( T f ) , . . . ,  y~q)(Tf)) (10) 

= (~0, ~:) .  
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Then the constraint in equation (9) can be written as 

( A(To) )  A =:  AA. (11) 

That  is, we require the coefficients A to be in an affine sub-space defined by 
equation (11). The only condition on the basis functions is that  A is full rank, 
in order for equation (11) to have a solution. 

The implications of flatness is that  the t ra jec tory  generation problem 
can be reduced to simple algebra, in theory, and computationally at tractive 
algorithms in practice. In the case of the towed cable system [16], a rea- 
sonable state space representation of the system consists of approximately 
I28 states. Traditional approaches to t ra jec tory  generation, such as optimal 
control, cannot be easily applied in this case. However, it follows from the 
fact tha t  the system is flat that  the feasible trajectories of the system are 
completely characterized by the motion of the point at the bot tom of the 
cable. By converting the input constraints on the system to constraints on 
the curvature and higher derivatives of the motion of the bot tom of the cable, 
it is possible to compute efficient techniques for t ra jectory generation. 

2.5 Motion planning with singularities 

In the previous section we assumed the endogenous transformation 

~ (x ,u ,  u l , . . . )  := ( h ( x , ~ ) , h ( x , ~ ) , h ( x , ~ ) , . . . )  

generated by the fiat output  y = h(x, ~) everywhere nonsingular, so that  we 
could invert it and express x and u in function of y and its derivatives, 

(y,?) , . . .  ,y(q)) ~+ (x, u) = r  ,y(q)). 

But it may well be that  a singularity is in fact an interesting point of op- 
eration. As r is not defined at such a point, the previous computations do 
not apply. A way to overcome the problem is to "blow up" the singularity by 
considering trajectories t ~-~ y(t) such that  

t r 9(t) , . . . ,  Cq)(t)) 

can be prolonged into a smooth mapping at points where r is not defined. 
To do so requires a detailed study of the singularity. A general s tatement 
is beyond the scope of this paper and we simply illustrate the idea with an 
example. 

E x a m p l e  4 Consider the fiat dynamics 

3~ 1 z U l ,  ~'2 ~ U 2 U l ,  X3 ~ X 2 ~ l ,  
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with fiat output y := (xl,x3).  When Ul = O, i.e., 91 = 0 the endogenous 
transformation generated by the fiat output is singular and the inverse map- 
ping 

( 3 2  iJ29~ - iJlY2 ) 
(y, 3, ~) ~ (x,, x2, x~, ~1, ~ )  = y~, ~ ,  y~, y~, y~l ' 

is undefined. But  if we consider trajectories t ~-+ y(t) := (cI(t) ,p(a(t))) ,  with 
a and p smooth functions, we find that 

(~(t)) .  ~ ( t )  
d2p 

y2( t )  (or(t))  " ~r(t) Y2Yl -- y1~)2 dff2 
- -  a n d  - 

9~(t) ~(t) y~l ~ ( t )  ' 

hence we can prolong t ~-+ r y(t), ~/(t)) everywhere by 

t ~  o(t), ~ (o ( t ) ) ,  p(~(t)), ~(t), ~-j~ (~(t)) . 

The motion planning can now be done as in the previous section: indeed, the 
functions a and p and their derivatives are constrained at the initial (resp. 
final) time by the initial (resp. final) point but otherwise arbitrary. 

For a more substantial application see [21,22,9], where the same idea was ap- 
plied to nonholonomic mechanical systems by taking advantage of the "nat- 
ural" geometry of the problem. 

3 F e e d b a c k  d e s i g n  w i t h  e q u i v a l e n c e  

3.1 F r o m  equ iva lence  to  f e edback  

The equivalence relation we have defined is very natural since it is essentially a 
1 -1  correspondence between trajectories of systems. We had mainly an open- 
loop point of view. We now turn to a closed-loop point of view by interpreting 
equivalence in terms of feedback. For that,  consider the two dynamics 

2 = f ( x , u ) ,  (x ,u)  C X x U C R n x R TM 

9 = g(y ,v) ,  (y,v) c Y x V C N ~ x lR ~. 

They are described in our formalism by the systems (X x U x N~,  F)  and 
(Y x V x I~  ~ G), with F and G defined by 

F(x,  4, ~1),... ) := ( f ( z ,  ~), ~1 ~2 . . .  ) 

O(y, v, v l , . . .  ) :-- (g(y, v), v ~, ~ : , . . .  ). 
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Assume now the two systems are equivalent, i.e., they have the same trajec- 
tories. Does it imply that  it is possible to go from 2 = f ( x , u )  to y = g(y,v) 
by a (possibly) dynamic feedback 

= a ( x , z , v ) ,  z E Z C I R  q 

u = ~(x,  z, v), 

and vice versa? The question might look stupid at first glance since such a 
feedback can only increase the state dimension. Yet, we can give it some sense 
if we agree to work "up to pure integrators" (remember this does not change 
the system in our formalism, see the remark after definition 1). 

T h e o r e m  2 Assume ~ = f ( x ,  u) and ~1 = g(y~v) are equivalent. Then ~ = 
f (x, u) can be transformed by (dynamic) feedback and coordinate change into 

9 = g ( y , v ) ,  i~=v  1, iJ 1 = v  ~, . . .  , ia u = w  

for some large enough integer it. Conversely, y = g(y, v) can be transformed 
by (dynamic) feedback and coordinate change into 

= f ( x , u ) ,  i , = u  1, it l = u : ,  . . .  , it ~ = w  

for some large enough integer u. 

Proof (Proof [13].). Denote by F and G the infinite vector fields representing 
the two dynamics. Equivalence means there is an invertible mapping 

�9 (y, v) = (~(y,  v), ~(y,  v), ~(y,  v ) , . . .  ) 

such that  

F (~(y ,  V)) = D~(y ,  V).G(y, V). (12) 

Let 9 := (Y, v, vl ,  . . .  , vU) and w := v t*+l. For # large enough, ~o (resp. a)  
depends only on 9 (resp. on 9 and w). With these notations, �9 reads 

�9 (9, ~ )  = (~(9) ,  ~(9,  ~), ~(~, ~ ) , . . .  ), 

and equation (12) implies in particular 

f(~(Y), a(9,  w)) = D~(9).g(y,  w), (13) 

where ~ := (g, v l , . . . ,  vk). Because �9 is invertible, ~ is full rank hence can be 
completed by some map 7r to a coordinate change 

9 ~+ r = (~(9), ~(9)). 

Consider now the dynamic feedback 

= ~(r (x, z), ~)) 

= D~(r  -~ (~, z)).~(r (~, z), ,~)), 
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which t r a n s f o r m s  2 = f (x ,  u) into 

\D~(r -1 (x, z)).~(r -1 (x, z), w)) 

Using (13), we have 

/(r  = / f ( ~ ( ~ ) , ~ ( ~ , w ) ) ~  (D~(~)~ . 0 ( ~ , ~ )  : D r  
\ ~(~).0(~,w) ] = \D~(~)]  

Therefore  f and  t) are  e - r e l a t ed ,  which ends  the  proof.  E x c h a n g i n g  the  roles 
of f and  g proves  the  converse  s t a t e m e n t .  

As a f lat  sy s t em is equiva len t  to a t r iv ia l  one, we get  as an  i m m e d i a t e  conse-  
quence of the  theo rem:  

C o r o l l a r y  2 A fiat dynamics can be linearized by (dynamic) feedback and 
coordinate change. 

R e m a r k  5 As can be seen in the proof of the theorem there are many feed- 
backs realizing the equivalence, as many as suitable mappings zr. Notice all 
these feedback explode at points where ~ is singular (i.e., where its rank col- 
lapses). 

Further details about the construction of a linearizin9 feedback from an 
output and the links with extension algorithms can be found in [1~]. 

E x a m p l e  5 ( T h e  P V T O L )  We know from example 3 that the dynamics 

= - u l  s i n O +  gu2 cos 0 

= ul c o s O +  e u 2 s i n O -  1 

O-~U2 
admits the fiat output 

y = (x - e s inO,  z + e cosO). 

It is transformed into the linear dynamics 

y}4) = v l ,  y~4) = v2 

by the feedback 

= - V l  sin 0 + v2 cos 0 + ~t) 2 

nl = ~ + eO 2 

u2 = Vl cos 0 + v2 sin 0 + 2~))  

and the coordinate change 

(x,z,O,x,~,o,~,~) ~ (y,y,~,y(~)). 

The only singularity of this transformation is ~ = O, i.e., ij~ + (Y2 + 1) e = O. 
Notice the P VTOL is not linearizable by static feedback. 
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3.2 E n d o g e n o u s  f e e d b a c k  

Theorem 2 asserts the existence of a feedback such that  

dc = f ( x ,  a(x, z, w)) 
= a(x, z, w). (14) 

reads, up to a coordinate change, 

= g ( y ,  V ) ,  i2 ~ -  V 1 ,  , . .  , i )  t t  = W ,  (15) 

But (15) is trivially equivalent to ~} = g(y, v) (see the remark after defini- 
tion 1), which is itself equivalent to x = f ( x ,  u). Hence, (14) is equivalent to 
2 = f ( x ,  u). This leads to 

D e f i n i t i o n  5 Consider the dynamics ~ = f ( x , u ) .  We say the feedback 

u = ~(x,  z, w) 

= a(x,  z, w) 

is endogenous if the open-loop dynamics k = f ( x , u )  is equivalent to the 
closed-loop dynamics 

:/: = f (x ,  ~(x, z, w)) 

= a(x,  z, w).  

The word "endogenous" reflects the fact that  the feedback variables z and w 
are in loose sense "generated" by the original variables x , ~  (see [13,15] for 
further details and a characterization of such feedbacks) 

R e m a r k  6 It is also possible to consider at no extra cost "generalized" feed- 
backs depending not only on w but also on derivatives of w. 

We thus have a more precise characterization of equivalence and flatness: 

T h e o r e m  3 Two dynamics ~ = f(x, u) and 9 = g(Y, v) are equivalent if and 
only i f 2  = f ( x ,  u) can be transformed by endogenous feedback and coordinate 
change into 

9 = g ( y , v ) ,  ~ = v  ~ . . . .  , ia" = w .  (16) 

for some large enough integer u, and vice versa. 

C o r o l l a r y  3 A dynamics is fiat if and only if it is linearizable by endogenous 
feedback and coordinate change. 

Another trivial but  important  consequence of theorem 2 is that  an en- 
dogenous feedback can be "unraveled" by another endogenous feedback: 
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C o r o l l a r y  4 Consider a dynamics 

= f (x ,  ~(~, z, w)) 

= a(z ,  z, w) 

where 

u = ~ ( x ,  z ,  ~ )  

= a ( z ,  z ,  w )  

is an endogenous feedback. Then it can be transformed by endogenous feedback 
and coordinate change into 

5:= f ( x , u ) ,  i t = u  1, . . .  , itu = w .  (17) 

for some large enough integer #. 

This clearly shows which properties are preserved by equivalence: properties 
that are preserved by adding pure integrators and coordinate changes, in 
particular controllability. 

An endogenous feedback is thus truly "reversible", up to pure integrators. 
It is worth pointing out that  a feedback which is invertible in the sense of 
the s tandard -bu t  maybe unfor tunate-  termihology [18] is not necessarily 
endogenous. For instance the invertible feedback ~ = v, u = v acting on the 
scalar dynamics k = u is not endogenous. Indeed, the closed-loop dynamics 

= v, ~ = v is no longer controllable, and there is no way to change that  by 
another feedback! 

3.3 T r a c k i n g :  f e e d b a c k  l i n e a r i z a t i o n  

One of the central problems of control theory is trajectory tracking: given 
a dynamics Jz = f ( x , u ) ,  we want to design a controller able to track any 
reference t ra jectory t ~ (xr(t), ur(t)) .  If this dynamics admits a flat output  
y = h(x, ~), we can use corollary 2 to transform it by (endogenous) feedback 
and coordinate change into the linear dynamics y(u+l) = w. Assigning then 

v :--  y ( . + l ) ( t )  - K ~  

with a suitable gain matr ix K,  we get the stable closed-loop error dynamics 

Ay (~+1) = - K A r l ,  

where yr(t) := (xr (t), ~ ( t ) )  and ~ := (y, y , . . . ,  y ' )  and A~ stands for ~ - ~ ( t ) .  
This control law meets the design objective. Indeed, there is by the definition 
of flatness an invertible mapping 

4 ( y )  = ( ~ ( y ) ,  ~ (~ ) ,  ~ (~ ) ,  . . . ) 
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relating the infinite dimension vector fields F(x, ~) := (](x, u), u, u l , . . .  ) and 
G(~) := ( y , y i , . . . ) .  From the proof of theorem 2, this means in particular 

z = ~ ( ~ ( t )  + ~ )  
= ~ ( ~ ( t ) )  + n~(y~(t) ,  a g ) . a 9  

= Xr(t) + R~o(y~(t), z29).A~ ~ 

and 

= ~(9~(t) + a g , - K A g )  

= ~ ( t )  + R~(9,.(t), y(~"+~)(t), a~ ,  a ~ ) .  - K A ~  ' 

where we have used the fundamental  theorem of calculus to define 

R~0 (Y, BY)  := D~(Y  + tAY)dt  

R~(Y, ~ ,  AY, Aw) -= Dc~(Y + t A Y ,  w + tAw)dr. 

Since By -~ 0 as t -4 oc, this means z -4 x~(t) and u -~ u~(t). Of course 
the tracking gets poorer and poorer as the ball of center ~ ( t )  and radius Ay 
approaches a singularity of p. At the same time the control effort gets larger 
and larger, since the feedback explodes at such a point (see the remark after 
theorem 2). Notice the tracking quality and control effort depend only on the 
mapping ~, hence on the flat output ,  and not on the feedback itself. 

We end this section with some comments on the use of feedback lineariza- 
lion. A linearizing feedback should always be fed by a trajectory generator, 
even if the original problem is not stated in terms of tracking. For instance, 
if it is desired to stabilize an equilibrium point, applying directly feedback 
linearization without first planning a reference t ra jectory yields very large 
control effort when starting from a distant initial point. The role of the tra- 
jectory generator is to define an open-loop "reasonable" t ra jectory --i.e., sat- 
isfying some state and/or  control constraints-  that  the linearizing feedback 
will then track. 

3.4 T ra c k ing :  s i n g u l a r i t i e s  a n d  t i m e  sca l ing  

Tracking by feedback linearization is possible only far from singularities of 
the endogenous transformation generated by the fiat output.  If the reference 
tra~ec~(~ry passes tl~rough or near a singularity, then feedback linearization 
cannot be directly applied, as is the case for motion planning, see section 2.5. 
Nevertheless, it can be used after a time scaling, at least in the presence 
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of "simple" singularities. The interest is that  it allows exponential tracking, 
though in a new "singular" time. 

E x a m p l e  6 Take a reference trajectory t ~-+ yr(t)  = ( a ( t ) , p (a ( t ) )  for  ex- 
a.mple 4. Consider the dynamic t ime-varying compensator  ul  = ~&(t) and 

= Vlh(t). The closed loop sys tem reads 

where ' s tands for  d / d a ,  the extended state is (Xl, x2, x3, ~), the new control 
is (vl ,  v2). A n  equivalent second order formula t ion  is 

I I  I I  ~ 2 ~ 2  q_ X 2 V l  " X 1 : Vl~ X 3 = 

When  ~ is far  f rom zero, the static feedback u2 = (v2 - x 2 v l ) / ~  2 l inearizes 
the dynamics,  

I I  I I  
X 1 ~ V 1 , X 3 ~ V 2 

in a scale. When  the sys t em remains  close to the reference, ~ ~ 1, even i f  for  
some t, a( t)  = O. Take 

vl = 0 - s ign(o)al  (~ - 1) - a2(xl  - or) 
d~ (18) 

v: = ~ - s i g n ( a ) a l  ( x 2 ( - ~ ) ) - a 2 ( x 3  ~ p ~  

with al > 0 and a2 > 0 , then the error dynamics  becomes exponential ly  
stable in a-scale (the t e rm sign(a ) is for  dealing with ~ < 0 ). 

Similar computations for trailer systems can be found in [8,5]. 
Notice that  linearizing controller can be achieved via quasi-static feedback 

as proposed in [4]. 

3.5 T rack ing :  f l a tness  a n d  b a c k s t e p p i n g  

S o m e  d r a w b a c k s  o f  f e e d b a c k  l i n e a r i z a t i o n  We illustrate on two simple 
(and caricatural) examples that  feedback linearization may not lead to the 
best tracking controller in terms of control effort. 

E x a m p l e  7 A s s u m e  we want  to track any trajectory t ~-~ (x~( t ) ,u~( t ) )  of  

= - x -  x 3 + u, x E li~. 

The linearizing feedback 

u = x + x a - k A x  + x~(t)  

= ur(t)  + a x ~ ( t ) A x  2 + (1 + 3x~2(t) - k ) A x  + z~x 3 

meets  this objective by imposing the closed-loop dynamics  Ado = - k z 2 x .  
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But a closer inspection shows the open-loop error dynamics 

AJ: = - (1 + 3 x ~ ( t ) ) A x -  Ax  3 + 3xr ( t )Ax  ~ + Au 

= - ~ x ( 1  + 3x~(t) - 3 ~ r ( t ) a x  + ~ 2 )  + ~ 

is naturally stable when the open-loop control u :=  u,.(t) is applied (indeed 
1 + 3x~(t)  - 3x~( t )Ax + Ax  2 is always strictly positive). In other words, the 
linearizing feedback does not take advantage of the natural damping effects. 

E x a m p l e  8 Consider the dynamics 

21 = u l ,  22 = u2(1 - U l ) ,  

for which it is required to track an arbitrary trajectory t ~-~ (xr( t ) ,ur( t ) )  
(notice ur(t) may not be so easy to define because of the singularity Uz = 1). 
The linearizin9 feedback 

U 1 -~- - - k A 3 ; 1  § 21~(t) 

- k A x 2  + 22r(t) 
U2 = 

1 + k A x l  - icl~(t) 

meets this objective by imposing the closed-loop dynamics Ax  = - k A x .  Un- 
fortunately u2 grows unbounded as Ul approaches one. This means we must in 
practice restrict to reference trajectories such that ] l - -Ulr(  t ) [ is always "large" 

in particular it is impossible to cross the singularity- and to a "small" 
gain k. 

A smarter control law can do away with these limitations. Indeed, consid- 
ering the error dynamics 

AXl = An1 

Ax2 = (1 - Ul , ( t )  - A u l ) A U 2  - u 2 r ( t ) A U l ,  

1 2 Axe) get and differentiating the positive function V ( A x )  : =  ~ ( A z  1 -~- we 

= A u l ( A x l  - u2~(t)Ax2) + (1 - ul~(t) - Au l )Au lAu .~ .  

The control law 

J U l  = - k ( A x l  - ~/s 

A u 2  = - ( 1  - u . ( t )  - A u l ) A X 2  

does the job since 

i~ = - ( A ~ X l -  ~t2r( t)Ax2) 2 -  ( ( 1 -  U l r ( t ) -  A u l ) A x 2 )  2 < 0. 

Moreover, when n i t ( t )  r 0, l )  is zero if and only if IIAxll is zero.  I t  is t h u s  

possible to cross the singularity which has been made an unstable equilibrium 
of the closed-loop error dynamics- and to choose the gain k as large as desired. 
Notice the singularity is overcome by a "truly" multi-input design. 



26 Philippe Martin et al. 

It  should not be inferred from the previous examples that  feedback lineariza- 
tion necessarily leads to inefficient tracking controllers. Indeed, when the t ra-  
jectory generator  is well-designed, the system is always close to the reference 
trajectory. Singularities are avoided by restricting to reference trajectories 
which stay away from them. This makes sense in practice when singularities 
do not correspond to interesting regions of operations.  In this case, designing 
a tracking controller "smarter" than a linearizing feedback often turns out to 
be rather  complicated, if possible at all. 

B a c k s t e p p i n g  The  previous examples are rather  trivial because the control 
input has the same dimension as the state. More complicated systems can be 
handled by backsteppin 9. Backstepping is a versatile design tool which can be 
helpful in a variety of situations: stabilization, adapt ive or output  feedback, 
etc ([12] for a complete survey). It  relies on the simple yet powerful following 
idea: consider the system 

d: = f ( z , { ) ,  f(zo,~o) = 0 

where (x, {) E R n x R is the state and u C R the control input, and assume we 
can asymptot ical ly  stabilize the equilibrium z0 of the subsystem ~: = f (x ,  ~), 
i.e., we know a control law ~ = c~(z), ct(Zo) = @ and a positive function 
V(x) such tha t  

17 = D V ( z ) . f ( z ,  c~(x)) <_ O. 

A key observation is tha t  the "virtual" control input { can then "back- 
stepped" to stabilize the equilibrium (xo, ~o) of the complete system. Indeed, 
introducing the positive function 

W(x,~)  := V(x) + ~(~ - ~(x))2 

and the error variable z := ~ - a (x) ,  we have 

I/V = DV(z ) . f ( z , ce (x )  + z) + z (u  - &(x,~)) 

= z )v (~ ) .  ( f ( x ,  ~(.~)) + ~(~ ,  ~).z) + z (~ - z )~(~) . f (~ ,  ~)) 

= ? + ~(~ - z )~ , (~) . f (~ ,  ~) + z)v( .~:) .~(~,  z)) ,  

where we have used the fundamental  theorem of calculus to define 

fo l Of R(x ,h)  := ~ ( z , z  + th)dt 

(notice R(x,  h) is trivially computed when f is linear in {). As V is negative 
by assumption,  we can make W negative, hence stabilize the system, by 
choosing for instance 

'~ := - z  + Z)a(.~:).f(~:, ~) - DV(:~).~(z,  z). 
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B l e n d i n g  e q u i v a l e n c e  w i t h  b a c k s t e p p i n g  Consider a dynamics y = 
g(y,v)  for which we would like to solve the tracking problem. Assume it is 
equivalent to another  dynamics ~ = f ( x ,  u) for which we can solve this prob- 
lem, i.e., we know a tracking control law together with a Lyapunov function. 
How can we use this proper ty  to control y = g(y, v)? Another  formulation 
of the question is: assume we know a controller for ~ = f ( x ,  u). How can we 
derive a controller for 

2 = f ( x ,  ~(x, z, v)) 

= a ( x ,  z, v), 

where u = t~(x, z, v), i = a(x, z, v) is an endogenous feedback? Notice back- 
stepping answers the question for the e lementary case where the feedback in 
question is a pure integrator.  

By theorem 2, we can t ransform 2 = / ( x ,  u) by (dynamic) feedback and 
coordinate change into 

9 = g(y, v), ~ = v 1, . . .  , i~" = w. (19) 

for some large enough integer #. We can then trivially backstep the control 
from v to w and change coordinates. Using the same reasoning as in sec- 
tion 3.3, it is easy to prove this leads to a control law solving the tracking 
problem for 2 = f ( x ,  u). In fact, this is essentially the method we followed 
in section 3.3 on the special case of a flat 2 = f ( x , u ) .  We illustrated in 
section 3.5 potential  drawbacks of this approach. 

However, it is often possible to design bet ter  - though  in general more 
compl ica ted-  tracking controllers by suitably using backstepping. This point 
of view is extensively developed in [12], though essentially in the single- 
input case, where general equivalence boils down to equivalence by coordinate 
change. In the multi- input case new phenomena  occur as i l lustrated by the 
following examples. 

E x a m p l e  9 ( T h e  P V T O L )  We know from example 2 that 

= - u l  sin0 + cu2 cos0 

= ul cos 0 + en2 sin 0 - 1 (20) 

0 ~ U  2 

is globally equivalent to 

~h = - 4  sin 0, ~/e = ~ cos 0 - 1, 

where ~ = ul  + ~02. This latter ]orm is rather appealing for designing a 
tracking controller and leads to the error dynamics 

Ayl = - ~ s i n O  + ~r(t) sin O~(t) 

a//2 = ~cosO - ~ ( t )  cosO~(t) 
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Clearly, if 0 were a control input, we could track trajectories by assigning 

- ~ s i n 0  = ~ l ( A y l ,  Afh) + Ylr(t) 

~ c o s 0  = a2( Ay2, All2) + ~2r(t) 

for suitable functions a t ,  c~2 and find a Lyapunov function V ( z2y, z2y) for the 
system. In other words, we would assign 

= S ( A y ,  : ~ y , ~ . ( t ) )  :=  " , / ( a l  + / / , ) 2  + (a~ + ~2T)2 
(2a) 

0 = 6 ) ( A y ,  ,d~t, ~)r(t)) :=  a r g ( a l  + ~)1,-, a2 + ~/2r). 

The angle 0 is a priori not defined when ~ = O, i.e., at the singularity of the 
fiat output y. We will not discuss the possibility of overcoming this singularity 
and simply assume we stay away from it. Aside from that, there remains a 
big problem." how should the "virtual" control law (21) be understood? Indeed, 
it seems to be a differential equation." because y depends on O, hence Z and 
(9 are in fact functions of the variables 

x, :< ~, < o, 0, y~ (t), ~ (t) , //,, (t) . 

Notice ~ is related to the actual control ul by a relation that also depends 
on O. 

Let us forget this apparent difficulty for the time being and baekstep (21) 
the usual way. Introducing the error variable ~1 : =  0 - O( Zy ,  All , ~),.(t)) and 
using the fundamental theorem of calculus, the error dynamics becomes 

AY2 = a'2(AYl, AYl)  + ~1 Rcos (O(Ay,  All, YT(t)), t~l) ~ ( J y ,  All, 9~(t)) 

Notice the functions 

cos h - 1 s in  h 
Rsin(X, h) = s in  x ~ + cos x h 

cos h - 1 s in  h 
Rco~(x,h) = c o s x  h - - s i n x - - h - -  

are bounded and analytic. Differentiate now the positive function 

1 2 
V~(Ay, A y , ~ )  : =  V ( J y ,  Ay)  + -2el 1 

to get 

- a~y--7 b - X i T ( ~ ,  - ~ R s ~ )  + 

_ _  OV 

OAy2 OAy2 

"R OV OV (0-o+ 1/ oso  1 
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where we have omitted arguments of all the functions for the sake of clarity. 
I f  0 were a control input, we could for instance assign 

:= -5;1 + ~ - ~1 (Rcos O~yl~ Rsin ~ ) o v  

: =  ol  (5;1, ~y, ~9, ~,,/t), y!3)(t)), 

to get V1 = V - 5;2 < O. We thus backstep this '"virtual" control law: we 
introduce the error variable 

5;2 := 0 - (91 (5;1, Ay ,  A~l,ij,.(t),y(3)(t)) 

together with the positive function 

1 t~ 2 V2(Ay, A[],5;1,5;2) := VI(Ay,  Ay,5;1) + -2 e. 

Differentiating 

v~ = v + ~ ( - ~ 1  + ~,~) + ~ ( , ~  - ~) 
= Vl + 5;2(u2 - ~1 + 5;2), 

and we can easily make V1 negative by assigning 

U2 : z  (~)2 (5;1,/';2, Ay ,  Ay,  ~r (t), yr (3) (t), y~4)(t)) (22) 

for some suitable function (92. 
A key observation is that (92 and V.2 are in fact functions of the variables 

:Z:, ~, Z, ;~, 0, (}, y r ( t ) , . . . ,  y}4)(t),  

which means (22) makes sense. We have thus built a static control law 

ul = ~ ( x ,  ic, z , i ,O,  8, y~(t),[/~(t), ijr(t)) + 502 

~ = e)~ (~, ~, z, ~, 0, 6, y~ ( t ) , . . . ,  y!.~)(t)) 

that does the tracking for (20). Notice it depends on y~(t) up to the fourth 
derivative. 

E x a m p l e  10 The dynamics 

Xl = Ul, 22 ::  X3(1 -- "ttl), 23 ---- U2, 

admits (xl,x2) as a fiat output. The corresponding endogenous transforma- 
tion is singular, hence any linearizing feedback blows up, when ul = 1. How- 
ever, it is easy to backstep the controller of example 2? to build a globally 
tracking static controller 

R e m a r k  7 Notice that none the of two previous examples can be linearized by 
static feedback. Dynamic feedback is necessary for that. Nevertheless we were 
able to derive static tracking control laws for them. An explanation of why 
this is possible is that a fiat system can in theory be linearized by a quasistatic 
feedback [3] provided the fiat output does not depend on derivatives of the 
input-. 
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Backstepping and t i m e - s c a l i n g  Backstepping can be combined with lin- 
earization and time-scaling, as illustrated in the following example. 

E x a m p l e  11 Consider example ~ and its tracking control defined in exam- 
ple 6. Assume, for example, that e > O. With the dynamic controller 

= v i e ,  u l  = ~ e ,  u2 = (v2 - x 2 v l ) / ~  2 

where Vx and v2 are given by equation (18), we have, for the error e = y -  Yr, 
a Lyapunov function V(e, de/da) satisfying 

dV/da < - a V  (23) 

with some constant a > O. Remember that de/da corresponds to (~ - 1, xa~ - 
dp/da). Assume now that the real control is not (ul, u2) but (Ul := wl, u2). 
With the extended Lyapunov function 

we have 

1 
W = V(e ,de /da)  + -~(ul - ~e) 2 

~/V = V -1- ( w  1 - ~ e  - ~ o - ) ( ( U l  - ~ e ) .  

Some manipulations show that 

( OV OV OV ) dV 

(remember 4 = v ie  and (vl, v2) are given by (18)). The feedback (b > O) 

wl = -- + - - X 2  + U2~ + ~ r + ~ - b ( u l - ~ e )  
0e2 

achieves asymptotic tracking since W < - a e V  - b(ua - ~e) 2. 

C o n c l u s i o n  It is possible to generalize tile previous examples to prove that  
a control law can be backstepped "through" any endogenous feedback. In 
particular a flat dynamics can be seen as a (generalized) endogenous feedback 
acting on the flat output; hence we can backstep a control law for the fiat 
output  through the whole dynamics. In other words the flat output  serves as 
a first "virtual" control in the backstepping process. It is another illustration 
of the fact that  a flat output  "summarizes" the dynamical behavior. 

Notice also that  in a tracking problem the knowledge of a flat output  is 
extremely useful not only for the tracking itself (i.e., the closed-loop problem) 
but also for the t ra jectory generation (i.e., the open-loop problem) 
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Abstract. This chapter is devoted to open problems and new perspectives on flat 
systems, including developments on symmetries and dis t r ibuted parameters  systems 
based on examples of physical interest. It contains a representative catalog of flat 
systems arising in various fields of engineering. 

1 Checking flatness: an overview 

1.1 T h e  general problem 

Devis ing a genera l  c o m p u t a b l e  tes t  for checking whe the r  a? = f ( x , u ) , x  E 
IN ~ , ~* E IR " is f lat  r ema ins  up  to  now an open p rob l em.  Th i s  means  the re  
are  no s y s t e m a t i c  m e t h o d s  for cons t ruc t i ng  flat  o u t p u t s .  Th is  does  not  make  
f la tness  a useless concept :  for ins t ance  L y a p u n o v  func t ions  and  un i fo rm first  
in tegra ls  of d y n a m i c a l  sys t ems  are  e x t r e m e l y  helpful  no t ions  b o t h  f rom a 
theo re t i ca l  and  p r ac t i c a l  po in t  of view t h o u g h  t hey  canno t  be  s y s t e m a t i c a l l y  
compu ted .  

The  ma in  diff icul ty in checking f la tness  is t h a t  a c a n d i d a t e  f lat  o u t p u t  
y = h ( x , u , . . .  ,u( '-)) m a y  a p r io r i  d e p e n d  on der iva t ives  of u of a r b i t r a r y  
order  r .  W h e t h e r  th is  o rde r  r a d m i t s  an u p p e r  b o u n d  (in t e r m s  of n and  
m) is a t  t i le  m o m e n t  comp le t e ly  unknown.  Hence we do not  know whe the r  a 
f inite b o u n d  exis ts  a t  all. In  t he  sequel,  we say a s y s t e m  is r - f la t  if i t  a d m i t s  
a flat  o u t p u t  d e p e n d i n g  on der iva t ives  of u of o rde r  a t  mos t  r .  

To i l l u s t r a t e  th is  u p p e r  b o u n d  migh t  be  a t  leas t  l inear  in t he  s t a t e  d imen-  
sion, cons ider  the  sy s t em 

x {  < )  = ~ , ,  z~  '*'~) = ~.2, ~3 = ~.,,u,, 

with  ctl > 0 and  a2 > 0. I t  a d m i t s  the  flat  o u t p u t  

o~1 

X-"g_l~ix(~l i)u(i-1) 
Y l  ~- ~3  q- /_..~, ] 1 2 

i=1 
Y2 ~ 2 ~  

hence is r - f la t  wi th  r :=  min(c~l, (~2) - 1. We suspec t  (w i thou t  p roof )  the re  
is no flat  o u t p u t  d e p e n d i n g  on der iva t ives  of u of o rde r  less t h a n  r - 1. 
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If such a bound a(n, m) were known, the problem would amount  to check- 
ing p-flatness for a given p <_ a(n,  m )  and could be solved in theory. Indeed, it 
consists [36] in finding rn functions h i , . . . ,  hm depending on (x, u , . . .  , u (p)) 
such that  

{ dh(") = + 1), d i m s p a n  d x l , . . . , d x n , d u l , . . . , d u m ,  1 , " ' ,  m Jo<_,<~ 

where p := n + pro. This means checking the integrability of the partial 
differential system with a transversality condition 

d x i A d h A . . . A d h  (v) = 0 ,  i =  1 , . . . , n  

duj  A d h A . . . A d h  (~') = 0 ,  j = l , . . . , m  

dh A . . .  A dh (~') ~ O, 

where dh (~) stands for dh~ ~) A . . . A d h ( ~  ) . It is in theory possible to conclude by 
using a computable criterion [3,59], though this seems to lead to practically 
intractable calculations. Nevertheless it can be hoped that ,  due to the special 
structure of the above equations, major  simplifications might appear. 

1.2 K n o w n  r e s u l t s  

S y s t e m s  l i n e a r i z a b l e  by  s t a t i c  f e e d b a c k .  A system which is linearizable 
by static feedback and coordinate change is clearly flat. Hence the geometric 
necessary and sufficient conditions in [26,25] provide sufficient conditions for 
flatness. Notice a flat system is in general not linearizable by static feedback, 
with the major  exception of the single-input case. 

S i n g l e - i n p u t  s y s t e m s .  When there is only one control input flatness re- 
duces to static feedback linearizability [6] and is thus completely characterized 
by the test in [26,25]. 

AlPine s y s t e m s  o f  c o d i m e n s i o n  1. A system of the form 

n- - J  

k = fo(x)  § ~ uyg j (x ) ,  x E It~ n, 
j = l  

i.e., with one input less than states and linear w.r.t, the inputs is 0-flat as 
soon as it is controllable [6] (more precisely strongly accessible for almost 
every x). 

The picture is much more complicated when the system is not linear w.r.t. 
the control, see [37] for a geometric sufficient condition. 

At t ine  s y s t e m s  w i t h  2 i n p u t s  a n d  4 s t a t e s .  Necessary and sufficient 
conditions for 1-flatness of the system can be found in [58]. They give a good 
idea of the complexity of checking r-flatness even for r small. 
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D r i f t l e s s  s y s t e m s .  For driftless systems of the form ~? = }-~'~ i :1 f i (x )u i  
additional results are available. 

T h e o r e m  1 ( D r i f t l e s s  s y s t e m s  w i t h  t w o  i n p u t s  [39]) The system 

2 = f l ( x )u l  + f2(x)u2 

is flat if and only if the generic rank of Ek is equal to k + 2  for k = 0 , . . .  , n -  
2n where Eo := span{f1, f2}, Ek+l := span{Ek, [Ek, Ek]}, k _> 0. 

A flat two-input driftless system is always 0-flat. As a consequence of a result 
in [49], a flat two-input driftless sys tem satisfying some additional regulari ty 
conditions can be put by static feedback and coordinate change into the 
chained system [50] 

Xl ~--~ U l ,  X2 : n2 ,  23 = X2Ul ,  . . .  , 2 n  = X n - - l U l .  

T h e o r e m  2 ( D r i f t l e s s  s y s t e m s ,  n s t a t e s ,  a n d  n - 2 i n p u t s  [40,41]) 

n--2 

: E u i f i ( x ) '  x e R  '~ 
i=1 

is flat as soon as it is controllable (i.e., strongly accessible for almost every x). 
More precisely it is O-fiat when n is odd, and 1-fiat when n is even. 

All the results mentioned above rely on the use of exterior differential 
systems. Additional results on driftless systems, with applications to non- 
holonomic systems, can be found in [76,75,72]. 

M e c h a n i c a l  s y s t e m s .  For mechanical  systems with one control input  less 
than configuration variables, [63] provides a geometric characterizat ion,  in 
terms of the metric derived form the kinetic energy and the control codistri- 
bution, of fiat outputs  depending only on the configuration variables. 

A n e c e s s a r y  c o n d i t i o n .  Because it is not known whether flatness can be 
checked with a finite test, see section 1.1, it is very difficult to prove that  a 
system is not flat. The following result provides a simple necessary condition. 

T h e o r e m  3 ( T h e  r u l e d - m a n i f o l d  c r i t e r i o n  [66,12]) Assume 5: = f ( x ,  u) 
is fiat. The projection on the p-space of the submanifold p = f ( x ,  u), where 
x is considered as a parameter, is a ruled submanifold for all x. 

The criterion just  means tha t  eliminating u from 2 = f ( x ,  u) yields a set of 
equations F ( x , 2 )  = 0 with the following property:  for all (x,p) such tha t  
F(x ,p )  = 0, there exists a E/R n, a ~ 0 such tha t  

V), E ~, F ( x , p  + Aa) = O. 
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F ( x , p )  = 0 is thus a ruled manifold containing straight  lines of direction a. 
The proof directly derives from the method  used by Hilbert  [23] to prove 

the second order Monge equation ~ = is not solvable without inte- 

grals. 
A restricted version of this result was proposed in [73] for systems lin- 

earizable by a special class of dynamic feedbacks. 
As crude as it may  look, this criterion is up to now the only way except 

for two-input driftless systems to prove a mult i- input  system is not flat. 

E x a m p l e  1 The sys tem 

= n l ,  = = 2 + 

is not  fiat, since the submanifold Pa = P'~ + P~ is not  ruled: there is no a E R 3, 
a r O, such that 

VA E R, p3 + aa3 = (Pl +/~al)  2 + (P2 +/~a2) 3. 

Indeed, the cubic term in A implies a2 = 0, the quadratic term al = 0 hence 
a 3 ~ 0 ,  

E x a m p l e  2 The sys tem 23 �9 2 �9 2 = x I + x 2 does not define a ruled submanifold of 
R 3 : it is not  fiat in R. But  it defines a ruled submanifold in C a : in fact  it is 
f iat  in C, with the f iat  output 

y = - - + + 

E x a m p l e  3 ( T h e  ba l l  a n d  b e a m  [21]) We now prove by the ruled mani-  
fold criterion that 

i ~ = - B g s i n O  + BrO 2 

(mr  2 + J + Jb)O = 7- -- 2mri'O -- mgrcosO,  

where (r,i',O, O) is the state and 7- the input, is not  fiat (as it is a single- 
input  system, we could also prove it is not  static feedback linearizable, see 
section 1.2). El iminat ing the input ~- yields 

§ = vr, i~. = - B g  sin 0 + B r O  2, 0 = v 0 

which defines a ruled manifold in the (i', iJ,., O, i~o)-space for  any r, vr, O, vo, 
and we cannot conclude directly. Yet, the sys tem is obviously equivalent to 

i" = vr, iJ~ = - B g s i n O  + BrO 2, 

which clearly does not define a ruled submanifold for  any (r, v~, 0). Hence the 
sys tem is not fiat. 
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2 Inf in i te  d i m e n s i o n  "flat" s y s t e m s  

The idea underlying equivalence and flatness - a  one-to-one correspondence 
between trajectories of systems- is not restricted to control systems described 
by ordinary differential equations. It can be adapted to delay differential sys- 
tems and to partial differential equations with boundary control. Of course, 
there are many more technicalities and the picture is far from clear. Never- 
theless, this new point of view seems promising for the design of control laws. 
In this section, we sketch some recent developments in this direction. 

2.1 D e l a y  systems 

Consider for instance the simple differential delay system 

zl ( t )  = x2(t) ,  z2( t )  = x l ( t )  - x2(t)  + u( t  - 1). 

Setting y( t )  := xl( t ) ,  we can clearly explicitly parameterize its trajectories 
by 

Xl(t) = y(t) ,  x2(t)  = ~](t), u(t)  = ~(t + 1) + y(t  + 1) - y( t  + 1). 

In other words, y(t)  := z l ( t )  plays the role of a"flat" output .  This idea is 
investigated in detail in [43], where the class of a-flee systems is defined (5 is 
the delay operator).  More precisely, [43,45] considers linear differential delay 
systems 

M ( d / d t ,  a)w = 0 

where M is a (n - rn) x n matr ix  with entries polynomials in d /d t  and a 
and w = (Wl, . . .  , w,~) are the system variables. Such a system is said to be 
a-free if it can be related to the "free" system y = (Yl , . . .  ,Y,~) consisting of 
arbitrary functions of time by 

w = P ( d / d t ,  5, a-1)y  

y = Q(d /d t ,  5, a -1 )w ,  

where P (resp. Q) is a n • m (resp. m • n ) matr ix the entries of which are 
polynomial in d/dt ,  5 and 5 -1. 

Many linear delay systems are s  For example, 2(t) = A x ( t )  + B u ( t -  
1), (A, B) controllable, is 5-free, with the Brunovski output  of 5~ = A x  + B v  
as a "a-free" output.  

The following systems, commonly used in process control, 

j : l  l + ~Js u j ( s ) ,  i =  1 , . . . p  

(s Laplace variable, gains K j ,  delays a~ and time constants 7- j between uj 
and zi) are &free [56]. Other interesting examples of a-free systems arise fl'om 
partial differential equations: 
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E x a m p l e  4 ( T o r s i o n  b e a m  s y s t e m )  The torsion motion of a beam (fig- 
ure 1) can be modeled in the linear elastic domain by 

02tO(x,t) = O~O(x,t), x e [0,1] 

ox0(o, t) = u(t) 

OxO(1, t) = 0t20(1, t), 

where O(x,t) is the torsion of the beam and u(t) the control input. From 
d'Alember t ' s  formula ,  0(x, t) = r  + t) + r  - t) ,  we easily deduce 

20(t ,x)  = y(t + x - 1) - y(t - x + 1) + y(t + x -  1) + y ( t -  x + 1) 

2u(t) = 9(t + 1) + ~/(t - 1) - ~)(t + 1) + y(t - 1), 

where we have set y(t) := 0(1, t). This proves the system is &free with 0(1, t) 
as a "&flat" output. See [46,15,18] for details and an application to motion 
planning. 

/•= 
0(1,  t )  

VJ 

Fig. 1. torsion of a flexible beam 

Many examples of delay systems derived from the 1D-wave equation can 
be treated via such techniques (see [8] for tank filled with liquid, [14] for the 
telegraph equation and [57] for two physical examples with delay depending 
on control). 

2.2 D i s t r i b u t e d  p a r a m e t e r s  s y s t e m s  

For partial differential equations with boundary  control and mixed systems of 
partial and ordinary differential equations, it seems possible to describe the 
one-to-one correspondence via series expansion, though a sound theoretical 
framework is yet to be found. We illustrate this original approach to control 
design on the following two "flat" systems. 
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E x a m p l e  5 ( H e a t  e q u a t i o n )  Consider as in [30] the linear heat equation 

ate(x, t) = a2~O(x,t), x �9 [0,1] (1) 

axe(0, t) = o (2) 
0(1, t) = u(t), (3) 

where e(x, t) is the temperature and u(t) is the control input. We claim that 

y(t) := e(0, t) 

is a 'flat" output. Indeed, the equation in the Laplace variable s reads 

sO(x,s) = O"(x,s) with 0'(0, s) = 0, t}(1,s) = ~(s) 

( '  stands for O~ and ^ for the Laplace transform), and the solution is clearly 
~(x, s) = cosh(xvG)it(s)/  cosh(v~ ). As 0(0, s) = ~t(s)/ cosh(v~), this implies 

~t(s) = cosh(v~)  9(s) and O(x,s) = cosh(xvG) 9(s). 

Since cash vG = +oo Ei=o s~l(2i) !, we eventually get 

+ oo  

O(x, t) = Z x2i v(~) (t) 
i=, (2i)! (4) 

+ ~  y(~)(t) 
u(t) = ~ (20! (5) 

i=1  

In other words, whenever t ~-~ y(t) is an arbitrary function (i.e., a trajectory 
of the trivial system y = v), t ~ (e(x, t), u(t)) defined by (4)-(5) is a (formal) 
trajectory of (1)-(3), and vice versa. This is exactly the idea underlying the 
definition of flatness. Notice these calculations have been known for a long 
time, see/77, pp. 588 and 594]. 

To make the statement precise, we now turn to convergence issues. On 
the one hand, t ~-+ y(t) must be a smooth function such that 

3 K , M > O ,  Yi>_O, V t � 9  fro,t1], ly(O(t)t <<_M(Ki) 2i 

to ensure the convergence of the series (~)-(5). 
On the other hand t ~-~ y(t) cannot in general be analytic. Indeed, if the 

system is to be steered from, an initial temperature profile e(x, to) = c~o(x) at 
time to to a final profile 0(x, t~) = cq (x) at time tl ,  equation (1) implies 

vt �9 [0,1], vi _> 0~ y(~)(t) = a~e(o, t) = a~e(o, t), 

and in particular 

Vi >_ O, y(i)(to) = 0~i~o(0) and y(i)(tl) -- ax2i~1(1). 
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I f  for instance ao(X) = c for all x C [0, 1] (i.e., uniform temperature profile), 
then y(to) = c and y(~)(to) = 0 for all i >_ 1, which implies y(t) = c for all t 
when the function is analytic. It is thus impossible to reach any final profile 
but al(X) = c for all x C [0, 1]. 

Smooth functions t E [to,t1] ~-~ y(t) that satisfy 

3 K , M  > O, Vi _> O, ly(~)(t)[ < M ( K i )  ~ 

are known as Gevrey-Roumieu functions of order a [62] (they are also closely 
related to class S functions [20]). The Taylor expansion of such functions is 
convergent for ~ < 1 and divergent for cr > 1 (the larger ~ is, the "more 
divergent" the Taylor expansion is ). Analytic functions are thus Gevrey- 
I~oumieu of order < 1. 

In other words we need a Gevrey-Roumieu function on [to,tl] of order 
> 1 but < 2, with initial and final Taylor expansions imposed by the initial 
and final temperature profiles. With such a function, we can then compute 
open-loop control steering the system from one profile to the other by the 
formula (4). 

For instance, we steered the system from uniform temperature 0 at t = 0 
to uniform temperature 1 at t = 1 by using the function 

/ i ~  i / t < o  
R g t ~ - + y f t ) : =  exp(-1 / (T(1  - T))~) dT i f t > l  

[ f01exp(_ l / (T( l_- -  ~ i f t E [ 0 , 1 ] ,  

with ~/ = 1 (this function is Gevrey-Roumieu functions of order 1 + 1/7  ). 
The evolution of the temperature profile O(x,t) is displayed on figure 2 (the 
Matlab simulation is available upon request at rouchon�9 

Similar but more involved calculations with convergent series corresponding 
to Mikunsifiski operators are used in [15,17] to control a chemical reactor and 
a flexible rod modeled by an Euler-Bernoulli equation. For nonlinear systems, 
convergence issues are more involved and are currently under investigation. 
Yet, it is possible to work at least formally-- along the same line. 

E x a m p l e  6 (F l ex ion  b e a m  s y s t e m )  Consider with [29] the mixed system 

pa~u(x, t)  = pw2(t)u(x, t )  - E I a 4 u ( x , t ) ,  x G [0,1] 

= - 2 (t) 

Id+ <u, u>(t) 

with boundary conditions 

u(0, t) = a~u(0, t) = 0, O~u(1, t) = 5 (t), O~u(1, t) = C~ (t), 
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Fig.  2. evolution of the temperature  profile for t C [0, 1]. 

where p, EI ,  Id are constant parameters, u(x , t )  is the deformation of the 
beam, a;(t) is the angular velocity of the body and < f ,  g>( t )  := f~ p f (x ,  t)g(x, t)dx. 
The three control inputs are F~(t), F2(t), F3(t).  We claim that 

y(t) := (O~u(O~ t), O3u(O, t)~a;(t)) 

is a "fiat" output. Indeed, ~(t), Fl(t), F2(t) and F3(t) can clearly be expressed 
in terms of y(t) and u(x, t ) ,  which transforms the system into the equivalent 
Cauchy-Kovalevskaya form 

= 0 

Oxu(O, t) 0 
EIO4u(x, t )  = py~(t)u(x,t) - pO2u(x,t) and O~u(O, t) yl(t) 

o u(o,t) y2(t). 

Set then formally u(x, t) V '+~ a.tt~ ~ plug this series into the above sys- ~ . . ~ i ~ O  z \  ] i! 

tern and identify term by term. This yields 

ao z O~ al = O, a2 = Yl, a3 = Y2, 
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and the iterative relation Vi > O, Elai+4 2 _ = pyaai - psi. Hence for all i >__ 1, 

P ~2  a 
ani = 0 a4i+2 = ~ [ Y 3  4i-2 - -  ( i 4 i - - 2 )  

P ~ 2  a 
a4i+l --~ 0 a4i+3 = ~ [ Y 3  4i-1 - -  a 4 i - 1 ) .  

There is thus a 1-1 correspondence between (formal) solutions of the system 
and arbitrary mappings t ~-+ y(t):  the system is formally fiat. 

3 S t a t e  c o n s t r a i n t s  a n d  o p t i m a l  c o n t r o l  

3.1 O p t i m a l  c o n t r o l  

Consider the s tandard optimal control problem 

T 
m~n J(u)  = fo L ( x ( t ) , u ( t ) ) d t  

together with :k = f ( x ,  u), x(O) = a and x ( r )  = b, for known a, b and T. 
Assume that  2 = f ( x ,  u) is flat with y = h(x,  u , . . . ,  u (r)) as flat output ,  

x = , r  = , y ( q ) ) .  

A numerical resolution of min~ J(u)  a priori requires a discretization of the 
state space, i.e., a finite dimensional approximation. A bet ter  way is to dis- 
cretize the flat output  space. Set yi(t) = ~ A.ios The initial and final 
conditions on x provide then initial and final constraints 'on y and its deriva- 
tives up to order q. These constraints define an affine sub-space V of the 
vector space spanned by the the Aij's. We are thus left with the nonlinear 
programming problem 

~0 T p i n  J ( A )  = L(qz(y , . . .  , y(q)), c~(y, . . .  , y(q)))dt, 

where the yi's must be replaced by ~9~ Ai jAj ( t ) .  
This methodology is used in [53] for t ra jectory generation and optimal 

control. It should also be very useful for predictive control. The  main expected 
benefit is a dramatic improvement in computing time and numerical stability. 
Indeed the exact quadrature of the dynamics -corresponding here to exact 
discretization via well chosen input signals through the mapping ~ -  avoids 
the usual numerical sensitivity troubles during integration of x = f ( x , u )  
and the problem of satisfying x ( T )  = b. A systematic method exploiting 
flatness for predictive control is proposed in [13]. Se also [55] for an industrial 
application of such methodology on a chemical reactor. 
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3.2 State  constraints and predict ive  control  

In the previous section, we did not consider s tate  constraints.  We now turn 
to the problem of planning a t ra jec tory  steering the s ta te  from a to b while 
satisfying the constraint  k ( x , u , . . .  ,u  (p)) _< 0. In the flat ou tput  "coordi- 
nates" this yields the following problem: find T > 0 and a smooth  function 
[0,T] ~ t ~ y(t) such tha t  ( y , . . .  ,y(q)) has prescribed value at  t = 0 and T 
and such tha t  Vt E [0, T], K ( y , . . .  ,y(~))(t) < 0 for some v. When q = v = 0 
this problem, known as the piano mover problem, is already very difficult. 

Assume for simplicity sake tha t  the initial and final states are equilibrium 
points. Assume also there is a quasistatic motion strictly satisfying the con- 
straints: there exists a path (not a t ra jec tory)  [0, 1] ~ a ~-~ Y(a )  such tha t  
Y(0) and Y(1) correspond to the initial and final point and for any a E [0, 1], 
K ( Y ( a ) ,  0 , . . .  , 0) < 0. Then, there exists T > 0 and [0, T] ~ t ~ y(t) solu- 
tion of the original problem. I t  suffices to take Y ( ~ ( t / T ) )  where T is large 
enough, and where ~ is a smooth increasing fimction [0, 1] ~ s ~+ r/(s) E [0, 1], 

with r/(0) = 0, r/(1) = 1 and d,-~. (0, 1) = 0 for i = 1,. ,max(q ,u ) .  
a s  ~ - .  

In [65] this method is applied to a two-input  chemical reactor.  In [61] the 
minimum-t ime problem under s tate  constraints  is investigated for several me- 
chanical systems. [70] considers, in the context  of non holonomic systems, the 
pa th  planning problem with obstacles. Due to the nonholonomic constraints,  
the above quasistatic method fails: one cannot  set the y-derivative to zero 
since they do not correspond to t ime derivatives but to arc-length deriva- 
tives. However, several numerical experiments  clearly show tha t  sorting the 
constraints with respect to the order of y-derivatives plays a crucial role in 
the comput ing performance.  

4 S y m m e t r i e s  

4.1 S y m m e t r y  preserving fiat output  

Consider the dynamics ~ = f ( x , u ) ,  (x ,u)  E X x U C I~ n x N m. It  gen- 
erates a system (F, 9)l), where 9)I := X x U x R ~  and F ( x , u ,  u l , . . . )  := 
( f (x ,  u), u 1, u2 , . . .  ). At the heart  of our notion of equivalence are endoge- 
nous t ransformat ions ,  which map  solutions of a system to solutions of another  
system. We single out here the impor tan t  class of t ransformat ions  mapping  
solutions of a system onto solutions of the same system: 

Definit ion 1 An endogenous transformation ~ : 9Jt ~ ~ ffJt is a symmet ry  
of the system (F, 9)l) if 

V~ :m.~ (X,~t, u l , . . . )  E ~ ,  F(~9(~) ) = D~9(~) .F(~) .  

More generally, we can consider a symmetry group, i.e., a collection (~g)gEG 

of symmetr ies  such that  Vgl,g2 E G,~g 1 o ~g2 = ~91.g2, where (G,*)  is a 
group. 
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Assume now the system is flat. The choice of a flat output  is by no means 
unique, since any endogenous t ransformat ion on a flat output  gives rise to 
another  flat output .  

E x a m p l e  7 ( T h e  k i n e m a t i c  ea r )  The system generated by 

= u l c o s 0 ,  ~ ) = u l s i n 0 ,  / ) = u 2 ,  

admits the 3-parameter symmetry group of planar (orientation-preserving) 
isometrics: for all translation (a, b) ~ and rotation o~ , the endogenous mapping 
generated by 

X = x c o s a -  y s i n a  + a 

Y = x s i n a  + y cos c~ + b 

O = O + a  
g I ~_ u 1 

U 2 = u 2 

is a symmetry, since the state equations remain unchanged, 

2 = U1 COS O, Y = Ux sin O, O = U2. 

This system is fiat z := (z, y) as a fiat output. Of course, there are in- 
finitely many other flat outputs, for instance 2 := (x, y+x) .  Yet, z is obviously 
a more "natural" choice than 2, because it "respects" the symmetries of the 
system. Indeed, each symmetry of the system induces a transformation on the 
fiat output z 

(Zl )  , ) ( Z l ) :  ( X ) _ -  (Zl coso~- z2 sin oL -[- b)  
z2 Z2 \ z l  sin a + z2 cos a + 

which does not involve derivatives of z, i.e., a point transformation. This 
point transformation generates an endogenous transformation ( z , k , . . . )  ~-~ 
( Z, 2 , . . .  ). Following [19], we say such an endogenous transformation which 
is the total prolongation of a point transformation is holonomic. 

On the contrary, the induced transformation on 5 

() ) 21 51 cosc~ + ( s  - z2) s i n s  + a 51 e----} ~-- ---- 
52 22 Y + 2 51 sin a + 22 cos a + (z~ - ~2) sin a + b 

is not a point transformation (it involves derivatives of 2) and does not give 
to a holonomic transformation. 

Consider the system (F, 9)l) admit t ing a symmet ry  ~a (or a symmet ry  
group (r  Assume moreover the system is flat with h as a flat ou tput  

and denotes by ~P := (h, h, h , . . .  ) the endogenous t ransformat ion generated 
by h. We then have: 
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Defini t ion  2 ( S y m m e t r y - p r e s e r v i n g  fiat o u t p u t )  The flat output h pre- 
serves the symmetry ~g if the composite transformation ~P o ~g o k~ -1 is holo- 
nomic. 

This leads natural ly to a fundamental  question: assume a flat sys tem admits  
the symmet ry  group (4~g)gca. Is there a flat output  which preserves (•g)gca? 

This question can in turn be seen as a special case of the following prob- 
lem: view a dynamics 2 - f ( x , u )  = 0 as an underdetermined differential 
system and assume it admits  a symmet ry  group; can it then be reduced to a 
"smaller" differential system? Whereas this problem has been studied for a 
long t ime and received a positive answer in the determined case, the under- 
determined case seems to have been barely untouched [54]. Some connected 
question relative to invariant tracking are sketched in [69]. 

4.2 F l a t  o u t p u t s  as p o t e n t i a l s  a n d  g a u g e  d e g r e e  o f  f r e e d o m  

Symmetries  and the quest for potentials are at the heart  of physics. To end 
the paper,  we would like to show tha t  flatness fits into this broader  scheme. 

Maxwell 's equations in an empty  medium imply tha t  the magnet ic  field 
H is divergent free, V .  H = 0. In Euclidian coordinates (Xl, x2, x3), it gives 
the underdetermined part ial  differential equation 

OH1 OH2 OH3 
Oz---] + ~ + Oz3 - o 

A key observation is tha t  the solutions to this equation derive from a vector 
potential  H = V x A : the constraint  V . H = 0 is automat ica l ly  satisfied 
whatever the potential  A. This potential  parameter izes  all the solutions of 
the underdetermined system V �9 H = 0, see [60] for a general theory. A is a 
priori not uniquely defined, but  up to an arbi t rary  gradient field, the gauge 
degree of freedom. The symmetr ies  of the problem indicate how to use this 
degree of freedom to fix a "natural" potential.  

The picture is similar for flat systems. A flat ou tput  is a "potential" 
for the underdetermined differential equation x - f ( x , u )  = 0. Endogenous 
t ransformations on the flat output  correspond to gauge degrees of freedom. 
The "natural"  flat output  is determined by symmetr ies  of the system. Hence 
controllers designed from this flat ou tput  can also preserve the physics. 

A slightly less esoteric way to convince the reader tha t  flatness is an 
interesting notion is to take a took at the following small catalog of flat 
systems. 

5 A c a t a l o g  o f  f l a t  s y s t e m s  

We give here a (partial) list of flat systems encountered in applications. 
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5.1 Holonomic  mechanica l  sys tems  

Example  8 (Fully a c t u a t e d  holonomic  sys tems)  The dynamics of a holo- 
nomic system with as many independent inputs as configuration variables is 

d ( O L )  O L _ M ( q ) u + D ( q , o ) ,  
N N 

. . . .  0 2 L  . . wzth M(q) mvertzble. It admzts q as a fiat output even when ~ zs singular-: 
indeed, u can be expressed in function of q, (t by the computed torque formula 

( d  (O~O) OL D(q , ( t ) ) .  u = M(q) -1 ~ Oq 

If  q is constrained by c(q) = 0 the system remains fiat, and the flat output 
corresponds to the configuration point in c(q) = O. 

Example  9 (P lanar  rigid b o d y  wi th  forces) Consider a planar rigid body 
moving in a vertical plane under the influence of gravity and controlled by two 
forces having lines of action that are fixed with respect to the body and inter- 
sect at a single point (see figure 3) (see [78]). 

i 

~-X ' ~  

Fig. 3. A rigid body controlled by two body fixed forces. 

Let (x,y) represent the horizontal and vertical coordinates of center of 
mass G of the body with respect to a stationary frame, and let 0 be the coun- 
terclockwise orientation of a body fixed line through the center of mass. Take 
m as the mass of the body and J as the moment of inertia. Let g ,~ 9.8 mfsec 2 
represent the acceleration due to gravity. 

Without loss of generality, we will assume that the lines of action /or 
F1 and F2 intersect the y axis of the rigid body and that F1 and F2 are 
perpendicular. The equations of motion for the system can be written as 

m2 = F1 cos 0 - F2 sin 0 

m~ = F1 sin 0 + F2 cos 0 - m g  

JO = rF1. 
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The fiat output of this system corresponds to Huyghens center of oscilla- 
tion [12] 

J J 
( x - - - s i n 0 ,  y + - - c o s 0 ) .  

m r  n-~r 

This example has some practical importance. The P V T O L  system, the 
gantry crane and the robot 2k~r (see below) are of this form, as is the simplified 
planar ducted fan [52]. Variations of this example can be formed by changing 
the number and type of the inputs [48]. 

E x a m p l e  10 ( P V T O L  a i rc ra f t )  A simplified Vertical Take Off and Land- 
in 9 aircraft moving in a vertical Plane [22] can be described by 

= - u a  sin 0 + eu2 cos 0 

= Ul cos0 + eu2 s i n 0 -  1 

0 z ~  2 . 

A fiat output is y = (x - e sin 0, z + e cos 0), see [38] more more details and 
a discussion in relation with unstable zero dynamics. 

Pendulum 
m i, 

(x, y ,z)  

i 
i 

Ol 
i motor 

C2 

O y 
lab orato, 

X ~ frame 

Fig. 4. The robot 2kTr caxrying its pendulum. 

~3 
motor  

E x a m p l e  11 ( T h e  r o b o t  2kTr o f  Eco le  des  M i n e s )  In [31] a robot arm 
carrying a pendulum is considered, see figure 4. The control objective is to 
flip the pendulum from its natural downward rest position to the upward po- 
sition and maintains it there. The first three degrees of freedom (the angles 
01,0~, 03) are actuated by electric motors, while the two degrees of freedom of 
the pendulum are not actuated. 

The position P -- ( x , y , z )  of the pendulum oscillation center is a fiat 
output. Indeed, it is related to the position S = (a,b,c) of the suspension 
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point by 

(x  - a ) ( ~  + g) = ~ ( z  - c) 

(y  - b) (2  + g) = i j ( z  - c) 

(x  - a)  2 + (y  - b) 2 + (~ - ~)'~ = 1 ~ 

where 1 is the distance between S and P.  On the other hand the geometry of 
the robot defines a relation (a, b, c) = T(01,02,  03) between the position of S 
and the robot configuration. This relation is locally invertible for almost all 
configurations but is not globally invertible. 

E x a m p l e  12 ( G a n t r y  c r a n e  [12,35,33])  A direct application of Newton's 
laws provides the implicit equations of motion 

m5~ = - T  sin 0 x = R sin 0 + D 

m~ = - T  cos0 + mg z = Rcos0 ,  

where x, z, 0 are the configuration variables and T is the tension in the cable. 
The control inputs are the trolley position D and the cable length R.  This 
system is flat, with the position (x, z) of the load as a flat output. 

E x a m p l e  13 ( C o n v e n t i o n a l  a i r c r a f t )  A conventional aircraft is fiat, pro- 
vided some small aerodynamic effects are neglected, with the coordinates of 
the center of mass and side-slip angle as a flat output. See [35] for a detailed 
study. 

E x a m p l e  14 ( T o w e d  cab le  s y s t e m )  Consider the dynamics of a system 
consisting of an aircraft flying in a circular pattern while towing a cable with 
a tow body (drogue) attached at the bottom. Under suitable conditions, the 
cable reaches a relative equilibrium in which the cable maintains its shape 
as it rotates. By choosing the parameters of the system appropriately, it is 
possible to make the radius at the bottom of the cable much smaller than the 
radius at the top of the cable. This is illustrated in Figure 5. 

The motion of the towed cable system can be approximately represented 
using a finite element model in which segments of the cable are replaced by 
rigid links connected by spherical joints. The forces acting on the segment 
(tension, aerodynamic drag and gravity) are lumped and applied at the end of 
each rigid link. In addition to the forces on the cable, we must also consider 
the forces on the drogue and the towplane. The drogue is modeled as a sphere 
and essentially acts as a mass attached to the last link of the cable, so that 
the forces acting on it are included in the cable dynamics. The external forces 
on the drogue again consist of gravity and aerodynamic drag. The towplane is 
attached to the top of the cable and is subject to drag, gravity, and the force 
of the attached cable. For simplicity, we simply model the towplane as a pure 
force applied at the top of the cable. Our goal is to generate trajectories for 
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"r 11 

J 

Rd 

qT~ 1 

Fig. 5. Towed cable system and finite link approximate model. 

this system that allow operation away f irm relative equilibria as well as tran- 
sition between one equilibrium point and another. Due to the high dimension 
of the model for the system (128 states is typical), traditional approaches to 
solving this problem, such as optimal control theory, cannot be easily applied. 
However, it can be shown that this system is differentially fiat using the po- 
sition of the bottom of the cable as the differentially fiat output. Thus all 
feasible trajectories for the system are characterized by the trajectory of the 
bottom of the cable. See [47] for a more complete description and additional 
references. 

We end this section with a sys tem which is not  known to  be flat for 
generic pa rame te r  value but  still enjoys the weaker p rope r ty  of being orbitally 
fiat, I t1]. 

E x a m p l e  15 ( S a t e l l i t e  w i t h  t w o  c o n t r o l s )  Consider with [3] a satellite 
with two control inputs ul, u2 described by 

Call z n l  

d22 ~ U2 

~33 z a & l a 3 2  

q~ = c~1 cos 0 + w3 sin 0 (6) 

~) = (c~1 sin 0 - cJ3 cos 0) tan  p + c~ 

cos 0 - s in  0 ) ,  

cos p 
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where a -- (J1 - J2)/J3 (Ji are the principal moments of inertia); physical 
sense imposes la[ < 1. Eliminating ul ,  u2 and wl,w2 by 

- w 3 s i n 0  and w2 y) 
0 - )  1 - -  = ~) + ~ sin 

cos 0 

yields the equivalent system 

�9 = a(O + ~ sin V)) @ - a J3 sin 0 
cos 0 (7) 

_ w a - @ s i n O  (8) 
cos (p cos 0 

But this system is in turn equivalent to 

cosO(~ c o s ~  - (1 + a ) ~ e  s in~)  + s inO(~ + a~  ~ s i n v c o s ~ )  

+ 0(1 - a)(~ScosO - ~ sinO cos(p) = 0 

by substituting (z3 = ~ cos ~p cos 0 + ~ sin 0 in (7). 
When a = 1, 0 can clearly be expressed in function of ~, r and their 

derivatives. We have proved that (6) is flat with (qo, r as a fiat output. A 
similar calculation can be performed when a = - 1 .  

When lal < 1, whether (6) is fiat is unknown. Yet, it is orbital ly fiat [64]. 
To see that, rescale time by ~ = w3; by the chain rule ic = hx ~ whatever the 
variable x, where ~ denotes the derivation with respect to or. Setting then 

~1  :----Wl/(M3, (.~2 :----(.g2/0-)3, (21 3 : =  - -1 /aw3 ,  

and eliminating the controls transforms (6) into 

! 
5d 3 ---- 5dlaj 2 

~t = COl cos 0 + sin 0 

0' = (c~1 sin 0 - cos 0) t an  ~ + cO2 

r  = (cos 0 - cOl sin 0) 

cos cp 

The equations are now independent of a. This implies the satellite with a ~ 1 
is orbitally equivalent to the satellite with a = 1. Since it is fiat when a = 1 
it is orbitaIly fiat when a 7 s 1, with (qD, ~)  as an orbitally fiat output. 

5.2 N o n h o l o n o m i c  m e c h a n i c a l  s y s t e m s  

E x a m p l e  16 ( K i n e m a t i c s  g e n e r a t e d  b y  two  n o n h o l o n o m i c  c o n s t r a i n t s )  
Such systems are fiat by theorem 2 since they correspond to dr@less systems 
with n states and n - 2 inputs. For instance the rolling disc (i9. 4), the rolling 
sphere (p. 96) and the bicycle (p. 330) considered in the classical treatise on 
nonholonomic mechanics [51] are flat. 
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Fig. 6. n-trailer system (left) and 1-trailer system with kingpin hitch (right). 

Example  17 (Mobi le  robo t s )  Many mobile robots modeled by rolling with- 
out sliding constraints, such as those considered in [5, 50, 76] are fiat. In par- 
ticular, the n-trailer system (figure 6) has for fiat output the mid-point Pn 
of the last trailer axle [68,12]. The 1-trailer system with kingpin hitch is also 
fiat, with a rather complicated fiat output involving elliptic integrals [67,10], 
but by theorem 1 the system is not flat when there is mote than one trailer. 

Example  18 (The rolling penny)  The dynamics of this Lagrangian sys- 
tem submitted to a nonholonomic constraint is described by 

:~ = A sin p + ul cos 

= -A cos~ + ul sin~ 

: U 2  

xsinqo = ~) cos~ 

where x, y, qo are the configuration variables, A is the Lagrange multiplier of 
the constraint and ux, u2 are the control inputs. A fiat output is (x, y): indeed, 
parameterizin9 time by the arclength s of the curve t ~-~ (x(t), y(t)) we find 

dx dy dn 
c o s ~ =  ~ ,  s i n ~ = ~ ,  ul =~ ,  u 2 = ~ ( s )  ~ + ~  ~2, 

where ~ is the curvature. These formulas remain valid even if U 1 = U 2 -=- O. 

This example can be generalized to any mechanical system subject to m flat 
nonholonomic constraints, provided there are n - m control forces indepen- 
dent of the constraint forces (n the number of configuration variables), i.e., 
a "fully-actuated" nonholonomie system as in [5]. 

All these fiat nonholonomic systems have a controllability singularity at 
rest. Yet, it is possible t o  "blow up" the singularity by reparameterizing 
time with the arclength of the curve described by the flat output, hence to 
plan and track trajectories starting from and stopping at rest as explained 
in [12,68,10]. 
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5.3 E lec t romechan ica l  sys t ems  

Example  19 (DC- to -DC conver te r )  A Pulse Width Modulation DC-to- 
DC converter can be modeled by 

x2 E xl x2 

where the duty ratio u E [0, 1] is the control input. The electrical stored energy 
x~ x~ 

y := ~ + ~-~ is a fiat output [71,27]. 

Example  20 (Magne t ic  bear ings)  A simple flatness-based solution to too- 
tion planning and tracking is proposed in [34]. The control law ensures that 
only one electromagnet in each actuator works at a time and permits to reduce 
the number of electromagnets by a better placement of actuators. 

Example  21 ( Induc t ion  moto r )  The standard two-phase model of the in- 
duction motor reads in complex notation (see [32] for a complete derivation) 

Rsis + (~s = us ~s = Lsis + MeJn~ 

R~ir + ~ = 0 ~ = Me-Jn~ + Lrir, 

where "~s and is (rcsp. "(~,~ and is) are the comple~ stator (resp. rotor) flux and 
current, 0 is the rotor position and j := ~ - 1 .  The control input is the voltage 
u~ applied to the stator. Setting r = pe j~, the rotor motion is described by 

j d20  n 
dt 2 _ ~ p2& _ TL(e,O), 

where T L i8 the load torque. 
This system is fiat with the two angles (0, ~) as a ]fat output [42] (see 17] 

also for a related result). 

5.4 Chemica l  sys tems  

Example  22 (CSTRs)  Many simple models of Continuous Stirred Tank 
Reactors (CSTRs)  admit fiats outputs with a direct physical interpretation in 
terms of temperatures or product concentrations [24,1], as do closely related 
biochemical processes [2,9]. In [65] flatness is used to steer a reactor model 
from a steady state to another one while respecting some physical constraints. 
In[44], flatness based control of nonlinear delay chemical reactors is proposed. 

A basic model of a CSTR with two chemical species and any number of 
exothermic or endothermic reactions is 

Xl = fl(Xl,X2) +gl(Xl,X2) ~ 

X2 :f2(Xl~X2) + g2(Xl,X2) u, 
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where xl is a concentration, x2 a temperature and u the control input (feed- 
flow or heat exchange). It is obviously linearizable by static feedback, hence 
flat. 

When more chemical species are involved, a single-input CSTR is in gen- 
eral not fiat, see [28]. Yet, the addition of another manipulated variable often 
renders it flat, see [1] for an example on a free-radical polymerization CSTR. 
For instance basic model of a CSTR with three chemical species, any number 
of exothermic or and two control inputs is 

~ = A(*) + gl(*)Ul + g~(x)~2 

~:~ = f~(~) + 9~(~)~ + g~(~)~,  

where x l , x2  are concentrations and x3 is a temperature temperature and 
ul ,  u2 are the control inputs (feed-flow, heat exchange, feed-composition, . . .  
). Such a system is always flat, see section 1.2. 

E x a m p l e  23 (Po lymer i za t i on  reac tor )  Consider with [7~] the reactor 

d ' m -  Cm~r (1 + g-p~ + tqMmC,~ ) __6"~r + Rm(C,~,Ci ,  C~,T) 

Ci = - k i ( T ) C i q - u 2 ~ -  ( 1 +  ~#1 +#lMrnCm) C~T 

Cs = u 2  + _ _ _ z _ ~  _ 1 + ~  
r #1 + MmCm r 

= - M m R m ( C m , C i , C , , T ) -  (1 + g- #l ) #1 
#1 + M,,~Cm_ r 

% 

= r C~ ,p l ,T )  + a ,T j  

where ul , u2 are the control inputs and Cm~, , Mm, ~, T, Ci,, , Using, Cs~. , V,  
a l ,  a4 are constant parameters. The functions Rm, ki, r and f6 are not well- 
known and derive from experimental data and semi-empirical considerations, 
involving kinetic laws, heat transfer coefficients and reaction enthalpies. 

The polymerization reactor is flat whatever the functions R .... ki, r f~ 
and admits (Cs,~ C~ - C~,~ Cs, M,,~C,~ + #~) as a fiat output [66]. 
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I n t r o d u c t i o n  

Quantitative Feedback Theory (QFT) has been developed since the sixties 
around the work of Isaac Horowitz. Today it is one of the recognized tech- 
niques for designing practical control systems in many technological areas. 
Its most important properties are: 

1. Design to Specifications. The plant parameters and the disturbace uncer- 
tainties to be combatted by feedback design, and the performance speci- 
fications to be achieved despite these uncertainties, are basic ingredients 
of the control problem. 

2. Rigourous and Systematic Design. Relatively simple step by step design, 
mainly in the frequency domain, easile do able by ordinary, practical 
designers. 

3. Cost of Feedback. Great emphasis on this issue, specially in terms of loop 
bandwith and sensor noise effects, and their minimization. 

4. Design transparency. Early in the design process, and at each step, the 
principal trade-offs are highly visible. The designer can choose between 
them as he proceeds, such as bandwith vs. compensator complexity, or 
competing sensor in multiloop design. 

This Part of the book, consisting of a unique chapter, will give an in- 
troduction to the fundamentals of QFT overall, and then concentrate on 
uncertain nonlinear control systems. The basic idea of one technique is to 
convert the uncertain nonlinear (time-varying) control problem in an equiv- 
alent uncertain linear time invariant control problem. The solution for the 
resulting LTI design problem is guaranteed to solve the original nonlinear 
problem. Thus, relatively simple LTI design is used in most of the design. 
In a second technique, specially suited for plant disturbance attenuation, the 
uncertain nonlinear (time-varying) plant is converted into a combination of 
a simple LTI plant and equivalent disturbances. Schauder fixed point theo- 
rem provides a mathematically rigorous foundation of the different, design 
methods. 

For simplicity, the chapter will be mostly devote to the single--input 
sit@e-output case. The reader is directed to [14], [16], [29], and references 
therein for further study of the topic, including the multivariable case. 
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1 T h e  C o n c e p t  o f  C o n t r o l  i n  T e c h n o l o g y  

Examples: (1) Construct  a system for product ion of sulfuric acid of X =1: 
0.1% purity, at the rate  of Y + 1% units per hour, with a single coordinated 
command  input to the plant and a single plant output;  denoted as SISO 
system. 

(2) A system for product ion of sulfuric acid simultaneously with 5 by- 
products,  with purities of X1 :t: zl,  X2 + z2, ..., X6 :t: z6, at rates of r l  :h f l ,  r2 :t: 
f 2 ,  ..., r6:l:f6 units per hour. Both the desired purities and the rate  commands  
are subject to change. It  is required that  after any such command  change is 
made, the entire system should be operat ing at the new commands  within H 
hours. This is a multiple input, multiple plant output  (MIMO) System. 

1.1 T h e  P l a n t  a n d  i ts  P r o b l e m s  

Assume excellent Chemical Engineers design the above plants, tune them 
carefully to achieve the defined objectives. Next, quoting from a Trade Joumal,  
"We step out for a coffee break. When we return the system is in disorder, 
not operat ing properly. The reason is: Uncertainty, Disturbances,  Variations 
in raw material  and catalyst  purities, etc. We don ' t  know with sufficient 
precision the chemical formulae, the reaction rates, the sensitivities to tem- 
perature ,  pressure, etc." These can all be lumped together  under plant un- 
certainty. 

But we can quantify the uncertainty: the plant input -output  relations 
y = P(u) ,  known only as a member  of a set P = {P}, tile disturbance d 
known only as a member  of a set D = {d}. The greater  the uncertainty, the 
larger are these sets. 

1.2 F e e d b a c k  C o n t r o l  is a S o l u t i o n  

Assume there exist sensors with accuracy at least as great as the tolerances on 
the output .  For the SISO system, two degrees of fl'eedom (loop compensator  
G, prefilter F in Fig. 1, which is one of many  possible canonical structures),  
must  be available to the designer. 
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Disturbance d e D Command 

input R E R ~  Sensor 

Fig. 1. A SISO Two Degree of Preedom (TDF) Structure, for a SISO Plant  

Assume P is Linear Time Invariant (LTI), so using transforms, and for 
n = 0 i n F i g .  1, 

Y(s) = P(s)D(s) + P(s)G(s)F(s)R(s)  
1 + P(s)a(s)s  (s) 

(i) 

We show how feedback can solve the uncertainty problem. In Eq.(1), 
choose G large enough so that  1 + PGS~ ~ PGS~, where the argument s has 
been dropped by simplicity, giving 

P D + P G F R  D F R  
Y ~ PGS~ - GS~ + S~- (2) 

Choose G large enough to make the disturbance term D/GSe as small 
as desired. Then the only significant part  of the output  Y is FR/Se .  The 
prefilter F is available to obtain the desired Y. Henceforth, we assume Se = 1, 
because G and F can be otherwise modified to compensate for Se. Thus, the 
desired plant outputs can be obtained, despite large plant uncertainties and 
disturbances. 

In Fig. 1, the system transfer function is T = Y / R  = FGP/(1  + GP). 
dT/T Define the sensitivity of T to the plant transfer function P as S = dR~15, with 

the result 

s = 1 / (1+L)  (3) 

where L = GP is called the loop transmission, which is the fundamental  feed- 
back synthesis tool. By making it large enough, over a large enough frequency 
range, the closed-loop feedback system can be made as insensitive as desired 
to plant uncertainty (up to the sensor accuracy). But it is impossible to make 
the system more accurate at any fi'equency than the sensor accuracy at that  
frequency. In fact, infinite loop transmission is needed at any frequency to 
achieve sensor accuracy (prove this, [16], ch. 1 ). But there is a price to pay 
for these benefits of Feedback, to be studied in Sec. 5. 
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1.3 H i s t o r y  o f  F e e d b a c k  C o n t r o l  

Feedback Control was practiced in ancient cultures, for example in the Baby- 
lonian irrigation system. Maxwell considered the Stability problem, which is 
present in all practical feedback systems. But  a scientific, engineering design 
theory for linear t ime invariant (LTI) Feedback Amplifiers, is due to H. W. 
Bode [11]. Much of it is applicable to LTI feedback control. The  earliest 
systematic feedback control design theory seems to be tha t  developed for the 
Radar  Gun Control problem in World War 2. In the U.S. it was soon being 
taught  as a graduate  servomechanisms course. But  it was quite qualitative, 
and ignored the sensitivity problem to plant uncer ta in ty .  The reason is tha t  
the radar  system has inherently only one degree of fredom (ODF).  Thus in 
Fig. 1, the loop compensator  G acts directly on the error between the trans- 
mit ter  (r) and the target  (y), so F = 1, and the system transfer function 
T = L(1 + L). The  sensitivity function of Eq.(3) is still S = 1/(1 + L ) ,  giving 
T = I - S .  

- 0 . 4  

-O.B 

- I . 2  

- 0 .4  O O.4 O.B 

Fig. 2. In ODF system, ISI > 1 (worse than in open loop system, for a significant 
frequency range) 

Thus, a desired system sensitivity (to plant uncertainty) cannot  be achieved, 
unless it is fortuitously equal to 1 - T(s). The consequence is i l lustrated in 
Fig. 2, where a second order T(s) = c~/(82 +2~cJns+cJ~) is plotted for s = jcJ 
(i.e. frequency response), in the complex plane, for 3 values of damping fac- 
tor ~. The same plot displays the sensitivity S(jw) to the plant,  by using 
the point O I = (1,0) as the origin, (because S = 1 - T for ODF systems, so 
S is the vector from T to the point 0' = (1,0). IS(jc~)l increases from zero 
at co = 0, until it is 1.0 at cJx (a type I system is assumed here, for which 
L(0) = oc). It  is more than 1 for ca > Wx. Note tha t  the system (half-power) 
bandwidth (BW) is > 1 for all T(s) whose ~ < 1. For the general, any or- 
der T(s), the sensitivity is > 1 for all ca whose T(ja~) lies outside the unit 
circle centered at 0' = (1, 0). All practical feedback systems certainly have an 
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excess >_ 2 of poles over zeros, so must  therefore have an w range outside 
this IS(jw)l = 1 circle, in which their sensitivity S to the plant is > 1. The 
smaller the damping factor, the larger is this IS(jw)l > 1 range, where the 
systems transfer function is more sensitive to plant uncertainty than that of 
an open loop (no feedback) system (step response overshoot is sensitive in this 
frequency range). 

Classical (Frequency Response)  and  M o d e r n  (State  Space, LQR,  
Observers)  Cont ro l  have same High ly  Inadequa t e  Object ives  For 
many years (to 1985), most feedback control research, whether Classical (Fre- 
quency Response), or "Modern" (State Space, LQR, Observer theory, etc.) 
was devoted to One Degree of Freedom(ODF) systems, even though the ODF 
constraint did not necessarily exist for their specific system. This was likely 
due to the heritage of the Radar Gun Control problem. No design theory was 
therefore developed by any of these design methods to exploit the additional 
degree of freedom available in Fig. 1, which permits independent design of 
T(s)  and sensitivity S(s).  These apparently radically different techniques dif- 
fered only in terminology and mathematical language. Classical strived for an 
acceptable System Prequency Response, which of course involves both poles 
and zeros of the system transfer function T(s) .  Modern strived for acceptable 
system eigenvalues (poles of T(s)). The zeros were either neglected, which of 
course is an inadequate representation of T(s) .  Or it was assumed there were 
no finite zeros, which means significant loss of freedom in choice of T(s) .  For 
some years Modern Control theory assumed all the states could be measured. 
Later, observers were used, one for each state that could not be measured. 
Of course, this involved dynamic compensation, spoiling the claim that one 
of the advantages of LQR design was its use of only real compensators (but if 
these real numbers had magnitudes > 1, they were really unrealizeable infi- 
nite bandwidth amplifiers). For both Classical and Modern design techniques, 
the objectives would be obtained only at fixed nominal plant parameter val- 
ues. Neither Classical nor Modern developed any theory for coping with Plant 
Uncertainty. The objectives of both were thus essentially the same, except that 
Modern tended to neglect system zeros. Also, Modern is much less realistic in 
terms of Systern Constraints. But Modern was much more "Mathematical" 
oriented [22]. Both assumed that adaptive, i.e. nonlinear loop compensation 
G was needed to cope with nontrivial plant uncertainty. But even the adaptive 
structures that were considered tended to be ODF. The following statement 
by R. Kalman, Father of Modern Control theory, was typical (-1956): 

" it is generally taken for granted that the dynamic characteristics of the 
process wilt change only slightly under any operating conditions encountered 
during the lifetime of the control system. Such slight cbanges are foreseen and 
are usually counteracted by using feedback. Should the changes become large, 
the control equipment as originally designed may fail to meet performance 
specifications. " 
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But even the adaptive theory was flawed. There was no engineering design, 
i.e. no statements of uncertainty and of specifications, followed by systematic 
design procedure for their achievement. Nonlinear feedback structures were 
presented with Qualitative Sensitivity reduction properties, but design was 
by cut and try [21]. 

1.4 Quan t i t a t ive  Feedback Design Theo ry  (QFT) 

First QFT design paper was in 1959 [23]. It emphasized that Feedback in 
Control was required principally because of Plant Uncertainty. Therefore, 
Quantitative formulation o/Plant Uncertainty and o/Performance Specifica- 
tions was essential, and it presented systematic design procedures for their 
achievement. 

To counteract Kalman's statement of inability of ordinary (LTI) feedback 
to cope with significant Plant Uncertainty, a design example with over 100: 
1 Plant Uncertainty, was presented. A design for the X15 pitch control with 
1000 to 1 Uncertainty over the entire frequency range (up .to Mach 6 and 
100,000 feet) was published in 1964. The Flight Dynamics Lab of the Wright 
Patterson Air Force Base had categorically stated that LTI Feedback could 
not cope with such huge Plant Uncertainty. The Author of the above de- 
sign was labeled as Anti-Adaptive = Personna Non Grata. QFT advanced 
into SISO Multiple-Loop Systems, Digital Systems, Non-minimum Phase and 
Open loop Unstable systems, even to Plants with both right half-plane zeros 
and poles, as well as to Multiple Input -Multiple Output Systems. 

QFT especially emphasized the Cost of Feedback, in terms of Loop Band- 
width and Sensor Noise effects. A very important advance was made in 1975 
to rigorous design for uncertain linear time-varying systems [17], and in 
1976 to nonlinear systems [18]. An important feature of these design tech- 
niques, is that an ordinary control engineer, with hardly any knowledge of 
nonlinear mathematics, but with knowledge of LTI feedback design, can read- 
ily execute quantitative design for highly uncertain and complex nonlinear 
plants, to achieve exact system specifications. 

An important point is that it is not necessary to have a mathemati- 
cal model of the nonlinear plant [9,25]. Numerous applications were made, 
manyby Master Students, some with no previous knowledge of Feedback the- 
ory, to SISO and MIMO designs for LTI and nonlinear plants in advanced 
Flight Control,in automatic self-adjustment of aircraft damaged in flight, in 
Robotics, design of several types of automatic welding machines [9], in Forest 
regulation, in highly ill-conditioned 2 by 2 distillation column [16], in nonlin- 
ear process control, and recently to its first attempt at Irrigation Canal Flow 
control, with 5 to 1 improvement over the best design heretofore by PID. 
One Master student succeeded in longtitudinal 2 by 2 flight control stability 
design for the X29 Forward Swept Aircraft, for which the Plant was both 
nonminimum-phase and unstable. This problem had been abandoned as ira- 
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possible by both Grummann Aircraft and Minneapolis-Honeywell, both with 
considerable Government funding. 

2 R i g o r o u s  Q F T  T e c h n i q u e s  f o r  D e s i g n  o f  U n c e r t a i n  

N o n l i n e a r  a n d  T i m e - V a r y i n g  F e e d b a c k  S y s t e m s  

The essential idea in first technique [18], is to replace the Nonlinear/Time- 
Varying Plant set W = {W} (a set due to plant uncertainty),  by some 
equivalent LTI plant set Pe  = {P}, for which LTI design is applicable. 

For example, W is a steering system to be used for a specified range of 
car models, and specific range of road types, which gives a nonlinear plant set 
W = {W}. The cars will be driven by a variety of drivers, who will apply a 
range of command inputs R = {r} to the steering system. There is specified 
a set of acceptable transfer functions T = {T}. Thus, an acceptable output  
Y due to any command R in R,  is Y(s) = T(s )R(s ) ,  for T in T.  Consider 
any pair (R, W) in R x W.  It is required that  the system output  Y(s) be 
equal to T(s)R(s), for some T in T.  This is depicted in Fig. 3 a. 

A crucial step is the derivation of an equivalent LTI plant set Pe  = {P}, 
as follows. The technique is applicable to problems for which the following 
steps can be executed: i)Choose any pair (R, T) in R x T giving an acceptable 
output Y(s) = T(s)R(s), with inverse transform y(t), ii)Choose any W in 
W and solve for u(t) = W-l(y(t)), i. e. the input of W which gives the 
output  y(t) (it is assume that  every W in W is invertible so u(t) is unique), 
iii)Define the LTI-equivalent plant P(s) = Y(s)/U(s), being U(s) the Laplace 
transform of u(t). Repeating over all R in R,  T in T, and W in W ,  the result 
is a LTI-equivalent plant set P~ = {P}. Thus if R,  T ,  and W have nl ,  n2, 
and na members, then P~ has rt 1 x n2 x n3 members. In practice, at least T 
has uncountable members, and so have realistic R and W .  

Next consider the following LTI problem (Fig. 3-b). There is given the 
command input set R,  the LTI plant set P~, and the OK tranfer function 
set T.  For each R in R,  and P in Pc,  the closed loop output  must be Y(s) = 
T(s)R(s) for some T in T.  This is analogous to the original problem in Fig. 
3-a, except that  nonlinear set W is replaced by the LTI set Pc.  For a large 
class of such LTI problems, a design in QFT is executable, i. e. a pair of 
controllers F(s) and G(s) can be found for tha t  purpose. And it can be 
proven that  the same pair F(s), G(s) solves the original nonlinear design 
problem, that  is for each W in W and each R in R,  the output  is guaranteed 
to be Y(s) = T(s)R(s) fos some T in T.  

O u t l i n e  o f  p r o o f  (See [18,20] for details). Schauder fixed point theorem is 
used: a continuous mapping of a convex compact set, of a Banach space into 
itself has a fixed point. There are several choices of Banach spaces, but  one in 
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the t ransform domain is convenient. Choose the set T compact  and convex 
in it. Pick any (R, W) pair and define the mapping  over T 

4)(T) - FP(T,  R)G 
1 + P(T)G 

(4) 

where P(T, R) is the mapping fl'om T x R to P~, given by P(T, R) = TR/U,  
where U is the Laplace transform of u = W - l y ,  and Y = T R  is the Laplace 
t ransform of y. In the mapping ~, since R is fixed, U is a function of T. It  
can be rewrit ten as 

FGTR/U(T)  
qS(T) = 1 + GTR/U(T)  (5) 

We must  prove tha t  4~(T) is continuous and maps T into itself. Continuity 
is a ra ther  technical condition and it is satisfied under mild asumptions (see 
[18,20] and [1]). To prove that  ~ (T)  maps  W into itself, note tha t  T R / U  = 
Y/U,  which is precisely the definition of P in Pe- But F and G have been 
designed so tha t  Y = TR, T in T for all P in Pc.  Hence ~ ( T  1 maps every T 
into T,  and thus �9 has a fixed point T*, with 

T * =  FGT*R/U* 
+ aT*n/U* (6) 

giving as a result tha t  U* = G(FR - T 'R) .  Here U* = U(T*) is the input 
u* = W - l ( y  *) in the t ime domain, being y* the inverse t ransform of Y* = 
T*R. Thus, Y* is also the output  of the nonlinear original closed loop system 
in Fig. 3-a, and since the fixed point T* is in the set T,  the output  is in the 
OK output  set for this (R, W) pair. The same ~ mapping  can be made for all 
(R, W) pairs. It  is therefore essential tha t  the same (F, G) pair be a solution 
of the LTI-equivalent problem, for all P in Pc.  Recall tha t  Pe  was generated 
by performing the steps: i) Y = RT for each R in R,  T in T,  ii)for each such 
y (inverse t ransform of Y), u(t) = W - l y ( t )  is found for each W in W ,  and 
iii) P(s) = Y(s)/U(s),  being U the Laplace t ransform of u. 

A simplication to the above t rea tment  is to consider only a impulse ref- 
erence. It is not difficult to show by means of block t ransformat ions  (Fig. 
3-c,d) that  a valid design for the augmented nonlinear plant  R - l W R ,  for an 
impulse reference and for the OK output  set T,  is also valid for a nonlinear 
plant W ,  for a reference set R and an OK output  set T R .  Note tha t  due 
to the fact tha t  W is non linear, in general R - 1 W R  7~ W. The Schauder 
mapping is defined on the set T,  and a similar reasoning applies but now the 
set of commands  is par t  of the set of nonlinear plants. 

Schauder theorem does not guarantee a unique solution, but if each of the 
elements W, F, a is one to one, then the solution must  be unique. The above 
must be applicable for all the nonlinear plants in set W .  In response to any 
nonlinear plant w in W ,  the output  must  be Y = T, with T a member  of the 
OK set T.  
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a) 

b) 

c) 

Y 

d) 

Fig. 3. The SISO nonlinear problem: a)find F(s), G(s) so that y is in T R  for all w 
in W, R in R; b) quivalent LTI problem; c)-d) equivalent problem for an impulse 
reference and plant set R - l W R  

In practice, it is therefore impor tan t  for the designer to include all con- 
ceivable command  inputs which may be applied to the system in its lifetime. 
This can include per turbat ions  on normal  command  inputs (Sec. 6). It  is 
impor tant  to emphasize tha t  this is not a technique for approzirnating any 
specific nonlinear system by a linear one. The representat ion of the nonlin- 
ear plant set W ,  by Pc,  is exact set equivalence with respect to sets R,  T 
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(or alternatively the representation of Pe~t-*WR,T by its PC, is exact set 
equivalence with respect to T).  

Set equivalence suffices, because the Quanti tat ive Feedback design prob- 
lem is inherently a problem of sets: guarantee that  the output  belongs to a 
specific set, for all members of a command input set and a nonlinear plant 
set. It is important  to include the qualification that  the equivalence is only 
with  respect  to se t s  R,  T . Our design is not guaranteed for command inputs 
not in set R. But  this is good Engineering. It would be silly to t ry  to design 
a car steering system to respond to video signal commands. 

It is not compulsory that  QFT be used to solve the LTI-Equivalent prob- 
lem. Any technique may be used, even cut and t r y ,  but it is essential that  it 
be properly solved. The QFT  technique can do so for a large problem class, 
in fact for any LTI problem which is solvable by LTI compensation. Also, and 
very important ,  the designer can tell, just from examination of Po. whether 
the LTI equivalent problem is solvable for the given T set, by means of LTI 
compensation. 

In the following, the nonlinear QFT  technique is further formalize, start- 
ing with the study of asymptotic values for pedagogical purposes. A general 
validation result is also developed for a class of nonlinear systems, based on 
restrictions on the set of acceptable outputs,  in such a way the the resulting 
equivalent problem is solvable in the linear QFT framework. 

2.1 A s y m p t o t i c  T r a c k i n g  

Although the asymptotic behavior of the closed loop system can be viewed as 
a particular case, its detailed analysis in this Section can illustrate the basic 
ideas to be used in the more general case developed above. As it will be seen, 
the asymptotic behavior of nonlinear QFT  designs explains to a great extent 
the practical validity of the technique. A single but  illustrative example is 
used here to develop the main points of the technique. 

Consider the electrical circuit of Fig. 4-a, where the nonlinear resistor G 
has a characteristic given by Fig. 4-b, and C is assumed to be the unity. 

The input-output  dynamics is given by the ordinary differential equation 

~) + (1 + a y 2 ( t ) ) y ( t )  = u ( t ) , y ( O )  = 0 (7)  

where a C [0, 2]. When the TDF  feedback structure is used to control this 
system, the control law is given by 

a ( s )  = - ( s )  

where ^ stands for Laplace transform. Assuming that  the closed loop system 
is stable, the asymptotic value of the output  y(eo) is given by 

(1 + ay2(o ))y(o ) = - (9)  
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Fig. 4. a)Electrical circuit, b)uncertain nonlinear resistor 

that  is, y(oo) can be obtained as the real solution to the third order algebraic 
equation 

ay3(o<:)) @ ( I  -~- a (O) ) y (oo ) )  -- a (O )F (O) r ( ( x ) )  = 0 (I0) 

By simplicity of notation G(0) and F(0) are substi tuted by Go and F0, 
while y(oo) and r(oo) are substituted by y~  and r ~ .  Since the equation is 
polynomial, the solution can be computed using tile root  locus technique, 
being 1/a the parameter; that  is, the solutions can be obtained as the root 
locus of 

1 (1 + Go)y(oc) - GoForoo 1 
1 + -  - E [0.5, oc] (11) a y ~  ' a 

The result is given in Fig. 5 (for Go = 12, F0 : 1.18, roo = 1), where the 
real-valued branch, going from the pole at the origin to the zero, will be the 
output  asymptotic value for the different values of the uncertain parameter  
a. Then, it can be seen that  the asymptotic value of the output  is relatively 
close to the reference for those dc-gain values of the compensators. This is 
an analysis result. 

From a control point of view, the question would be how to use the 
controller, that  is Go and F0, to bound the values of y(~x~) according to 
the specifications for any value of a C [0, 2]. yoo will be upper bounded by 
GoFor~/(1 + Go), and lower bounded by the real solution of tile algebraic 
equation (3.4) for a = 2, which in general may be hard to compute in closed 
form. 

Given dosed loop output  steady-state specifications such as Yoo E [Yt,~, 
y~,~], or equivalently de-gain closed loop transfer functions specifications in 
the form of To C [Tl0,T~o], the design problem can be reformulated as the 
computation of Go and Fo such that  

O0F0 < T~,o . -  Yu,oo (12) 
1 + Go - roo 
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and the real solution of 2y 3 + (1 + Go)y~ - GoForoo = 0 verify 

Y---~ _> T~,o . -  Y~'~ (13)  
too rao 

N o n l i n e a r  Q F T  S o l u t i o n  The problem given by (12) and (13) consists of 
the resolution of two nonlinear algebraic equations for the two unknowns Go 
and F0. QF T  approachs the problem using Schauder's fixed-point theorem. 
The complete solution follows the following steps: 

1. Definition of the set of acceptable outputs: asymptotic  values of closed 
loop acceptable outputs  for references with r ~  = 1, are assumed to be in the 
interval 

A1 = [0.9, 1.1] (14) 

2. Computation of the equivalent linear family (ELF): a set of l inear sys- 
tems is defined using each acceptable output  and its corresponding input. In 
the example, 

gL tgo  = Y~-~ I~oo = (1 -t- ayoo)Yoo , Yoo �9 A l , a  �9 [0, 2] = [0.29,  1] (15)  

3. Definition of the closed loop mapping ~: substituting the nonlinear 
system by the set ELFo, the linear closed loop output  YL,oo is given by 

PoGoFo 
YL,~ -- 1 + PoGo roo, Po �9 ELFo (16) 

that  is 

9~ GoFo ( i+ay~)y~  GoFo 
= =: r  (17) 

YL,~ = 1 + ( 1 + ~ ) ~  Go 1 + ay~ + Go 
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Thus, YL,oe ---- r  defines a mapping between the set of acceptable outputs  
and the set of closed loop outputs for every Go and F0. 

4. Design based on the application of Schauder's fixed-point theorem: the 
theorem states that  "a continuous mapping from a compact and convex sub- 
set of a Banach space into itself has a fixed point".  Applied to the example, 
since A1 is convex and compact subset of the real numbers, r is continu- 
ous, and r C Aa, provided that  the linear equivalent problem satisfy 
specifications, then the mapping r has a fixed point in A1. 

5. Validation of the design: the fixed point will be the output  of the non- 
linear closed loop system. This can be deduced fi'om the following reasoning: 
the fixed point y*oo must verify 

GoFo V*o~ = (18) 
1 + ay . 2  +Go 

but this is exactly the identity that  must satisfy the closed loop output  corre- 
sponding to the nonlinear control problem. Then by construction, a solution 
to the equivalent linear problem is also a solution to the original nonlin- 
ear problem. Note that  the fixed point will depend, in general, on uncertain 
parameters and the reference. 

T D F  s o l u t i o n  to  t h e  e q u i v a l e n t  l i nea r  p r o b l e m  Q F T translates a non- 
linear robust control problem to a linear robust control problem, which may 
be solved using any robust control technique. In particular, linear Q F T  is a 
good candidate for solving the equivalent linear problem. Using again the ex- 
ample, the (asymptotic) linear control problem can be stated in tile following 
way: compute Go and Fo such that 

PoGoFo 
1 + PoGo 

e [0.9, 11] (19) 

for each P0 E [0.29, 1]. Here, it is clear the utility of the two degrees of freedom 
structure, that  is F0 and Go. A key step is the use of logarithms to solve the 
problem, that  is 

log ( PoCoFo ") 
iTP--0-Go] e [-0.046,0.041] (20) 

In terms of logarithms, the problem is to find values of Fo and Go such that  

log (  oCo o ( CoFo 
Po~Co.~,~l f T  P--~Go) = log t,1 + Go/ < o.o41 (21) 

PoG[0.29,1] 1 + PoGoJ = log \ 1 - ~ o  > -0 .046  
(22) 
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Since 

Alog \l+Poao} := log \1+co1 - log \1+o.29ao1 = 
t' o.29c0 (23) 

= l~ ( l + a o ) -  l~ \]To.29ao ] 

the design problem (for the steady-state) is finally given by the inequality 

log (1+~o) -logkl+o.29ao] <0.087 
O Ql+029G0 < 1.1 l+oa0 (24) 
" ' "  0.29ao < F0 

A "economic" solution to the problem is Go = 10.1 and Fo = 1.2. 

S D F  S o l u t i o n  to  t h e  equ iva l en t  l i nea r  p r o b l e m  . A single degree of 
freedom structure can also be used to solve the equivalent linear control 
problem. In this case the problem, using a similar development to the TDF 
structure, is to find Go such that  

PoGo 
1 + PoGo C [0.9, 11] (25) 

for every P0 C [0.29, 1]. A single analysis shows that  Go must satisfy the 
inequalities 

o.29a0_ > 0.91+_~a ~ < 1.1 
1+0.29Go (26) 

from where we finally obtain that  Go > 31. Note that  the use of a single 
structure leads to a less economic controller than the linear QFT (TDF) 
solution. 

V a l i d a t i o n  of  t h e  n o n l i n e a r  Q F T  des ign  A first property of QFT designs 
is that  they are "economic" solutions to the linear equivalent problem. The 
two key points have been the use of the TDF structure and the logarithmic 
analysis of specifications. Now the question is whether the linear QFT design 
is also an economic design for the original nonlinear problem. 

For the nonlinear control problem, Schauder's fixed-point theorem guar- 
anties that  the output,  which is the fixed point, belongs to the set of ac- 
ceptable outputs. However, it is not clear if the output  takes values in some 
subset of the set of acceptable outputs or in the whole set, for different values 
of the uncertain parameters. In the example, it is not known a priori if y , ~  
takes values in [0.9, 1.1] or in some subinterval, meaning a more conservative 
design. This limitation of nonlinear QFT relies upon the fact tha t  it is a 
solution of the problem given by (24), while the original problem is given by 
(12) and 03).  
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The QFT solution, given by Go = 10.1 and F0 = 1.2, results using (12) 
and (13) in that  the output  of the nonlinear control system is in the interval 

Y*oo e [0.95, 1.09] C [0.9, 1.1] (27) 

showing that  in this case, the design is also "economic" for the original non- 
linear system. A more detailed analysis of the fixed point values for each 
value of a, and its relationship with the output  y * ~  is given in Table 1 and 
Fig. 6. For some values of the uncertain parameter  a, values of ELFo, linear 
closed loop outputs  YL,oo, and nonlinear closed loop outputs  y*oo are shown. 

J a] EL.0 l yL,  
0 {1} {1.09} 1.09 

0.5 [0.62, 0.71] [1.04, 1.06] 1.05 
1 [0.45, 0.55] [0.99, 1.02] 1.01 

1.5 [0.35, 0.45] [0.93, 0.98] 0.97 
2 [0.29, 0.38] [0.90, 0.95] 0.95 

Table  1. Fixed points for different values of the parameter a 

Note that since Y*oo must belong to the interval defined by the outputs  
y*~ ,  the result is not overly conservative. This fact is basically related with 
the structure of the plant uncertainty, which in this case is given by the 
intervals defined by ELFo. Since the same control effort, that  is Go, is used 
to map the uncertainty in ELFo with the uncertainty in the output  Y*o~, one 
may expect good results for the nonlinear control problem if the uncertainty 
is similar to the exhibited by ELFo in this example. 

M o r e  g e n e r a l  r e f e r e n c e  i n p u t s  In the above design, only the case ro, = 1 
is considered. In this Section we extend the design to consider more general 
references. The (linear) specification for the asymptotic  value of the output  
is defined as the set 

AT = [0.9, 1.1]roo (28) 

where in general roo may take values different to 1. This specification means 
steady output  values between the 90% and the 110% of the steady reference 
value. In this case, the equivalent linear family is given by 

E L F ~  y~ lu~ = (l +ay~)y~176176176 C Ar'a C [O'2] (29) 

where the elements of ELFo depends on too. tn particular, they are intervals 
of the form [at,  1], being c~T dependent on r ~  . Using the method exposed in 
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YL,~ 

/ i Ji ~l ~ Fig. 6. The m a p -  
9 
0.9 0.95 1 1.05 1.1 ping r and its fixed 

Y~ points(*) 

previous Sections, we arrive to the problem of finding Go and F0 to satisfy 
the following inequalities: 

{ ( ) - log • l+0 .293o , ]  < 0.087, Vat log l~-Co 
0 . 9 ( l + a , C o ) _  1 .1( l+Go)  

0.293,.Go '~oo ~ Fo ~ Go Too 

(30) 

A solution for different values of roo is given in next Table. Note that  the 
control effort grows with increasing values of the reference, since the control 
system is nonlinear. 

Ir l zLFo I Co Irol  
[0, 1] [0.29, 1] 10.1 1.2 

[0,3] [0.17,1] 21.2 1.15 
J[0.5] 0.016 1] 283.5' 0.9 

Table 2. dc-gains Go and Fo for different asymptotic references values 

2.2 T ra c k i ng  

This Section considers the problem of designing a controller according to 
the TDF structure, such that  some closed loop tracking specifications are 
achieved, taking into account not only asymptotic values. The design method 
closely follows the steps given in Section 2, but  following a more formal 
approach. The material presented in this Section is based on the seminal 
works [17,18] and [1]. 
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The core concept of nonlinear Q F T  is the replacement  of the nonlinear 
robust  control system design problem with a linear one, tha t  is "equivalent",  
in the sense tha t  a controller obtained for the linear problem will work for 
the original nonlinear problem. This is known as the validation problem in 
the Q F T  literature. 

We consider the case of an uncertain, invertible, NLTV plant  represented 
by set W .  This set is parameter ized by 0 E (9, we use the notat ion Wo : 
U ---* Y, which is an invertibte NLTV plant  with inverse W o  I , and define the 
NLTV plant set as W = {Wo : U --+ YIO E (9}. 

The E q u i v a l e n t  L i n e a r  F a m i l y  o f  P l a n t s  To introduce the concept of 
equivalent linear family of plants (ELF) first consider a single NLTV plant 
W : U -+ Y. P ( A R ) ,  the ELF or family of linear plants equivalent to W with 
respect to the OK output  set An, is defined as follows. Consider first the case 
in which the nonlinear plant is not uncertain. For each acceptable output  
y E Ar we choose (by some method)  an invertible LTI mapping  Pv : U --+ Y. 
Tha t  is, for each r E R we define a mapping  % : Ar --+ (U -4 Y) such tha t  
PY := %(y)  is determined for each acceptable output  y E AT. The  set P ( A n ) ,  
the ELF  of W with respect to A n ,  is then defined as 

P ( A n )  = U >AT (31) 
r c n  

For the general case in which the nonlinear plant is uncertain,  for each 
0 E (9 we construct an ELF of LTI plants. Tha t  is, we define a mapping  
Pg : U ~ Y and a family of linear plants 

Po(An) = U %,oAr (32) 
rER 

is generated for each 0 C O and for each r E R. The linear equivalent family 
for the NLTV plant set W is then defined as 

P ( A n )  = U Po(An) (an) 
8CO 

At this point, we also note tha t  the substi tut ion of a nonlinear plant Wo 
by a linear equivalent P~ in the T D F  feedback system leads to the relation 

yL,O = P ~ ( G F r  - GyL,O) (34) 

which defines a closed loop mapping  4~,0 : A,. --+ Y such tha t  YL,O = r 
where YL,O is the output  of the T D F  system and r-, y, and 0 selects the plant 
as P~ = r (Y). 

We now identify two conditions useful in studying a potent ia l  ELF: 



i)the equivalence condition: 

P~(Woly)  = y, VO e 0 

and 
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(35) 

ii)the continuity condition: the closed loop mapping Cr,0 is continuous on 
A~, V0 E O, and Vr E R. 

A G e n e r a l  V a l i d a t i o n  T h e o r e m .  Given P(AR),  the ELF of W defined 
above, a key question is the feasibility of a controller K = (F, C) for the 
(possibly time-varying) NLTV plant set W,  when it is feasible for the entire 
ELF P(AR). It is understood that  a feasible controller for a set of plants 
is capable of achieving design specifications for any plant of the set. More 
formally, K C / ' ( P ,  R, AR) if the output  of the TDF feedback system with 
controller K and plant P is in the set Ar for any r E R and any P C P.  

The question is: does K E F(P(AR),  R, AR) imply that  K C F ( W ,  R, AR)? 
If this question can be answered in the affirmative we have a technique for 
translating a nonlinear control problem into a robust linear control problem. 
A solution to this validation problem is given in the following theorem: "As- 
sume that  for each r E R the set A~ is a convex compact subset of a Banach 
space Ys. If P(AR) is an ELF of the NLTV plant set W with respect to AR 
chosen so that  conditions i) and ii) are satisfied, then K E F(P(AR) ,  R, An) 

K C F ( W ,  R, AR). 
A proof is given in [1], strongly based on early ideas of [17,18]. The proof 

involves an application of the Schauder fixed point theorem to the closed loop 
mapping Cr,0. Thus the continuity of this mapping is a key requirement. The 
above result reduces the validation question to one of defining an ELF and 
then testing conditions i) and ii) defined above. This result is very general 
and applies to any mapping r with the two desired properties. Note that  
in addition nothing has been said about  the controller K = (F, G), it does 
not have to be necessarily linear. Also the ELF does not have to be linear. 

The result is about to translate an uncertain nonlinear control problem in 
a uncertain (usually linear) control problem. The appoach followed by Q F T  
has been to choose a LTI transformed control problem easily integrated in 
the LTI QF T  technique. In the following, a possible election of Cr,0 in the 
framework of QFT is given. 

N o n l i n e a r  Q F T  s o l u t i o n  Given the general framework for validation of 
linear control of uncertain NLTV plants developed above, the Q F T  approach 
to robust nonlinear control can be analyzed as a particular case. Next we 
use the validation results developed above to demonstrate the validity of the 
nonlinear QF T  approach. We begin by introducing some assumptions and 
identifying the ELF used in nonlinear QFT.  Here the space RH2,e = U = Y 
is chosen as the input and output  signals space. Us = Ys = RH2(c RHoo) is 
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the Banach space of stable signals Ys,  given by the set of stable and strictly 
proper real-rational complex functions. 

A l lowab le  N o n l i n e a r  P l a n t s .  An uncertain NLTV plant W is a parame- 
terized set of NLTV plants Wo : U -+ Y ,  where 0 E O. The individual NLTV 
plants must satisfy the following assumptions: 

P1) Each plant Wo must be representable by mapping from RH2,e to 
RH2,e 

P2) Each plant We must be invertible with inverse We -1 continuous over 
AR 

P3) (High frequency linear behaviour) Each plant We can be represented 
by an ordinary differential equation of the form 

y(~)(t)+ fv(y(n-1)(t) ,  .., y(t), t; O) = K(O)u('~) fu(u  (~-1) (t), .., u(t), t; 0)(36) 

where 

limt_+o+y (n) (t) + fu (y(n-1)(t),.. . ,  y(t), t; O) = limt_~o+y (n) (t) (37) 

limt_+o+K(O)u ('~) + fu(u  (~-1) (t), ..., u(t), t; O) = limt_+o+K(O)u (m) (38) 

Vy EAR,  and Vu E W o l A R  . 
The invertibility condition P2 is needed in the procedure for obtaining 

the ELF described below. The continuity condition in P2 is needed to insure 
that  condition ii) above can be satisfied. Condition P4 is related with the 
fact that  the nonlinear plant must be well approximated by a linear plant 
at high frequencies in order to obtain a feasible LTI QFT solution of the 
equivalent linear problem. This restriction can be avoided in many cases by 
the use of a nonlinear precompensator  [16,19] although this extension will 
not be described here. 

T h e  Set  o f  A c c e p t a b l e  O u t p u t s .  For each r E R, the set of acceptable 
outputs A, satisfies the following conditions: 

O1) The set Ar is a compact and convex subset of the Banach space 
Ys(= RH2) 

02)  The set W - 1 A r  must be a subset of Us(=  RH2) 
03)  Any function yr in A~ has a fixed relative order e, such as n - m < 

e < %~, where %r is a constant upper  bound depending on r. 
Both requirements O1 and 03  are necessary to apply Schauder fixed point 

theorem in the solution of the validation problem. According to O3 and P3, 
it is straightforward to show that  all plants in ELF are strictly proper  with 
relative order n-re. Condition 02  is included to insure that  the linear design 
would not have to be internally unstable. 
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The  Equivalent  Linear  Family.  The equivalent linear plant family is 
obtained using transfer functions representing input-output pairs obtained 
from the given NLTV plant. That is, for each acceptable output y E A r  
corresponding to r E R, and for each 0 E O, P0 y is defined as a LTI mapping 
with the transfer function given by 

P[(s)- y(s) (39) 
~(s) 

where u = WolY. Thus P(Ar), the family of equivalent linear plants with 
respect to At, is defined as 

P(Ar) := { P ~ ( s ) =  u(s)Y(S) u = Woly,VO c O,Vy E A,.} (40) 

With assumptions Pl-P3 and O1-03 the NLQFT approach is valid in 
the sense of that the resulting LTI controller will provide satisfactory robust 
control of the original uncertain NLTV plant. The result can be stated as: 
given an uncertain NLTV plant set W satisfying assumptions P1-P3, let us 
define for each input r sets of acceptable outputs Ar satisfying assumptions 
O1-O3, and P(Ar) as the ELF of W with respect to At; if, in addtion, 
G(s)F(s)r(s) has relative degree greater than or equal to e~r, then K C 
['(P(AR), H, AR) ~ K E F ( W ,  R, AR). 

2.3 Stabi l i ty  

This question is usually defined as "what happens in a system when it suffers 
from small changes, in plant, in compensators, in inputs, etc?. The classi- 
cal question is whether the system is infinitely sensitive to changes from an 
equilibrium situation. If the sensitivity is finite to any such small changes 
then we have Bounded input Bounded output (BIBO) stability, with respect 
to the particular (infinitesimally) small deviation. Since apriori the plant is 
uncertain, there is really no need to consider small changes of open plant 
set, nor of compensation G, since it is in cascade with the plant. If one is 
nevertheless concerned with these, simply make the plant uncertainty a bit 
larger. If serious plant changes during operation may occur in practice, one 
can include uncertain time-varying plants in the equivalent plant set with 
many different scenarios (see later for an uncertain time-varying plant set 
example). It is only necessary that one can work backwards from the desired 
output, to solve for the plant input u, to derive one more member of Pc. 

With respect to changes in the command or other inputs, infinite variety 
of departures from equilibrium can be postulated. (1) The command input 
R is a member of a set which has been defined for t in [0, h),  but at tl, 
its character changes abruptly by addition of another signal. No matter, in- 
clude the total as another member Rx of R, providing of course that one 
wants the system response to Rx be in {TRx,VT E T}. Of course, one may 
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want nonlinear closed loop system response, i.e different T sets for different 
R sets. One could even want such nonlinear system response for systems 
with LTI Uncertain Plants. Very little (Sec. 11.4 in [16]) has been done of 
this nature. One can include any number of such signals. (2) One could de- 
mand "Time-Varying" type of system response functions, whether for LTI 
or Nonlinear/Time-Varying Plants. This can be done. It requires a Linear 
Time-Varying Prefilter F. 

Classical stability techniques have been modified for application to the 
stability problem of QFT Nonlinear design. This approach has been pioneered 
by Bafios and Barreiro [2,7]. 

There is a second Nonlinear QFT design technique, wherein the uncertain 
nonlinear time-varying plant set is replaced by an "equivalent" disturbance 
set dR = {de}, plus a very simple LTI Plant of form k/s n, with n the order 
of the nonlinear plant; d~ a function of the nonlinear plant and of the output  
specifications. This technique is best suited for nonlinear plants which are lin- 
ear with respect to their highest derivative. It  is extraordinarily well suited 
to handle the disturbance attenuation problem, for nonlinear or LTI Uncer- 
tain plants, because of its very simple plant uncertainty. It will be shown 
(Sec. 6), how this technique can be used to establish "Quant i ta t ive Bounded 
Input-Bounded Output  Stability". 

Special at tention should be paid to noise. In considering a noise signal 
added to a command input, note that  it is filtered by the prefilter F,  be- 
fore entering into the feedback loop and applied to the nonlinear plant. The 
designer will find that  F tends to be a low-pass filter with bandwidth approx- 
imately that  of the desired closed-loop system response. Such a noise signal 
N,  can be t reated as a deterministic signal, NF(s), and a reasonable number 
of samples are used. It  will be seen that  sensor noise is of much concern, be- 
cause in feedback systems dealing with troublesome plants and disturbances, 
such noise signals tend to be amplified over a large frequency range. This is a 
very important  cost of feedback, which may be too high, as to force modifica- 
tion of the desired benefit of feedback, or more complex feedback structures, 
such as use of internal sensors [16]. 

In Section 6, we analyze two techniques for designing stabilizing con- 
trollers in nonlinear QFT.  The first technique is based on the adaptat ion 
of absolute stability results, while the second uses a equivalence disturbance 
approach. 

R e l a t i o n  to  D e s c r i b i n g  F u n c t i o n  The Describing Function is also a re- 
stricted equivalence representation, but  unlike the P e  technique, it is approxi- 
mate even for the restricted situation. The input (to the nonlinear w) consists 
of a set of sinusoid inputs, over given frequency and amplitude ranges. Only 
the stead-state fundamental  component of the output  is used. Despite this 
narrow restriction, and its use only in an approximate manner,  it is often very 
useful for stability analysis, especially for hard nonlinearities such as satura- 
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tion, coulomb friction, hysteresis. The dual input describing function is less 
restrictive, in assuming the sum of two signals as input, and their respective 
component outputs. 

The describing function technique can be easily incorporated in the non- 
linear QFT framework ([13],[4]), giving in general less conservartive (but 
approximate) results than absolute stability criteria. All these approaches 
have been unified under a common QFT framework ([4]), allowing a very 
transparent tool for analyzing the differents types of stability restrictions 
and associated control effort. 

The describing function can also be very useful for special situations, 
specially for oscillating adaptive systems, but it can not be used for finding 
system responses, where the Pe-technique is exact and rigorous, providing 
quantitative design for highly uncertain nonlinear plants. 

3 D e s i g n  E x a m p l e s  f o r  t h e  P e - L T I  P l a n t  E q u i v a l e n t  
M e t h o d  

The following two examples only describe derivation of the LTI Pe sets. The 
balance of the design, whereby F,  G are chosen to satisfy the specs, for Pe is 
postponed until the detailed LTI QFT method (for LTI Plants), is presented 
in Sec. 4. 

3.1 Des ign  Example  1 (LTV Plan t )  

Plant: y = w(u)  " and 56 /k ( t )  = E + Je  d~t. + m ( t ) y ( t )  = k ( t )u ( t ) ,  where re(t) = A + B e  -at ,  

Uncertainty: A ,  E e [1,4], B e [2, 5], a, b C [.2, 1]. The parameters A, .., b 
though uncertain are fixed, but uncertain time-variations of m, k are present. 
This is a means of modelling uncertain time variations of plant parameters. 
Some m(t), k(t)  are shown in Figs. 7. The plant is time varying with uncertain 
rates of variation. 

_'% " " * . . . . ,  , ,  
'%. . . . . . . . .  . . ,  

- ' " . .  re ( t )  ...................... 

%%, 

, , ,  , , s e c  , , 
0 ~ )  I . �9 _ _  . 

I 2 ~, 4 

k(t) ..-;.:----" 
! S ,~a @ 

, ,o  

Fig. 7. Linear Time-varying (LTV) uncertain plant 
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Performance specifications: The closed-loop system to be designed is LTV 
because the plant  is LTV. The differential equation relating sys tem output  
to input has LTV terms. In response to a sys tem impulse input  at t = t~, r = 
~(t - t~), the system output  y(t~, 7) is a function of both  t~ and of ~- = t - t~. 
y(tz,t) = 0, for t < tx. It  is usually denoted as y(tz,'r). In a LTI system, 
output  y is a function of t only, so fixed tx = 0 may be assumed. However, 
we can make the above system perform like a LTI system, by specifying an 
acceptable impulse response set A, whose elements are independent  of t~, so 
are " t ime invariant".  

Six second-order models for the impulse response, Y(s) = con/(s 2 + 
2 2~co~s + co,~, were used to generate the OK set of Fig. 8: (co~,~) = (3,.6), 

(4, 1), (3, 1), (4, 2), (2.3, 1), (6, 2). The integrals of the impulse responses are 
shown in Fig. 8-b, as we are accustomed to this form. The set T is obtained 
from their t ransforms with respect to T = t - tz, shown in Fig. 8-c. Their  en- 
velopes are used for the upper  and lower co-domain bounds of the OK system 
transfer function set T = {T(s)}.  

Fig. 8. Tolerances of System Response 

The OK T set is independent of t~, so it is easy to obtain the LTI Equiv- 
alent, P(s) = Y(s ) /g (s )  which is a function of (a)the six plant  pa ramete rs  
E, J, A, B, a, b, (b)the A parameters  ~,wn, and (c)the command  input in- 
s tant  t~. We used the six (~, co~) pairs of (b), the two ext reme values of the 6 
elements of (a) and eleven values of t ,  : (0, .2, .5, 1, 2, 5,10, 20, 50, 100,200), a 
total  of 6 x 26 x 11 = 4224 runs. This is easily p rogrammed on the computer  
to plot directly the numerical values of the LT1 equivalent P(jco) for any de- 
sired co, giving the equivalent LTI sets P(jco), needed for execution of Q F T  
LTI design. Some of are shown in Fig. 9 for a number  of co values,and are 
called plant templates. A "nominal  LTI  plant" Po was chosen with nominal  
p a r a m e t e r s : A = E = 4 ,  B = F = 5 ,  a = b =  1, a n d t ~  = 0 , ~ =  1, c o ~ = 4 .  
We postpone further design to Sec. 4, where Q F T  LTI design is presented. 

It is worth noting tha t  if so desired, we could design in the performance 
sense, a Linear Time Varying (LTV) system, by specifying the acceptable 
output  set A as a function of T: A(T) ,  as in Fig. 10, with continuity of 
A with respect to T. Then,  one could proceed as previously, at a sufficient 
number of discrete values of T. 
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IM 

- 2  

w ~  

Fig. 9. LT1 Equivalent Plant Sets (Templates) P(jco) 

I t 

Fig. 10. LTV system type Specifications 

3.2 N o n l i n e a r  D e s i g n  E x a m p l e  w i t h  LTI  O u t p u t  S p e c i f i c a t i o n s  

The plant relation is 

+ k dy(t) (41) W : k l y2 ( t )  2 - ~  - u 

where kl, ks E [1, 10] are independently uncertain. The command input set 
R consists of steps of amplitude M E [1,4]. The bounds on the unit step 
response to be attained for all W are shown in Fig. l l -a .  The bounds on T 
were obtained by using a second order model for the OK system "transfer 
function": T ( s )  = w ~ / ( s  2 + 2~co,~s + w~), with resulting OK (~,w) range 
shown in Fig. 11-b, which is translated into bounds on [T(jw)[.  

Fig. 11. Bounds on T(s)  parameters: {,co,, 
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To generate equivalent LTI Be use 1 / g ( s )  = U s / Y ( s ) ,  u(t)  = k ly  2 + 
k2dy/dt  , so 1 / P  = k2s + k lLap l ( y2 ) /Y ( s ) .  Find y from Y (s )  = T ( s ) M / s ,  
square it to give 

(s + 2{A)(s 2 + 4{As + 4A 2) 
P(s)  = k2s(s + 2~k)(s = + 4{As + 4A 2) + 2A2k~M(as + 4{A) (42) 

which is a function of the plant 's  kl, k2 and of its ou tput  {, w,~, M,  including 
the sign of M (due to y2 in W). It is easy to check P(s)  at w = 0 and infinity 
because these correspond to t at  infinity and zero. As t --~ oo, dy /d t  --+ 0 
so u -+ kly  2 = k l M  ~, while y -+ M,  so the set {P(0) = Y(O)/U(O)} = 
{ 1 / ( k l M ) } ,  and the set P(0)  consists of two subsets 180 apar t  due to M > 0 
and M < 0. As t + 0, u ~ k2y so U(oc) = k2sY(co) ,  giving P(oc)  = 1/(k2s) 
with angle -90, for the entire set. The P(w) in Fig. 12 are characterist ic of 
a plant set, some (not all) of whose members  have a R H P  pole. This is the 
effect of /gly 2 i n  k2dy/dt  + kly  2 = u when y and dy/d t  are < 0, but  kly  2 is 
> 0. In a LTI system with term k ly  ra ther  than  k ly  2, both  terms are then 
negative during the initial (small t) par t  of the response. Analytically, it is 
evident from the coefficients of s and of s o in the denominator  of P(s)  above: 
2W2n[(4~Wnk2 + 3klM),s  + 4klM{wn].  When M < 0, the last te rm is < 0 and 
when 3klcon]M I > 4{wnk2 both coefficients are < 0. I t  turns out tha t  the P 
instability is likeliest at  M < 0, lMtkl  maximum,  k2 and w~ minimum. The  
balance of the design follows usual Q F T  LTI principies. Thus,  the LTI Plant  
Equivalent can be unstable, even if the nonlinear original does not appea r  to 
be so. 

"=~-1 D, EGREES ! 
-200 "= 0 

Fig. 12. LTI PewA 

-~1-. l~rea. : 
. ~0  =,00 

3 .3  A S e c o n d  N o n l i n e a r  Q F T  T e c h n i q u e :  R e p l a c e m e n t  o f  
N o n l i n e a r  P l a n t  S e t  b y  a n  E q u i v a l e n t  D i s t u r b a n c e  S e t  a n d  a 
S i m p l e ,  U n c e r t a i n  L T I  P l a n t  

This technique is especially suited for handling dis turbance signals entering 
into any point in the plant,  but  for simplicity, assume it enters at the plant  
input as in Fig. 13. 
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In Fig. 13-a, D = {d} is the set of disturbances to be attenuated, to 
achieve output  y in A = {a}, an acceptable set, for all plants in set W = {w}. 
The bounds defined on a in A are as follows. Let the differential equations w 
in W be of order n. There must be assigned bounds on the derivatives of a(t) 
from zero order to order n - 1. These are performance bounds, and will gen- 
erally be small. D is a set of functions of bounded variation, with magnitude 
bound, so certainly includes all realistic signals (see [19] for mathematical 
details). We work backwards from the output  y = a E A. The input to 
the plant is x = v(y) ,  v = w -1,  y = w(x) .  We divide x(t)  into two parts: 
x l ( t ) , x2 ( t ) .  The first, xl, is associated with a "linear" part  of x, and the 
second, x2, with M1 of the nonlinear part  and possibly some linear part. 

d(t)E~ 

x=w-i(y)=xl ;x2 Nonli~arity as dr 

Fig. 13. Nonlinear System and Equiv. Disturbance-LTI System 

We demonstrate with an example: 

w : ij + A ~ / +  B y  3 = kx  (43) 

Let  kXl = y, kx2 = A2y+ B y  3. Another possibility is k X l  = ij+ E y +  Jy ,  kx2 = 
A2y + B y  3 - E y  + Jy.  There is an infinitude of ways to split x between xl,  x2. 
We prefer the first. Let P(s)  = k l / s  2 and replace Fig. 13-a by 13-b, in which 
P is a LTI plant and de = -x2  is an "equivalent disturbance", in order that  
x, d and y are the same in Fig. 13. The two figures are then "equivalent" 
with respect to z, d, y; xl  = x + dr, so in general 

de = Xl - x = -x2  (44) 

here de - - ( A 2 y  + B y 3 ) / k .  From the viewpoint of dr as input and y as 
output,  there is no difference between Figs. 13. It is impossible to distinguish 
between them, if the only measurements allowed are of z, d, y. However, 
the design problems are radically different for the two. In Fig. 13-a one has a 
nonlinear time-varying (N L T V)  problem, which can be horrendous, especially 
for the kind of uncertain plant, disturbances and performance demanded 
below. In 13-b, one has a LTI plant with only k uncertainty, and an additional 
disturbance de, which is a function of the plant output  y and the nonlinear 
plant parameters k, A, B. The performance specifications demand that  the 
resulting output  y(t) is a member of an acceptable set A = {a}, so each 
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combination of (a(t) ,  k, A,  B )  generates a different de(t).  Thus,  the pair of sets 
(A, W )  generate a set de of equivalent disturbances. This is a well-defined 
disturbance set if we properly define A and W .  The  external  disturbance 
d is in general, a member  of a set D. The two sets D and de are summed 
to give dt = {dr = d + de}, the total  disturbance set. So we see tha t  Fig. 
13-b consti tutes an ordinary LTI disturbance a t tenuat ion problem with only 
gain k uncertainty in the LTI  plant P ,  subjected to a disturbance dt which 
can be any member  of the set dt. This is a standard Q F T  L T I  disturbance 
at tenuat ion problem: choose G to guarantee that  for all P C P,  dt C dt, 
the output  y is a member  of the acceptable set A. Obviously, this Fig. 13-b 
problem is far, far easier than  the NLTV uncertainty problem of Fig. 13-a. 
This problem is solvable because the dt of dt  have the same form of bounds 
as the a of A. 

The vital point is tha t  for a very large problem class, the solution (G) of 
the LTI disturbance at tenuat ion (dr, P, A) problem of Fig. 13-b, is guaran- 
teed to solve the original NLTV disturbance at tenuat ion (D, W ,  A) problem 
of Fig. 13-a. 

Just  as in the first Q F T  nonlinear method,  this is proven by means of 
Schauder fixed point theorem. As in the first Q F T  nonlinear technique, it 
is not difficult to formulate A as a convex, compact  set in a Banach Space. 
Define, in Fig. 13-b, H ( s )  = P / ( I  + P G )  = Lapl . (h ( t ) ) .  For fixed dr, w,  define 
the potential  Schauder mapping over A: 

�9 (a) = h * dt, (45) 

with dt = d - x2, x2 a function of a and �9 indicating convolution. In a 
properly designed system, this is a continuous mapping,  and to satisfy the 
equivalent L T I  problem, 4~ must  map  the set A into itself, giving a fixed 
point aq = h * (d - x2q), which corresponds in t ransform language (with 
Lapl.  indicating Laplace t ransform)to  [(1 + P G ) / P ] L a p l . ( a q )  = dr. The left 
side is: (1 /P)Lap l . (aq )  + GLapl . (aq) ,  which in the t ime domain is, Xlq - z, 
of Fig. 13-b, giving, Xlq = z + d t  = x of Fig. 13-b, and proves tha t  xq is 
a solution of the nonlinear Fig. 13-a. If each element w, G is 1:1, then the 
solution is unique. An impor tan t  point is tha t  if the nonlinear plant w is of 
order n, then bounds on x2 from zero to n - 1 order must  exist, in order tha t  
de exists, which has been done. But  one more condition must  be satisfied in 
order tha t  A = {a} is a Banach space, [19], the n th derivative of a(t) must  
be bounded, the precise value unimpor tant .  This can be guaranteed,  because 
of the order of the plant. 

It  is essential tha t  the LTI problem be solved, for only then does �9 map  
A into itself. In practice, the designer need not worry over the details of the 
proof. The precautions needed to make A a convex, compact  set in a Banach 
space, and for �9 to map  A into itself, are normally automat ical ly  satisfied in 
the Q F T  LTI disturbance a t tenuat ion technique. 
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3.4 Example 

Problem Statement:  There is a set of t ime-varying nonlinear plants  W -- 
{w}, y -- w(u), 

B t  + l .m 2 
/) + t - - - g U y  y + ( 1 +  E s i n w o t ) y  3 -- ku (46) 

Uncertainty: B e [ -5 ,5] ,  k e [10,40], Wo e [1, 2], m �9 [.5, 1.5], E �9 
[ -2 ,  10]. Clearly w is unstable to a large input class for a significant plant 
paramete r  range. 

Specifications: The disturbance set D = {d} at plant input is defined by 
D = {[d I < D o  = 100}. Any realistic disturbance belongs to a class of such 
form, i.e. of bounded magnitude.  

The Acceptable output set: A = {a} is the set of continuous functions 
defined on t in (0, oo), with [a(t)[ < a0 = 0.2, and [da(t)/dt[ < al = 5. 
A may appear  overdefined, as in many  cases bounds on y may suffice. The  
reason for its inclusion will soon be seen. 

The L T I  Equivalent: Replace the t ime-varying,  nonlinear F.ig. 13-a by the 
LTI input -output  equivalent of Fig. 13-b as follows. Let x = w -  l y  = xl + Xn 
where xi = p - l y  is associated with the LTI P of Fig. 13-b, and x~ = x - xl 
is the balance. Here P ( s )  = k / s  2 (i.e. kxl  = d2y /d t  2 ). Then Fig. 13-b is an 
input -output  equivalent of Fig. 13-a if de = - x n .  Replace y by a of A to 
generate do, giving de a function of w and a: 

- k d e =  kxn  - B t  q- l~tma 2 q- (1 + E s i n w o t ) a  3 (47) 
t + l  

which gives the properties of de. Since the relation between d and y is not 
known, ao,al are used for a, d a / d t  in (13), giving kldelma z = 5 x 51.5 x .22 + 
(1 + 10) x .23 = 2.32, so Ide[ma~ -- .23 << Idl,~ax = 100, and will be ignored, 
letting the total  Idtl < 100. Thus, bounds on both y and d y / d t  were needed 
in order to derive the bound on de. This explains the bound on da /d t .  We 
are confining ourselves in these notes to NLTV differential equations wherein 
the leading derivative in the output  y and the leading derivative in input u, 
appear  linearly, as in this example (this class can be enlarged [19]). Then P 
in the LTI equivalent plant of Fig. 13-b must  involve the highest derivatives of 
y and u. For this class de can be, in general, a function of all the lower states. 
Therefore bounds on all these lower states are needed in order to derive the 
bound on de. This explains the bounds on a and d a / d t  in this example.  The 
formal proof  of this technique requires much more precise definition of A 
(see previous reference). But  these need not concern the pract ical  designer. 
He needs only to set bounds on all the states which appear  in de, in order 
to be able to define de, even though he may not really care what  the values 
are of the higher states. The lower the bounds,  the smaller is max(Ide l ) ,  so 
it would appear  desirable to assign small values to a0, al,. . . ,  but  remember  
tha t  it is essential to solve the LTI problem of Fig. 13-b, i.e. guarantee  tha t  
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the output  y satisfies the bounds assigned on A. The more stringent these 
bounds are, the larger the magni tude and bandwidth of G in Fig. 13-b, will 
have to be. Of course, some of the bounds are dictated -after all, dis turbance 
at tenuat ion is the reason for applying feedback around the NLTV plant,  but  
for those states of which there is no concern, the designer should use the 
highest bounds which do not significantly affect the magni tude of the to ta l  
d. 

3.5 S o l u t i o n  o f  t h e  E q u i v a l e n t  LTI  D i s t u r b a n c e  A t t e n u a t i o n  
P r o b l e m  

It  is imperat ive the LTI problem is solved, for only then is it guaranteed 
tha t  the same G solves Fig. 13-a. Par t  of this solution, guaranteeing tha t  
lYl < ao = :2 is quite easy for this class of problems. In Fig. 13-b, 

D t P  
Y - 1 + PG - D t H  (48) 

where H = P/(1  + PG),  dt = d + de, so y = dt * h. Suppose h(t) = 
Lapl . - l (H(s ) )  is as shown in Fig. 14. Wha t  input d~(t), bounded by Do, 
gives an extreme output?  By considering the mechanics of graphical con- 
volution, it is obvious that  d~(- t )  in Fig. 14 is the one. It  is clear tha t  if 
J = f o  h(t)dt is fixed, then the ext reme output  is minimized by having 
h(t) >_ 0 for all t (or < 0 for all t), i.e., the step response of h(t) should have 
no overshoot. If so, the peak output  is JDo, with 

P(o)  1 
J = H ( 0 ) -  1 + P(0)G(0)  - G(0) (49) 

t 

~ 

Fig. 1.4. The Convolution of H and de gives the output 

Here the extreme dx is a step function of magni tude 100, requiring 100d < 
.2, so G(0) > 500 if there is no overshoot in the step response of P/(1  + PG).  
As a safety fact.or, we take G(0) = 750. Of course L(s) = P ( s ) G ( s )  must  
be shaped for stability over all P (here only k uncertainty),  making the 
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problem much easier than  the usual shaping of L. The technique for this 
purpose is presented later (Sec. 5), so only the final result is given. Nominal 

lynn2 .0213stl Nichols plots Po(s) = 10/s 2 is used with G = 750 x " " "  82+204o,+17o02' 
of L for k = 10, 40 are shown in Fig. 15. We have to also guarantee tha t  
Idy/dtl < al = 5. Simulations (LTI) over the k uncertainty range verified 
tha t  this was indeed so. If the result had been different, we could simply 
increase the bandwidth of G, and if necessary its magnitude,  to achieve this. 
Or it might  be simpler to increase the value of a~, because its effect on total  
d is slight. Some cut and try may be required for al control. In the case of 
a fourth order NLTV plant, we would have also bounds on the second and 
third derivatives of y to satisfy in the LTI design. I t  is guaranteed (if the LTI 
plant is minimum-phase  and satisfies the conditions applicable to LTI plants) 
tha t  such bounds can always be satisfied (see above reference). 

l ~  i . . . . . . . . . .  - . . . . . . . . . . .  i . . . . . . . . . . . . .  i . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  i . . . . . . . . . . . . . . .  

o i i . . . .  r - - ~ -  . _ ~  

-240 -Z~ -~ -180 -160 -I'10 -120 

Fig. 15. The LTI De- 
sign m the NiChols 
Chart 

Simulations. A large number  of nonlinear simulations of the original NLTV 
problem were done. Despite much effort we could not find inputs (in the de- 
fined class) which gave outputs  tha t  violated the performance specs. Steps 
were applied at different t ime instants. I t  did not make much difference in 
t h e  response. Disturbances d = Msin(cogt), (Mt)exp -St, with M = 150,500, 
and the same ones applied at t = 5, gave very similar outputs.  The reader is 
encouraged to experiment  with all kinds of esoteric disturbances, satisfying 
Idlmax < 100. He should find it is impossible to find any resulting in ]y] > .2 
for any value of t C (0, oo). 

4 QFT LTI Design for the Tracking Problem 

Fig. 1, redrawn here as Fig. 16, is the basic structure.  The LTI Plant  P 
is uncertain, known only to be any member  of a set P .  The designer is 
free to choose LTI prefilter F and loop compensator  G, to ensure tha t  the 
system transfer function T = FPG/(1 + PG) satisfies assigned specifications. 
Those on magni tude M(co) = ]T(jw)l suffice in minimum-phase  systems, for 
example those in Fig. 17, in decibel units (201ogl0(M)). This gives an OK 
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set M for IT(j0J)l , to  be  achieved for all P E P ,  wi th  b(co), a(co) the  u p p e r  
and lower bounds  on M .  

r(t) t 

.] 

Fig.  16. LTI TDF (Two Degrees of Freedom) Structure 
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.... : ~ ~ ; . :~  ~ ~ ' , , : ! i  

F i g .  17.  Bounds  on M = IT(jw)[ 

F and G are to be chosen. I t  is highly desirable to be able to  pick one a t  
a t ime,  easily done by considering the  variation in log ITI. Thus ,  

A log IT(j~')I = AIL(jw)/(1 + L(jw) l  (50) 

thereby  e l imina t ing  F .  T h e  purpose  of G in L = PG is to ensure  t h a t  the  
var ia t ion 6(co) = b(a~) - a(w), allowed in M(w) = IT(jw)l in Fig. 17, is not  
exceeded a t  each aJ, so it is wor th  mak ing  a plot  of  5(w), in Fig. 18. 
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2.$ 3 3.$ , F i g .  18.  6(w) = b(w)  - a ( w )  

T h e  Loga r i t hmic  Complex  P lane  (Nichols chart ,  Fig. 19) is a highly t rans-  
parent ,  excellent  m e d i m n  for visualizing the design p rocedu re  for the  above  
purpose.  I t  consists of loci of cons tan t  M = ITI, and Arg(T) in the  logar i th-  
mic L plane:  Angle(L) in degrees,  Magnitude(L) in db (20 lOgl0 ILl). Arg(T) 
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is not needed. I t  is easy to see tha t  in certain regions, very large changes in 
L cause very little change in M.  For example,  let ILl range from 15 to 75 db 
(factor of 1000 arithmetic) and Angle(L) from - 9 0  to -270;  the resulting 
max imum change in M is only - 2  db. The  designer soon obtains in t imate  
understanding of the relations between L and variation of M.  

U - 1 3  

-18o .1~o -14o - I ~  41~ �9 -8o -1~ 4 0  

Fig. 19. Nichols Chart 

4.1 S T E P  1: P l a n t  T e m p l a t e s  (P )  a n d  L o o p  T e m p l a t e s  (L = P G )  

Display the Plant  Uncertainty on the Nichols Chart .  For example,  P ( s )  = 
{k/(As 2 + Bs + C),k E [1,4], A E [1,4], B E [--2,2], C E [1,6.25]}. 

Detailed design is done in the frequency domain. At each co, P(jw) is a 
complex number.  Because of plant  uncertainty,  there is a set of plants,  so at 
each co, we get a set of complex numbers,  which we call the plant template 
P(jw) .  For example,  at co -- 3tad/s, the plant  template  is given by the set of 
complex numbers  shown in Fig. 20: P ( j 3 )  = { k / ( - 9 A  + jab  + C),k E [1,4], 
A E [1,4], B E [ -2 ,2] ,  C E [1,6.25]}. 

Fig. 18 allows variation 5(3) = 15.3 db. in M(3) = IT(j3)I.  Find the 
bounds on L( j3)  to assure this. Since L = PG varies with P,  it is convenient 
to choose a nominal  PN, giving a nominal  LN = PNG, for this purpose. 
Values used here for nominal plant are: k = 1, A = 4, B = 2, C = 6.25, so 
1/PN = 4s 2 + 2s + 6.25, for s = j3.  

The nominal PN (which corresponds to the nominal LN = PNG value), is 
marked N in Fig. 20. Note tha t  the templa te  of L = P G ,  is isometric to the 
template  of P:  The  template  L(jco) is obtained by shifting the plant  t empla te  
P(jco), by Angle(G(jco)) horizontally, by IG(jco)I vertically. Its shape and size 
is the same as the plant templa te  P.  
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Plant template at w = 

4.2 S T E P  2: B o u n d s  o n  t h e  N o m i n a l  LN(jw) 

The nominal loop LN(jw) is our design tool. By making it sufficiently large, 
a huge plant templa te  can be forced into a very small T ( jw)  template ,  i.e 
the loop transmission is the means by which large plant uncer ta inty can be 
translated into small system transfer  function uncertainty. But  large L is 
expensive (Sec. 5), so we seek the smallest possible LN which satisfies the 
specifications. Simply manipulate  the plant = loop templa te  on the Nichols 
chart,  until (at any fixed angle), the min imum [LNI is found which satisfies the 
specs. It  is seen tha t  this ILglmin is a function of Angle(Ly). The resulting 
curve is called the Bound B(fiv) on LN(fiv). B(vJ) for w = .1, .55, 1, 2, 3, 
5, 10, 50 are shown in the Nichols Char t  of Fig. 23. Of course, the computer  
can be programmed to find the bounds.  I t  is a good idea for the novice to 
do a few by hand. We indicate one possible procedure by finding. A point on 
B(3), whose templa te  is shown in Fig. 20, and for which 5(3) = 15.3 db in 
Fig. 18. 

A point on B(3): Pick any value of angle for the bound on LN(j3), say 
--20. Set the point N of the templa te  at - 2 0 ,  at location Trial 1 in Fig. 
21. Check the M loci and thereby ascertain tha t  the variation is from - 8  
db to - 4 0  db = 32 db, which great ly exceeds the allowed 15.3 db variat ion 
of Fig. 18. So for Trial 2, we move the L Template  much higher, as shown. 
Now the M variat ion is from 0.08 db to - 2 . 9  db = - 3  db, much less than  
the permit ted 15.3 db. In the Trial 3, the variation in M is from -15 .3  to 
.1, very close to tha t  permit ted,  which we use: Point N of Trial 3, in the 
Nichols chart, is a point on B(3). Thus,  if Angle(LN(j3)) = - 2 0  degrees, 
then ILN(j3)I must  be on or above this point N.  We next t ry  a different 
angle for LN(j3), say - 5 0  degrees, and repeat  the above search, to find the 
minimum ]LN(j3) I at angle of --50 degrees. 
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Fig. 21. Locating a point on B(3) 

Some plant templates P(jco) are shown in Fig. 22. For co = 2 it is semi- 
infinite in magnitude and is 360 wide, typical of a plant whose poles wander 
from left-half plane into right half-plane, crossing the imaginary axis. At 
co = 0.2, P( j0 .2)  has two separate parts. 

4.3 S T E P  3: T h e  U n i v e r s a l  H i g h - F r e q u e n c y  B o u n d  UH(COB) 

For co >_ 100, the templates P ( jw)  are almost vertical lines, because P(s) is 
close to k / s  2 at such large s, so P uncertainty is closely that  of k only. In this 
frequency range the allowed M variation is larger than the plant uncertainty. 
It is in fact essential that  this be so at large enough co, otherwise L(jco) is 
not allowed to --+ O(-oodb) as co --+ oc. In fact, Bode (the Feedback Amplifier 
pioneer), proved long ago, that  on the average (over the arithmetic co range), 
the feedback benefit (,sensitivity reduction in db),is zero in any practical feed- 
back system (one whose L has an excess of poles over" zeros > 2). This means 
that  if sensitivity reduction is obtained in one frequency range, it must be 
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on LN 

balanced by some other range, in which the sensitivity > 1, i.e. worse than  
in an open loop system. In the Two Degrees of Freedom (TDF) system (Sec. 
2), we have at least control of the frequency range in which IS[ > 1. We can 
postpone it to high enough frequency, in which it is of no mat te r ,  because 
IT(jc~)l is so small there. Say it is from - 3 0  db to - 7 6  db (46 db range),  
even though the plant uncertainty is only 40 db. The  equivalent in the t ime 
domain is tha t  at small t the step response of the plant can vary, say between 
10 -6 and 10 - 4  due to plant uncertainty. But  fbr the closed loop system, the 
variation is twice as much, say between .5 x 10 7 and 10 -~. However, in the 
One Degree of Freedom (ODF) system, we have seen (Pig. 2), tha t  we have 
no control over the frequency range where ISens.[ > 1. It  is determined by 
the system transfer function, and tends to occur in a significant frequency 
range. 
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But sensitivity to the plant is not the only mat ter  of concern. There  is 
also the effect of disturbances D, say entering at u in Fig. 1, the plant input, 
giving system output  DP/(1 + L), which is precisely DP multiplied by the 
sensitivity, which may be too large to bear; certainly so if the disturbance is 
at the plant output  in Fig. 1, for it is then D/(I+L) .  We have been assuming 
that  here disturbances are not the major  problem (see Sec. 7), where they are 
assumed to be the major problem). But we see that  they cannot be totally 
ignored. We must therefore add an additional constraint in this "higher" 
frequency range, which we can recognize by the specifications allowing us 
to have LN increasingly approach - 1 ,  where the sensitivity S = 1/(1 + L) 
becomes very large. This new constraint, is called the 7 constraint. 

~/ c o n s t r a i n t :  ]L/(1 + L)I < "/ Typical 7 value is 2.3 db, corresponding 
to a damping factor of 0.707 for a second order system. A more conservative 
constraint is tha t  ISI = I1/(1 + L)J be less than a chosen 7 value. At high 
enough frequency, the 7 constraint dominates and determines the bounds on 
nominal LN. The combination of the 3' constraint, and the fact that  in the 
higher range the plant template is a fixed vertical line (because P approach 
k/s n, so there is only the uncertainty of k), leads to universal high frequency 
bound (UHcuB): find the 7 magnitude locus in the Nichols Chart,  i.e. the locus 
for which IL/(I+L)I -- 7, for example, in Fig. 24, the locus L K J U V X W '  for 
7 = 2.3 db. Project  this locus downward by the amount  of the k uncertainty, 
which is the length of the verlical line XX' .  This gives the entire UHcoB 
as L K J W ' H W X V U O L  (proof is left to the reader). Par t  of this Universal 
Boundary is shown in Fig. 23, for our present problem. Some prefer to use 
the sensitivity function rSf = I1/(1 + L)I < 7 as the 3' constraint. 

4.4 S T E P  4: F i n d  LN(jw)  w h i c h  Sa t i s f ies  i ts  B o u n d s  B(w) 

Computer  programs have been writ ten for this purpose. But it is a good idea 
for the beginner to do a few problems by hand. We only present the results 
here for this example. There was chosen (Figs. 25-26) 

9.5 x 8.5 x 2802 s + 14 
LN(S) = 14 s(s + 8.5)(s 2 + 1.2 x 280s + 2802) 

(51) 

The other Li shown in Figs. 26 were chosen later (Sec. 5) to illustrate 
the Cost of Feedback, which we will discuss later. All of them satisfy the 
bounds of Fig. 23, but  they differ considerably in complexity of the resulting 
loop compensator G, and in the associated Cost of Feedback, which is a very 
important  practical concept to be discussed in Section E. 
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Fig. 25. Bode plots of LN 

4.5 D e s i g n  of  F e e d b a c k  C o n t r o l l e r  G ( s )  a n d  P r e f i l t e r  F ( s )  

G(s) = LN(s)/PN(S) is available from LN, giving 

9.5 x 8.5 x 2802 (s + 14)(4s 2 + 2s + 6.25) 

G(s) = 14 s(s + 8.5)(s 2 + 1.2 x 280s + 2802 ) 
(52) 

which has an excess of one pole over zeros. Thus, we have chosen G, (as- 
sociated with LN = PNG), but this is only one of the two degrees of free- 
dora . G has been chosen to assure that  the allowed variation in IT(jco)l, 
Mmaz - Mmm = 5(w) of Fig. 18, is satisfied for all co. But this is insufficient. 
For example, suppose that  at some cox, the specification dictate Mmax = 2 
db, M~i,~ = - 5  db, giving d(a&) = 7 db, and suppose that  G(jco~) is such 
that at this frequency, Mmax = - 3  db, Mmm = - 9  db, with variation of 
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Fig .  26. Other designs to i l lustrate Cost of Feedback 

6 < 7 db.  Even  t h o u g h  the  va r i a t ion  spec i f ica t ion  has  been  sat isf ied,  the  M 
speci f ica t ion  has  not  been  sat isf ied.  Since IT I = IFIM, t he  func t ion  of F is to  
fit the  ac tua l  O K  va r i a t ion  ins ide  the  M speci f ica t ion.  Th i s  is ach ieved  here  
by  ass igning  b o u n d s  on JF(jWx)l: m i n i m u m  value = 4 d b  = - 5  - ( - 9 )  db,  
m a x i m u m  value = 5 db  = 2 - ( - 3 )  db.  Note  t h a t  th is  free r ange  for IFI of 
5 - 4 = 1 db  is p rec ise ly  the  a m o u n t  of overdes ign  of  G(jcox)', which gave a 
va r i a t ion  of 6 db,  when 7 db  va r i a t i on  was a l lowed by  the  speci f ica t ions .  

In th is  example ,  us ing LN, a few of the  resu l t ing  b o u n d s  of  IF(jco)t were 
co = 0.1 : - . 4  to  .4; c~ = .5 : - 2 . 3  to  1.4; co = 1 : - 3 . 6  to  .9; co = 2 : - 9 . 2  to 
- . 3 ;  co = 5 : - 2 5  to  - 4 .  Th is  pa i r  of bounds  on IF(jco)l, is shown in Fig.  27. 
F(s) = 21 (s+3)(~+7) is a s imple  func t ion  which satisfies these  bounds .  

J f  I 

0 ~ ~ ~ Upper I~:~r~ on IF(leo )1 

"1. I1, \ RPS(=._...~) 

DB Lower Bour~ on IF(~ )1 

- 5 ~  

-1( 

F ( s ) = ~  

Fig. 27. Bounds 
IF(jco)I 

o n  

4.6 S i m u l a t i o n s  

Step  responses  for over 300 cases were checked.  T h e y  all  sa t i s f ied  the  spec-  
if ications.  Note  t h a t  the  p l an t  is uns t ab l e  over  p a r t  of  i ts  p a r a m e t e r  range.  
This  has  no effect on pe r fo rmance .  Fig.  28-a shows uni t  s t ep  responses  for 81 
uns t ab le  cases,  Fig.  28-b for 81 s t ab le  cases,  Fig.  28-c for 27 cases  of a pa i r  
of p l an t  poles  on i m a g i n a r y  axis.  T h e y  are  ind i s t ingu i shab le .  I t  is i n t e re s t ing  
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to see the mechanism whereby the system is stable for both  the unstable and 
stable plant cases. Fig. 29 shows the Nyquist  encirclements which prevail 
for the 3 plant cases of: (a)unstable P(s) with two right half plane poles, 
(b)stable P(s ) ,  and (c)pair of poles on imaginary axis (giving semi-infinite 
plant template) .  

Fig. 28. Step responses 
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Fig. 29. Nyquist Plots 

Figs. 30-a,b,c shows simulations of the same 3 classes of L(j(w) on the 
Nichols Chart.  Fig. 31-a presents the system output  due to unit disturbances 
entering directly at the system output ,  so output  y(0) = d(0), because no 



Fundamentals of Nonlinear QFT 101 

practical feedback can be instantaneous, as it would require infinite loop 
bandwidth. The larger the loop bandwidth, the faster the feedback acts to 
at tenuate the disturbance. Fig. 31-b presents the effect of unit step d entering 
at the plant input. Note its small scale. In this TD F  structure of Fig. 16, 
the available feedback benefits are: (1)to decrease the sensitivity of tracking 
response to plant uncertainty, and (2)attenuation of disturbances entering 
the plant. Both of these benefits are entirely determined by the single L(s ) ,  

so cannot be realized independently. One or the other may dominate at any co 
value. So, both problems should be quantitatively considered. We will present 
QFT Disturbance Attenuation in Sec. 7; only note here tha t  it is fairly simple 
when done in co domain. 

5 Cost of Feedback: Sensor Noise  Effect, Loop 
Bandwidth ,  w cut-off 

The tremendous reduction of the effect of plant uncertainty, achievable by 
large L N ,  may tempt  the designer to be extravagant in choosing L N .  But 
there is a price to pay. In Fig. 32, consider the effect of sensor (at plant 
output)  noise N ,  at plant input Un. Although noise is a random process, we 
can treat  it adequately for our purpose as a deterministic signal. The effect 
is 

Un G G G 1 
T n -  N - l + L ~ L - P G  - P (53) 

in range in which ILl >> 1. So in this co range, we have no control over Tn. 
This is generally the low frequency range contained within the bandwidth of 
T(jco).  It is not the co range of importance for this sensor noise problem. 

The problem is in the co range in which ILl is small, so 1 + L  ~ 1, for then 

L 
T~ ~ G = ~ (54) 

In this range, the sensor noise is amplified by the amount  in which ]LI > 
IPI. Both L and P tend to be small in this range, but  G = L / P  tends to 
be large. We illustrate the importance of the Sensor Noise Amplification by 
means of various design examples. 

Fig. 33 presents the results of 4 different designs for the same problem, 
satisfying the same bounds. G1 has one zero, one pole (1,1) -impractical. G2 = 
(1, 2). G3 = (5, 8). Gc = (12, 15). Which is the bet ter  design? If complexity of 
G is the only criterion, then G2 is the best design. But  over nearly all of the 
frequency range shown in Fig. 33, the sensor noise is highly amplified, with 
maximum amplification of 130 db (arithmetic 106'4, over a million). To find 
rms effect of the sensor noise, if it is white and Gaussian, this must be squared, 
and integrated over the ari thmetic  co range, and its square root taken. The 
result is enormous. The design would be impractical, unless the sensor noise 
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Fig.  30. Nichols plots 

is very small. By add ing  4 more zeros, and  6 more  poles to L, one ob ta ins  the 
very much smaller  G3, whose m a x i m u m  ar i thmet ic  value is ~ 103, a very great  
improvemen t  over G2, in te rms of sensor noise effect. If we use the  much more  
complex conditionally stable design with add i t iona l  7 zeros and  7 poles, there 

is much more  sensor noise reduct ion ,  m a x i m u m  < 30, and  over f requency 

range  of 100 r ad / s ,  ins tead  of 10,000 rad / s .  The  difference is enormous .  So the 



Fkmdamentals of Nonlinear QFT 103 

t ~ ~ ~ 2 -  . . . .  

r  ; ] 

~ t m  
! 
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input 

answer to the question "which is the bet ter  design?" is, " tha t  it depends on 
the sensor noise". QFT is very t ransparent  and highly visible, in this tradeoff 
available to the designer between compensator complexity and sensor noise 
effect. 

Fig. 33. Comparison of more 
economic but more complex 
designs 

Fig. 34 ( [16], p. 188) presents another example, involving the X15, first 
explorer of upper space, in which the speed could vary between mach 0.1 
and mach 6, and alti tude from ground to 100,000 feet. The uncertainty is 
60 db (1000) over the entire frequency range. The design is quite complex. 
In the first QFT design G1 has 2 zeros, 5 poles. In the second G2 has 7 
zeros, 10 poles. The third and most economical design with respect to sensor 
noise effect has G3 with only 3 zeros, 6 poles, but this is due to use of 
scheduling, explained as follows: The factors causing the plant uncertainty 
can be measured by air da ta  measurements which can be related to the 
plant parameters,  and much of their variation cancelled by adjustments of a 
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scheduling compensator. This was used here to eliminate some of the plant 
uncertainty, and makes the feedback design much more economical in loop 
bandwidth requirements. However, the US Air Force and NASA were then 
caught up in the adaptive fad (in fact its principal promoters),  and would not 
exploit this well known tool. in order to demonstrate  the power of Adaptive 
systems, which was a great failure. 

Fig. 34. X-15 designs 

Finally, we return to Fig. 35, in which the Trade-Off between design com- 
plexity and sensor noise effect is again displayed. The first design LN has 1 
zero, 4 poles; LN2 has 4 zeros, 7 poles; LN3 has 5 zeros, 9 poles; and LN4 has 
5 zeros, 11 poles. 

.RPS((o ) 

Fig. 35. Trade-off between design complexity and bandwidth economy 

5.1 G r a p h i c a l  D d i s p l a y  o f  t h e  S e n s o r  N o i s e  Ef fec t .  L o o p  
B a n d w i d t h  a n d  c u t - o f f  F r e q u e n c y  

A second important  cost of feedback, is its bandwidth multiplication effect, 
which is illustrated by the above LTI problem of Figs. 16-31. We use here 
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the concept of bandwidth to indicate the w range over which the function is 
effective, and over which we must be certain tha t  it t ruly has its theoretical 
value. If we use the - 5  db point, then from Fig. 17, the bandwidth range is 
from 0 to ~ 8 rad/s .  One is not much concerned with the behavior of a system 
a few octaves past its bandwidth, if we know it is decreasing in magnitude. 

Let us now consider the "bandwidth" of the loop transmission L, which is 
the basic function which controls the system sensitivity to plant uncertainty. 
Over what frequency range must we be certain of the validity of our theoretic 
paper design value of L? For we must not forget the fragility of theoretical 
models. A resistor R is the model of a piece of metal wire, but  at high 
enough frequency, its model becomes more complex, eventually the partial 
differential equations of Maxwell must be used. We might happily concentrate 
on mathematical  optimization, leading us to operate at high frequencies at 
which the presumed model R is far from valid. 

To answer this vital question, we should first seek the optimum L function, 
in order to be fair. The optimum is defined as follows (Quantitat ive Feedback 
Design has led us to bounds on LN, the nominal loop function): suppose we 
choose a specific excess eL of poles over zeros for LN = PNG, eL --= ep 4- eG, 
the excess of poles over zeros of the plant P and of the compensator G. 
The value of ca  should at least be 1, because any practical transfer function 
must go to zero at infinity. Trade-off considerations between complexity of 
G and sensor noise effect (previously discussed) determine our choice of eG. 
The larger its value, the smaller the sensor noise effect. Assume ea  has been 
accordingly chosen, giving eL. Hence, at high enough w, LN(S) --+ k/S eL at 
large s. 

Lopt, the optimum LN, is defined as that  which satisfies the Bounds on LN 
with minimum value of k. It has been shown ( [16], Sec. 10.5), tha t  for a large 
class of bounds, Lopt lies on its Bounds at all w values, tha t  such a n  Lop t exists 
(if necessary, only in the limit), and is unique. This information is valuable to 
the designer, as it tells him what to aim for, and how far he is from opt imum 
design. Furthermore,  thanks to the Hilbert-Bode integrals relating magnitude 
and phase of analytic functions, the designer can at any point in his Loop 
Shaping, find the improvement possible by further sharpening of his design, 
and judge whether is worth the effort and the resulting greater Compensator  
(G) complexity. As deduced by QFT,  the typical form of ILopt(jw)l vs w, in 
the crucial high frequency range (which is the important  range for cost of 
feedback), is shown in Fig. 36 as ILl. 

It is encouraging that  H. W. Bode [11], the Master o/Feedback Ampli- 
fier theory, who was deeply concerned with the loop bandwidth and cut-off 
Frequency problem, has the same high co characteristic. This figure is very 
revealing. The crossover frequency coc, is defined as that  at which ILI is zero 
db, so cuts the horizontal log co axis. For (approximately) co > c~c, the sensor 
noise is amplified at all frequencies for which ILoptl > IPI, so we have labeled 
this region 'cost of feedback'. The cut-off frequency (coc~t) is defined as the 
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last corner (or break) frequency of Lopt(jco). Its  great  impor tance  lies in tha t  
design effort can be relaxed for co > cocut. We need not pay much at tent ion 
to L for co > cocut, just  as we need not pay at tent ion to T(jco) beyond its 
bandwidth,  if we know their magnitudes are decreasing thereafter .  The great 
importance of cocut lies in that we must be sure of the numbers upon which our 
paper design is based, and upon which practical hardware design with all its 
trouble and expense will be built, at least up to wcut, and preferably for several 
octaves beyond it. It  is easy to be careless and optimistic when one consid- 
ers the great sensitivity reduction and disturbance a t tenuat ion  achievable by 
feedback, tha t  one forgets the high price tha t  must  be paid for its benefits. 
In Fig. 36, note the typical, often huge difference between cot (bandwidth of 
T), and coc~t. In an open-loop (no feedback) design, the designer need concern 
himself only for a few octaves beyond coT. In a demanding feedback design, 
it is best he does so for a few octaves beyond coc~t. The latter may be several 
decades larger, say 1000 Hertz for cocut, instead of 10 Hertz for coT. Modern 
Control theory has been notoriously indifferent to this vitally impor~tant Cost 
of Feedback (see specially p. 290 of [20]). 

dB 

- I 

S t \ \t 
= SENS. ~ \ !  

\ 
Fig. 36. Sensitivity function is very insensitive to cost of feedback 

The following might  be worth pursuing. Consider the impor tan t  factors 
and ratios involved in the cost and benefits of feedback: such as: (1)the ratio 
of amount  of plant uncertainty U ( P ) ,  which can vary great ly vs. co, (2)the 
permissible uncertainty in closed-loop response, possibly the Mlowed variat ion 
in the lat ter 's  bandwidth U(T) .  Another  factor: the rat io coopt to coT, as 
discussed in last paragraph.  It  would be valuable to the designer, if such a 
universal ratio could be found between benefits and costs. There  do exist 
many Quant i ta t ive  Feedback Designs, whose da ta  could be used for such an 
investigation. But  we should warn the potential  investigator,  tha t  he should 
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first learn OFT thoroughly, in order to obtain deep understanding of the 
trade-offs in the Feedback Control Problem. 

5.2 The  Sensit ivi ty  Funct ion (Design Tool  of  Hoo) is Highly  
Insensit ive to Cost of  Feedback 

It is interesting that Bode [11] invented the sensitivity function, which is 
1/(I  + L) in SISO systems, and derived for it some important theorems, such 
as the Equality of Positive and Negative Feedback Areas (i.e. in practical feed- 
back systems, there is zero average feedback benefit, Fig. 2). However, as a 
design tool, he used exclusively the loop transmission L, because that is what 
must be actually built in practice, and because it directly gives the cost of 
feedback in terms of the highly important cut-off frequency wc~t. Both Classi- 
cal Feedback Control theory, and Modern Control theory (State Space, LQR, 
Observers) which followed, ignored the uncertainty and sensitivity problem. 

In the early 1980s, there emerged Ho~, which was a significant positive 
advance in Modern Control theory, because it did seriously concern itself 
with the sensitivity of the feedback system to plant uncertainty. However, 
it used the sensitivity function, 1/(1 + L), as its principal design tool, and 
continues to do. It would not have done so, if it had paid any attention to 
the cost of feedback, because the sensitivity function is highly insensitive 
to the cost of feedback, so is an exceedingly poor tool for its minimization. 
In fact Ho~ designs (including at least one which received a Best Practical 
Paper Award from the IEEE Control Society) tend to have infinite cost of 
feedback. The poor insensitivity of the sensitivity function is seen as follows: 
In Fig. 36, note that in the frequency region with high cost of feedback, ILl 
is very small, so 1 + L is very insensitive to L. Thus, suppose we have a 
choice of ILl = .05, or .005 (with IPI less than either, as is very often so 
in practical design. This makes a big difference (factor of 10) in the sensor 
noise effect at that frequency, so the designer using L as the synthesis tool 
(Bode, QFT) recognizes its importance. He can't miss it. But the difference 
for the sensitivity function between these choices is at most only between 
111.05 and 111.005, approximately 4.5% (hardly noticeable in the sensitivity 
locus in Fig. 36), instead 1000% for QFT. 

Most of the more recent Control techniques (H~, Fuzzy design, neural 
networks) continue to ignore the cost of feedback. This is unfortunate for 
the advancement of genuine (Quantitative) Feedback theory. The reason is 
that awareness of the high cost of feedback, would motivate study of ways of 
decreasing the cost. Such awareness has inspired QFT to develop practical 
Quantitative design techniques for Multiloop Systems, which often permit 
fantastic reduction in sensor noise effect, at the price of additional sensors. 
It has led QFT, for the same purpose of cost of feedback reduction, to a 
special nonlinear device (First Order Reset Element-FORE), to Oscillating 
Adaptive systems (used by Minn. Honeywell for the X15, but unaccompanied 



108 I. Horowitz and A. Bafios 

by any Quantitative Design theory),  and to other cost of feedback reduction 
techniques. 

6 S t a b i l i t y  o f  Q F T  N o n l i n e a r  S y n t h e s i s  T e c h n i q u e  

The robust stability of feedback systems is a hard problem even for the case of 
(finite dimensional) linear time-invariant systems, where there are no known 
tests for the general case ( [20], [10]). As it can be expected, for the nonlinear 
case the situation is still more complicated. Here we consider two approches: i) 
the adaptat ion of classical absolute stability results to Q F T  synthesis ([2,7]), 
and ii) the use of an equivalent disturbance method ([6]). 

Adaptation o f  a b s o l u t e  s t a b i l i t y  r e s u l t s  Consider a Lur 'e- type non- 
linear feedback system, Fig. 37, given by the feedback interconnection of a 
linear uncertain system H(s) ,  including the feedback compensator G, and a 
nonlinear system N satisfying a sector condition. Since the goal is to obtain 
frequency domain restrictions for G, there exists a clear connection with the 
classical absolute stability work (see for example [30] for a clear exposition 
of the absolute stability problem). Closed-loop stability is defined as I /O  sta- 
bility from any input entering additively to the feedback system to the rest 
of signals. Our sense of I /O stability is finite gain L2 stability. More formally, 
a mapping H : L2,e -4 L2,e is finite gain L2 stable if for every input x E L2, 
the output y = H x  e L2 and, in addition, IlYlI2 < allxll2 + ]~ for some finite 
constants c~, r 

Fig. 37. The Lur'e type nonlineax system: G is the feedback compensator, Pi, 
i = 1, .., 4 are (possibly uncertain) LTI blocks of the plant, and N is the nonlinear 
block of the plant 

The nonlinear plant is supposed to be given by (possibly uncertain) linear 
and nonlinear subsystems, where, in addition, the nonlinear subsystem satis- 
fied a sector condition. For the sake of completness some definitions follows. 
Suppose a mapping 4~ : R+ x R -~ R, and a,b E R being a < b, then @ E 
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Conic Sector [a, b] or simply q5 E sector[a, b] if i) ~(t,  0) = 0, Vt E R, and ii) 
a < qS(t, x ) /x  _< b, Vx r 0, t E R ; let D[a, b] be the disk in the complex plane 
which is centred on the real axis and whose circumference passes through the 
two points - 1 / a  and -1/b.  

In the following, the adaptat ion of the Circle Criterion is given to cope 
with plant uncertainty. It will be referred to as the robust Circle Criterion. 
Related work about  robust absolute stability can be found in [8] and refer- 
ences therein. Most of the material of this Section is taken from [2], where 
in addition some other criteria such as the Popov Criterion are also explored. 
Only the SISO case is considered here. For extensions of this work to the 
multivariable case see [7]. Conditions given by the robust Circle Criterion 
take a rather simple form, given as a set of linear inequalities from which 
a set of boundaries can be computed using, for example, the ideas given in 
[12]. 

If the nonlinear plant P of Fig. 1 is given by a combination of series, par- 
allel or feedback interconnections of linear and nonlinear blocks, closed loop 
system stability can be always inferred from the stability of the equivalent 
Lur'e system of Fig. 37, where the linear subsystem is a Linear Fractional 
Transformation (LFT) of the compensator G, tha t  is 

P2(s)G(s)P4(s) 
H(s)  = P l ( s )  + 1 + P3 ( s )G( s )  (55) 

However, since all transfer functions are scalar, after simple manipulations 
the linear part  H reduces to 

H(s)  = PI(S)  + P2(s)G(s) (56) 
1 + Pa(s)G(s) 

where P2 replaces P 1 P a  + P 2 P 4 .  Here the nonlinear part  is supposed to be 
contained in a sector, N E sector[a, hi, while the linear systems Pi ,  i = 1,2, 3, 
are in general uncertain and represented as sets of transfer functions Pi(s), 
respectively. As a result, H will be also uncertain in general. Thus (54) and 
(55) must be read as the definition of a set of transfer functions, for all the 
possible combinations of elements Pi C Pi,  i =1,2,3. 

Without  further restrictions, the derivation of conditions on G for feed- 
back system stability is still a difficult problem. Note that  in general H does 
not need to be stable for the nonlinear feedback system to be stable. For ob- 
taining a robust Circle Criterion in this case, a natural  restriction would be 
that  the number of unstable poles of H be an invariant for all the values of the 
uncertain linear components Pi, i = 1, 2, 3. Now, since G may appears as a 
feedback loop around the linear components of the plant, this number can be 
theoretically fixed by the designer. In other situations, if G does not appear 
in the feedback loop, that  is Pa = 0, the number of unstable poles of H is 
more influenced by the linear dynamic of the plant. This is a more tractable 
case, and can be t reated separately [2]. However, in the more general case, 
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it is not clear what conditions must satisfy G in order tha t  H = LFT(G) 
have a predetermined and fixed number of unstable poles for any value of the 
uncertain systems Pi, i = 1, 2, 3. Even more, it is not clear which number of 
unstable poles would give the less conservative condition for the compensator 
G. The solution adopted here has been to consider H stable, which gives a 
first set of conditions for G, and then use the Circle Criterion adapted to this 
case, for coping with the uncertainty. 

Robust Circle Criterion: Consider the feedback system of Fig. 37, where 
N C sector[a, b], and Pi  are uncertain linear systems with single-connected 
templates, for i = 1, 2, 3. Let G be such that  H is stable for any Pi C Pi ,  i 
= 1,2,3. Then the feedback system is stable (L2 stable with finite gain), if some 
of the following conditions, as appropriate, are satisfied (the jw argument is 
dropped by symplicity): 

(1) ab > 0: The Nichols diagram of G does not intersect, for any w > 0, 
the NC region defined by 

(arg(G),lGl)eNC I+-P-~ >_r, V P i e P i , i = l - 3  (57) 

where c is the center and r is the radii of the disk D[a, b]. In addition, there 
is no net crossings of the nominal Ho(jw) with the ray - 1 8 0  x [(1/a)db, oc) 
in the case 0 < a < b, or with 0 x [(1/b)d5, oc) in the case a < b < 0. 

(2) 0 = a < b: for any frequency w > 0 the Nichols diagram of G(s) is out 
of the NC region defined by 

{(arg(G)'IGI)CNC Re{ PI+P2G}I+P3G - > - b ' l V P i E P i ' i = l - 3 }  (58) 

(3) a < 0 < b: for any frequency w > 0 the Nichols diagram of G(s) is out 
of the NC region defined by 

{(arg(a),lal) e NC IPI + P2a c } I + P a G  <_r, V P i ~ P i , i = l - 3  (59) 

where c is the center and r is the radii of the disk D[a, b]. 
In the three above Cases, application of Circle Criterion results in two sets 

of conditions: i) a stability linear condition, H(s) must be stable, that  may 
be solved by using linear QFT,  given as result a set of boundaries on G(s), 
and ii) a restriction over G(s) given by Eq. (2.3), (2.4) or (2.5) depending 
on the case. This last condition is a rather straigthforward adaptat ion of 
Circle Criterion to cope with uncertainty. The good news is tha t  it can be 
t reated as a new boundary, using standard algorithms previously used in 
QFT,  the procedure given in [12] is just one possibility. Next Section gives 
an illustrative example. 

Example: The nonlinear system in this example (Fig. 38) is borrowed from 
Example 1 in [27] and has been also developed in [2]. 
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Use  o f  e q u i v a l e n t  d i s t u r b a n c e  m e t h o d  Our objective here is to add a 
stability guarantee to the QFT  nonlinear P e  technique, by means of an equiv- 
alent disturbance method. We concentrate on the effect of bounded changes 
in the command inputs. In order to accommodate  an almost universal class 
of deviations, they are formulated as signals with assigned bounds on deriva- 
tives from zero order to order n - 1 , where n is the order (highest derivative) 
of the nonlinear differential equations in W (it is assumed the order is the 
same for all its members, although some deviation in order may be possible 
([16], Sec. 7.8). Bounds of the same form, are assigned on the derivatives of 
the deviations in the command inputs. Denote this as Quantitative Stability 
Bounds. 

Using the "Nonlinear Equivalent Disturbance Technique" (Sec. 3.3), we 
shall show how the Nonlinear Pequiv. Method of Sec. 2, needs only slight 
modification, in order to achieve Quanti tat ive Stability Bounds, at the same 
time that  it does its primary task of acceptable signal tracking. 

In Fig. 40-a, let y = Y0 be the output  due to command input to, and in 
Fig. 40-b, y -- y o + A  the output  due to r0+5( r ) ,  c = 5(r) : Uo+5 = G[F(ro+ 
c) - (Y0 + A)]. Also, u0 = G[Fro - Y0]. Subtracting gives 5 = G [ F c  - A]. 
Also, Y0 = W(uo), Yo + A = W(uo + 5). Combining all of these, gives Fig. 
40-c, with nonlinear plant Wx : A = W(uo + 5) - W(uo).  For example, if 

dy 
W : -d-[ + Ay3 = ku (66) 

then 

dA 
Wx : ~ + A(3y~A + 3yo A2 + A 3) = k5 (67) 

ro G Uo W o_ o ~  
a ) - -  / 

-1 

G 8 

c) -! 

G 

ro +8(0 \  o w /  
c=~(r) " ,  ~ / 

b) -1 

c ~ ~i'%= ~jv" 

d) -1 

Fig. 40. Derivation of equivalent system for perturbed command input 

Next step is to use the QFT Equivalent disturbance technique of Sec. 3.3, 
to let 5 = 51 + 52, with k51 = d(A) /d t ,  and so replace the Wx nonlinear Plant  
relating (5, A), by its equivalent LTI plant of Fig. 40-d, with P = {k / s} ,  plus 
plant disturbance de = -52 /k .  Fig. 40-d is an LTI Structure. Is it stable? 
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degree of robustness in the design. If L0(j~) satisfies these restrictions (the- 
oretically for every frequency), then H(s) is stable for any combination of 
plant parameters. 

The second stability condition imposed by the Robust Circle Criterion, 
given by (57), is a bit more involved. However, the computation of these 
boundaries can be done by using quadratic inequalities similar to those used 
in [12]. Results are shown in 39-b. Finally, the two sets of boundaries need to 
be regrouped to obtain a final worst case boundary. Regrouping boundaries 
of 39-a and 39-b, the final result is given in 39-c. With these boundaries, the 
designer can now shape properly the nominal open loop gain L0 to obtain a 
stable design: Lo(ja~) must be above its boundary for every frequency w. 
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Fig. 39. Stability Boundaries given by application of the robust Circle criterion, at 
frequencies w = 1, 10,100, 1,000, 10000 
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alent disturbance method. We concentrate on the effect of bounded changes 
in the command inputs. In order to accommodate  an almost universal class 
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Next step is to use the QFT Equivalent disturbance technique of Sec. 3.3, 
to let 5 = 51 + 52, with k51 = d(A) /d t ,  and so replace the Wx nonlinear Plant  
relating (5, A), by its equivalent LTI plant of Fig. 40-d, with P = {k / s} ,  plus 
plant disturbance de = -52 /k .  Fig. 40-d is an LTI Structure. Is it stable? 
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The original LTI  equiv, technique of Sec. 2 was used only to obtain OK 
Performance for the R,  W ,  T sets. For the example of (F2) its P e  = k/[s+X],  
with X = A + Lapl.(y3)/Lapl.(y), which is larger and more complex than  
the P of 40-d (for nonlinear plant set W of order n, P would consist of k / s  ~. 
The two sets P ,  Pe  are very closely the same in the high frequency range, 
where both plant templates  approach vertical lines (if no bending modes are 
present), and wherein shaping for stabili ty is the major  design effort. If  we 
add P to Pe  to give Pe,k and do the Sec. 2 design for Pek, then Fig. 40- 
d is definitely stable, because Pk,is  a subset of Pek. The templates  of Pek 
will at most  be larger in the low and possibly mid-frequency range, where 
"free uncertainty" ([16], Sec. 12.3.4) is such tha t  the bounds on the nominal 
loop transmission will hardly be affected. Note tha t  it is very easy, by simply 
looking at the templates  of Pe to see if there is need for the augmentat ion by 
P.  But even if it should be necessary to do this, we can differentiate between 
performance type bounds for the R,  W ,  T triple, to satisfy ~(co) performance 
bounds of Fig. 18, and the G a m m a  Constraint  of Sec. 4. Pek  need be used 
only for the lat ter  bounds, and Be for the Performance bounds. 

But we can do more than just assure Stability for Fig. 40-d. Consider 
the added effort needed to add Quant i ta t ive  Stability to the design effort 
of this Section. Fig. 40-d is LTI, so linear superposit ion may be used. The 
output  A has two components: Ac due to command  c, Ad due to dr. The Z2c 
component  will be closely Lapl.(c)F(s), because of the large bandwidth of 
the L = GP loop of Fig. 40-d. This is expected, because in such large loop 
bandwidth systems, L/(1 + L) is closely unity over the smaller bandwidth 
of F.  Quant i ta t ive Stability requires tha t  we assign bounds on A(i.e. on its 
derivatives from zero to n - 1 order, for plant  order n (here n = 1), just  as 
we assigned similar order bounds on the command  input deviation c. The 
bounds B(A)  on A are preferably of the form AB(c), A > 1. We deduce de 
from the bounds on A, and make sure tha t  the PG loop is "strong" enough, 
so tha t  the sum A = A c + A d and their derivatives to n - 1 have their bounds 
satisfied. 

It  is essential to prove tha t  the above can be done, so tha t  Schauder 's  the- 
orem is applicable. One 's  first inclination might be  to choose ), << 1, because 
of Feedback's ability to a t tenuate  disturbances. However the Ae component ,  
due to command  input e is a tracking component ,  and the larger G is the 
closer it is to F(s)Lapl.(e). But the Ad component  due to de, is a disturbance 
component  which can be at tenuated.  Therefore choose ), > 1, and choose the 
GP loop strong enough to achieve it. 

Hence, the addition of Quant i ta t ive BIBO Stability for R ,  W ,  T problem 
of Sec. 2, needs at most  the addition of set P k  = k/s  n to the Pe  set. There  
is no difference in the high frequency where the major  stabili ty shaping is 
concentrated. The bounds on the output  due to the addition of c, with its 
bounded derivatives from zero to n - 1, can be made very close to those on 
c. The above treatment explains why all our past QFT designs, which totally 
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neglected even Classical Stability considerations, emerged highly "robust" to 
deviations of the command input signals, even to highly different types of 
signals , and to Plant disturbances. 

7 F e e d b a c k  T e c h n i q u e s  f o r  D i s t u r b a n c e  A t t e n u a t i o n  

A major reason for using Feedback is for attenuation of plant disturbances, 
generally assumed inaccessible, as otherwise they might be blocked form en- 
tering the plant. They are also assumed uncertain, otherwise the plant input 
may be programmed to cancel them, without having to measure the plant 
output. The disturbances may act at any or all Di in Fig. 41, and are coun- 
tered by measuring the output  y (which is not the plant output  z if D~ ~ 0), 
and fed back via G and v in Fig. 41. 

TD3 .s 

Fig. 41. Different 
types of disturbances 

The system output due to Di is 

D1 + D2P~ + D3P 
Yv = 1 + G P  (68) 

Arbitrarily large disturbance attenuation can be achieved by having IGPI >> 
1 over the desired w range. So, again it is a matter  of having the loop 
transmission large enough over a large enough w range, with the at tendant  
"cost of feedback." Two kinds of problems are considered. In the first a 
very broad class of disturbances is formulated with specifications directly 
on the tolerable output. In the second, bounds are specified on the trans- 
fer function relating system output  to disturbances, TD, = YD,/Di.  Spec- 
ifications on output due to bounded disturbances. There is a comparatively 
simple design technique for this problem class which comprises all practical 
d(t) : Id(t)l < Do, Id(t)] < O1. The tolerances can be on the maximum out- 
put magnitude y~ or perhaps on its maximum area f o  ]Y(t)ldt" The design 
technique is presented by means of examples. Example 1: In Fig. 41, the dis- 
turbance set D3 = {d3(t) : 1431 < 30,133 < 50}, Dz = D2 = 0. The plant 
is uncertain: P = {P = P1P2 - k b k e [1,5],a e [2,5],b e [1,2]}. s+a s+b 
The specifications are: lYt ~< .5, for all P E P and all d3 E Da. Design: 
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Y(s)  = Da(s)P(~) = Da(s)Td(s). In the t ime domain y(t) = d3(t) * h(t), with 

Td(s) = Lapl.(h(t)) (* indicates convolution). Use graphical convolution to 
study the problem: Suppose d3 is a t runcated  ramp,  da ( - t )  as shown in Fig. 
42-a, and an assumed h(7-). To find y(t t ) ,  pull d3(--T) to the right by t l ,  to 
give d3(tl - T) in Fig. 42-b; multiply it by h(t), which is zero for t < 0, and 
negligible for t > to. The area of this product  is fotl h(z)da(tl  - T ) d T  = y(t l ) .  
Clearly, for h(t) of Fig. 42 with area A, the " m a x i m u m  y(t)" = y~, is obtained 
soonest if d3 has its max imum value of 50 for 0.6 seconds, until d3 reaches its 
max imum of 30. Then y ,  = 30A, which is reached at t = .6 + to in Fig. 42-c. 

Fig. 42. Use of convolution 

However, for h(t) of Fig. 43-a, the "extreme" d3(-~r) is as shown (infinite 
da is assumed to simplify the calculation, at the price of some overdesign), 
and yz = D~(A + B) in Fig. 43-b, Dx = 30. 

Let B = aA,  so Yx = a0A(l+c~). However, H(O) = f o  h(T)dT = A - B  = 
A(1 - c~). Since Yx < 0.5 is required, this means 

H(0) <_ yx(1 - a) (69) 
D~(1 + a )  

is needed, where H = P/(1  + PG) ,-~ l /G(0 )  at s = 0, so 

G(0) _> 60(1 + c~) (70) 
(1 - ~) 
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Fig. 43. Use of convolution 

is required. If  PN(S) = 1 (s+l)(s+2) is the nominal plant,  LN(O) > 30 if 

c~ = 0. We shall allow 1.33 for (1 + ~ ) / ( 1 -  c~), corresponding to 14% overshoot 
in the step response of To3 (s), giving LN(O) ~ 32 db needed, for this p r imary  
performance specification. Of course, stability is necessary (~/ = 3 is used) 
plus stabili ty at the nominal plant. This guarantees stabil i ty for all P .  In a 
more careful design, one relates the 14% allowed overshoot to constraints on 
[Tu3(jw)[. Stability bounds B(w) are needed. This can be done entirely on 
the computer .  Let L = LN(P/PN) = rn(cosO +jsinO)P/PN. Set ]1 + LI 2 = 2 
for 7 = 3 db, solve the quadrat ic  equation for m at given 0,w over set P ,  
giving max(m) and rain(m) which are the bounds on LN for tha t  e value. 
Repeat  over e, etc. The results are shown in Fig. 44 for nominal  k = 1, a = 2, 
b = l .  

Fig. 44. Use of convolution 
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There is not much difference in the B(co) from small to large w values. 
The chosen LN is (Fig. 44) 

80 x 3504 (s + 15) 
LN(S) = 15 (s + 1)(s + 2)(s 2 + 1.2 x 350s + 3502) 2 (71) 

Simulation: results are shown in Figs. 45 for step inputs of 30, d = 30cos(cot), 
co = 2, 5, 18, 30, which all satisfy the specifications. 

6 �9 ' " 0 . 3  ~ * '  0 6  ~ '  

a) b) 

Fig. 45. Simulations 

O t .  u - 0 . 3  ~' 0 . 5  "~' ~" "" 0 - 9  J 

c) 

Disturbances at input to P1 (Fig. 41). Suppose the same disturbances occur 
at the input to P1 in Fig. 41 instead of to P .  The bound on LN(O) is the 
same because P2(0) = 1, so presumably  the same LN(S) of (74) can be 
used. However, the results in Fig. 46 for a step of 30 exhibit considerable 
overshoot, with max.  of 4, even though the final y(oc) < 0.5 as predicted. 
Furthermore,  t h e ' e x t r e m e "  input has the form of d~ in Fig. 43, giving y~ > 4. 
In the notat ion of Fig. 43 and the da ta  of Fig. 46 for 30-step d2, 30A ~ 4, 
30(A-B) ~ o.4, giving B/A = 0.9 in Fig. 43-a. The  design must  be modified 
to secure y ,  = 0.5, which we do for infinite d2,d2 = 30. 

The idea is to use the previous philosophy of relatively fast decrease of 
Lx(jco) of Fig. 44 with the resulting large overshoot  of Fig. 46. From (72) 
for Dx = 30, yx = .5, a = .9 (est imated from Fig. 46), H(0)  .~ 1/1140 is 
needed. Since H(s) = P1/(I+L) with L = GP1P.2, the result is G(0) ~ 1140, 
giving LN(O) ~ 570 (55 db instead of the 32 db of Ex. 1). However, if such a 
design were implemented with poles of LN at  --1, --2 as in Fig. 44, the peak  
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Fig. 46. Disturbances at P1 input 

values would be significantly > .5, even for 30-step inputs. The step-response 
overshoot of TD2 can be decreased if the first negative real axis TD2 pole 
precedes its first zero. This is achieved by 

LN(S) = 562(1 + ~ ) ( 1  + ~ )  (72) 
1 . 2 s  s 2 

(1 + ~)2(1 + ,-~6o)(1 + a-gg6 + ~ )  

with the resulting outputs of Fig. 47. 

ILI$ 

L !  

i 
Fig. 47. Disturbances 
at P1 input 

For Fig. 43 inputs, the peak output  is - .32 .  It is possible to go to the 
extreme of an effectively first order loop with only - 6  db/oc tave  decrease. 
In that  case there is little or no overshoot and LN(O) = 32 db suffices. The 
design 

40 
13s s~ (73)  nN(s) = (1 + 4)(1 + ~ + ~ )  

gives the results shown in Fig. 48. But note the large w cutoff of 12000, 
because of the slow (6 rib/octave) decrease of LN from 30 db to - 3 0  db. 

Disturbances at Plant output. In Fig. 41, YD(S) = 1/(s(1 + L(s)) for 
D1 = 1Is. As s --+ ~ ,  YD --+ 1, SO yd(0) = 1. This is reasonable because D1 
acts instantaneously on the output ,  but  the correcting feedback to v, from ya 
via G,does not. It is convenient to write 

D~ L 
YD-- I + L  - D 1 ( 1  1 + L - D ' ( 1 - T ' ) - - 0 1 - D i T '  (74) 
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at P1 input 

Here DIT' is the step response ~) of T' = L/(1 + L), shown in Fig. 49 for a 
typical ~). The faster ~), the faster the attenuation, with the price paid in the 
bandwidth of L. Large overshoot of ~) is undesirable if D1 can change quickly 
as in previous examples, with the price paid in larger stability margins and 
consequent slower decrease of L(jw)). For this disturbance class, it is easier 
to convert the problem into specifications on T'(s). 

0 . | ~ o  
e 4  y- 

0 ~  r _ ~  

0 l 2 3 
Fig. 49. Disturbances at plant out- 
put 

7.1 Spec i f i ca t ions  on  D i s t u r b a n c e  T r a n s m i s s i o n  F u n c t i o n s  

In this second disturbance class, specifications are assigned on the transfer 
functions TD~ = Y/Di  , assumed in the w-domain, in the form of upper 
bounds only, B~(w). The reason is that  TD, design is one-degree-of-freedom 
(ODF, Sec. 1) because G is the only free function. It is always possible to 
relate any TD~ to T' = L(1 +L) ,  as in (73) for D1. An excellent perspective of 
the problem is easily obtained. Suppose P = P2 = 5/(s + 2) with disturbance 
D at plant input, so TD = YD/D = P2/(1 + L). If there is no feedback, 
TD = P2, in Fig. 50, so this TD(open loop) must be the high-c~ asymptote 
of the closed loop TD, because as c~ ~ oc, L -+ 0 so TD -4 P2 = TD2(open 
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loop). Hence, the desired closed-loop TD must  end up on P2 in Fig. 50. The 
p~ ? ,, question is "where on z. �9 

} " ! i i ~  { 4 44{4{4b ...... i -: ~4.i~-~i- ....... ~ -  

Fig .  50. Realistic w- 
tolerances 

Two TD alternatives (A, B) are shown. The difference between T OL (Open 
loop) and To must  be made up by (1 + L). The demands  on (1 + L) are 
very easily seen: at lower co where IT~ -- ITDI is large, 1 + L ..~ L so the 
required L is simply the difference between them, e.g. at co = 0.1, ILA[ = 54 
db -- I P 2 1 -  IT~I, ILBI = 50 db = I P 2 1 -  IT.AI. Feedback  benef i ts  are no  
longer needed when [TD[ = [P2[, so crossover coc is near co = 6 for B, near 
20 for A. The careful observer will note tha t  near coc, there is an co range 
where ITD] > IT~ i.e., in this range feedback is making things worse. This 
must be so in every practical system, as previously explained. It  happens 
automatical ly  if excess of L, e _> 2. One decides on the desired benefits 
(disturbance at tenuation) and pays the price. Fig. 50 is easily drawn and 
presents a clear perspective of the benefits of feedback vs. its "costs".  The 
design procedure is obviously quite simple if there is small p tan t  uncertainty. 

7.2 T h e  I n v e r s e  Nichols Chart (INC) 

Consider the case of TD1 = 1/(1 + L) in Fig. 41, for disturbances at plant 
output ,  and a significant plant uncertainty set P.  Suppose it is required that  
ITD1 (jco) < b(co) for all P with b(co) given. It is impor tan t  tha t  as co --+ oc 
b(co) ~ 0 db because TD1 = (1 + L) - i  --+ 1 as co ~ oc. In practice, there is 
no need to specify b(co) for co > coc. Thus, in Case A of Fig. 50, b(co) is not 
needed for co > 15, or for co > 7 for Case B. The stability bound suffices. No 
special effort is needed to ensure Td ,.~ P2 as co --+ oc. I t  will automat ical ly  be 
so. This greatly simplifies design for disturbance at tenuation.  The  first design 
step is to obtain plant templates  P(co) for a sufficient number  of co values, 
exactly as in the command  response problem. Next,  one finds the bounds 
B(co) on a nominal loop LN(jco) = PxG(jco), such tha t  

1 + L(jco) < b(co), VP E P (75) 
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One could prepare a chart with loci of constant I1 + L(jw)l values, just  as 
the Nichols chart contains loci of constant IL/(1 + L)I. Instead, note tha t  the 
Nichols chart can be used by rotat ing it 180 and some relabeling. Thus, let 
I = 1/L, so 

1 I I 1 1 + L(jw) = 1 + I(jco) <- b(co) (76) 

The Nichols chart may be used for bounds on I(jco)if its axes are Arg(I) 
and III. We would then have to shape I(jw). We are experienced in shaping 
L(jco), not I(jco), so prefer to have ILl and Arg(L) as axes. Since I = 1/L, 
Arg(I) = -Arg(L),  and the range - 3 6 0  to 0 of Arg(L) becomes +360 to 
0 for Arg(L) (Fig. 51). Also, [Ilab = - ILIab ,  so the vertical range - 2 0  db 
to 20 db for III becomes 20 db to - 2 0  db for ILl. The scales I and L are 
shown in Fig. 51-a. Note that  the loci are of constant m* = I1 + LI-11 not 
of M = IL(1 + L) -1 I- We prefer the L scales, but are accustomed to values 
increasing vertically upward and horizontally to the right. This is achieved 
by rotating Fig. 51-a by 180(or -180) ,  giving Fig. 51-b, called the "Inverse 
Nichols chart" (INC). Then horizontal axis is from 0 to 360 for Arg(L), as 
shown in brackets, but  one can add any multiple of 360, so -36O is added, 
giving the usual angle scale from -360 to 0 in Fig. 51-b. Fig. 51-b makes sense, 
because if one wants small m* = ]1 + L] -1, then large ILl is needed. 

.... ,'b,& ( ) / 2  
.1 

�9 m m' -  ~ .  I / i t : L ) -  mag. ltlt.~ J0 ) t it 
. u  . ( . knSle t .tX-"tT~es .~ _ 2 r  
" t  )t) 

a) 

Fig. 51. Inverse Nichols Chart 
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Design Procedure. The INC is convenient for obtaining the bounds B(w) 
on the nominal LN(jco) to satisfy (74). One maneuvers the template  P(co) 
in precisely the same manner as on the ordinary Nichols Chart  (for T(jw) 
bounds) until (74) is satisfied, etc. Then  LN(jw) is shaped to satisfy the 
B(~). 

D i s t u r b a n c e s  at p l a n t  i n p u t  For D = D3 in Fig. 41, the equivalent of 
(74) is IP/(1 +L)I < b(w). Of course, b(co) must -§ tP(jw)l as co-~ ~ .  Again 
there is no need to specify b(co) beyond the crossover coc of L(jc~,). For co < coc, 
simplification is possible. At low-co, where 1 + L ~ L, the above constraint 
become closely [G(jco)f ~ 1/b(w) or ILN(jco)l ~ PN(jco)/b(w). It is a good 
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idea to take the nominal plant at the lowest point on the template ,  for then if 
I1 + LNI ,-~ I LNI is satisfied at PN, it is certainly satisfied for the balance of P.  
This approximat ion is usually sat isfactory up to B(w) ~ 6 db. And for larger 
w > we, let the stabili ty bounds determine B(w). These, in most  cases (in the 
form IL/(1 + L)I < 7 or I1/(1 + L)l <_ "7 all P )  are more stringent than  the 
performance bounds in this higher aJ range, especially if there is significant 
uncertainty in the high-w gain of P.  This simple approach is adequate for 
most  problems, or precise design, write [P/(1 + L)I < b(w)in the form 

PN(jw) (77) Ip(J ) + LN(j. )I >_ 

where p = PN/P. The NC or INC are no longer appropr ia te  design tools. 
The ari thmetic complex plane is more convenient. At any fixed w, find P(p)  
in ari thmetic units. If  PN is in P ,  P(p)  includes the point 1. At any w = wl, 
draw the boundary  of-P(P(JWl))-  It  is convenient to choose as PN a low- 
gain P , for then IPl tends to be < 1, or not much > 1. In Fig. 52, A is a 
tentat ive value of LN(j~zl), so (p + LN) = BA, with B any point in -P(p) .  
Obviously AC tangent  to -P(p)  is the smallest value of [p + LN], which from 
(76) must be _> I(PN(jw)/b(Wl)), determining a point on B(wl). In this way 
the bounds B(w) on [LN(jw)I are obtained. The shaping of Lg(fiz) can be 
done in the ar i thmetic  complex plane, or the B(w) can be copied into the 
Nichols chart.  The  lat ter  is also more convenient for the stability bounds,  
which usually dominate  in the higher w range. The  above is conceptually 
useful for understanding the nature  of the bounds B(aJ). But they are usually 
easier to obtain via the computer.  The above approaches (approximate  and 
exact) can also be used for TD2 = P1/(1 + L) for disturbance D2. 

A Fig. 52. Use of arithmetic complex 
plane 
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Simultaneous command and disturbance inputs: Overdesign The 
command  response and disturbance a t tenuat ion problems have been consid- 
ered separately, which is acceptable because linear systems are being con- 
sidered, so the individual effects add. Each results in bounds BT, BD on 
the nominal LN. Obviously the final bound B chosen must  satisfy both.  At 
any w value, par t  of the final B may be due to BT and par t  due to BD. If 
BT dominates over BD, better  disturbance a t tenuat ion than specified will 
be achieved. And if the plant capacity has been determined by the specified 
disturbance at tenuat ion,  there is then the possibility of plant  saturat ion.  

In Fig. 41, all three disturbances can be present and may  or may  not be 
correlated. If they are, assign tolerances on their combined effect and do a 
single design for all three. If they are independent,  one might have tolerances 
on each separately. Of course, the final B(a~) must  satisfy all the separate  
bounds and so achieve better  a t tenuat ion for one or more of the Di and /o r  
smaller T(jc~) variation than required. But this is unavoidable in a linear 
design in which only one L(jw) is available to satisfy multiple specifications. 

8 D e s i g n  o f  M u l t i l o o p  N o n l i n e a r  C o n t r o l  S y s t e m s  

As well as in the linear case, a fundamental  l imitation of feedback for highly 
nonlinear and uncertain plants subject  to demanding specifications is due 
to sensor noise effect and the bandwidth of the controller. These effects are 
significant in many  cases and, if ignored, it can invalidate many  designs in 
practice. In general, as presented in the above Sections, Q F T  offers the de- 
signer a very convenient and t ransparent  technique for accommodat ing  the 
noise and bandwidth problems, both  in the linear and the nonlinear single- 
loop cases. 

There are practical situations in which a single-loop design is not af- 
fordable because the controller is very demanding,  or the sensor noise effect 
affects considerably the design. In these cases, an al ternat ive is to use internal 
feedback loops, by means of internal variable sensors. The  uncertainty of the 
plant at high frequencies, where noise effect is impor tant ,  is somehow trans-  
ferred from the outer  loop to the internal loops, allowing a balance between 
all the controllers bandwidths.  

With some sligth modifications the technique is also applicable to nonlin- 
ear systems. It  is impor tan t  to mention tha t  in the single loop nonlinear case, 
it is not, surprising to obtain controllers with very high bandwith,  since non- 
linear dynamic is t ransformed in uncertainty over a equivalent linear family. 
This is a basic l imitation of the feedback structure.  The  multi-loop technique 
can alleviate this problem, and it can be expected to be a more appropia te  
feedback s t ructure  in many nonlinear problems. Alternatively, use of nonlin- 
ear compensat ion can often alleviate the problem [16]. 

In the following we develop a multiloop design procedure for nonlinear 
plants with high frequency linear behavior. The method  can be extended to 
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more general types of nonlinear plants by means of nonlinear compensation 
([5] 

8.1 Nonlinear Plants  with High Frequency Linear Behavior and 
Single Loop Design 

We will consider a nonlinear system W given by the differential equation 
(36)-(38). Also serial connections of systems of this type will be allowed. 
More general nonlinear systems will be considered in the next subsection. 

This type of nonlinear systems has the property of having leading linear 
derivatives, which result in a high frequency linear behavior. For the above 
nonlinear system, its high frequency linear dynamics poo is defined by 

y(") (t) = (t) (78) 

having the transfer function P~(s) = K/s  ~-'~. In the following, a specific 
nonlinear control problem is defined to help in the presentation of the pro- 
posed nonlinear multiloop technique. Consider a nonlinear plant given by the 
following differential equation: 

+ = Ku (t) 
W:  y, @ + Bly(t)psgn(y(t))  = 

(rg) 

where the parameters have interval uncertainty given by A C [ -5 ,  5], B E 
[-3,  3], K G [1, 10], m G [1.5, 3.5], and C e [2, 40]. 

Note that  for w --+ oo or t --+ 0 +, W can be approximated by the linear 
system P~176 = CK/s  a, with a poles-zeros excess of 3, and a vertical line 
template of approximately 46 db. The tracking specification is to track steps 
with amplitudes Q E [0.5,1.5]. In the frequency domain, this specification is 
given using the upper and lower bounds in Fig. 53. 

Acceptable outputs sets Ar are defined for each value of the reference 
r(s) = Q/s, for Q E [0.5, 1.5]. A,. nmst be a convex and compact subset of 
a Banach space. Since in response to the step, the output  must contain a 
pole at the origin, it is not possible to directly define appropriate acceptable 
outputs sets. But we can easily can avoid the problem by using the idea of 
blocks transformation developed previously. Tracking steps with the plant W 
is equivalent to unit impulses with the plant R-1WR,  where R is a mapping 
with transfer function Q/s. For the impulse reference, we define the set of ac- 
ceptable outputs  Ad as the set of signals y given by strictly proper,  minimum 
phase and stable rational functions bounded in magnitude by the bounds 
of Fig. 53, and in addition with magnitude derivatives bounded by a given 
funcion K(w),  defined over the w axis. 
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Fig. 53. Upper and lower magnitude bounds for closed loo acceptable outputs 

S i n g l e - l o o p  D e s i g n  No details design are given here for a possible T D F  
single-loop desing, but a solution is given in Fig. 54-a, where the Bode di- 
agram of the compensator G is given in Fig. 54-b. The Bode plot of the 
transfer function function from the sensor noise to the control input is given 
in Fig. 54-c. It  can been seen that  the effect of sensor noise is very significant 
for frequencies until 1014 rad/s .  

8.2 M u l t i l o o p  D e s i g n  

For a given specification, single loop designs can exhibit a large demand in 
terms of control bandwidth as it is shown in the previous single-loop design. 
It should be noticed that  this is a basic limitation of the single loop feedback 
structure. Thus, the effect of realistic sensor noise can invalidate the design in 
many nonlinear cases. This problem can be encountered in highly uncertain 
linear designs with demanding specifications, but  is still more impor tant  in 
highly nonlinear designs, even with slightly uncertainty, where nonlinearity 
is transformed to uncertainty of an equivalent linear problem. 

For the linear case, [16] gives a technique for reduction of the effect of the 
sensor noise based in a multi-loop technique. In this Section, this multi-loop 
is adapted to the nonlinear case. In particular, a two-loop design technique 
is used for the example, but  the results can be generalized to more general 
situations. A two-loop feedback structure is given in Fig. 55, where, assuming 
that  the designer has access to the internal variable us (t), the nonlinear plant 
is divided into two blocks, W1 and W2, given by the differential equations 
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Fig. 54. Single-loop design: a)tracking and stability boundaries, and loop shaping, 
b)Bode plot of G(s), c)Bode plot of the nominal transfer function from the noise 
input to the control signal 

du2(t) 
W.2 : ul --~ u2 , d ~  + Au3( t )  = K u l ( t )  (80) 

d2y(t) 
W1 : u2 --+ y ,  d ~  + B ly ( t ) f ' ~ sgn(y ( t ) )  = Cu2( t )  (81) 

Here P1 and P2 stand for the equivalent linear families of W1 and W2, re- 
spectively. 

Ou te r - loop  design For designing the compensator G1, only the high fre- 
quency template of the nonlinear plant W2 is used, since it is only in the 
high frequency region where benefits can be expected, in terms of reducing 
the sensor noise effect [16]. In general, high frequencies may be considered to 
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Fig. 55. Two-loops feedback structure 

start  at wz, the frequency where the loop gain function contacts tile high fre- 
quency boundary. For the example (see Fig. 54-a), we obtain wx = 300 rad/s.  
Over this frequency range both W1 and W2 behave in a linear way. In partic- 
ular, W1 behaves like a linear system with transfer function P~(s) = C/s 2, 
corresponding to a vertical line template of 26 db. Using this approxima- 
tion for templates of P1, for frequencies higher than w:~ = 300 rad/s ,  a high 
frequency boundary is computed using the same stability specification than 
in the single-loop case, since in this frequency region stability specifications 
dominates tracking specifications. In the example, the specification is given 
as a "f-constraining 

Ll(j~z I< 7 (82) 
1 + L l ( j a ~  - 

where 3' = 1.2 is used. The resulting boundary is shown in Fig. 56(thick 
line) jointly with the boundaries of the single loop design. For the shaping of 
the nominal L1, that  is Llo, the same boundaries are considered, except for 
tile high fl'equency boundary, where the new boundary is used instead. As it 
can be seen, the result is a reduction of 20 db with respect to the old one. A 
shaping of L10 is also shown in Fig. 56. 

Note that  in general the transfer function L1 (s) is given by 

c2(s)P,~0(s) (83) 
Llo = Cl(s)Plo(s)  1 + G2(s)P2o(S) 

where P10(s) and P20(s) are the nominal values of the equivalent lin- 
ear family of the nonlinear systems W1 and W2, respectively. Thus, for the 
computation of the compensator G1, first the inner loop design must be com- 
pleted. On the other hand, a single analysis of the above equation shows that  
if a realistic design is wanted, in terms of having controllers G1 (s) and G2 (s) 
with strictly proper transfer functions, L10(s) should have minimum poles- 
zeros excess. In the example, since the poles-zeros excess of P10(s) and P'2o(s) 
is 2 and 1, respectively, the pole-zeros excess of Llo(S) should be at least of 
5. This is a major criterion for the shaping of Llo(s).  
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Fig. 56. Two-loops design 

I n n e r  l o o p  d e s i g n  Since the main interest is in the reduction of the outer 
loop gain at high frequencies, for reducing the effect of the sensor noise, only 
the contribution of the compensator G2 over the range co > cox is considered. 
For co > COx, the stability specification dominates. Thus G2 must verify the 
T-constraint 

l LloP + LloP2oPG2 
t=)o + LlOP + (Po + LloPP~o)P2G2 -< 7 (84) 

where P and P2 are any member of the equivalents linear families of the non- 
linear systems W (as a whole) and W2, respectively, P0 and P20 are nominal 
values of those families, and L10 is the outer loop gain. For the example, 
L~0 is already computed when closing the outer loop, the templates of P 
were obtained in the single loop design, as well as those of P2. Templates 
of P2 reduce to the high frequency template which can be computed ana- 
lytically. Finally, the computation of P~0 is only a bit more involved. First, 
for a nominal acceptable output  y, and a nominal parameters combination 
of the nonlinear plants W1 and W.2, the signal us is computed. Since P0 is 
already computed in the single-loop design, it is only necessary to compute 
P10(s) = y(s) /~2(~) .  

Using all this information, the 7-constraint  can be transformed to bound- 
aries for the frequency response G2(jw) of the inner compensator,  for fre- 
quencies co > COx. The result is given in Fig. 57, where feasible shaping is 
given simply by 

55 
G2(s) - 1 + s/100 (85) 

Once the inner feedback compensator  in designed, Gt can be easily com- 
puted by direct substitution in (82). It will be not explicitly shown here. 
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Fig.  57. Stability boundaries for G2 

To analyze the sensor noise effect, see Fig. 58, where the single loop design 
is compared with the two-loop design. It can be seen how the bandwidth of the 
closed loop transfer function, from the sensor noise signal to the control signM, 
is reduced from 1014 to 10 s tad/s ,  a reduction of six orders of magnitude. 
This is the main justification for introducing the multi-looping technique. 
Note, in addition, how this can be achieved by the very single inner feedback 
controller given by (85). 

................ Sir~gle loop design 
Outer loop (two-loops design) 

. . . . . . .  Inner loop (two-loops design) 

.~,-,..o.. 

..... i . . . . . . . .  I 

Mag. (dB) 
~ , ~ : ,  . . . . . . . . . . . . .  . . . . . . . . . . . .  : . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  �9 

Frequency ffad/sec) 

Fig .  58. Bode plots of nominal closed loop transfer functions, from the sensor noise 
to the control signal, in the single loop and the two-loops cases 
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Introduct ion  

The concept of "hybrid system" (HS for short) is used to refer to often com- 
plex dynamic systems. Typically a HS model consists of several components  
interacting via common dynamics (either continuous or discrete time) or via 
common event driven dynamics. During the last decade this concept has at- 
t racted the a t tent ion of many researchers who have seen this approach as a 
suitable way to model and analyze complex systems tha t  would be rather  dif- 
ficult to describe otherwise. Although, in general, tile modeling and analysis 
of HS is a quite difficult topic of s tudy due to the potential  complexity of such 
systems, for some particular though impor tant  classes of HS'  (like piecewise- 
linear or switched linear systems), some promising results have been obtained 
recently. 

This par t  begins with a brief introduction to the fundamentals  of discrete 
event systems (DES').  Then, new features are introduced to these systems to 
include some tempora l  (though simple) aspects, like continuous t ime progress. 
Finally several formalisms for modeling some specific classes of HS'  are in- 
troduced. 

M.A
Cross-Out
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1 I n t r o d u c t i o n  

As mentioned in the introduction of this Part ,  a Discrete Events System 
(DES for short) working together and sharing dynamics with a Continuous 
System (CS) results in a Hybrid System (HS). Since the reader is supposed 
to be more familiar with concepts from CS than with concepts from DES, 
this chapter briefly introduces the fundamentals  of DES. The main goal of 
this chapter is to clarify the need for part icular  formalisms and tools in order 
to properly model and analyse DES. 

This chapter is organized as follows: in Section 2 the most  impor tan t  
issues tha t  distinguish a DES dynamic systems from a CS are introduced. 
In Section 3 we describe how DES may interact  with CS and what  should 
be considered as a HS. Section 4 describes the levels of abstract ion tha t  one 
can consider when modeling DES, while Section 5 describes the impor tan t  
concepts of languages and automata. Finally, Section 6 presents a brief review 
of supervisory control of DES. 

2 M o t i v a t i o n  o f  D E S  s t u d y  

First of all, we will discuss the main differences between DES and more 
tradit ional dynamic systems. This will motivate  the need for specific tools 
to model and analyze DES. The mentioned differences are related to two 
impor tan t  issues in the modelling of any dynamic  system: 

�9 State space 
�9 State evolution 

2.1 S t a t e  s p a c e  

The state of a dynamic system at t ime co is defined as the minimum set of 
variables, usually denoted as x(7-0), that  defines the future evolution of the 
system, provided tha t  the system inputs (if any) u(7) are also known for 
T > T0. The state space is the set of all possible values tha t  X(T) may take at 
different t ime instants. 

In CS the s tate  space is a subset of 11~ n, where the dimension n is either 
finite or infinite. 
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: e s s  c x -  (1) 

Example  1. In the example shown in Fig. 1 a wagon with mass M moves 
along a track. Its motion is due to the force F(T) applied to the wagon, and 
is also influenced by the friction between the wagon and the track rail. The 
system output  is the position, denoted by x(r) ,  of the wagon with respect to 
some reference point. This is a MISO system (mult iple-input,  single-output) 
which could be seen as a black box with two inputs and one output,  as shown 
in Fig. 2. 

Fig. 1. Example of con- 
tinuous state system 

Fig.'2. System of Fig. 1 
seen as a black box 

The state of the system of Fig. 1 could be defined as Eq. 2 shows. 

e s s  c (2) 

SS may be bounded, or not, depending on physical cosntraints of the 
system, and depending on whether system inputs are bounded or not. In 
either case, one can easily see that  both state variables, x(7)  and x(T) take 
values from a continuous subset of I~. 

In contrast, in a DES the state variables take values in a countable (pos- 
sibly finite) set of values. In general, the state of a DES can be defined as 

q = [ql, q2, . - - ,  qn] r E Q = Q1 • Q2 x . . .  x Qn 
i V i qi C Q i = {v l , v2 ,  3 , . . . }  

(3) 
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Note that ,  al though in Eq. 3 sets Qi are writ ten so tha t  an implicit or- 
der relation exists among its elements, in general however there is no such 
ordering relation, as will be seen in the following examples.  

Example 2 (A simple DES). Consider a par t  of a manufactur ing system as 
shown in Fig. 3. In this subsystem there exist two conveyors tha t  t r anspor t  
pieces towards machines M1 and M2. The input queue for machine M1 is 
denoted as "queue#1" ,  and the queue for machine M2 as "queue#2" .  Pieces 
are supposed to enter the system at r andom t ime instants through queue#1.  

queue#1 
R R  

queue#2 ~ ~.- 

V1 I-] N 

discarded discarded 

Fig. 3. Example of a simple DES 

After processing a piece, machine M1 can either pass the piece to queue#2  
or discard it to a waste basket. Machine M2 works similarly, except tha t  pieces 
that  are not discarded are assumed to leave the system through the third 
conveyor, whose s tate  is not relevant for further evolution of the subsystem 
under consideration in this example.  

Assume tha t  the number  of pieces tha t  queue#1  and queue#2  can hold 
is bounded by some integer N,  and waste baskets are emptied often (so tha t  
their s tates are not actually relevant). Then  the s ta te  space of this system 
could be defined as 

q-=  [ql, q2, q3, q4] T C SS  -- Q1 • Q2 • Q3 • Q4 (4a) 

ql, q3 c Q1 = Q3 - { 0 , 1 , . . . ,  N}  (4b) 

q2, q4 E Q2 = Q4 = {busy, idle} (4c) 

The s tate  variables ql and q3 represent the number  of pieces in q u e u e # l  
and queue#2,  respectively. Variables q2 and q4 represent the s ta te  of machines 
M1 and M2 respectively. 

The following examples illustrate the impor tan t  point tha t  the s tate  de- 
fined for the system of Example  2 could be either more complex, or simpler, 
depending on how many details are relevant for purposes of the model. This 
is similar to the simplification of CS models depending on whether  some dy- 
namics may be considered as negligible for the model ing/control  purposes of 
the specific problem. 
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Example 3 (A simpler state space). Consider again the system shown in Fig. 
3, with some further assumptions which lead to a simpler modeh 

�9 A machine is never idle if its queue is not empty (the state where a 
machine has finished working on a piece and has not begun to work with 
the next one, is considered as an irrelevant vanishing state). 

�9 It is highly unlike that  the maximum lengths of queues can be reached 
in practice, so we can model queues with an unbounded length. 

Under these conditions, we can forget about the state of machines, and 
make this component of the state implicit in the state of the respective queues: 
for instance, a value of ql = 1 in Eqs. 4a-4c represents the state where 
machine M~ is working on a piece and no other piece is waiting to be processed 
in queue# l ;  ql = 2 represents the state where machine M1 is working on a 
piece and there exist one piece waiting to be processed in q u e u e # l ;  ql = 0 
may represent the state where no piece is waiting, and machine M1 is idle. 
Since machine M1 (resp. M2) is never idle if there is a piece in q u e u e # l  (resp. 
queue#2),  the state q2 of machine M1 is implicit in ql (resp. q4 is implicit in 
qa). 

b u s y : i f  ql_> 1 (5) 
q2 ( idle : i f  ql = 0  

b u s y : i f  q3_> 1 (6) 
q4 = idle : if q3 = 0 

These considerations lead to the following state space for the model of 
Fig. 3: 

q = [ql,q2] T E SS = N 2 (7) 

Example ~ (A more complex state space). Suppose now that  we take again 
the system of Fig. 3, but now we the performance analysis for which this 
model is to be used requires the modeller to take into consideration the 
following additional aspects: 

�9 The states where a machine is moving pieces need to be considered. 
�9 The state of the conveyors are relevant too (running or stopped). 
�9 Discarded pieces are buffered into the baskets. The storage space of these 

baskets is limited to N '  pieces. 
�9 A machine cannot continue working if it has to put a piece in the next 

queue and this one is full, or it has to discard one piece and its basket is 
full. 
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Under these assumptions,  we could obtain the model shown in Eqs. 8a-8e. 

q = [ql, q2, q3, q4, q5, q6, qT, qs] T (Sa) 

ql,q3 C Q1 = Q3 = {0, 1 , . . . , N }  (Sb) 

q2 , q4 E Q2 = Q4 = {busy, idle, moving-out ,  discarding} (8c) 

qs,q6 C Q5 = Q6 = { 0 , 1 , . . . , N ' }  (8d) 

q7, q8 E Q7 = Q8 = {running, stopped} (8e) 

Note tha t  s tate  variables q2 and q4 have now a larger domain. The  new 
state variables qs, q6 represent the s tate  of the waste baskets of machine M1 
and M2 respectively, while q7, q8 represent the s tate  of the two conveyors in 
the subsystem under consideration. 

Looking at  examples 2 4, it is easy to realize tha t  there does not exist a 
unique model for the same DES plant. 

As we noted at the beginning of this subsection, in any case we can identify 
important  differences between the s tate  space of a DES, and the s tate  space 
of a CS: 

�9 The s tate  variables of a DES do not take values from continuous sets, 
but from countable (and often finite) sets. 

�9 Moreover, these discrete sets are often defined by enumerat ion,  because 
no ari thmetical  or order relation exists among their elements; often the 
state sets of components  are totally unst ructured (for instance, Eqs. 8c 
and 8e). 

2.2 S t a t e  e v o l u t i o n  

The behaviour of a dynamical  system - whether  CS or DES - is determined 
by the (set of) possible trajectories of the s tate  as t ime evolves. We need a 
suitable mathemat ica l  formalism for representing this evolution. In any CS 
the state x(t)  evolves continuously along time. Ordinary differential equations 
(ODE's)  and all the mathemat ica l  tools related to them provide suitable 
methods to model, analyze and design controllers for these systems. 

The CS of example 1 could be modeled by means of an ODE, whose most 
general expression is shown in Eq. 9a. If a linear approximat ion of the system 
dynamic may be sufficient for the specific problem purposes,  we would take 
a model like Eq. 9b. If in addition to the linear proper ty  we can consider the 
system to be t ime invariant, we could take the well known expression of the 
Linear T ime  Invariant  systems dynamic equat ion shown in Eq. 9c. 

• = f (x(r), u(w), r) 
x(~) = A(~).  x(~) + B(~).  u(~) 
• = A .  x@) + B - u ( r )  

(9a) 
(9b) 

(9c) 
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K we compare the s tate  evolution of a CS described by any of the above 
models to the evolution of the s tate  of a DES, we find impor tan t  differences: 

�9 In a DES, the s tate  does not evolve continuously along time; it remains 
constant except for abrupt  jumps at the occurrence of events. Some of 
the events tha t  cause the state to jump,  in the example 2 with s tate  
representation 4a, are as follows: 

- A new piece arrives to q u e u e # l  
- Machine M1 finishes working on a piece and discards it 

- Machine M1 finishes working on a piece and lets it go ahead 
- Machine M1 begins to work on a piece 
- . . .  etc. 

At any given t ime point % the current system state q(T) uniquely de- 
termines the set of events tha t  possibly may  happen.  Hence this also 
uniquely determines the set of all possible future trajectories of the sys- 
tem state. 

�9 The s tate  of a DES is a piecewise constant  function of time, since events 
do not happen continuously along time, but  just  in a countable set of 
t ime instants. Between two consecutive occurrences of events, the s tate  
remains unchanged. 

�9 There exist no synchronization method for the s tate  evolution, tha t  is, 
there does not exist some device like a clock tha t  provides ticks or specific 
time instants where state changes are allowed to happen (events happen 
in an asynchronous way). The model only must  describe the order in 
which the events occur. 

One always could t ry  to model and analyze a DES in a by using an 
ODE. Consider the queue length q(t) in example Fig. 3, and define impulse-  
like inputs signals ul( t )  and u2(t) whose occurrence denote respectively the 
arrival and depar ture  of a piece t o / f rom the queue. Then 

f f q(T) = u l ( t ) "  dt - u2(t)" dt (10) 
o o  o o  

Fig. 4 shows an example of inputs Ul(~-), u2(7) and the corresponding 
sample path  for s tate  variable q(T). In this formalism there is unfortunately 
no obvious way to explicitly express the requirement tha t  the n- th  depar ture  
must  occur after the n- th  arrival (implicitly expressed by the condition tha t  
q(T) > 0). This l imitation of the formalism of Eq. 10 becomes even more cum- 
bersome for large systems with many  different events and with complicated 
precedence relations between them. 

�9 Modelling and analysis of systems tha t  involve asynchronous impulse-like 
(and often non-determinist ic)  signals is ra ther  difficult within the ODE 
framework. These signals often do not come from outside the system, but  
are generated by internal dynamics.  
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Fig. 4. Example of inputs sig- 
nals and sample path for the 
model of Eq. 10 

�9 In the above queue model example (Fig. 4, Eq. 10) it is clear tha t  input 
signals may not take any arb i t ra ry  value at any arb i t ra ry  t ime instant: 
it is not possible tha t  U2(T) = 1 if q(7) = 0 ( that  is, no piece can leave 
an empty  storage space). 

�9 Some state  spaces like the ones of examples 2-4 show no ar i thmetical  
or order relation among their values. How could we model this into the 
ODE's  framework? One could think of assigning an integer value to each 
of these elements, and modeling the changing inputs also as impulse-l ike 
signals (either uni tary or not). 

In tha t  case we would be introducing in the model some semantics and 
relationships tha t  are not contained in the system by itself. 

�9 We actually do not need a continuous t ime model, because we only have 
s tate  changes in a countable number  of t ime instants. 

�9 Another  possibility could be the construction of a discrete t ime model, 
sampling the state at instants kT,  and defining difference equations for 
relating the s tate  qk = q (kT)  to the s ta te  qk-1 = q ( ( k -  1)T) at previous 
sampling instant(s).  The problem in this case is tha t  events may  happen  
too close together,  so tha t  between two consecutive sampling instants 
more than  one event may happen.  Since the state evolution depends not 
only on what  events happened,  but  also on the order in which they hap- 
pened in, such a model is unable to represent the actual  s ta te  evolution of 
the system. To fix this problem, one could t ry  to take as sampling inter- 
val (if possible) a pessimistic es t imate  (lower bound) of the minimal  t ime 
between two consecutive occurrences of events. In both  cases, continuous 
or discrete time, one would get models where nothing would happen  most 
of time. 

The conclusion of this section is tha t  ordinary differential equations or 
difference equations are not suitable to model these discrete event dynamic 
systems. 
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3 I n t e r a c t i o n s  b e t w e e n  D E S  a n d  C S  

In the control of complex automated systems, one can often identify dynamic 
subsystems of different kinds (continuous, discrete time, and discrete event 
systems). How these systems interact will greatly determine the control ar- 
chitecture, and whether or not we can talk about  hybrid systems in the strict 
sense. 

One possible control architecture is shown in Fig. 5. In this schema there 
exists (at least) one low level control layer, where continuous-time loops are 
controlled by either continuous or discrete time controllers. 

I 

Continuous/Discrete 

Time controllers 

Continuous 

Systems 

Continuous loops 

events ~.1 

commands 
z 

Discrete Event 

controller 

Fig. 5. Hierarchical architecture of monitoring and control 

This control layer accepts commands from a higher level controller. These 
commands may be, for example, changing the reference for some loop(s), 
modifying some controller(s) parameter(s) ,  etc. On the other hand, the high- 
est level controller observes some events from the lowest levels. Examples of 
these events may be, for example, tha t  some process has reached its maximum 
allowed time to remain in a given state. 

The highest level controller may be seen as a discrete event system, be- 
cause it works with the discrete event nature of inpu t /ou tpu t  signals tha t  are 
received/issued in an asynchronous way. This controller is usually responsi- 
ble for supervising the lower levels layers, monitoring the system star tup and 
shutdown, changing operation modes, detecting system failures, etc. This is 
why this controller is usually known as supervisory controller, or just  super- 
visor. The supervisor requires a global model of the whole plant for taking its 
decisions. This global model is usually obtained on a modular compositional 
approach basis, tha t  allows the systematic construction of large complex mod- 
els starting from very simple submodels, as we will see in this chapter. 

Between the DES controller and the continuous plant, there must exist an 
interface, responsible for translating commands coming from the supervisor 
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into the adequate actions over the lower level controllers, and similarly, ob- 
serving the continuous states, detecting the occurrence of events, and issuing 
the adequate event to the supervisor. 

Somehow, the contro~ schema of Fig. 5 could be seen as a hybrid system, 
in the sense that  it involves both continuous/discrete time dynamics, and 
event driven dynamics. Whether  this should be considered as a hybrid sys- 
tem (HS) depends on how closely the DES dynamics and the CS dynamics 
are coupled. If CS problems can be solved just  by using continuous time tech- 
niques without caring about  the higher control level, then the system should 
not be t reated as a HS. Similarly, the DE controller does not need to keep 
the track of the behaviour in the continuous loops, and can perform its task 
with just event-like information, then again the plant should not be t reated 
as a HS. If the dynamics cannot be decoupled and events affect directly the 
evolution of the CS, and vice versa, then we need to model the system as a 
true HS (Fig. 6). 

U c 

Itd r 

X h = X x Q  

x h = (x,q)  ~ x h 

Yc 

~- Yd 
Fig. 6. Hybrid system 

In a HS, the state space Xh is composed of a continuous subspace which 
contains all continuous dynamics state variables (X) and a discrete subspace 
(Q). The state at a given t ime instant Xh(r) = (X( r ) ,q ( r ) )  represents the 
continuous state variables x(T) and the discrete state variables q(7). 

In general, we have both  continuous time inputs and event driven inputs 
u( r )  = (uc(r) ,  ua(T)), The output  y(~-) = (yc(T) ,ya(T))  can be separated 
into 2 classes in the same way. The  dynamics of the continuous state variables 
x(~-) are expressed by an ODE with right hand side depending on the hybrid  

s tate  xh (T), on the inputs Uh (~-), at t ime r.  

x(~) = f(xh(~-), u(~), ~-) 
q(T +) = 9(Xh(T), u('r), ~) 

y(~) = h(xh(~), ~(~), ~-) 

(11a) 
(llb) 
(Xlc) 

Similar considerations apply for the discrete state variables q. We use the 
notation T + in Eq. l l b  to emphasize the fact tha t  changes in q happen in an 
asynchronous event driven way. No~e that  q(T +) = q(:r) whenever no event 
takes place. Which events are allowed at t ime r ,  and what  is the next state 
q ( r  +) is a function of q(T), the value of the state just prior to the time when 
the event changing the state takes place. It should be clear that  q ( r  +) is an 
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element from the set of states tha t  may be reached after the occurrence of any 
event that  is enabled at s tate  Xh(T), since not all events may possibly happen  
at any state. Upon the occurrence of an event, some continuous s tate  variables 
xr E x may also reset their values, or more generally, may  discontinuously 
change their values at the t ime instants where events happen.  

These systems will be studied in further  chapters of this par t  of the book. 
This chapter focuses at tention to the modeling and analysis of DES only, so 
tha t  from now on, events become the basic observables. 

4 M o d e l i n g  o f  D E S  

In modeling DES, we distinguish different levels of abstraction,  depending on 
the temporal  aspects tha t  we consider in the model. These levels are often 
known as the logic, or untimed level, and the timed level. 

4.1 Logic  l e v e l  

In the first level of abstract ion we are concerned only about  the sequences 
of events tha t  can be generated by the system. If E is the set of all possible 
events that  the system may generate, issue, etc., defined as 

E = (12) 

then at this level, a string s (or trace, or sequence of events) of the system 
represents the ordered (and finite) set of events tha t  have happened in the 
system so far. 

s = e l e 2 e 3 . . . e n - l e ~  ei C E V i = l , . . . , n  (13) 

As we will see in the next Section, the even set E is often referred to as the 
system alphabet, and the set of all possible strings s tha t  may  be generated 
by a given system G is called the system language s  

At this level we have no information about  time. For example,  from a 
given system trace s like the one in Eq. 13 we cannot conclude how long the 
system took between the occurrence of the second and the third event. 

Consider again the queueing example,  with E = {arrival, departure} as 
set of events. A specification stat ing tha t  a piece should not wait in the queue 
for more than  t t ime units cannot be modelled or controlled at this level. If  
t ime information is relevant for the control problem specifications, then it is 
necessary to introduce more information in the model. 
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4 . 2  T i m e d  leve l  

At the next abstract ion level, beside the event sequence, we also specify the 
t ime instant  at  which events take place. Given an event set as in Eq. 12, and 
t ime t C IR + , the alphabet  will now be a subset  of E x N+, and we will talk 
about  the timed language of the system. 

s = (el, T1) (e2, T2). . .  (en, Vn) (14a) 

e~ C E,  7-~CI~ +, Y i C  1 , . . . , n  (14b) 

Vi<7i+l ,  Y i E 1 , . . . , n - 1  (14c) 

A string s is now composed of pairs event- t ime,  with the only condition 
that  7-i < ri+l in order to guarantee  the monotonic progress of time. If  we 
allow more than  one event to happen  simultaneously, we could either allow 
~-i = ~-i+1, or redefine Eqs. 14a-14c as 

s = (El ,  T1) (E2, T2). . .  (Era ~-~) (15a) 

E D_ Ei E 2 E, Ti E N + Y i E 1 , . . . ,  n (15b) 

Ti<Ti+l ,  V i E 1 , . . . , n - 1  (15c) 

In this framework at a given t ime instant  Ti, instead of considering the 
occurrence of a single event ei we allow the simultaneous occurrence of (in 
principle) any subset of E.  

In this new framework we still do not allow the occurrence of two or more 
instances of the same event at the same t ime instant. I t  is possible to extend 
the framework to deal with this new situation. 

s = (B1,T1)(B2,v2) . . .  (Bn,vn) (16a) 

Bi : E --~ N (16b) 

vi C R + V i C 1 , . . . , n  (16c) 

7 i<7~+1,  V i C 1 , . . . , n - 1  (16d) 

Tha t  is, instead of allowing the occurrence of events ei C E or subsets of 
events Ei C_ E, we allow now the occurrence of multisets, or bags of events, 
where the same event may appear  more than  once. A bag B may  be defined 
as a function from E to the set of natural  numbers  N, where B(ei) denotes 
the number  of times tha t  ei appears  in B (known as the cardinality of ei in 
B). 

Of course, assumptions of Eqs. 16a-16d, where we allow the occurrence 
of multisets of events at a given t ime instant,  is the most  general f ramework 
we can think of. How general we make our model will greatly determine the 
complexity of the problems tha t  can be posed in the s tudy of the system. 
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5 L a n g u a g e s  a n d  a u t o m a t a  

In this Section some formalisms to  model  and analyze DES at the logic (un- 
t imed) level are in t roduced.  Languages and automata, and  their  relat ionship 
will be t reated.  Es tabl ishing an ana logy  with CS it could be said t h a t  lan- 
guages are to DES wha t  signals are to CS. Similarly, a u t o m a t a  are to  DES 
wha t  s tate  space models  are to CS. 

5 .1  L a n g u a g e s  

We use no ta t ion  similar to  t ha t  in Section 4.1: 

�9 E: event set (a lphabet)  
�9 string: s = ele2e3 �9 �9 �9 en ei 6 E ,  V i 
�9 E : emp ty  s tr ing 
�9 E + :  set of all n o n - e m p t y  finite str ings 
�9 E *  = E + u { e }  

A language L is defined as an a rb i t r a ry  subset of  E*. A str ing t E E* is 
said to be a prefix of a s t r ing s 6 E* iff there  exists a s t r ing u E E* such tha t  
s = tu. Denote  by p r e f  (s) the  set of all s tr ings t h a t  are prefix of s. A s t r ing 
u E E* is said to be a suffix of a s t r ing s C E* iff there exists a s t r ing t E E* 
such tha t  s = tu. Denote  by s u r f ( s )  the  set of  all s tr ings t h a t  are sutfix of s. 
Note  tha t  for any s E E* 

s = se ==~ s 6 p r e f ( s ) ,  e 6 su : f f (s )  

s = as ~ r 6 p r e f ( s ) ,  s 6 s u r f ( s )  

5 .2 S o m e  o p e r a t i o n s  o n  l a n g u a g e s  

C o n c a t e n a t i o n :  The  conca tena t ion  of two languages  L1, L2 C E* is defined 
a s  

L1L2 = { s E E *  13st  6 L , , s 2  6L2  : s = s l s 2 }  (17) 

The  in te rpre ta t ion  of this opera t ion  is the  successive execut ion of two 
different kind of tasks. For example,  if all the str ings in L1 represent  the 
behavior  of a subsys tem S, ,  and similarly L2 the behavior  of subsys tem $2, 
the language L1L2 represents  the complete  execut ion of  one task  of sys tem 
$1 immedia te ly  followed by an execut ion of $2. 

K l e e n e  c l o s u r e :  The  Kleene closure of a language  L is defined as 
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L* = {e}t2 L U  L L U  L L L U . . .  (18) 

The interpretation of this operation is the successive execution of tasks 
of the same kind. For example, if language L models the execution of some 
batch production system, language L* represents the same batch production 
restarted over and over again, as many times as desired (including zero times, 
since c E L*). 

P r e f i x  c losure :  The prefix closure of a language L is defined as 

L = { s E E * I 3 t E E *  : s t E L }  (19) 

A language L is said to be prefix closed iff L = L. Note that  the inclusion 
L C L always holds, because for any s E L, we have that  s E p re f ( s ) ,  thus 

s E L. It is easy to prove that for any language L C E*, L = L. 

Example 5. Given E = {a, b}, let us consider the languages L1 and L2 defined 
a s  

nl  = {a, b, bbb} L2 = {c, a, aa, aab, b} 

If we obtain the prefix closure of L1 and L2 we will easily realize that  L2 
is indeed prefix closed, but L1 is not. 

L1 = {E, a, b, bb, bbb} ~ nl  L2 = {~, a, aa, aab, b} = L2 

S t r i n g  p r o j e c t i o n :  Given Eo C E the projection of a string s E E* over 
E~ as 

[ p.o(e) = e{ 
PEo : E* --+ E~ < PEo(Se) = PEo(S)e i f e E E o  (20) 

PEo ( s ) else 

The projection PEo (s) removes from s all the events that  do not belong 
to Eo. 

S t r i n g  inverse  p r o j e c t i o n :  Given Eo C E the inverse projection p-1 of -- Eo 

a string s E E o over E*, as a function p - 1  �9 2E* Eo : Eo --+ defined as 

p - 1  E *  Eo (s) = {t E : PEo(t) = s} (21) 

The inverse projection of a string s is the set of all strings t whose pro- 
jection results in s. 
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L a n g u a g e  p r o j e c t i o n ,  a n d  i n v e r s e  p r o j e c t i o n :  In a similar fashion, it 
is possible to generalize the projection and inverse projection operation on 
strings to deal with languages. Defining L C_ E*, K C_ Eo, Eo C_ E, the 
projection and inverse projection of languages are defined as 

PEo(L) = { s e  E~ [ 3 t e L  : PEo(t) = s }  

p-1 E* Eo ( g )  = { s  ~ 13 t ~ t (  : PEo (~) = t } 

In general 

PEo (P;)(K))  = K, p-1 Eo (PEo(L)) D L 

(22a) 
(22b) 

S y n c h r o n o u s  p r o d u c t :  Given E = E1 t2 E2, L1 C_ E~, L2 C E~, and the 
projection operations PE1 : E* -+ E'i, and PE~ : E* -+ E~, the synchronous 
product between LI and L2 is defined as 

L1 ILL2= {s C E* : PEI(S) 6 L 1 A  PE~(S) E L 2 }  (23) 

The interpretation of L1 II L2 is the following: assume that  L1 represents 
the behavior of subsystem S~ whereas L2 represents the behavior of subsys- 
tem $2. Then, L1 It L2 contains the strings that  represents the simultaneous 
execution of subsystems $1 and $2. If these two subsystems share common 
events (i.e., E1 N E2 # ~), they both are supposed to synchronize on these 
events, that  is, these events have to be performed simultaneously by both 
subsystems. 

5.3 A u t o m a t a  

An automaton is a representation of a DES. By representing a DES as an au- 
tomaton,  we are implicitly defining also the system language, as mentioned in 
4.1. We will only deal with finite automata ,  i.e. au tomata  whose state space is 
a finite set. An automaton may be defined as a tuple G = (Q, E,  5, D, q0, Q,~) 
whose meaning is the following: 

Q : state set 

E : event set 

5 : Q • E -+ Q : transition function 

D : Q, -+ 2 E : active event function 

Q 9 q0 : initial state 

Q _D Q.~ : set of marked states 



Introduction to DES 151 

Q is the set of all possible states of the DES, i.e., the s tate  space. If Q is 
a finite set, we will talk about  finite automaton .  

5 is the transit ion function, or next state function: if the current sys- 
tern s ta te  is q E Q and the event e E E happens,  5(q,e) will be the new 
system s ta te  after the occurrence of e. In general 5 is a part ial ly defined 
function, in the sense tha t  5(q,e) does not need to be defined for every 
q E Q, and every e E E. For example,  considering again the model of a 
queue with E = {arrival, departure}, and assuming tha t  the s tate  qempty rep- 
resents the s tate  where there exists no pieces waiting in the queue, it is clear 
that  5 (qemptu, departure) has to be necessarily undefined. This is related to 
the D function. 

D is the active event function, tha t  is, the set of events tha t  are allowed 
to happen  for a given state. Hence, D(q) represents the set of events e E 
D(q) C_ E tha t  make function 5 (q, e) to be defined. 

q0 is the initial state, i.e. the s tate  at which the system is supposed to be 
in at the beginning of its operation. 

The marked s tate  set Qrn is a part icular  subset of Q. The elements in 
Q,~ are typically states tha t  represent the completion of a specific task, or a 
state tha t  is considered acceptable from some point of view. For example,  in 
a batch product ion plant model, a marked s ta te  may  represent a s ta te  where 
the last batch was successfully completed,  and machines are in a safe s ta te  to 
turn them off. This is why this set is often known as the final state set (this 
does not mean,  of course, that  the system stops when it reaches one of these 
states). 

A finite au tomaton  is often graphically represented as a directed graph. 
This is i l lustrated in the following example.  

Example 6. Let us consider the graph shown in Fig. 7 

DOWN- IDLE 
start 

L ,  

3 

breakdown 

epair startbreakd~ 

IDLE 

DOWN- WORKING 

repair 

stop WORKING 

Fig. 7. Directed graph rep- 
resentation for automaton of 
Example 6 

The directed graph representat ion of an au tomata ,  like in Fig. 7, is also 
known as a state transition diagram (bold capital  labels are not actually par t  
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of the representation; they have been added to states just  for the sake of 
clarity). 

Fig. 7 represents the finite au tomaton  whose state set is Q = {q0, ql, q2, q3 }, 
initial s ta te  qo, event set E = {start, stop, breakdown, repair}, and marked 
state set Qm = {qo}- Nodes in this graph represent states,  and labeled and 
directed arcs (arrows) represent transit ions between pairs of states. 

Final states are represented by double circle nodes. The initial s ta te  is 
pointed by an arrow tha t  is not labeled and is not connected to any other 
state. 

The complete transit ion function for this example is 

5 (qo, start) = ql 5 (ql, stop) = qo 5 (ql, breakdown) = q2 
5 (q2, repair) = ql 5 (qo, breakdown) = q3 5 (q3, start) = q2 
5 (q3, repair) = qo 

This function is sometimes represented by means of a table. In this ex- 
ample: 

5 [[qolql[q~lq3 I 

s t a r t  ql . . . .  qa 

stop - -  qo [-- - -  
breakdown q3 q2 . . . . .  

repair - - - -  ql qo 

The symbol  - -  means tha t  the function is not defined for tha t  pair 
(state,event). 

The active event set function D is also represented in the graph. For a 
given state q the set D(q) can be seen as the labels of the arrows tha t  point 
outwards from q. For instance, in Fig. 7 D(ql )  = {stop, breakdown}. 

It  is possible to extend the transit ion function 5 to deal not only with 
events, but  also with event strings. We will denote as 5* (q, s) the s tate  tha t  
is reached from q by applying successively transit ion function 5 to sequence 
of states successively reached from q and the events contained in s (in fixed 
order). 

Assuming e C E,  s C E*, the extended transition function 5* : Q x E* -+ Q 
is defined as 

= q 

5* (5(q,e) ,s)  if e E D(q) (24) 
5* (q, es) = undefined else 

We will write 5* (q, s)[ to denote tha t  the state 5* (q, s) is defined, i.e., tha t  
all successive applications from the s tate  q of transit ion function 5 to events 
in string s are well defined. 
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5 .4  S o m e  o p e r a t i o n s  o n  a u t o m a t a  

This subsection introduces some operations (among the many unary and 
binary operations that  can be defined) on automata,  that  will be useful to 
understand the concepts introduced in the last Section of this chapter. 

Acces s ib l e  p a r t :  Ac(G). The accessible part of an automaton G is an 
automaton obtained by removing from G those states that  cannot be reached 
from its initial state qo after a finite number of state transitions. Formally, 
given an automaton G = (Q, E, 5, D, qo, Qm), the Ac(G) operation is defined 
a s  

Ac(G) = (Qac, E, Sac, Dac, qo, Qac,m) 

Qac = { q c Q : ~ s c E *  : 5*(q0, s) = q }  

Sac = 5 IQao• 

Dac = D 1#.~-~2~ 

Q~c,,~ = Q m n Q , c  

Example 7. Let us consider the automaton of Fig. 8. By simple visual in- 
spection it is easy to realize that  state q3 is not accessible from initial state 
q0 (there exists no arrow pointing to q3)- Similarly, it is easy to see that  any 
other state is accessible, since there exists a string s E E* that  makes it 
reachable from qo. 

The accessible part of this automaton would be obtained by removing 
state q3, and its associated transitions. 

b a 

a b 

Fig. 8. Example of automaton 
to illustrate Ac, CoAc, and Trim 
operations 

C o a c c e s s i b l e  p a r t :  CoAc(G). The coaccessible part of an automaton G is 
an automaton obtained from G by removing those states from which final 
states cam lot be reached, after a finite number of state enabled transitions. 
Formally, given an automaton G = (Q, E, 5, D, qo, Q,~), the CoAc(G) opera- 
tion is defined as 
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CoAc(a) = (Qcoac, E, 5 o c, Dco c, Qm) 
Qcoac= { q e O : ? s e  E* : 5*(q,s) e Q ~ }  

Dcoac = D IQ .... --~2E 

q0 if qo E Q . . . .  
qo,co,c = undefined else 

Example 8. Let us consider again the automaton of Fig. 8. Just like in Exam- 
ple 7, we can easily realize that states q5 and qa are not coaccessible. The only 
final state (q4) cannot be reached from {qs, q6}. If the system falls into any 
of these two states, it will be unable to leave it and reach a final state. This 
situation is known as livelock, in contrast to a deadlock state: if the system 
gets into a deadlock state, it will not be able to progress any more (in the 
case of DES this means that no more events will ever happen). On the other 
hand, in a livelock situation the system may still continue changing state by 
generating events, but it will never reach a final state. 

T r i m  o p e r a t i o n :  Trim(G). The trim operation transforms automaton G 
into another automaton (a part of G) that  is both accessible and coacces- 
sible. The automaton Trim(G) can be expressed in terms of accessible and 
coaccessible operations, which may permute. Formally, given an automaton 
G = (Q, E, 5, D, q0, Qm), the Trim(G) operation is defined as 

trim(G) = CoAe(Ac(a))  = Ac(CoA (a)) 

Example 9. The trim part of automaton of Fig. 8 can be obtained by applying 
the Ac and CoAc operators (or vice versa) to this automaton.  In either case, 
this operation results in the automaton shown in Fig. 9. 

a b Fig. 9. Trim part of automaton of Fig. 8 

Pa ra l l e l  c o m p o s i t i o n :  G1 II G2. Given two different au tomata  
G1 = (Q1, El, 51, D1, qo,1, Qm,1), G2 = ( Q2, E2, 62, D2, qo,2, Q,~,2), the paral- 
lel composition of G1 and G2, denoted as G1 !l G2, is the automaton defined 
as follows: 
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d ,  It c2 := (O, x Q2, E, u E~, 5, D,  (qo,,, ao,2), Q,~,~ x Q~,2) 

where 

and 

{ (51(q1,e), 52(q2, e)) 

5((ql q2),e) = (51(ql, e), q2) 
' (q,, ~ (q~ ,  e)) 

undefined 

if e �9 Dl(ql)N D2(q2) 
if e 6 DI(ql)\E2 
if e �9 D2(q2)\E1 
otherwise 

D(ql ,q2) = (Dl(ql) f] D2(q2)) U (DI(ql)\E2) U (D2(q2)\E1) 

In words, the parallel composition of au tomata  G1 and G2 results in an 
automaton that  simultaneously models the behavior of both systems. Private 
events, that  is, events in El\E2 and Ez\E1 for G1 and G2 respectively, may 
be executed by their corresponding system at any moment they are enabled 
by the current state value at their corresponding component (subautomaton) 
(see lines 2 and 3 of the definition of function 5). On the other hand, events 
in E1 f3 E2 are shared by both systems, and are allowed to happen only when 
they are enabled in both systems (see first line of the definition of 5). 

The parallel composition operation is one of the most powerful tools for 
the systematic obtaining of large models for complex systems, starting from 
small subsystems models whose correctness is easy to verify just at a glance. 

It is possible to prove that  

~(G1 II G2) = ~(G1) II ~(G2) 

5.5 L a n g u a g e s  v s .  a u t o m a t a  

Both languages and automata  can be seen as a formal definition of a DES. In 
both cases all the possible sequence of events tha t  can be generated by the 
system are well defined. 

Any automaton G implicitly defines two languages, the language generated 
by tile automaton,  denoted as s and the language marked by the automa- 
ton, denoted as s (G). Formally, given an automaton G = (Q, E,  5, D, q0, Q.~) 
these languages are defined as 

c ( a )  = {s  e E* : 5*(q0,s ) !}  

cm(a) = {s e E* : 6"(q0,8) �9 Q.~) 

From these definitions it is clear tha t  s C s 

(25) 
(26) 
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Finite au tomata  are a particularly interesting formalism for representing 
DES. This interest stems from the fact that  most problems that  can be posed 
for a DES can be solved by means of a computer  algorithm in a polynomial 
time if the DES is represented by means of a finite automaton.  Thus, an 
immediate question is how large the set of languages that  can be represented 
by finite au tomata  is. 

Unfortunately, a finite automata  cannot represent every language. The 
set of languages that  can be represented by an automaton is known as the 
set of regular languages. This set is quite restrictive compared to the set of 
all possible languages, but is general enough to be important  in practice to 
represent the behavior of many DES. 

6 I n t r o d u c t i o n  t o  s u p e r v i s o r y  c o n t r o l  

This section gives a brief and necessarily incomplete introduction to super- 
visory control. Supervisory control must guarantee that  the behavior of the 
overall plant is always acceptable. Here acceptable may mean that  no dead- 
locks (or livelocks) occur, and/or  that  certain variables always remain within 
a specified safe set, and/or  that  eventually all the tasks are completed. 

The plant manager describes certain specifications of the closed loop 
plant. The open loop behavior/2(G) may contain strings that  are not accept- 
able in the sense that  they violate some of the specifications. The supervisor 
will then influence the plant behavior by sometimes blocking certain events, 
which would be allowed according to the plant model G. By blocking some 
controllable transitions the supervisor eliminates all those trajectories that  
lead to a violation of a specification. Supervisory control is usually imple- 
mented by blocking as few controllable events as possible. This allows the 
maximal freedom for the lower level controllers to optimize their actions. 

Since the supervisory controller must act autonomously on the overall 
plant, it is important  to observe that  the specifications are hard constraints 
on the plant behavior. The supervisor must ensure that  all future trajectories 
satisfy the specifications. This is different from a stochastic approach, where 
one would only require that  the plant satisfies the specifications most of the 
time or that  it minimizes some average cost. Moreover, as it has been already 
noted, tile supervisor must have a global model of the plant when predicting 
future trajectories. This explains why the supervisor usually works with a 
composition of many interacting models. Computat ional  tractabil i ty usually 
dictates the use of abstract discrete event models for most of the components. 

6.1 G e n e r a l  f r a m e w o r k  

We will consider a DES G = (Q ,E ,  5, D,qo ,Qm)  as defined in Section 5, 
where the event set E may be part i t ioned into two disjoint subsets 

E = Ec UE.~c 
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Ec is the set of controllable events. Any event that  may be disabled by the 
controller belongs to this set. On the other hand, E~c is the set of uncon- 
trollable events. Events in Euc cannot be prevented from happening by the 
controller by means of any control action over the system. 

Similarly, event set E accepts also another  part i t ion into two different 
disjoint subsets 

E = Eo U E~o 

Eo represents the set of observable events. Any event in Eo can be seen, or 
observed, by the controller upon its occurrence. On the other hand, E~o is 
the set of unobservable events, tha t  is, those events whose occurrence cannot 
be noticed by the controller. As it can be intuitively guessed, the existence 
of uncontrollable and /o r  unobservable events in the system introduces extra  
complexity to the supervisory control problem. 

Fig. 10 shows the general feedback loop structure for supervisory control. 

S(PEo(S)) Supervisor 

System 
(o) 

Fig. 10. General supervisory control loop 

Since, in general, unobservable events may exist, it is clear tha t  the system 
output  tha t  is fed back to the supervisor will not be the whole event string s 
generated by the system G. If we define the projection operat ion PEo : E* --+ 
Eo, the information available for the supervisor will be PEo (S). The  control 
action of the supervisor will be denoted as S (Puo(S)), where S may  be seen 
as a function S : E* -+ 2 g. As mentioned at the beginning of this section, 
the goal of this control action is to disable some events. We will assume tha t  
E~c C_ S (PEo(S)) C_ E is the set of events allowed by the supervisor after 
the observed system behavior Puo (s). In this f ramework it is assumed that  
the control action is immediately upda ted  (but not necessarily changed) just 
after the occurrence of any observable event. 

Thus,  when an event string s has been generated by the system G, then 
the set of allowed events is 

s n D (qo, 

that  is, events that  are allowed by the supervisor and tha t  are also active in 
the system. 

One of the most  impor tan t  issues related to part ial  observabili ty are sys- 
tem failures, which are rarely observable by the controller. One impor tan t  
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research area nowadays in supervisory control is the problem of diagnosis, 
that  is, how to infer that  some unobservable event has (possibly or certainly) 
happened just by looking at the observable behavior of the system. Issues 
related to partial observability will not be t reated in this introduction. Thus, 
from this point on it is assumed that  all events are observable. 

We will denote as s  the language generated by the closed loop 
system. Assuming s �9 E*, e �9 E,  the language s  may be defined as 

e c ( s / a )  

s �9 C(S/G),  se �9 Z(a) ,  ~ �9 S(s) -: :. se �9 C(S/G) 

The marked language of the closed loop system consists of the strings that  
are allowed by the supervisor and that  are marked in the open loop system: 

Cm(S/G) = C(S/G) n Cm(a) 

In general, the following inclusion relations may be stated among these 
languages 

0 c_ C.~(S/G) c_ Zm(S /a )  c C(S/G) c_ C(G) 

6.2 Controllability 

One of the first questions that  can be stated in supervisory control is, given a 
DES G = (Q, E,  5, D, q0, Qm), and a desired closed loop language K ,  is how 

i 

to decide whether there exists a supervisor S such that  s  = K. 
The following theorem provides necessary and sufficient conditions for the 

existence of such a supervisor. 

T h e o r e m  1 ( C o n t r o l l a b i l i t y  T h e o r e m ) .  
Given a DES G = (Q,E ,  5, D, q0,Qm), Euc C_ E and 0 C K C s there 
exist supervisor S such that s  = K if and only if 

KE~c  n ; ( C )  g K 

This Condition on K is known as the controllability condition, and it 
can be read in the following terms: if a string s C K admits a prefix t E 
p re f ( s )  tha t  can be extended with an uncontrollable event e C Euc, and 
the resulting string te belongs to the system language/~(G),  then string te 
should also belong to K.  In other words: if the supervisor cannot prevent a 
string from happening, tha t  string should be legal (that is, the string satisfies 
the specification K).  If this condition holds, the supervisor S that  makes 
s = K is defined as 
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S(s) = [Euc n D (5*(qo,s))] U {e �9 Ec : se �9 K }  

After observing any event string s, the supervisor enables all uncontrol- 
lable events tha t  are also active in the system (left hand side of union opera-  
tor) and those controllable ever'~s whose occurrence keeps the system inside 
the desired behavior  (right hand side of union operator) .  

In general, one may find tha t  the desired language K is not controllable. 
A natural  choice then is to take a subset or superset of K ,  depending on 
the problem specification. If K represents the largest allowed language, then 
one could try to take the largest controllable sublanguage of K .  On the other 
hand, if K represents the smallest 1 required language tha t  should be included 
in the closed loop system language, and the lat ter  should be the smallest 
possible, one could then try to take the smallest controllable superlanguage 
of K .  

The supremal controllable sublanguage of K is denoted as K *c. The infi- 
real prefix closed controllable superlangua9 e of K is denoted as K ~c. 

The prefix-closure condition on K *C is a technical condition allowing a 
constructive definition of K;c: it is the intersection of all the prefix-closed 
controllable superlanguages of K .  The set of controllable languages is not 
closed under intersection, but  the set of prefix-closed controllable languages 
is. 

For any 0 C K C s  the following inclusion relations hold 

OC_K #c C_K C_K C_K tc C_s 

Depending on whether K is or not prefix-closed and /o r  regular, there 
exist different methods to compute  K *C and K *C. 

6.3 B l o c k i n g  

Another  impor tan t  issue related to supervisory control is blocking. A DES is 
said to be in a blocking s tate  if, from tha t  state,  it cannot  reach a marked 
state. Formally, given a DES G = (Q,E,5, D,qo,Qm), it is said to be non- 
blocking iff 

The inclusion ~,~(G) C_ Z;(G) always holds, because any prefix of a string 
s E s (G) has to belong necessarily to the language generated by the system 
s  Thus, the actual nonblocking condition is L;m(G) _D s  whose in- 
terpretat ion is the following: any string s generated by the system, 8 C s  

1 When we say largest and smallest we are referring to set inclusion among lan- 
guages 
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can be extended by another string t C E*, such that  the string st leads the 
system to a marked state. 

The nonblocking condition can also be checked on the automaton mod- 
elling the system. System G is nonblocking iff 

Ac(G) c_ CoAt(G) 

All accessible states of G should also be coaccessible, i.e., the system may 
eventually reach a marked state from any accessible state. 

The following theorem provides necessary and sufficient conditions for the 
existence of a nonblocking supervisor. 

T h e o r e m  2 ( N o n b l o e k i n g  C o n t r o l l a b i l i t y  T h e o r e m ) .  Given a DES 
G = (Q,E, 5, D, qo,Qm), Euc C E, and 0 C+ K C_ s  there exists a 
supervisor S such that 

c (s/a) = K,  

1) KEuc n s  C_ K 
2) K = K n C m ( a )  

and s  = K 

(controllability condition) 
(  (G)-closure) 

(note that,  in this case, language K does not represent the desired generated 
language, but  the desired marked language). 

Condition 1 corresponds to the controllability condition of Theorem 1 for 

language K (recall that  K = K).  Condition 2 is known as the s 
condition. Since K C_ K and K C L;.~(G) (by the assumptions of Theorem 
2), inclusion K C_ K N gin(G) always holds. Inclusion K D_ K N s is 
what does not hold in general, and it can be read in the following terms: if 
a string s C K (which is a marked string by assumption, since K C_ s  
admits a prefix t E p re f ( s )  which is also a marked string (i.e., t E s 
then string t should also belong to K.  

6.4 S u p e r v i s o r y  c o n t r o l  s p e c i f i c a t i o n s  

In the typical specification of most supervisory control problems, one defines 
one or more required and/or  allowed languages, either marked or not, for 
instance Lr~q, Lalt, L.~,r~q, and L.~,au, and specifies as requirements one or 
more of the following four inclusion relations 

Lreq C 1:(S/G) c Lau, Lm,req C s  C_ Lm,aU 

Of comse, controllability and nonblockingness are usually part  of the 
problem specification as well. 
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When we set as specification the largest allowed language, we usually 
require the supervisor to be maximally permissive, in the sense that  is should 
allow the system to behave as free as possible, while keeping it inside the 
allowed behavior. Formally, if Lau is the largest allowed language, a supervisor 
S such that  s  C_ Lau is said to be maximally permissive if for any other 
supervisor Sothe r 

s C Lau ~ s C_ s  

S u m m a r y  

In this Chapter  we have introduced the fundamentals of DES. We have seen 
why DES are indeed a particular kind of dynamic systems, and why ordinary 
differential equations and difference equations are not suitable tools to model 
these systems. How DES interact with continuous systems, greatly determines 
what we can call a hybrid system in the strict sense. A couple of formalisms 
to describe DES at the logic (untimed) level of abstraction have been in- 
troduced. These are languages and automata. Some of the most important  
operations between languages and automata  have been introduced, and the 
existing relationship between these two formalisms has also been presented. 
Finally, the last Section presented a brief introduction to supervisory control 
where two of the most important  problems, controllability and blocking, were 
considered. Two of the most relevant theorems that  provide necessary and 
sufficient conditions for these problems have also been quoted. 

R e c o m m e n d e d  r e f e r e n c e s  

For a much more complete introduction to DES, the reader is strongly en- 
couraged to see [1]. This book presents a very comprehensive, self contained, 
and excellent introduction to the fundamentals of DES. It deals not only with 
the concepts quoted in this Chapter,  but  also with some other modeling for- 
malisms like Petri nets and other abstraction levels in the modeling of DES 
like stochastic models. 

For an introduction to hybrid systems, the reader is suggested to see the 
following Chapters of this Part ,  and references therein, in this book. Also, 
in the Lecture Notes in Computer Science and Lecture Notes in Control and 
Information Sciences series books edited by Springer, some nice books on 
this topic can be found. For example, see [6] and [7]. Some journals edit 
also special issues on this topic. For example, for a nice discussion on hybrid 
systems, the reader is suggested to see tile guest editors' presentation of [5]. 
In [5] can also be found good papers that  represent different approaches in 
the study of hybrid systems. 

The study of languages and au tomata  theory is also perfectly covered by 
[1], specially from the control systems point of view. For a good introduction 
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of this topic from the computer  science point of view and the s tudy of formal 
languages, see [3]. 

The initial work on supervisory control is [2], a l though in [1] the reader 
can also find an excellent introduction to this topic. For an introduction to 
the problem of supervisory control under partial  observabili ty and failure 
diagnosis, see [4,8] and references therein. 
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Petri  N e t s  M o d e l s  of T i m e d  Di scre te  Event  
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1 I n t r o d u c t i o n  

The goal of this chapter is to introduce Petr i  nets as a s ta te-based modelling 
formalism for discrete event systems. As explained in the preceding chapter,  
the state of a discrete event system belongs to a countable set of possible 
values. The  s tate  remains constant,  except at the asynchronously occurring 
instants along the t ime axis, when an event takes place. A mathemat ica l  
model of such a plant must  specify the order in which events can occur, and 
in the case of t imed models, it must also specify the t ime instants when the 
events can occur. Translating this s ta tement  in the language of s ta te-based 
models, this means the following: for each current value of the state the model 
must specify which events are allowed to occur (and, in the t imed models, 
when they can occur); given tha t  an event occurs, the model must  also specify 
what the next s tate  is going to be. 

The preceding chapter has introduced au t oma ta  as s ta te-based modelling 
formalism for describing the set of sequences of events tha t  can be generated 
by a DES plant. In each state the model specifies a set of transit ions which are 
enabled, and with each transit ion which is enabled in the current state, there 
corresponds a mapping  of the current s tate  into the next state,  given tha t  the 
transit ion occurs. Events are associated to the occurrence of transitions. The 
problem with au tom a t a  is tha t  the s tate  space is a completely unstructured 
set without  any ordering relation between its elements. The set of enabled 
transitions, and the "next  state" function, are necessarily defined by enumer- 
ation, for each value of the current state. I t  is in general impossible to express 
the set of enabled transitions via algebraically expressed constraints. Neither 
is there in general an algebraic expression for calculating the next state. 

Enumerat ing  sets becomes computat ional ly  infeasible for realistic plant 
models consisting of many  components.  Each component  expresses certain 
constraints on the ordering of the events, via the set of enabled transitions 
and via the "next state" function associated to these enabled transitions. 
Feasible trajectories of the overall plant must  satisfy the constraints imposed 
by each component  separately. 

In this chapter  Petr i  nets are used as model of a u t o m a t a  which can be 
represented in a compact  graphical form, and where the s ta te  space is nicely 
structured as a vector with integer components.  Sets of enabled transitions 
and "next  s tate" functions are represented using linear functions of the state, 
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with integer valued coetticients. Section 2 presents some examples i l lustrating 
how Petri  nets can be used to model typical discrete event systems, such as 
flexible manufactur ing systems and communicat ion protocols, and how the 
structure of the state vectors can be used for analysis of plant propert ies  
and for control design. These examples also illustrate the limitations to the 
modelling power of Petri  nets, due to the fact that  the model only specifies 
sets of enabled transitions, but never expresses tha t  a transit ion is forced to 
o c c u r .  

Some elements of the set of feasible trajectories,  satisfying all the model 
constraints, may  have propert ies tha t  are not acceptable for the proper  op- 
eration of the plant. Specifications expressing safety conditions, avoiding un- 
economical operat ing conditions, etc. can often be expressed via linear in- 
equalities tha t  must be satisfied by all reachable states. In order to allow 
autonomous plant operat ion these specifications must  be enforced strictly by 
a high level, supervisory controller (as introduced in control theory by Ra- 
madge and Wonham in [2]). In section 3 the combination of graphical and 
linear algebraic analysis tools for Petr i  nets will be used for the synthesis of 
maximally  permissive supervisory controllers. 

As explained in the preceding chapter  discrete event models, such as au- 
t oma ta  and Petri  nets, only enforce the order of occurrence of events. Prac-  
tical applications often require the specification not only of the ordering of 
events, but  also of the real t ime when events can take place. This is the 
case for example when a manufactur ing system is handling perishable items, 
which have to leave the plant before a certain due date. For this purpose 
section 4 adds constraints to the Petr i  net model which specify tha t  an en- 
abled transit ion must  be executed in a certain t ime interval, measured from 
the time when the transit ion became enabled. Timed Petri  net models repre- 
sent much more general discrete event systems, since it is possible to express 
events that  are forced to occur. Section 4 presents the modelling formal ism 
for t imed Petri  nets, and discusses some examples of the use of t imed Petr i  
nets for the modelling of communicat ion and t ranspor ta t ion  networks. Sec- 
tion 4 also illustrates how the use of t imed models influences the problem of 
control synthesis. Deadlock prevention and task scheduling are used as case 
studies. 

2 P e t r i  n e t  m o d e l s  

2.1 P e t r i  n e t  s e m a n t i c s  

A marked Petri  net (P, T, F+,  F_ ,  m0) is a graph, with the following elements: 

�9 ~P places p C P (denoted by circles in the graphical representat ion) 
�9 ~T transit ions t C T (denoted by bars in the graphical representat ion) 
�9 a set F+ of directed arcs pointing from some transit ions to some of the 

places (F+ can be interpreted as a relation, or as a subset of T x P) .  In 
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the graphical representation these arcs are lines starting at t and ending 
with an arrow at p. 

�9 a set F_ of directed arcs pointing from some places to some of the tran- 
sitions (F_ can be interpreted as a relation, or a subset of P • T).  In 
the graphical representation these arcs are lines starting at p and ending 
with an arrow at t. 

�9 the initial marking m0 E l~ P, a column vector of ~P nonnegative integers, 
each element counting the number of tokens that  initially are present in 
the places p E P. The m0(p) tokens in p are represented graphically by 
mo(p) dots in the circle p. 

In order to simplify the notat ion we introduce the following sets: ~ = 
{p E P I (P,t) C F_} and t" = {p C P I (t ,p) E F+} is the set of input (resp. 
output)  places of transition t. Input  and output  transitions of a place p are 
defined as " p =  {t e T l( t ,p  ) E F+} a n d p "  = {t 6 T l(p, t  ) 6 F_}. 

E x a m p l e  1: p r o d u c t i o n  u n i t  in F M S :  Figure 1 is an example of a 
Petri  net with 4 places and 2 transitions. It represents a product ion unit 
consisting of 3 machines, an input buffer and an output  bdffer. It is one 
component of a larger plant. The input (left) and output  (right) places are 
the buffers, where workpieces are stored before and after the operat ion carried 
out by this production unit. In the example there is initially one workpiece 
waiting in the input buffer, and there are 2 finished products waiting in the 
output  buffer. The two other places represent the status of the 3 equivalent 
machines in this production unit; the tokens in Py,'ee count the number of 
idle machines (initially 2), while the token in Pb~,sy correspond to 1 busy 
machine. The transitions represent resp. the start  of an operat ion (machine 
starts working on a workpiece in the input buffer) and the completion of an 
operation (machine completes work on a workpiece, puts it in the output  
buffer and returns to the idle condition). 

p n P~ 

tstart ~ / ~  t finish 

Pbusy ' " '  

Fig. 1. Petri net model of a pro- 
duction unit with input and out- 
put buffers 
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A Petri  net models the occurrence of an event in a discrete event plant by 
the execution of a corresponding transit ion t E T. In example 1 the execution 
of transit ion tstar t corresponds to the s tar t  event, while the execution of 
transit ion t / in ish  corresponds to the completion event. The  marking m of 
the places determines the state of the plant. I t  will become clear tha t  the 
marking does indeed determine the set of all possible future s tate  trajectories 
that  can be reached. This justifies the use of the t e rm "s ta te" .  In example 1 
the marking m = [mi,~, m/tee ,  mbusy, mout] = [1, 2, 1, 2] indicates tha t  there 
is one workpiece waiting in the input buffer, while two items are in the output  
buffer; 2 machines are idle while 1 machine is busy. 

The dynamics of the sequence of events generated by a marked Petri  net 
is determined as follows. Given a current value m of the state,  a transit ion is 
enabled if each of its input places contains at least one token: 

t is enabled .: ' . ,VpE " t : m ( p ) _ >  1 

The event corresponding to t can occur provided tha t  the constraints re(p) >_ 
1 are simultaneously satisfied for all input places of t. Let Tenabled(m) be the 
set of enabled transitions given the current value (rn(p) ,p C P)  of the state. 
The next event tha t  will occur corresponds to a t ransi t ion tnext C Tenabled (m),  
selected arbi trar i ly among the transitions in Tenabled(m). The next marking, 
following the execution of tnext, is obtained by removing one token from all 
the input places of t,~ext and by adding one token to each of the output  
place of tnext. The affine function f : N ~P --~ ~ P  generating the next state 
mnezt = f (m, tnext ) is defined as follows: 

First upda te  the marking m according to 

Vp "tn  t : = re(p)  - 1 

Vp r ~ : minter(P) : re(p) 

Then update  the marking minter(P) according to: 

Vp e t:~ex t : m~e~t(P) : minter(P) + 1 

Vp r t L x t  : mn  t(P) = minter(P)  

E x a m p l e  1 c o n t i n u e d :  For the marking indicated in Figure 1 both  
transitions are enabled. If tstart is selected as next event to occur, then the 
next state is m~ext = [0, 1, 2, 2]; if tfinish is selected as the next event then 
m~e~t = [1, 3~ 0, 3]. In the first case, the only transi t ion tha t  is enabled under 
the state rrZnext is t f inish ; in the second case the only enabled transit ion is 
tstart. It is easy to verify that  this expresses a condition on the language 
generated by the au tomaton ,  represented by the Petr i  net in example 1: the 
number  of times tha t  event tstart is executed is equal to m(pidle) -- mO(pidle) 
+ the number  of times tha t  t f inish is executed. 

It  is easy to enumerate  the set of all s tates tha t  can be reached in example 
1, since transit ion tstart c a n  be executed at most  once. Indeed Pinput contains 
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only one token, and there is no input transit ion to Pinput tha t  could add more 
tokens. The reader should verify that  the set of allowed traces of this discrete 
event model is the prefix-closure of (see section 5.1 of the preceding chapter):  

{ (tstart, tlinish, t/ini~h, tlinish), (tfinish, tstart, tIinish, tlinish) } 

The set of reachable states is 

{[1,2, 1,2], [0, 1,2,2], [1,3,0,3], [0,2,1,3],  [0,3,0,4]) .  

I t  is easy to observe some general rules tha t  hold along any state t ra jec tory  
generated by the model of example 1 : re(Pin) is monotonely decreasing, while 
rn(po~t) is monotonely increasing. Moreover it can be verified for all reachable 
s t a t e s  t h a t  m(Pidle)+ rr~(Pbusy) =rrto (Pidle)+ mo (Pbusy) ----- 3 = t h e  n u m b e r  of  

machines in the product ion unit. The proof  of this invariance proper ty  is very 
easy: the dynamics of the Petri  net allows only two transitions; if tst~rt occurs 
then rn(Pidle) is reduced by 1 while m(pbusy) is increased by 1 keeping the sum 
constant; if t/inish occurs the opposite s tate  change takes place, again keeping 
the sum constant.  Note tha t  not every state tha t  satisfies this equality can be 
reached. Another  invariant proper ty  tha t  can be demonst ra ted  in the same 
way is tha t  m(poutp~t) - mo(Poutp~t) = mo(Pbusy) -- m(pb~sy)+ the number  
of times tha t  ~start occurred. This is also equal to the number  of times tha t  
t finish occurred. 

T r a n s i t i o n  tstart expresses a synchronization requirement.  The correspond- 
ing "s tar t"  event can only occur when two conditions are satisfied simulta- 
neously: there must  be a workpiece waiting in the input buffer, and there 
must be an idle machine. Such synchronization requirements can be used to 
build large models using models of smaller components.  A transit ion tsyn 
tha t  appears  in more than  one component  model can only be executed (the 
corresponding event can only occur) when the transit ion t~yn is enabled in 
all the components  where it appears.  Suppose tha t  s tar t ing work on a work- 
piece tha t  is waiting in the input buffer requires the availability of a crane, 
used also for other operations,  in order to move the workpiece from the input 
buffer to the machine. Then one has to add to the model of the overall plant 
a second Petri  net component  describing the location and the availability of 
the crane. In this second Petri  net the transit ion tstart will also appear,  and 
it will have an input place tha t  is marked by a token only when the crane is 
not carrying a load and is in the right position for picking up the workpiece 
from the input buffer. 

A place p with several output  transitions represents choice in the Petri  
net. If  re(p) > 1 then one of the transit ions t 6 ~ can be selected as next 
event to occur (provided all the other synchronizing enabling conditions of 
this t are also satisfied). In the t ranspor t  model choice represents the fact 
tha t  the plant supervisor can decide to send the crane to different locations, 
depending on the need of the production schedule. In a very simple model 
the token (=  crane) could move either to the place on the left or to the 
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place on the right from its present place. Choice can also be used to model 
plant breakdowns and repairs, as illustrated in Figure 2, which provides a 
more detailed model of the production unit of Figure 1. Tokens in the place 
Pba model a machine that  is broken down. When the machine is repaired 
this can happen either by transition t~p with loss of the workpiece that  was 
in the machine at the time of the breakdown, or by transition trp,2 which 
corresponds to a repair where the work on the workpiece can be continued 
in Pbusy. 

Pfree | 

~ . . J  Pbd 

tstart ~ t r p i f f ~  

Pbusy ( 

Fig.  2. Petri net model 
of a production unit, with 
machine breakdown and 
repair 

Comparing Figure 1 and Figure 2, one sees that ,  depending on the purpose 
of the model, it may be possible to use different Petri  net models with different 
levels of detail. Some of the invariant properties which have been proven for 
the simpler model may remain true, while others require refinement. The 
invariant property expressing that  the total number of machines remains 
constant now becomes: rn (Pidle ) + rrt (Pbusy ) -}- rrz (Pbd) = m o  (Pidle ) + m o  (Pbusy ) + 
mo (PVd). The fact that  Pbd is a choice place implies that  sometimes workpieces 
may get lost, and therefore the relationship between the number of times that  
tsta,.t Occurs and the number of times that  t f inish occurs  no longer holds; it 
is replaced by an upper bound: the number of times that  event tstart is 
executed is at least rn(Poutput) - mo(Poutput)  + the number of times that  
t f insh  is executed. 

In any practical application the input buffer in Figure 1 is the output  
buffer of some other production unit (or receives external arrivals). A Petri  
net model of a plant consists of several production units, as represented in 
Figure 1 or 2, connected via common places, as illustrated on top of Figure 3. 
This Figure illustrates how a large plant can be represented via the interaction 
of several smaller Petri  net components. Often when the user is analyzing 
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the behaviour of the overall plant, global properties such as the arrival and 
departure times of workpieces in a production unit, can be studied using 
a more abstract  model of each product ion unit. Each production unit can 
be represented by one single transition, with intermediate buffers, as shown 
on the bot tom of Figure 3. This abstraction represents the progress of the 
workpieces in a plant without failures of production units. Since this model is 
untimed it is clear that  to an outside observer it will not mat ter  whether there 
are 3 slow machines in the production unit, or whether there is one single 
machine that  is 3 times as fast. However the abstraction would not hold 
in case that  the machines can break down, and workpieces may sometimes 
be lost. Then the abstracted models at the bot tom should also include this 
choice. 

Models of large plants are obtained via the composition of several Petri  
net components. Using common places as illustrated above is one way of de- 
scribing the interaction between components.  Common, synchronizing tran- 
sitions form another method for describing the interaction between different 
components. In tha t  case there are transitions t that  appear in different com- 
ponents. The common transition t can be executed only when it is enabled 
in each component.  Basically each component in the model adds further con- 
straints to the allowed sequences of events that  can occur. Some components 
represent one "geographically" coherent part  of the plant (and modelling is 
often quite simple because the Petri  net looks very similar to the physical 
plant lay-out of tha t  part).  Other components are purely logical, expressing 
certain constraints on the order of the events, imposed for example by the 
supervisor. Components of this type can represent scheduling decisions, rules 
for allocating scarce resources to competing tasks, etc. 

Pin,1 ( i ) P f r ~ , l  ~ Pfree,2 ~ . )  
I ( e e) Pin,2 ) I e) Pout,2 

tstart, 1 ~ ~ tstart,2 ~ tfinish,2 
tfinish, 1 

- Pbusy,1 Pbusy,2 

t I Pin,2 t2 
Pin,ll e }__ ._ ~ ~ e e ~  ~ _~_ Pout,2 ( -~ ) 

Fig. 3. Petri net model (detailed and abstracted) of a plant with two production 
units 



170 Renfi K. Boel 

Consider a flexible manufactur ing plant,  as an example of composit ional  
modelling. For each type of machines there is one Petr i  net component  mod- 
elling the availability of the machines (there are as many  tokens as there are 
machines of tha t  type);  another  Petr i  net models the evolution of the work- 
pieces of a given type, s tar t ing with the arrival of raw materials  up to the 
finished product  (each place in this Petri  net corresponds to a certain inter- 
mediate condition of the workpiece); this component  represents the recipe 
used for the production of that  part icular  type of part .  Yet another  Petri  net 
component  models the t ranspor ta t ion  system moving the workpieces from 
one location to another.  Consider as a typical event the s tar t  tstart of a cer- 
tain operat ion on a machine of a given type. This transit ion tstart appears  
in 3 Petri  nets. It can be executed only when it is enabled in each of these 
components.  This requires that  there is at least one machine of tha t  type 
available, that  a workpiece of that  type is waiting in some buffer, and that  
the t ranspor ta t ion  system is ready to move a workpiece of the appropr ia te  
type from its buffering position to the  input position of tha t  machine. Another  
Petri  net component  could model the decision to s tar t  the first operat ion for 
production of a given finished product,  as a response to external  requests (or 
orders) for different finished products. This is a component  representing the 
logic of a supervisory controller. 

It  should be remarked tha t  Petri  nets were introduced in computer  science 
in order to model the evolution of programs being executed on a processor. 
Most of the l i terature on Petri  nets deals with closed models, where all places 
(resp. all transitions) have at least one input transit ion (resp. place) and at 
least one output  transit ion (resp. place). Petr i  nets are also often used for 
logical models in fault detection in large plants (e.g. nuclear power stations).  
There too models are usually closed. In control engineering applications the 
Petri  nets that  one encounters as components  of models of manufactur ing sys- 
tems, t ranspor ta t ion  systems, communication systems, etc. are usually open 
in the sense tha t  there are transitions without  input place (such transit ions 
are always enabled - they represent an action that  the outside world can al- 
ways force to occur in the model), places without output  transit ions (counting 
how many times some event happened),  etc. In this paper  we mainly consider 
such open Petri  nets. 

2.2 Algebraic  analys is  of  general  Petr i  nets  

It is easy to generalize the Petri  net model by assigning weights to the arcs. 
If an arc from place p to transit ion t has weight Wp, t then t is only enabled if 
p contains at least wp,t tokens. In other words the enabling condition is now: 

t is enabled r Vp E "t : re(p) > wp,t 

On executing transit ion t the model dynamics now remove wp,t tokens from 
each of its input places p C "t. If  an arc from transit ion t to place p has 



Petri Nets 171 

weight Wt,p then executing transition t adds wt, p tokens to p. This extension 
of the simple Petri net model allows more compact models of discrete event 
plants in some cases. 

Assume from now on that  the Petri net under consideration does not 
have any self-loops; that  is: there are no places tha t  are at the same input 
and output  place to the same transition: Vt C T : ~ A t ~ = {a. Under this 
assumption it is possible to find an algebraic description of a Petri net which 
is equivalent to the graphical description. The evolution of the Petri net is 
governed by the enabling conditions as defined above, and the "next state" 
function f ( m ,  t) = rrtnext can be expressed, without use of minterrnediate, as 
follows: 

Vp e"  t , , ~ ,  : . ~ . ~ , ( p )  = re(p)  - w , , ,  

Vp G t~zex t : mnext(P) = m.(p) -k Wt,p 

Vp r tnezt U t ~ x t  : mnext (P) = re(p) 

Because there are no self-loops the Petri net is uniquely specified by an 
incidence matr ix  E E N ~gx~T with elements Wt,p - %,# on the t-th column 
and the p-th row. The p-th row expresses the arcs interconnecting place p 
to transitions, while the t-th column expresses all the arcs connecting t to 
places. Because there are no self-loops either Wv,t or Wt,p or both are 0. This 
is the property that  implies that  E uniquely specifies all the arcs of the Petri 
net graph, and their weight. In particular it is possible to uniquely decompose 
E into E = E+ - E_  where E+ contains all the elements of the form Wt,v 
while E_  contains all the elements of the form Wv,t. A Petri net will from 
now on be denoted by (P, T, (Wt,p, Wv,t), m0) with the obvious replacement of 
F+, F_ by Wt,p, Wp, t. 

Pl t3 
P5 

.... ~ o - P 2  t4 ~ ~ ) "  .... t7 

~ 3 ) 
.... ~ ~ 1 ~  - -  

P4 ~ "P t6 P6 

E= 

- 1 - 1 0 0 0 0 1  

1 0 - 1 0 0 0 0  
1 0 0 0 - 1 0 0  

0 t - 1 0 0 0 0  

0 1 0 0 0 - 1 0  

0 0 1 0 0 0 - 1  

0 0 0 0 0 1 - 1  

Fig. 4. Incidence matrix of a simple Petri net 
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Let us further extend the model of Petr i  nets by allowing several t ran-  
sitions to be executed simultaneously. A firing vector a is a positive integer 
valued vector of dimension ST. Its t- th component  counts how many  times the 
transition t is fired when a is executed. The  firing vector a can be executed 
simultaneously if all the enabling conditions of all its transit ions are satisfied 
simultaneously, i.e. if Vp C P : m(p) >_ Y~.t wv,t'a(t)" This constraint  imposes 
the requirement that  all the places p contain enough tokens to allow each 
transition t to remove a(t).w,,,t tokens from p. This extension allows for more 
compact  models, since it is not necessary to define a new transit ion corre- 
sponding to the case where several events are executed simultaneously. Note 
that  this generalization does not change the set of reachable states. If  a s tate  
is reachable by execution of a family of simultaneously enabled transit ions,  
then these transitions are also individually enabled and can be executed one 
by one in any order. This leads to the same marking. 

The  enabling condition for the firing vector a can also be expressed in 
vector form (where > denoting componentwise inequality): 

m >_ E _ . a  (1) 

When all the transitions in er are executed simultaneously then the s ta te  
jumps from m to mn~xt given by 

mnext = m q- E.cr (2) 

or e laborated per row: mn~xt(p) = re(p) + ~ t (Wt ,p  - wv,t).(r(t ). 
These equation allow the use of linear algebraic tools for analyzing Petr i  

nets. One should however be very careful n o t  to interpret  equation (2) as a 
difference equation. The "next state" equation in (2) is only defined when the 
enabling conditions (1) are satisfied, and these constraints are not included 
if (2) is t rea ted  as a difference equation. 

2.3 R e a c h a b l e  m a r k i n g s  

Verifying properties of a plant modelled as a Petri  net requires the eval- 
uation of the set of all markings (states) that  are reachable by the Petr i  
net (P, T, (wt,p,Wv,t), too) from the given initial condition m0. Equivalently, 
proving propert ies of the plant requires evaluation of the set of all allowed 
sequences of events of the Petri  net (P, T, (Wt,v, Wv,t), too). 

Given marking mo there is a set ~ ( m o )  of families of simultaneously 
enabled firing vectors (consisting of one or more transitions); select one el- 
ement al  C 57(m0) as next firing vector to be executed. The fact tha t  all 
the transit ions t in o 1 can be executed simultaneously a(t) times, given tha t  
the s tate  of the model is m0, is denoted by m0[~l --+ . When al  occurs the 
value of the s tate  jumps from m0 to ml  = m0 + E .~I .  This s tate  change is 
denoted as m0[r -+ ml .  Once the marking mt  is reached, a new set X ( m l )  
of simultaneously enabled firing vectors is obtained; select a2 C ~ ( m l )  : then 
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rnl[a2 ~ m2 where rn2 = ml  A-E.o2 = m0  A - E . ( a l  -4-a2). One can summarize  
this in the notat ion too[a1 --+ ml[cr2 --+ m2. 

The set of all s tates that  can be reached in one step from an initial con- 
dition m0 C M0 for some subset Mo of markings,  is denoted by 

TQ (P, T, wt,v, wp,t, Mo) = {m [ 3too e Mo, 3or C ~ ( m 0 )  s.t.mo[a ~ m} 

The set of markings reachable in n steps is defined inductively: 

"~k~-I (P, T, (We,p, wp,t), Mo) = Tg(P, T, (We,p, Wp,t), T~k(P, T, (Wt,p, Wp,t), Mo)) 

If m is in T~(P, T, (wt,p, wv,t), Mo) then there exists a sequence of firing 
vectors a k , k  = 1, 2 , . . .  ,n  such that  

Using the convention tha t  0 E Z ( m )  for any s tate  m guarantees tha t  the sets 
of reachable markings TL~(P,T, We,p, wv,t, Mo) are monotonely increasing in 
n. Hence the set of markings tha t  can eventually be reached by a given marked  
Petri  net, after an arb i t ra ry  number  of steps, is well defined as 

When no confusion is possible we will write T~oo(P, T, (wt,v, wp,t), m) = Ti~. 
It  is easy to see from the above expressions that ,  if a marking m is reach- 
able via the consecutive execution of an a rb i t ra ry  number  of s imultaneously 
enabled firing vectors, then there must  exist a vector x = ~ i a i  C N ~T 
such tha t  m = m o  + E.x. The set T~oo of reachable states for the Petr i  net 
(P, T, (wt,p, wp,t), too) is a subset of the set 

= { m  I 3 z  c r4 T : m = mo + E . z }  ~ ~ 

In general T ~  is a strict subset of ~ = {too + E.x, x > 0} since there may 
be values x >_ 0 for which there does not exist a sequence {~1,~r2,.. .  ,cr,~} 

n of successively enabled transitions generat ing x = ~-~i=l cri" Consider e.g. 
ml =mo + E.x for mo T = (0, 0, 1, 1,0, 0, 0), and x T = (1, 1, 0, 2, 2, 0, 2) in the 
example of Figure 4. Then the marking  m l  = (0, 1, 0, 0, 1, 0, 0) C 7~ is not 
reachable because the s tructure of the Petr i  net clearly shows tha t  either pl 
and p~ are marked together,  or P3 and P4 are marked together,  af ter  tr  has 
been executed for the first time. Hence ml is not reachable. 

Define the support  sp(x) of a firing vector x as the set of t ransi t ions t 
such tha t  x(t) > 0. When the firing vector corresponding to x is executed, 
then all the transitions t in sp(x) and only those transit ions are executed. 

The set 7~ is very easy to work with when verifying propert ies  of a plant. 
Clearly it would be very useful if one could reduce the set 7~ so tha t  it contains 
fewer unreachable markings.  Some unreachable markings can be el iminated 
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from /~ by imposing constraints, such as invariants properties,  proven via 
whatever technique is available. 

A place invariant is a function V(m) tha t  remains constant  under any 
enabled firing vector: 

{ m - - .  = y ( m 0 ) }  .: 

{ m e e + : 

Proving tha t  a function V (m) is a place invariant is easy; if Vm 6 7~, Vas.t.m > 
E.a : V(m + E.a) = V(m) then V(m) is certainly a place invariant. However 
this requirement may be too strict, since it does not have to be satisfied for an 
unreachable marking m. Moreover the hard par t  is in guessing what  functions 
are possible place invariants (compare this si tuation to proving propert ies of 
a classical differential equation via invariants). 

Linear place invariants are functions of the form V(m) : mT.g for some 
~P-vector g. It  is possible to generate all linear place invariants by considering 
all vectors g in the null space o f E  T. Indeed Vx >__ 0 : mT.g : mTo.g+xT.ET.g 
if ET.g : 0. Unfortunately linear place invariaats defined in this way do not 
exclude any unreachable markings from 7~ since the derivation above does 
not take into account tha t  the equality x.ET.g = 0 only must  hold for those 
vectors x such tha t  m0 >__ E_.x .  And this is exactly the constraint  tha t  is not 
expressed by 1~ either. 

It  is possible to get other interesting place invariants by looking for t raps  
and siphons in the Petr i  net. A t rap Q c P is a subset of places such tha t  
every transit ion tha t  has an input place in Q also has a output  place in Q : 

t C OpeQp ~ ~ t" n Q  ~ O 

The firing of any transit ion tha t  can remove a token from a place in Q must  
add a token to some place in Q. Hence a t rap  tha t  contains at least one token 
under the initial marking m0 will always contain one token (~pcQ too(p) > 
0 ==~ Vm C T4~ : Ep~Q trio(p) > 0). 

Similarly one can define a siphon S as a subset of places such tha t  t C 
UpeQ ~ :==r 3p E Q 9 t E p ' .  A siphon tha t  initially contains no token will 
remain empty  forever. In order to find all t raps  one has to find all the solutions 
of the inequality x.E > O, x > O, x E N gp. If x is one of these solutions, then 
the support  of x (that is the set of places corresponding to a strictly positive 
value of x(p)) forms a t rap.  A siphon is obtained by reversing the inequality 
to x.E << O. The support  of a solution x of x.E = 0 is simultaneously a t rap  
and a siphon, and is at the same t ime a (linear) place invariant. 

In order to define these concepts in a more graphical way, we intro- 
duce paths  and cycles. A pa th  is an ordered sequences {po, t l ,p l , . . .  ,~n} 
or { to ,p l , t l , . . .  } such tha t  for any pair (tn,p,+l) (resp. (p , , t n ) )  there is an 
arc in the graph defined by F+ (resp. F_)  connecting these two consecutive 
elements of the path. A cycle is a pa th  where no place or transit ion occurs 
twice in the sequence, and where the last element is connected to the first 
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element (i.e. (tn,po) E F+ or (p,~,t0) C F_).  Traps and siphons can also be 
recognized by considering the graph of the Petri net. A trap only contains 
cycles or incoming paths. A siphon only has cycles or outgoing paths. 

The following theorem states conditions under which existence of a non- 
negative integer solution to the equation m - m0 = E.x  implies that  m is 
indeed reachable: 

T h e o r e m  1: Let (P, T, F, rno) be a marked Petri net, such that  every cycle 
is a trap, and let 0 < x C NtT be a solution to the equation m - mo --- E.x  
Define the subnet that  contains all transitions in the support  sp(x) of x, and 
all their input and output  places. Restrict m0 to this subnet, and assume 
that  all siphons in the subnet have at least one token under m0. Then m is 
reachable from m0, i.e. m C 7 ~ .  

This result can be further improved if the Petri net is completely acyclic, 
i.e. if the graph of (P, T, F)  contains no cycle at all. In that  case the network 
can be partitioned in layers, with tokens always moving from the top layer 
down to a lower layer. Assume that  the acyclic Petri net does not have any 
entrance or exit transitions (i.e. no tokens ever enter or leave the net) then 
the union of the last k layers always is a trap; the union of the first n layers is 
a siphon. Theorem 1 could be applied. However the following stronger result 
of Ichikawa and Hiraishi (see [11]) holds: 

T h e o r e m  2: If the Petri net ( P , T , F )  is acyclic, then for any initial 
marking mo 

R ( P , T , F ,  mo) = ~ ( P , T , F ,  rno) 

Further results on how to describe the difference between/~ and ~ can 
be found in the work of Silva et al. [15] and of Desel and Esparza [7]. If one 
can prove that  a certain marking m is not in /~, then m is definitely not 
reachable. If the solutions to the equations m - m0 = E.x  were taken in the 
space of rational (or real) variables, then the following theorem of Farkas (or 
equivalently the Fredholm alternative as stated in linear functional analysis) 
could be used to prove that  there is no solution to the equation m - m 0  = E.x  : 

Farkas  ~ l e m m a :  Let A be a matrix and b a vector of appropriate di- 
mensions, with rational elements; then either A.x  = b, x >_ O, x C 1~ P has 
a solution or y.A = 0, y.b < 0, y C 1~ T has a solution but it is not possible 
that  both of these equations have a solution simultaneously. 

The following theorem proves that  some markings are not reachable: 

T h e o r e m  3: For a marked Petri net (P ,T ,F ,  mo), assume that  y .E  = 
0, y.(m - m0) < 0 has a solution. The m is not reachable. 

Vectors y which solve t-he equation y .E  -- 0 are called transition invari- 
ants, because they corresponds to sequences of transitions which, when ex- 
ecuted one after the other or simultaneously, keep the linear invariant y.m 
constant. 
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2.4 L imi ta t ions  of  Petr i  net  m o d e l l i n g  

Petri nets can model in a compact ,  and often easily understandable ,  way 
many of the constraints which determine the allowed sequences of events in a 
discrete event system. However Petr i  nets cannot  model those cases where the 
marking of a place disables certain transitions. Of course one could extend 
the Petri  net formalism by defining disabling arcs between some places p 
and some transitions t. Such a disabling arc would add the constraint  to 
the model tha t  the transit ion t cannot  be executed whenever the place p is 
marked,  irrespective of the enabling conditions. It  can be shown tha t  such a 
Petri  net formalism with disabling arcs can describe the same sets of allowed 
sequences as can be described by Turing machines. Petr i  nets with disabling 
arcs have the same modelling power as Turing machines. 

Since it is known tha t  many  interesting questions about  reachabili ty are 
undecidable for Turing machines, it is for most  purposes not appropr ia te  to 
introduce these disabling arcs into the model. Of course if one can prove 
that  the set 7r (Wt,p,Wp,t),mo) of reachable states is finite, then any 
proper ty  of reachable states can be proven by enumeration.  In this case one 
can model disabling connections by adding to the model many  enabling arcs 
from any state  tha t  is not disabling. But  such a Petri  net will generally not 
be easy to interpret,  since many  extra  places have to be introduced, and one 
loses all the advantages of a compact  s tate  representation.  

In order to appreciate the limitations on the modelling tha t  this imposes, 
consider the following simple example of a product ion unit with two machines 
and two types of tasks to be executed. The simplest mode of operat ing the 
plant is tha t  machine i carries out tasks of type i, for i = 1, 2 as indicated in 
Figure 5a, consisting of 2 independent Petri  net components;  each component  
has one place where jobs are waiting for an idle machine and one place where 
a token indicates tha t  the machine carrying out tasks of tha t  type is idle. 
If there are many  tasks of type 1 arriving, and few tasks of type 2, then 
the machine working on jobs of type 1 will be overloaded while the machine 
operat ing on type 2 tasks may be idle most  of the time. 

More flexible plant operat ion can be achieved if both  machines can carry 
out tasks of both  types. This is shown in Figure 5b. There  is now a common 
place holding the tokens which correspond to idle machines. An idle machine 
can carry out tasks of either of the 2 types,  whenever a job arrives. The model 
does not specify any rule for allocating machines to type 1 or to type 2 tasks 
in those cases where there is competi t ion for idle machines. This allocation 
decision is left to the scheduler, which is not modelled in this case. 

One possible rule for allocating machines is the al ternat ing priority rule. 
Each machine will a l ternately work on a job of type 1 and then on a job of 
type 2, then again on type 1, etc. This is modelled as a Petr i  net in Figure 
5c. This mode of operat ion is very inefficient in case the arrival s t reams of 
jobs are very irregular, if one s t ream of jobs has a much higher intensity than  
the other. 
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Fig. 5. Different operation modes of two machines, representable via Petri nets 

There are many much more efficient rules for allocating machines to jobs, 
such as fixed priority for one stream of tasks, or priority for the longest 
waiting line, or priority to type 1 unless the waiting line of type 2 exceeds 
a given threshold, etc. In each of these cases the supervisory rule cannot be 
modelled as a Petri net since it requires tha t  a transition (the start  of a low 
priority job) is disabled in certain states. This cannot be implemented using 
a Petri net. 

The set of reachable states is known to be bounded if there is an upper 
bound to the length of each waiting line (the buffers are finite, and arrivals 
to a full buffer are not allowed to enter). In that  case it is of course possible 
to construct a Petri  net, with a rather  complicated structure,  tha t  will enable 
transitions only when the corresponding task has priority (the reader is urged 
to try this as an exercise). This requires very many places to be added to the 
Petri net model. The Petri  net model then looses its advantage of compact 
modelling. The relation between the Petr i  net graph and the physical plant 
layout is completely lost. Moreover analysis tools based on linear algebraic 
equations will have too many variables to be useful. This discussion shows 
that it is dangerous to t ry  to represent all components of a large plant by 
the same Petri  net modelling formalism. It is useful to use automata ,  or 
other modelling formalisms, for those components where the set of places 
and transitions would become too large for easy interpretat ion and analysis. 
Good modelling tools allow different modelling formalisms to be used for 
different components. 

3 S u p e r v i s o r y  c o n t r o l  s y n t h e s i s  

3.1 M a x i m a l l y  p e r m i s s i v e  c o n t r o l  laws 

This section discusses the implementation of supervisory controllers, as de- 
fined in the preceding chapter, for plants modelled as Petri  nets. The con- 
straints on the plant behaviour are modelled via the specification of sets of 
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forbidden states. These forbidden s tate  specifications are expressed via linear 
inequalities tha t  must  not be satisfied by the marking vector. This chapter  
derives algorithms for automat ic  synthesis of maximal ly  permissive control 
laws guaranteeing tha t  the state of the Petri  net never can reach a forbidden 
value. The control laws disable certain transitions, whenever their execution 
could lead to a marking tha t  violates the specifications. 

Supervisory control only sets out the constraints for the lower level con- 
trollers that  may actually select which enabled transit ion should be executed. 
Therefore it is impor tant  that  the smallest possible set of forbidden transi- 
tions is selected by the control synthesis algorithm. This means tha t  the 
algorithm must  generate a maximally  permissive control law. 

Formally we define the control problem as follows. For any discrete event 
plant modelled as a Petri  net, the set g~o(P, T, (we,v, Wp,e), Mo) of reachable 
markings,  and the set of all feasible sequences of events, are well defined, as 
shown in the previous section. All these feasible trajectories must  satisfy cer- 
tain requirements,  such as safety conditions, or conditions tha t  are imposed 
by economic considerations of the plant operation. Assume tha t  these speci- 
fications are expressed by a set M of forbidden states. The plant will behave 
properly if no s tate  in M can ever be reached: 

7 ~ ( P ,  T, (w~,p, w~e), M0) n M = 0 

If this intersection is not empty, then further constraints must  be imposed 
on the behaviour of the plant. These further constraints are generated by a 
supervisor. A supervisor is a component  of the plant model tha t  will disable 
certain transitions, based on observations of the current state. Observations 
of the state are often implemented by observation of the sequence of events 
tha t  has taken place up to the current point in time. In a Petri  net model this 
supervisor can be realized by adding extra  input places for some transit ions 
in the Petri  net. These supervisory places, with output  towards transit ion t, 
must  not contain a token whenever the supervisor must  disable transit ion t. 
The transit ions tha t  have been executed in the past  must  put  the tokens into 
these supervisory places. 

This section develops algorithms designing such supervisory controllers 
given a Petri  net plant model (P,T, wt,p,wp,t,mo), and given a set M of 
"forbidden states". Based on these observations, and on the internal s ta te  of 
the supervisor,  the largest set of enabled transit ions must  be synthesized by 
the supervisor. In tha t  case the supervisor realizes a maximally  permissive 
feedback control law. 

Remark: Compare  this formulation of the Petri  net control problem to a 
classical control problem. A supervisory controller influences all the compo- 
nents of the plant. In each component  a local controller can apply control 
values, provided these are allowed by the supervisor. The supervisory con- 
troller selects control values u such tha t  a forbidden set of states B c = X -  B 
outside some set B is never reached; in other words the controlled system 
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must  have B as an invariant set. Assume the system is represented by I in- 
teract ing components  x~,t = f~(xt, ,  u), xo, where xt = (xl,t, x2, t , . . .  ,xt,t).  
The control values must  lie in some prespecified set U: u C U. The solutions 
corresponding to an input function u(t) are denoted by x(t, u(.), x0). A good 
control law restricts the control variables u(t) E g(xt) C U to the subset 
g(xt) chosen so tha t  the boundedness proper ty  is true: Vt : u(t) C g(xt), xo C 
B ~ Vt : x(t, u(.), x0) E B. Usually a control law g(xt) selects just  one value, 
but one can equally well design stabilizing controllers by specifying a set of 
allowed control values. If some other decision maker  (e.g. a local controller 
acting under the supervision of the stabilizing controller) selects at any t ime 
t an arbi t rary  control value in the set g(xt), then the system will remain 
stable (think of a scalar linear plant tha t  will be stabilized for any controller 
guaranteeing tha t  Yt : u(t).xt < O. The local decision maker  can use the 
remaining freedom to select a value among the allowed control values g(xt) 
in order to minimize some local cost criterion. The supervisor basically only 
sets out the margins within which each of the local controllers has to operate,  
in order to achieve acceptable plant behaviour. 

In this chapter we consider controlled Petri  nets. The  set T of transitions 
is part i t ioned in a controllable set Tc and an uncontrollable set Tu = T - 
To. Uncontrollable transitions in Tu can always be executed when they are 
enabled by the current marking of the Petri  net. In practical applications 
there are always transitions tha t  cannot  be influenced by the supervisor, 
such as component  failures, or external  arrivals of requests for service like 
connection requests in a communicat ion system. Controllable transitions in 
Tc on the other hand can only be executed when they are simultaneously 
enabled by the marking of the Petr i  net and when the external supervisor 
also allows the execution of the transition. In a graphical representat ion of a 
Petri  net the controlled transitions are recognized by the fact tha t  they have 
a rectangular  control input box (see fig. 6). 

The set of forbidden states is specified by a disjunction of linear predicates: 

M = Ui/_lMi where Mi = { m e  N ttP I > bi} 

for some vectors fi and scalars bi To simplify the analysis we assume tha t  all 
the elements of fi and bi are positive. For more general forbidden sets the 
reader is referred to [12] The s tate  is acceptable only if none of the inequalities 
are satisfied, i.e. if all the specifications are satisfied simultaneously. 

The problem of synthesizing a maximally  permissive control law is easiest 
in the special case where all t ransit ions can be disabled by the external su- 
pervisor: T = Tc. This is t reated in the next subsection. Control can then be 
achieved by adding control places to the net, which are connected to existing 
transitions in such a way tha t  the specifications become place invariants for 
the extended net. This has the advantage tha t  the controlled net is again a 
Petr i  net, and similar analysis and control synthesis techniques can be applied 
to the controlled net in order to enforce further specifications. 
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Control laws for part ial ly controllable models are basically "model  pre- 
dictive" in the sense tha t  the Petri  net model is used to calculate at each 
state what is the set of all markings tha t  can be reached through the consec- 
utive execution of uncontrollable transitions. This uncontrollably reachable 
set depends on the current state. The  set of initial states such tha t  the uncon- 
trollably reachable set originating in tha t  s tate  has a non-empty  intersection 
with the forbidden set M is t reated as the new forbidden set. 

Consider the forbidden set specification M = {m E N ~P I mT . f  > b}. In 
order to determine whether this specification is satisfied one only needs to 
consider the marking of the places in the set support(f) = {p C P If(P) > 0}. 
Let up(p) be the set of all paths ending in the place p such tha t  all the 
transitions in the pa th  up(p) are uncontrollable: 

up(p) : { ( to ,p l , t l , . . . t n - l ,p )  I Me: (tg-l,pg) E F+, 
(pg, tg-1) E F_ and te 6 T~} 

Assume tha t  a firing vector a including at least one controllable transit ion 
has been executed, leading to a s ta te  m. Prior  to the next execution of a 
controllable transit ion the forbidden set M can only be reached by the exe- 
cution of some uncontrollable transit ions in an uncontrollable pa th  in up(p). 
The influencing net is defined as the subnet PNi~/ = (Pro f,  Till ,  F+,inf, 
F-#nI) of the Petr i  net (P, T, F+,  F_)  containing all the places in up(p) for 
some p C support(f). These are all the places tha t  have an uncontrollable 
pa th  towards a place in support(f), including the places in support(f) them- 
selves. The influencing net also includes all the uncontrollable transit ions 
connected to at least one of these places, and all the arcs connecting the 
places and transit ions selected for inclusion in the infl.uencing net. The ini- 
t im marking of PNi~f is obtained by restricting mo to P~,~f. In Figure 6 the 
dashed line surrounds the influencing subnet corresponding to the forbidden 
set specification which depends only on the state of the place p. 

All the transit ion in PNmI  are uncontrollable. In between consecutive ex- 
ecutions of controllable transit ions tokens can only reach a place in support(f) 
via the execution of a sequence of uncontrollable transit ions,  enabled by to- 
kens which are present in places in PNi~/. Tokens in places outside PAin/  
can always be prevented from reaching support(f) by disabling a controllable 
transition. 

The evolution of a part ial ly controlled Petri  net can be interpreted as a 
dynamic game, with "nature" selecting firing sequences of transit ions tha t  are 
either uncontrollable or tha t  are allowed by the current control value (= set 
of allowed controllable transitions).  Of course these transit ions can only fire if 
they enabled by the marking of the Petri  net. Each t ime a controllable t ran-  
sition (or a set of simultaneously enabled transit ions including a controllable 
transition) is executed a sensor observes the new state rnobs,n. The second 
player, opposing nature and corresponding to the supervisor,  then selects a 
new subset U~Uow(rnobs,~) C To, of controllable transitions. Nature  can then 
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M={m(p)  > k} 

  ip:Y 
Fig. 6. Controlled Petri 
net with forbidden set, 
and its influencing net 

again select any sequence of state enabled transitions in Tu U Uauow until the 
next execution of a controllable transition. Nature  can select from this set a 
sequence of transitions, trying to reach a forbidden s tate  in M. As soon as 
this sequence has been executed by the opponent ,  including at least one final 
controllable transition, a new state  mobs,n+1 is is observed by the sensors. The 
supervisor will again select a set Uauow (mobs,n+1), and the opponent  will again 
t ry  to reach a forbidden marking mobs,~+2 E M. The set of markings reach- 
able by the opponent ,  up to to the next execution of a controlled transit ion in 
UaUow (mobs ,n+l ), is given by ~oo ( P, T~ U Uauow (mobs,n+1), F+ , F_ , mobs,n+1 ). 
From the definition of M it follows immediately tha t  it suffices to consider 
the reachable set of the influencing net 

T~inf(mobs,n+l) = ~r~oo(Pinf , Tinf  , F+, F_ ,  mobs,n+l I Pinf  ). 

The goal of the supervisor is indeed to ensure tha t  

o { M  I Pi :} = 0 

The supervisor must  block all controllable transit ions tha t  might lead from 
a marking in TQ,~f(mabs,n+l) to M. At the same t ime the supervisor must  
limit the evolution of the Petri  net as little as possible. Hence a maximally  
permissive control law blocks only a subset of the controllable transitions 
tha t  have output  places in Pi,~:. This subset should moreover be as small as 
possible, in order to allow lower level controllers as much freedom as possible 
in selecting transitions for execution. 
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3.2 C o m p l e t e l y  c o n t r o l l a b l e  m o d e l s  

When all the transit ions in a Petr i  net  are controllable, then the influenc- 
ing net reduces trivially to support( f )  without  any transitions. The  game 
is played without opponent .  In other words the maximal ly  permissive con- 
trol law must  only prevent tha t  a forbidden marking is reached from the 
observed current s tate  by the execution of one single simultaneously enabled 
set of (controllable) transitions. Since the specifications are expressed via 
linear inequalities it is natural  to verify whether  the set 

T~lf3M: { x c I ~  T I x>Om--mo§  
mo >_ E _ . z ,  (too + E . z )T . f i  > bi } 

is empty. This will certainly be satisfied if the superset  defined by the same 
conditions, but  omit t ing the enabling condition mo ~ E_ .x, is empty.  

If the set T~I N M is not empty,  then the supervisory controller must  
add ext ra  constraints to the firing rules of the system. This can be achieved 
by adding extra  input places, and hence extra  enabling conditions, to some 
transitions. These ext ra  constraints must  prevent a t ransi t ion from firing 
whenever this firing would increase m T . f i  above bi. Transit ions t t ha t  are 
input transit ions to a place p C support( f i )  must  be disabled as soon as bi - 
(m+E.a( t ) )T . f i  < 0. Here x = a(t) is the ~T vector with all elements 0 except 
for a 1 in the place corresponding to t. Whenever  bi - (m + E.cr(t))T.fi  ~ 0 
a maximal ly  permissive control law must  allow execution of t. 

In order to obtain this proper ty  one must  enlarge the Petr i  net model with 
an ext ra  place Pc# which initially contains bi - mTo.fi tokens. In the extended 
net, with the extra  place Pc,i, the place invariant mT. f i  § re(pc# = bi must  
hold. Since re(pc#) >_ 0 this is equivalent to the specification. 

The  firing of a transit ion t belonging to ~ for p E support( f i )  must  
remove fi(P) tokens from Pc# while the firing of a transit ion t tha t  belongs to 
p" for p E support(f i)  must  add fi(P) tokens to Pc#. Adding the place Pc# to 
the Petr i  net means tha t  one row is added to the incidence mat r ix  E.  This 
extra  row must  be of the form E~p+l = - f T . E .  This insures tha t  the last  row 
E~p+I of the extended incidence mat r ix  "adds fT .E. , j  tokens" to the control 

T place Pc,i whenever the execution of a transit ion t i removes f i  .E , j  tokens 
from support( f i )  (where E.,j denotes the j - t h  column of the incidence mat r ix  
E). Similarly the s tructure of the last row E~p+I of the extended incidence 

T matr ix  "removes f i  .E , j  tokens" from the control place Pc,i whenever the 
execution of a transit ion tj adds fT .E . , j  tokens to support(f i) .  Hence the 
added control place Pc,i ensures tha t  the place invariant mT. f i  + re(pc#) = bi 
is enforced. 

In order to enforce I linear inequality constraints f T . m  < bi, Vi = 1 , . . .  , I 
it suffices to add I rows to the incidence mat r ix  E,  one row per inequality. 
Each of these rows is constructed as described in the preceding paragraph .  
Since the original Petr i  net has no self-loops, and since the construct ion of the 
control law has not introduced any self-loops, it is easy to draw the controlled 



Petri Nets 183 

Petri  net tha t  enforces the I specifications simultaneously. Figure 7 shows a 
very simple example of a control law enforcing the specification tha t  two 
places together  never contain more than  one token. The original Petr i  net is 
drawn in full lines, the additional control places and control arcs are drawn 
in dashed lines. 

M =  {m 1 + m 2 >  1} 

[ O  ~ - -  --. Pc/._ \ 
/ I 

tl / t 2 7 . /  I t 3 

el ~ P2 
Fig. 7. Control place enforcing speci- 
fication rnl + rn2 < 1 

The control law obtained by adding these control places is maximal ly  
permissive since it will never disable a t ransi t ion unless the firing of tha t  
transit ion would lead to a forbidden marking.  Of course some of these added 
rows of the incidence matr ix  may  be unnecessary since they correspond to 
place invariants tha t  are already enforced by the original Petr i  net (or by 
other control places). It  is computat ional ly  hard to check for redundant  rows 
in an incidence matrix.  However since the ext ra  control place corresponding 
to these redundant  rows will always contain at least one token, they will 
never disable a transition, and these redundant  rows only make the controller 
more complicated than  necessary, but  they do not reduce the set of reachable 
markings. 

3.3 Part ia l ly  contro l led  Petr i  ne t s  

It  has been shown in section 3.1 tha t  for a part ial ly controlled Petr i  net the 
supervisory control decision must  ensure tha t  a larger set M* of forbidden 
states is avoided. Every marking m0 in M* must  be such tha t  the execution 
of any state-enabled sequence of uncontrollable transit ions cannot  lead to a 
marking M. The evolution of a part ial ly controlled Petr i  net can be inter- 
preted as the al ternat ing execution of a collection of enabled transit ions - 
including at least one s tate-enabled and control-enabled controllable t ransP 
tion - followed by the execution of a sequence of sequentially s ta te-enabled 
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uncontrollable transitions. The marking m0 reached by the execution of an 
enabled collection of transitions including at least one controllable transit ion 
is forbidden if there exists an allowable (sequentially state-enabled) sequence 
of uncontrollable transit ions whose execution leads from rno to a forbidden 
marking in M. The  set M* contains all the markings  for which the model 
based prediction of the reachable markings includes a forbidden marking. 

Moreover the game-theoretic interpretat ion has shown tha t  only the exe- 
cution of uncontrollable transitions within the influencing net - the sub-Petr i  
net PNin l  containing all uncontrollable paths leading to a place in support(f)  
- must  be considered. Designing a supervisory controller for a partially con- 
trollable Petri  net with forbidden set M is equivalent to designing a super- 
visory controller for a fully controllable Petri  net, where the forbidden set is 
the extended set M* of all markings from which M can be reached via the 
execution of a sequence of uncontrollable transit ions inside the influencing 
net. 

In the l i terature very general unions and /o r  intersections of linear in- 
equalities have been used as specification of forbidden sets. Here we consider 
only the simplest case of one forbidden set specified via the linear inequality 
M = {fT.rn > b}. Let minf = m I Pinf be the restriction of the marking 
to the influencing net PNinf ,  and let f ie f  be the restriction of the vector f 
to places in PNi~I .  This restricted vector f inl  is obtained by removing all 
zeros from f.  The extended set M* contains all markings m0 whose restric- 
tion mO,inI is such tha t  there exists a sequence of uncontrollable transitions 
in PNin f  leading to a marking such tha t  f T . m  T m -~ fin f" inf > b. The results 
of section 3.2 will be applicable if M* can be represented via unions of sets 
specified by linear inequalities. In this subsection we consider a few special 
cases where this is possible. 

If  the influencing net PNinf  is acyclic, then theorem 2 can be applied. 
Let Ei,~f be the incidence matr ix  of the influencing net PNinf .  Then there 
exists a marking m C M tha t  is reachable from m0 if and only if there exists 
a vector x E ~rinf such that  71tin f = mO,inf + E i n f . x .  A marking minf 
corresponding to M* will be such tha t  there exists a vector x C N ~T~f such 
that 

T T E f~nf'mo#ny + fin f" i~f.X > b 

In order to determine whether a marking belongs to M* or not one has to 
solve a linear integer programming problem, with ~Ti,,f variables. 

One special case that has been solved in the literature is the case where 
the influencing net is a state machine. Then the influencing net PNinf has 
no synchronizing transitions: each transition t C Tinf has at most one input 
place and at most one output place. Tokens move independently of each other 
inside the influencing net when this is a state machine. The number of tokens 
inside PNinf remains constant. This allows for a graphical analysis of the 
allowed markings (see [3] and [9]) Consider all the tokens inside PNinf under 
too,inf. Solving the linear integer programme then corresponds to finding the 
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worst possible distribution of these tokens among the places in support(f) .  
This solution can be obtained explicitly: it is possible to determine a vector 
f* E 1~ P~f and a nonnegative number  b* such tha t  

t * T  rtz M* = {mo I ji,~], o,i~S > b*} 

For details on these calculations see [11]. This paper  also t rea ts  more general 
influencing nets, where one only requires tha t  each transi t ion in the influenc- 
ing net has at most  one input place. 

Another special case of interest is the class of marked graphs. Assume 
tha t  the influencing net PNin f  does not contain any choice places - each 
place has at  most  one input transit ions and one output  t ransi t ion - then each 
token in PinI can follow only one (uncontrollable) pa th  towards support(f) .  
Using this proper ty  it is possible to express the forbidden set M* by express- 
ing the max imum number  of tokens along any uncontrollable pa th  leading 
to support(f) ,  this case has been t reated initially by Holloway and Krogh 
[8]. The extended forbidden set M* is then, under additional conditions on 
paths connecting places in support(f) ,  the union of sets determined by linear 
inequalities. A marking is acceptable only if it does not violate any of the 
linear inequalities. 

If the forbidden set can be described by the union of forbidden sets then 
it is easy to determine the maximal ly  permissive control law. It  suffices to 
determine the maximally  permissive control law ui corresponding to each of 

. e * T  ~ * the inequalities ~i . inf > bi. The maximally  permissive control law then 
disables any controllable transit ion tha t  is disabled by at least one of the 
supervisors tha t  have been designed. In other words u~u = Nui. 

For general influencing nets PNi,~I the extended forbidden set M* can 
be described as the intersection of unions of sets determined by linear in- 
equalities. In general it is not possible then to decompose tile control design 
problem. Conditions under which supervisory control design problems can be 
decomposed into solving simpler problems (relating to simpler specifications, 
and smaller influencing nets) are t reated in [13] 

4 T i m e d  P e t r i  n e t  m o d e l s  

4.1 T i m e d  s p e c i f i c a t i o n  o f  p l a n t  m o d e l s  

The untimed Petri  net models introduced in the preceding sections allow the 
representat ion of the allowed sequences of events in a plant.  The components  
of the model express precedence constraints oil the ordering of the events 
that  can take place. The models specify in each s tate  - tha t  is after a given 
sequence of events has been observed - which events can be executed, and 
which s tate  is reached next after the execution of a part icular  event. In many 
practical applications the model should also describe constraints  on the t ime 
when a certain enabled transit ion is allowed to occur. In order to achieve 
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this goal the present section extends the Petri  net model of section 2 by 
defining how the enabling conditions of certain transit ions depend on the 
s ta te  of several stopwatches. These stopwatches all run in synchronizat ion 
with a global, real-time clock, but  they can be s tar ted and s topped when 
certain events happen.  

A timed Petri  net model includes for each enabling of t ransi t ion t a clock 
with state cn,t, which is s tar ted whenever the transit ion t becomes enabled. 
This means that  the state of the clock is initialized to cn,t = 0 as soon as 
all the input places in "t simultaneously contain a token for the n-th.  From 
tha t  point in t ime on the clock is incremented synchronously with a real t ime 
clock. The clock is s topped when the transit ion t is executed, or when the 
execution of some other transit ion removes tokens from a place in ~ thereby 
disabling the transit ion t before it is executed. 

Consider as an example the problem of finding an opt imal  schedule for 
the operat ion of flexible plants such as a steel plant [4], or an electroplating 
plant [16]. Each batch that  must  be produced requires the execution of a 
sequence of different operations, requiring a certain amount  of time, specified 
by a recipe. Each work position in the plant can execute a certain subset of 
all the operations tha t  are included in the many  different recipes tha t  can be 
executed by the plant. Scarce resources are needed in the work positions for 
carrying out a part icular  operation,  and t ranspor ta t ion  resources are needed 
in order to t ranspor t  workpieces from one work position to the next  work 
position The precedence constraints among these different operat ions,  the 
resource availability constraints, and the upper  and lower bounds on the 
durat ion of each operation,  together  const i tute the recipe for a part icular  
type of product.  Availability of resources in a work position, availability of 
a t ranspor ta t ion  resource, and the precedence constraints encoded by the 
recipes can be represented by an unt imed Petri  net. 

However constraints on the t ime durat ion of each operat ion require t ime 
dependent  enabling rules. Moreover the recipe often includes other strong 
t iming constraints. In the steel factory the operations on a ba tch  of steel - 
from the s tar t  of conversion up to the continuous casting - must  be com- 
pleted within a certain time, in order to avoid tha t  the batch cools down too 
much. Moreover the continuous casting machine at the output  nmst  operate  
uninterruptedly, imposing as a further specification a maximal  t ime distance 
between the arrival of successive batches at the continuous casting machine. 

The untimed Petri  net models, which have been defined so far in this 
chapter,  can be used to obtain supervisory controllers, which limit the al- 
lowed sequences of events. These supervisory controllers impose constraints  
on the plant operation, ensuring tha t  certain specifications related to safety 
of the plant or avoidance of deadlock, are always met.  If the Petr i  net model 
is extended with timing information, then it is also possible to consider opti- 
mization problems such as finding an opt imal  schedule. The opt imal  schedule 
minimizes the t ime span required for the execution of a collection of batches, 
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in such a way that  all plant specifications are met. An optimal schedule must 
maximize the throughput  of a plant by selecting which event to execute and 
when to execute it, taking into account the constraints imposed by the su- 
pervisory controller. 

It is important  to realize that  the inclusion of time information in the 
model may in fact allow for more liberal supervisory controllers. This is illus- 
trated clearly in the deadlock avoidance problem. A good candidate schedule 
must be such that  it can never lead to a deadlock. In a deadlock situation the 
plant has reached a state where no transition at all is enabled. This problem 
can be treated by the methods of the preceding section if one defines the set 
of all states where no transition is enabled as the forbidden set M. 

In an untimed model scheduling decisions can only determine the order 
in which events (like "start task" or "move work piece from a to b") are 
executed. Any enabled transition however can be delayed for an arbitrarily 
long time. The scheduler cannot assume that  an enabled event will take place 
before an arbitrarily large number of other enabled transitions is executed. 
Deadlock avoidance algorithms [6] divide the Petri net in "conflict resolution" 
sections. Deadlock can be avoided by imposing the constraint that  tokens are 
only allowed to enter the next "conflict resolution" section after the critical 
resources, necessary to execute tasks in that  section, have become available. 

If a timed Petri net model is used, then it is possible that  the model 
guarantees that  a resource will become available before some fixed time in 
the future. Consider the state at time T where work pieces are ready to enter 
a "conflict resolution" section Using the untimed model the operations in this 
"conflict resolution" section can start only after a critical resource is released 
by some other operation. The timed model on the other hand can specify 
that resource R will be needed by the operations after at least A time units, 
and the state of the timed model can also guarantee that  resource R will 
be released before time ~- + A. Then the deadlock avoidance algorithm for 
the timed model may allow the start  event of the operations of one single 
"conflict resolution" section to be executed. In an untimed model this start 
event of the operations would have to be blocked because the model would 
not give any information on lower or upper bounds on the time when the 
resource R would become free or would be needed, but in the timed model 
this information is available, and can be used to increase the throughput.  

Clearly the set of allowed trajectories (sequences of events or sequences of 
markings) is smaller for the timed discrete event model, compared to the un- 
timed discrete event model. A solution to the supervisory control problem for 
an untimed Petri net will enforce all the specifications for the corresponding 
timed Petri net model. However the untimed solution may not be maximally 
permissive. Indeed the set of reachable states in the untimed model may be 
smaller than for the untimed model because certain events that  are feasible 
in the untimed model may not be feasible in the timed. Certain executable 
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paths in the untimed model may not be executable because they include an 
event that  is pre-empted by some other simultaneously enabled events. 

In the next subsection the model of a t imed Petri  net will be introduced 
more formally. This model will be i l lustrated for the case of a steel plant. 
The model will be constructed via interacting components ,  i l lustrating how 
modelling of large plants becomes tractable.  Finally we will briefly discuss 
the difficulties in designing supervisory control laws for t imed Petri  nets. 

4 .2  T i m e d  P e t r i  n e t  m o d e l  

A timed Petri net (TPN) is a six-tuple (P, T, F, L, U, M0) in which (P, T, F )  
is a Petri  net. The functions L and U : T --+ ~ U  {co} (Vt r T : 0 < 
L(t) <_ U(t)) associate to each transit ion t r T a t ime interval [L(t), U(t)]. 
If t becomes state-enabled at t ime 0e C ~ being state-enabled is defined 
as in the untimed case by the condition tha t  all places in "t contain a token 
given the s tate  Mo - then the transit ion must fire at some t ime 0 S r [0e + 
L(t), O~ + U(t)] C 7r U {oe}, provided t did not become disabled because the 
firing of another  transit ion removed a token from a place in "t. Notice tha t  
t is forced to fire if it is still s tate-enabled at 0e + U(t). Untimed Petri  nets 
are a special case of TPNs  with Vt r 7- : U(t) = oc. 
The state of a t imed Petri  net at t ime 0 C 74 is a map  Mo : P -+ s 
where s denotes the set of all bags with elements in ( - o o ,  0]. A bag 
[14] is a generalization of a set, allowing the same element to occur more 
than once. I f p  E P contains mo(p) r Z+ tokens at t ime 0, the bag Mo(p) := 
{01, �9 �9 �9 t?,~0 (p) } enumerates  the arrival t imes of these mo (p) tokens. All these 
arrival times are necessarily smaller than  0. The set of all possible states, 
denoted by 34, satisfies some other constraints imposed by the dynamics of 
the model, to be specified below. 
The state information at t ime 0 indicates tha t  t ransi t ion t became state- 
enabled at t ime O~(t) = maxpe. t  min Mo(p). By convention the minimum of 
an empty  bag is c~. Transition t must  fire at some t ime 01 (t) in the interval 
[maxpe-t min MoAt)(P) + L(t), maxpe-t  min Mo s (t)(P) + U(t)]. Execution of t 
at  Of (t) changes the distribution of tokens as in the unt imed case. The s tate  
changes as follows: from each place P l r  "t a token with value min Mos (t)(Pl), 
is removed from the bag MoAt)(Pl), and to each place p~ r t" a token with 
value Of(t) is added to the bag Mos(t)(p2 ). The s ta te  of a Timed Petri  net 
(TPN) changes only when a transit ion is executed. Any state  Mo r 34 must  
be such tha t  Vt r T : maxpe-t  min Mo(p) +U(t)  >> 0 since otherwise the firing 
interval of some transit ion t would have been pre-empted by the firing of an- 
other transition, using up some token necessary for the firing of t. When a bag 
B = t l , . . . ,  tk of transitions is simultaneously enabled then all transit ions in 
the bag can be executed simultaneously. Notice tha t  this can happen at t ime 
0 r f'ltieB[Oe(t ) -1- L(t),Oe(t) + U(t)] provided Vp E P :  re(p) >_ ~k=l  IpE.ti. 
When interpreting a T P N  as a t imed discrete event system, the firing of 
a transit ion at t ime 0 S in the T P N  corresponds to the occurrence of the 
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corresponding event at time 01 in the plant. A sequence of consecutive events 
til, ti2, �9 �9 with their firing times 01 _< 02 _< �9 �9 - -  an element of the language 
of the timed automaton - -  is allowable if for each k the transition tik can be 
executed at Ok, leading to a state Mok such that  tik+l is executable at Ok+l. 
In particular, it is necessary that  execution of tik+l is not pre-empted by the 
forced execution of another transition prior to Oik+l. 

The language of a TPN model does not automatically impose a lower 
bound on the interval between two consecutive firings of the same transition. 
If the physical model has constraints requiring such a minimum delay L(t) 
between two consecutive executions of t then one has to add to the model an 
extra loop around t, i.e. add a place P0 to the net such that  "Po = P~ = {t}. In 
general the model of a TPN does not exclude Zeno behaviour, where infinitely 
many events happen in a finite interval of time. In order to make sure that 
the set of allowed trajectories does not include such Zeno behaviour, it is 
sufficient that  in every cycle of the Petri net (P, T, F)  there is at least one 
transition t with a non-zero lower bound L(t) > O. 

A controlled timed Petri net (Ct lTPN) is a six-tuple (P,T,  F, L, U, T c) in 
which (P, T, F, L, U) is a timed Petri net. The control can add further con- 
straints to the plant model by shrinking the interval where some controllable 
transitions must fire. Let Ira denote the set of closed intervals on (0, oc]. A 
control value C is a function C : T -+ Ira such that  C(t) C [L(t),U(t)],  
reduces the interval of possible firing times for transition t from [L(t), U(t)] 
to [Cl (t), C~ (t)]. This means that  the firing of a state-enabled transition can- 
not be delayed forever, unless the transition is remote. A transition t with 
Cu(t) = U(t) = oc is called a remote transition. 

The physical limitations of the controller and the plant ' specify the set of 
allowed values Cl(t) and C~(t). Obviously the constraints L(t) < Cl(t) <_ 
Cu(t) <_ U(t) must always be satisfied. For an uncontrollable transition t the 
upper and lower bounds cannot be changed: G( t )  = L(t) and Cu(t) = U(t). 
For other transitions, called delayable transitions, only the lower bound can 
be changed: C~(t) = U(t),C~(t) <_ U(t). A delayable, remote transition is 
called a fully controllable transition. The set of all allowable control values is 
denoted by C. 

4.3 T i m e d  P e t r i  ne t  m o d e l  o f  a s tee l  p l a n t  

In order to illustrate the modelling power of timed Petri nets we consider 
as a case study the problem of developing a model of a steel plant. The 
model is intended for automatic generation of optimal schedules of tasks in 
the steel plant, where all the schedules satisfy a number of specifications. 
The operations of the steel plant must be scheduled so that  it produces a 
prespecified sequence of batches of steel of different qualities (each batch 
characterised by a recipe that determines the sequence of operations to be 
carried out on the batch, and by a lower and an upper bound on the casting 
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time). The optimal schedule must minimize the completion time of the last 
batch in the sequence, while satisfying all model constraints specified below. 

The plant layout is shown on top of Figure 8. The plant is so large that  the 
complete model must be split in different components. The main components 
correspond to the different stages of the operation on each batch. Each of 
these stages of operation is carried out in a different geographical location, 
and hence these 3 components also correspond to geographically separated 
parts of the plant. 

The t reatment  of batches can be subdivided in 3 consecutive phases (cor- 
responding to 3 different areas in the physical plant, and also corresponding 
to the 3 different components of the model): 

conversion and initial stage of metallurgical t reatment  (the model as- 
sumes there are two convertors, and there is one common resource that  can 
be used for one of the convertors at a time only; there is also a cleaning 
operation of the convertors that  must be executed from time to time; the 
model also includes the first metallurgical treatments,  tha t  are common to 
all qualities of steel tha t  are being produced) 

metallurgical t reatments specific to the quality of steel (recipe) to be 
produced (recipes differ by the path followed in this part  of the plant, and by 
the time requirements of the operations; some qualities of steel only require 
operations in one or two positions, while other qualities require use of the 
special position on the right of the top track); 

- continuous casting of the batches (modelling a buffer, the loading of the 
turret ,  and the casting itself). 

Each of these phases naturally corresponds to one component in the mod- 
ular (or compositional) mathematical  model. On the bot tom of Figure 8 these 
components are represented as t imed Petri  nets. The exact formal semantics 
of a t imed Petri  net are set out in the preceding subsection. However it will 
be shown below that  the constraints tha t  are quality dependent require tha t  
the model be extended further to include "coloured" tokens, where the tokens 
have a certain value (more general than the binary value present /absent  in 
the usual Petri  net formalism). These furtehr constraints allow for a com- 
pact model. Of course one could also use a different t imed Petri  net for each 
quality. 

It should be observed that  each component represents local constraints on 
the evolution of the overall plant. Of course there are also global cosntraints, 
which depend on varaibles in several components. The life time of a batch, 
specified to be below a certain maximum to avoid excessive cooling, depends 
on the start  t ime of the "start  conversion" transition in component 1 and the 
completion of the "casting" operation th6 in component 3. When designing 
a feasible schedule the requests for an overhead crane come from component 
1,2 and 3. Whether  these requests are feasible depends therefore on what 
happens in all 3 components. 
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The three components  are interconnected in an acyclic way, making schedul- 
ing easy as il lustrated in [4]. The output  of component  1 is the input of com- 
ponent  2, and the output  of component  2 is the input of component  3. These 
three components  represent the foreground events of the plant model. Con- 
vertor  and casting machine are the most  expensive components ,  which are 
likely to be the bottlenecks. The performance measure - the execution t ime of 
the s tar t  of the casting of the last batch - can be expressed in terms of event 
times in module 3 only. The life t ime of a batch, and the uninterrupted oper- 
ation of the casting machine depend mainly on events in these 3 components.  
All the major  scheduling decisions relate to the events in these 3 modules. 
Supervisory control must  impose certain constraints enforcing global spec- 
ifications, such as the maximal  life t ime of each batch, or the availability 
of resources used in different components  such as overhead cranes, on the 
operat ion of the individual components.  

Besides this aeyclie graph of foreground components ,  the plant model also 
consists of several other components  representing the t ranspor t  of empty  steel 
ladles, the movement  of the two cranes (running on the same rail and hence 
subject to "no collision" constraints) which t ranspor t  the steel ladles from 
one position to the next position, and the availability of a car on each of the 
4 rails connecting neighbouring positions for metallurgical t rea tment .  These 
background components  have inputs from the continuous casting component  
and the metallurgical t rea tment  component ,  and send output  to the convertor 
and metallurgical t rea tment  components.  Hence they create cycles in the 
model which will complicate the synthesis procedure of the schedule. 

Each component  of the model is a t imed Petri  net. The lower and upper  
bounds corresponding to a transit ion are determined by the physical limita- 
tions on the t ime needed to execute a certain event, and by the constraints 
imposed by the recipes. In the representat ion of component  3, th5 corre- 
sponds to the t ime needed to turn the turre t  of the casting machine. This is 
the delay between the completion of the casting of the n - 1-th batch, and 
the s tar t  of the casting of the n- th  batch. This is always fixed, and lower 
and upper  bound are therefore the same. The  lower and upper  bounds for 
transit ion th6 on the other hand correspond to the casting t ime of a batch. 
This is a variable tha t  depends on the quality of steel being produced in the 
n- th  batch, and is moreover a controllable variable. This shows tha t  a further 
extension of the t imed Petri  net model is needed. Tokens can have an extra  
property,  their "colour" which corresponds in this example to the quality of 
steel being produced by the batch represented by the token. This extension 
is needed in components  2 and 3 where the recipe determines tile sequence 
of operations and the duration of the metallurgical operations,  and of the 
casting. 

Whether  the extensions, of including t ime and colour, on top of the basic 
Petri  net model are useful depends on whether one can develop analysis and 
control synthesis tools for these extended models. Some results on verification 
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Fig. 8. Plant Layout, and timed Petri net models of main components 

of properties for such coloured t imed Petri  nets are available in the l i terature 
[17]. The work on defining good algorithms, combining the graphical repre- 
setnation fo a Petr i  net, with algebraic analysis tools, is the topic for some 
ongoing research. The  main contr ibution of this subsection is to i l lustrate 
how such models can be used for representing large plants in a compact ,  easy 
to understand,  model. 
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4.4 C o n t r o l  o f  t i m e d  P e t r i  n e t s  

For untimed Petri nets control actions can only block a controllable transition. 
For timed Petri nets the control actions can be much more detailed. The 
transitions can be delayed for a certain time, or may be forced to happen at 
some point in time. 

Again one can define forbidden states or forbidden markings inorder to 
achieve safe of proper behaviour of the plant. However control cannot arbi- 
trarily delay execution of events, and hence the forbidden set must again be 
transformed on a forbidden set of states. Even if the specification is in terms 
of a set of forbidden markings M, the forbidden set M* of states that  must 
be avoided, in order to guarantee that  uncontrollable execution of events can 
never lead to a forbidden marking, will depend on the full state description 
(including timing information). It is therefore clear that  control synthesis for 
timed Petri nets is quite complicated. Some open problems on constructing 
an "influencing net" have been posed in [5]. Some simple case where the 
forbidden set M* can be constructed have been obtained in [10] 
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Abs t r ac t .  In this paper we discuss features of hybrid dynamical systems based on 
the hybrid automaton model. Next we describe an alternative way of representing 
hybrid systems by event-flow formulas. Finally, a special class of hybrid dynamical 
systems, called complementarity systems, is discussed, and conditions for existence 
and uniqueness of solutions axe reviewed. 

1 Introduction 

Generally speaking, hybrid systems are mixtures of real-t ime (continuous) 
dynamics and discrete events. These continuous and discrete dynamics not 
only coexist, but  interact and changes occur both  in response to discrete, in- 
stantaneous,  events and in response to dynamics as described by differential 
or difference equations of time. A main difficulty in the discussion of hy- 
brid systems is tha t  they encompass in some sense every possible dynamical  
system we can think of. 

Various scientific communities with their own approaches and motivations 
are involved in the research on hybrid systems. At least the following three 
communities can be distinguished. 

First there is the computer science communi ty  tha t  looks at  a hybrid sys- 
tem primari ly as a discrete (computer)  p rogram interacting with an analog 
environment.  In this context also the terminology embedded systems is being 
used. A main aim is to extend s tandard  program analysis techniques to sys- 
tems which entail some kind of continuous dynamics.  The emphasis is often 
on the discrete event dynamics,  with the continuous dynamics of a relatively 
simple form. A key issue is tha t  of verification. 

A second communi ty  involved in the s tudy of hybrid systems is the mod- 
eling and simulation community.  Physical systems can often operate  in dif- 
ferent modes, and the transit ion from one mode to another  sometimes can be 
idealized as an instantaneous,  discrete, transition. Examples  include electri- 
cal circuits with switching devices such as (ideal) diodes and transistors,  and 
mechanical systems subject to inequality constraints as encountered e.g. in 

* This paper is based on material contained in [30,31]. 
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robotics. Since the time scale of the transit ion from one mode to another  is of- 
ten much faster than the time scale of the dynamics of the individual modes, 
it may be advantageous to model the transitions as being instantaneous. 
This time instant is called an event time. Basic issues then concern the well- 
posedness of the resulting hybrid system, e.g. the existence and uniqueness 
of solutions, and the ability to efficiently simulate the nmlti-modal physical 
system. 

A third community contributing to the area of hybrid systems is the sys- 
tems and control community. In general, most cost in current control system 
development is spent on ad-hoc systems integration, and validation tech- 
niques that  rely on exhaustively testing of complex control systems. One can 
think of hierarchical systems with a discrete decision layer and a continuous 
implementation layer (e.g. supervisory control or multi-agent control). Thus 
there is a clear need for systematic hierarchical design methodologies based 
on hybrid systems. Additional motivation for the study of hybrid systems is 
provided from different angles. Classical switching control schemes and relay 
control immediately lead to hybrid systems. For nonlinear control systems 
it is known that  in some important  cases there does not exist a continuous 
stabilizing state feedback, but  tha t  nevertheless the system can be stabilized 
by a switching control. Finally, discrete event systems theory can be seen as a 
special case of hybrid systems theory. In many areas of control, e.g. in power 
converters and in motion control, control strategies are inherently hybrid in 
nature. 

In view of the wide range of hybrid system associations it is clear tha t  any 
presentation of the subject is bound to be biased. The present survey paper, 
based on [30], emphasizes the dynamical systems aspects of hybrid systems. 

From a general system-theoretic point of view one can look at hybrid sys- 
tems as systems having two different types of ports along which they interact  
with their environment. First type of ports are the communication ports. 
The discrete variables associated with these ports are symbolic in nature,  
and represent "data-flow". The strings of symbols at these communication 
ports in general are not directly related with real (physical) time; there is 
only a sequential ordering. 

Second type of ports are the physical ports (with "physical" interpreted in 
the broad sense; perhaps "analog" would be a more appropiate terminology). 
The variables at these ports are usually continuous variables, and related 
to physical measurement.  Also the flow of these variables is directly related 
to physical time. In principle the signals at the physical ports may be dis- 
crete time signals (or sampled-data signals), but  in most cases they will be 
ultimately continuous time signals. 

Thus a hybrid system can be regarded as a combination of discrete (or 
symbolic) dynamics and continuous dynamics. The main problem in the 
definition and representation of a hybrid system is precisely to specify the 
interaction between this symbolic and continuous dynamics. 



Hybrid Dynamical Systems 197 

A key issue in the formulation of hybrid systems is the often required 
modularity of the hybrid system description. Indeed, because we are inher- 
ently dealing with the modeling of complex systems, it is very important to 
model a complex hybrid system as the interconnection of simpler (hybrid) 
subsystems. This implies that the hybrid models that we are going to discuss 
are preferably of a form that admits easy interconnection and composition. 
Besides this notion of compositionality other important (related) notions are 
those of "reusability" and "hierarchy". Another terminology that is used in 
this context is that of "object-oriented modeling". 

2 D e f i n i t i o n s  o f  h y b r i d  s y s t e m s  

We start with a reasonably generally accepted "working definition" of hybrid 
systems, which already has proved its usefulness. This definition, called the 
hybrid automaton model, provides the framework and terminology to discuss 
a range of typical features of hybrid systems. At the end of this section we 
discuss alternative ways of modeling hybrid systems. 

2.1 C on t inuous  and  symbol ic  d y n a m i c s  

In order to motivate the hybrid automaton definition, we recall the "paradigms" 
of continuous and symbolic dynamics; namely, state space models described 
by differential equations for continuous dynamics, and finite automata for 
symbolic dynamics. Indeed, the definition of a hybrid automaton combines 
these two paradigms. 

D e f i n i t i o n  1 ( C o n t i n u o u s - t i m e  s t a t e - space  models ) .  
A continuous-time state-space system is described by a set of state variables 
x taking values in R n (or, more generally, in an n-dimensional state space 
manifold X), and a set of external variables w taking values in Nq, related 
by a mixed set of differential and algebraic equations of the form 

F(x,  x, w) = 0 (1) 

Here 2 denotes the time-derivative of x. Solutions of (1) are all (sufficiently 
smooth) time functions x(t) and w(t) satisfying 

F(x(t) ,  i ( t ) ,  w(t) ) = 0 

for (almost) all times t elI{ (the continuous-time axis). 

Of course, the above definition encompasses the more common definition of 
a continuous-time input-state-output system 

Jc = f ( x , u )  
y = h(x, u) (2) 
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where we have split the vector of external variables w into a sub-vector  u 
taking values in I~ m and a sub-vector y taking values in ]~P (with m + p = 
q), called respectively the vector of input and output variables. The only 
algebraic equations in (2) are those relating the output  variables y to x and 
u, while generally in (1) there are additional algebraic constraints on the s tate  
space variables x. 

A main advantage of general continuous-time state space systems (I) over 
continuous-time input-state-output systems (2) is the fact that the first class 
is closed under interconnection, while the second class in general is not. In 
fact, modeling approaches that are based on modularity ( viewing the system 
as the interconnection of smaller sub-systems) almost invariably lead to a 
mixed set of differential and algebraic equations. Of course, in a number of 
cases it may be relatively easy to eliminate the algebraic equations in the 
state space variables, in which case (if we can also easily split w into u and 
y) we can convert (i) into (2). 

We note that Definition 1 does not yet completely specify the continuous- 
time system, since (on purpose) we have been rather vague about the precise 
solution concept of the differential-algebraic equations (I). For example, a 
reasonable (but not the only possible!) choice is to require w(t) to be piece- 
wise continuous (allowing for discontinuities in the "inputs") and x(t) to be 
continuous and piecewise differentiable, with (1) being satisfied for almost  all 
t (except for the points of discontinuity of w(t) and non-differentiability of 
x(t).) 

Next we give the standard definition of a finite automaton (or finite state 
machine, or labeled transition system). 

D e f i n i t i o n  2 ( F i n i t e  a u t o m a t o n ) .  A finite au toma ton  is described by a 
triple (L, A, E). Here L is a finite set called the state space, A is a finite set 
called the alphabet whose elements are called symbols. E is the transition rule: 
it is a subset of L x A x L and its elements are called edges (or transitions, 
or events). 

A sequence (10, a0, ll, a l , . . . ,  ln-1,  a n - l ,  ln) with (li, ai, li+l) C E for i = 
1, 2 , . . .  ,n  - 1 is called a t ra jec tory  or path. 

The usual way of depicting an au toma ton  is by a graph with vertices 
given by the elements of L, and edges given by the elements of E.  Then A 
can be seen as a set of labels labeling the edges. Sometimes they are called 
synchronization labels, since interconnection with other a u t o m a t a  takes place 
via these (shared) symbols. One can also specialize Definition 2 to input- 
output au toma ta  by associating with every edge two symbols, namely an 
input symbol i and an output symbol o, and by requiring tha t  for every 
input symbol there is only one edge originating from the given s tate  with 
this input symbol. (Sometimes, such a u t o m a t a  are called deterministic input- 
output  automata . )  Deterministic input -output  a u t o m a t a  can be represented 
by equations of the following form: 
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l~ = . ( l ,  i )  
o = 71( l , i )  (3 )  

where l ~ denotes the new value of the discrete s tate  after the event takes 
place, resulting from the old discrete s tate  value l and the input i. 

Often the definition of a finite au tomaton  also entails the explicit specifi- 
cation of a subset I C L of initial states and a subset F C L of final states. 
A path  (lo, a0, ll, a l , . . . , / n - l ,  an- l ,  ln) is then called a successful path if in 
addition lo C I and In C F.  

In contrast  with the continuous-time systems defined in Definition 1 the 
solution concept (or semantics) of a finite au tomaton  (with or without initial 
and final states) is completely specified; the behavior of the finite au toma-  
ton are all (successful) paths.  In theoretical computer  science parlance the 
definition of a finite au tomaton  is said to entail an "operational  semantics",  
completely specifying the formal language generated by the finite automaton.  

Note tha t  the definition of a finite au tomaton  is conceptually not very 
different from the definition of a continuous-time state  space system. Indeed 
we may relate the s tate  space L with the state space X,  the symbol alphabet  
A with the space W (where the external variables take their values), and 
the transit ion rule E with the set of differential-algebraic equations given 
by (1). Fur thermore the paths of the finite au tomaton  correspond to the 
solutions of the set of differential-algebraic equations. The analogy between 
continuous-time input -s ta te-output  systems (2) and input -output  au toma ta  
(3) is obvious, with the differentiation operator  d replaced by the "next 
state" operator  

A (minor) difference is tha t  in finite au t om a ta  one usually considers (as 
in Definition 2) paths  of finite length, while for continuous-time state  space 
systems the emphasis is on solutions over the whole t ime-axis ~. This could 
be remedied by adding to the finite au tomaton  a source state and a sink state 
and a blank label, and by considering solutions defined over the whole time- 
axis Z which "start"  at minus infinity in the source state and "end" at plus 
infinity in the sink state, while producing the blank symbol when remaining 
in the source or sink state. Also the set I of initial states and the set F of 
final s tates in some definitions of a finite au tomaton  do not have a direct 
analogon in the definition of a continuous-time state  space system. 

2.2 H y b r i d  a u t o m a t o n  

Combining Definitions 1 and 2 leads to the following type of definition of a 
hybrid system. 

D e f i n i t i o n  3 ( H y b r i d  a u t o m a t o n ,  [1]). A hybrid automaton is described 
by a septuple (L, X,  E, A, W, Inv, Act) where 
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L is a finite set, called the set of discrete states or locations. They are 
the vertices of a graph. 

- X is the continuous state space of the hybrid automaton in which the 
continuous state space variables x take their values. For our purposes 
X C Ii~ ~ or X is an n-dimensional manifold. 

- E is a set of edges called transitions (or events). Every edge is defined 
by a four-tuple (l, Guardu, ,Jumpu, , l ' ) ,  where I,l' C L, Guardu, is a 
subset of X and Jumpw is a relation defined by a subset of X x X.  The 
transition from the discrete state 1 to l' is enabled when the continuous 
state x is in Guardu,, while during the transition the continuous state x 
jumps to a value x ~ given by the relation (x, x') E Jumpu,.  
A is a finite set of symbols labeling the edges. Each edge is associated 
with a symbol by a labeling function A from E to A. 
W = ll~q is the continuous communication space in which the continuous 
external variables w take their values. 

- Inv  is a mapping from the locations L to the set of subsets of X,  that  is 
Inv(l)  C X for all l E L. Whenever the system is at location l, then the 
continuous state x must satisfy x E Inv(1). The subset Inv(1) for 1 C L 
is called the location invariant of location 1. 

- Act is a mapping that assigns to each location l E L a set of differential- 
algebraic equations Fl, relating the continuous state variables x with their 
time-derivatives x and the continuous external variables w: 

F (x, x, w) = 0 (4) 

The solutions of these differential-algebraic equations are called the ac- 
tivities of the location. 

Clearly, the above definition is very much based on Definition 2, with the 
discrete state space L now being called the space of locations. (Note that  the 
set of edges E in Definition 3 also defines a subset of L x A x L.) In fact, 
Definition 3 extends Definition 2 by associating with every vertex (location) a 
continuous dynamics (whose solutions are the activities), and by associating 
with every transition l ~ l' also a possible jump in the continuous state. 

Note that  the state of a hybrid automaton consists of a discrete part  1 E L 
and a continuous part in X. Fhrthermore, the external variables consist of a 
discrete part taking their values a in A and a continuous part w taking their 
values in Rq. Also, the dynamics consists of discrete transitions (from one 
location to another), together with a continuous part evolving in the location 
invariant. 

It should be remarked that  the above definition of a hybrid au tomaton  has 
the same ambiguity as the definition of a continuous-time state-space system, 
since it still has to be complemented by a precise specification of the solutions 
(activities) of the differential-algebraic equations associated with every loca- 
tion. In fact, in the original definitions of a hybrid automaton (see e.g. [1]) 
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the activities of every location are explicitly given, instead of implicitly gen- 
erating them as the solutions to the differential-algebraic equations. On the 
other hand, for somebody acquainted with differential equations it is rather  
restricted to immediately specify continuous dynamics by time functions from 
I~ + to X.  Indeed, continuous time dynamics is almost always described by 
sets of differential-algebraic equations, and only in exceptional cases (such as 
linear dynamical systems) one can obtain explicit solutions. 

The description of a hybrid automaton is summarized in Figure 1. 

Guard 
t4 ~ 

Guard 

b%4 (x,x,w) = 0 a 
x(t) G Inv(g4) ,Jump 

Guard 
~ c  

Gu d / ~Guard "<.-U \ 

Jum lump x(t)  E Inv(g2) 

gl 

r \ /  d Jump 
P~I (x, x, w) = 0 /  x' 

(t) E Inv(gl) Guard := 0 
z(t) > A 

Fig. 1. Hybrid automaton. 

A reasonable definition of the trajectories (or solutions, or in computer 
science terminology, the runs or executions) of a hybrid automaton is as fol- 
lows. A continuous t ra jectory (1, 5, x, w) associated with a location l consists 
of a non-negative time 5 (the duration of the continuous trajectory) ,  a piece- 
wise continuous function w : [0,5] -+ W, and a continuous and piecewise 
differentiable function x : [0, 5] ~ X such that  
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- x(t) e Inv(1) for all t C (0, 5), 
- Fl(x(t), x(t),  w(t)) = 0 for all t C (0, 5) except for points of discontinuity 

of w. 

A trajectory of the hybrid au tomaton  is an (infinite) sequence of continuous 
trajectories 

(lo,50,Xo,Wo) ~ ( l l ,~ l ,Xl ,Wl)  ~ (12,(~2,x2,w2) ~ . . .  

such tha t  at the event times 

to =50 ,  t 1 = 5 0 + 5 1 ,  t2 = 5 0 + 5 1  + 5 2 , . . .  

the following inclusions hold for the discrete transit ions 

xj( t j )  C Guardljlj+l for all j = 0, 1, 2 , . . .  
(xj (tj), x j+l (tj)) e Jumptj  b +1 

Furthermore,  to the j - th arrow -+ in the above sequence (with j s tar t ing at 
0) one associates a symbol (label) aj, representing the value of the discre|~e 
"signal" at the j- th discrete transition. 

2.3 F e a t u r e s  o f  h y b r i d  d y n a m i c s  

Note tha t  the trajectories of a hybrid au tomaton  exhibit the following fea- 
tures. Star t ing at a given location the continuous par t  of the s tate  evolves 
according to the continuous dynamics associated with this location, provided 
it remains in the location invariant. Then,  at some t ime instant  in tl{, called 
an event time, an event occurs and the discrete par t  of the s ta te  (the loca- 
tion) switches to another  location. This is an instantaneous t ransit ion which 
is guarded, tha t  is, a necessary condition for this t ransi t ion to take place is 
that  the guard of this transit ion is satisfied. Moreover in general this transi- 
tion will also involve a jump in the continuous par t  of the state. Then,  after 
the instantaneous transit ion has taken place, the continuous par t  of the state, 
start ing from this new continuous state, will in principle evolve according to 
the continuous dynamics of the new location. Thus there are two phenomena 
associated with every event, a switch and a jump, describing the instanta-  
neous transit ion of, respectively, the discrete and the continuous par t  of the 
state at such an event time. 

A basic issue in the specification of a hybrid system is the specification of 
the events and event times. First, the events may be externally induced via 
the labels (symbols) a E A, this leads to controlled switchings and jumps.  
Secondly, the events may  be internally induced, this leads to what  is called au- 
tonomous switchings and jumps.  The occurrence of internally induced events 
is determined by the guards and the location invariants. Whenever  the loca- 
tion invariants are going to be violated then the hybrid au tomat ion  has to 
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switch to a new location, with possible resett ing of the continuous state. At 
such an event t ime the guards will determine to which locations the transit ion 
is possible. (There may be more than  one; furthermore,  it may  be possible to 
switch to the same location.) 

If  the location invariants are not going to be violated then still discrete 
transitions may take place if the corresponding guards are being satisfied. 
Tha t  is, if at  a certain t ime instant  the guard of a discrete t ransi t ion is 
satisfied then this may cause a possible event time. This may  lead to a large 
class of trajectories of the hybrid au tomaton ,  and a t ighter specification of the 
behavior of the hybrid au tomaton  will critically depend on a more restrictive 
definition of the guards. 

Many questions natural ly  come up in connection with the analysis of the 
trajectories of a hybrid automaton:  

It  could happen that ,  after some t ime t, the sys tem ends up in a state 
(l, x( t ) )  from which there is no continuation, tha t  is, there is no possi- 
ble continuous t ra jectory from x(t)  and no possible t ransi t ion to another  
location. In the computer  science l i terature this is usually called "dead- 
lock". Clearly, this is an undesirable phenomenon,  because it means that  
the system is "stuck". 

- The  set of durations ~i ma~ get smaller and smaller for increasing i even 
to such an extent tha t  z_,i=0 , is finite, say r .  This means  tha t  f is 
an accumulat ion point of event times. In the computer  science l i terature 
this is called Zeno behavior (referring to Zeno's paradox of Achilles and 
the turtle). This may not be a total ly undesirable behavior  of the hybrid 
system. In fact, as long as the continuous and discrete par ts  of the state 
will converge to a unique value at the accumulat ion point % then we can 
re-initialize the hybrid system at T at these limits, and let the system run 
as before s tar t ing from the initial t ime T. The bouncing ball is a si tuation 
like this. 

- In principle the durations of the continuous trajectories  are allowed to 
be zero, thereby covering the occurrence of multiple events. In this case 
the underlying t ime-axis of the hybrid t ra jec tory  has a s t ructure  which 
is more complicated than  I1~ containing a set of event times: a certain 
t ime instant  t C IR may correspond to a sequence of sequentially ordered 
transitions, all happening at this same t ime instant  t (called a multiple 
event time). 

- It  may happen tha t  the hybrid system gets stuck at  such a multiple event 
t ime by switching indefinitely between different locations (and not pro- 
ceeding in time). This is sometimes called firelock. Such a si tuat ion occurs 
if a location invariant is (going to be) violated and a guarded transit ion 
takes place to a new location in such a way tha t  the new continuous state 
does not satisfy (or is imminent  to violate) the location invariants of the 
new location, while the guard for the transit ion to the old location is 
satisfied. In some cases this problem can be resolved by creat ing a new 
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location, with a continuous dynamics tha t  "averages" the continuous dy- 
namics of the locations between which the infinite switching occurs. The  
classical Filippov's notions of solutions of discontinuous vector fields can 
be interpreted in this way. 
In general the set of trajectories (runs) of the hybrid au toma ton  may  be 
very large, especially if the guards are not very strict. For certain purposes 
(e.g. verification) this may not be a problem, but in other cases one may 
wish the hybrid system to be deterministic or well-posed, in the sense 
of having unique solutions for given discrete and continuous "inputs" 
(assuming tha t  we have split the vector w of continuous external variables 
into a vector of continuous inputs and outputs,  and tha t  every label a 
actually consists of an input label and an output  label). Especially for 
simulation purposes this may be very desirable, and in fact one would 
in certain cases dismiss a hybrid model as inappropr ia te  if it does not 
have this well-posedness property. On the other hand, non-determinist ic  
discrete-event systems are very common in computer  science. A simple 
example of a hybrid system not having unique solutions will be given 
in Section 3. (A "physical" example of the same type exhibiting non- 
uniqueness of solutions is the classical Painlev~ example of a stick sliding 
(subject to Coulomb friction) with one end on a table,  see e.g. [8]). 

- The solution concept of the continuous-time dynamics associated to a lo- 
cation may itself be problematic,  especially because of the possible pres- 
ence of algebraic constraints. In part icular,  in some situations one may  
want to associate jump behavior with these continuous-t ime dynamics.  
Within the hybrid framework this can be incorporated as internally in- 
duced events, where the system switches to the same location but  with a 
reset of the continuous state. 

Remark 1. Of course, the definition of a hybrid au tomaton  can still be gener- 
alized in a number  of directions. A part icularly interesting extension is to con- 
sider stochastic hybrid systems, such as described by piecewise-deterministic 
Markov processes, see e.g. [10]. In this notion the event t imes are determined 
by the system reaching certain boundaries in the continuous s ta te  space (sim- 
ilar to the notion of location invariants), and /o r  by an underlying probability 
distribution. Furthermore,  also the resulting discrete transit ions together  with 
their jump relations are assumed to be governed by a probabil i ty  distribution. 

2.4 General ized hybrid automaton  

In Definition 3 of a hybrid au tomaton  there is still an apparent  asymme-  
try between the continuous and the symbolic (discrete) par t  of the dynamics.  
Furthermore,  the location invariants and the guards play a very much related 
role in the specification of the discrete transitions. The following generaliza- 
tion of Definition 3 takes the location invariants, the set of edges E and 
the labeling function A together,  and symmetrizes  the definition of a hybrid 
automaton.  (The input-output  version of this definition is due to [23].) 
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D e f i n i t i o n  4 ( G e n e r a l i z e d  h y b r i d  a u t o m a t o n ) .  A generalized hybrid 
automaton is described by a sixtuple (L, X ,  A, W, R, Act) where L, X, A, W 
and Act are as in Definition 3, and R is a subset of (L x X)  x (A x W) x (L • X).  
A continuous t ra jectory (l, a, 5, x, w) associated with a location l and a dis- 
crete external symbol a consists of a non-negative t ime 5 (the duration of the 
continuous trajectory) ,  a piecewise continuous function w : [0, 5] --+ W, and 
a continuous and piecewise differentiable function x : [0, 5] -+ X such that  

- ( l , x ( t ) , a , w ( t ) , l , x ( t ) )  E R for all t �9 (0,6), 
- Fl(x( t ) ,Jz( t ) ,w(t ) )  = 0 for almost all t ~ (0,5) (except for points of 

discontinuity of w). 

A trajectory of the generalized hybrid automaton is an (infinite) sequence 

(10, a0, 50, xo, w0) ~ (ll, al,  51, z l ,  wl)  -~ (l~, as, 52, x2, w2) -~ . . .  

such that  at the event times 

to = 5o, tl = 50 + 51,t2 = 50 +51 + 52, . . .  

the following inclusions hold: 

(ly, xj  (t j),  aj, wj (t j), l j+ 1, x j+l (t j)) �9 R, for all j = 0, 1, 2 . . . .  

The subset R encompasses the notions of the location invariants, guards, 
and jumps of Definition 3 in the following way. To each location I we associate 
the location invariant 

Inv(1) = { ( x , a , w )  E X x A x W l ( l , x , a , w , l , x )  E R}.  

(Abusing notation, x and w denote here elements of X,  respectively W, 
instead of variables taking their values in these spaces.) Furthermore,  given 
two locations l, l' we obtain the following guard for the transit ion from 1 to 
l~: 

auard., = {(x, a, w) �9 X • A • W I 3x '  E X,  (1, ~, a, ~ ,  ~', z ' )  E R} 

with the interpretat ion that  the transition from l to 1 ~ can take place if and 
only if (x, a, w) E Guardw.  Finally, the associated jump relation is given as 

Jurnpu, (x, a, w) = {x' E X ] (l, x, a, w, l', x') �9 R}.  

Note that  the resulting location invariants, guards as well as jump relations 
are in principle of a more general type than in Definition 3, since they all 
may depend on the continuous and discrete external variables. On the other 
hand, it can be readily seen that  any set E of edges and location invariants as 
in Definition 3 can be recovered from a suitably chosen set R as in Definition 
4. Therefore, Definition 4 indeed does generalize Definition 3. 

A further generalization of the definition of a hybrid automaton would 
be to allow the continuous state spaces associated with every location to be 
different. (This is now to some extent captured in the location invariants or 
the subset R.) 



206 A.J. van der Schaft and J.M. Schumacher 

2.5 H y b r i d  t i m e  a x e s  

A conceptual problem in Definitions 3 and 4 is the formalization of the notion 
of the t ime evolution corresponding to a hybrid trajectory,  and in part icular  
the inbedding of the event times in the continuous t ime axis If{. Indeed, liter- 
ally it is s ta ted tha t  at  the same "physical" t ime tj the system is at different 
locations and tha t  the continuous variables x take different values at  this t ime 
instant tj (namely, their values "just before" and "just after" the event has 
taken place). Obviously this is a mathemat ica l  inadequacy which needs to be 
repaired. This problem is further aggrevated by the fact tha t  the durations 5j 
of the continuous trajectories are allowed to be equal to zero, causing multiple 
events, in which case the system is at more than  two different locations and 
x takes more than  two values at the same t ime instant.  

~ r t h e r m o r e ,  the notion of hybrid t ra jec tory  as employed in Definition 
4, as well as in Definition 3, does not cover hybrid trajectories which have 
the proper ty  tha t  their event times have an accumulat ion point but still the 
t ra jectory does progress in t ime after this accumulat ion point. The following 
formalization of the intuitive notion of a hybrid t ime evolution takes into 
account these considerations. Let l~ be the continuous-t ime axis. The hybrid 
time axis corresponding to a hybrid t ra jec tory  will be specified by a set g 
of time events. A time event in g consists of an event time t C ]R together  
with a multiplicity re(t), which is an element of NU er where N is the set of 
natural  numbers 1, 2, 3 , . . . .  The t ime event will be denoted by the sequence 

(t ~ t 1~, t2~, . . . ,  t'~(t)~), 

specifying the sequentially ordered "discrete transit ion times" at the same 
continuous t ime instant  t E I~ (the event time). For simplicity of notat ion we 
will sometimes write t~, t~,  t ~ , . . ,  for t 1~, t 2~, t 3tt, . . . .  

A t ime event with multiplicity equal to 1 is just  given by a pair 

(t 

with the interpretat ion of denoting the t ime instants "just before" and "just 
after" the event has taken place. If the multiplicity of the t ime event is 
larger than 1 (a multiple time event) then there are some "intermediate time- 
instants" ("all at the same event t ime t") ordering the sequence of discrete 
transitions taking place at t. 

2 . 6  E v e n t - f l o w  f o r m u l a s  

In some sense the definition of a generalized hybrid au tomaton  as given in 
Definition 4 drifts away from the explicit specification of location invariants, 
guards and discrete transitions, in the original definition of a hybrid au toma-  
ton (Definition 3), by summarizing them into one abs t rac t  set R. A next step 
is to generate this set R by means of equations, and also to include in this 
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description of R the differential(-algebraic) equations representing the activ e 
ities. This leads to a methodology of what we shall call event-flow formulas 
(EFFs), and which seems to be an attractive way of modeling hybrid systems 
with a substantial continuous time dynamics. 

In general, one should distinguish between the syntax of a description 
format (the rules that  determine what is to be considered as a well-formed 
description) and its semantics, which in the case of dynamical systems can 
be interpreted as the notion of solution. In principle different semantics can 
be attached to the same syntax. 

We now first describe the syntax of EFFs. We start  with a finite index 
set V whose elements are called variables. The set V is the disjoint union 
of four subsets denoted by X, P,  W, and S. The variables in X are called 
continuous state variables, those in P are called discrete state variables, those 
in W are continuous communication variables, and those in S are discrete 
communication variables. To each of the variables there is an associated range 
space. For the continuous variables we let this space be the real line; it would 
not be difficult to generalize to the case of differentiable manifolds. The range 
spaces of the discrete variables are finite sets which are denoted by Li (i = 
1 , . . .  , k) in the case of state variables and by Ai (i = 1 , . . .  , r) in the case of 
communication variables. The sets Li are the locations, whereas the sets Ai 
are usually called alphabets. 

For each continuous state variable x E X we introduce a new variable 
denoted by x which also has the real line as its range space; as the notation 
suggests, the symbol will be used in the semantics to express differentiation 
with respect to time. The set of new variables that  is obtained in this way 
will be denoted by X. Likewise, for each continuous state variable x E X 
and each discrete state variable p C P we introduce new variables x ~ and p~ 
which will be used to express update operations. Both new variables have the 
same range space as the variables from which they are derived. The new sets 
of variables that  are thus obtained will be denoted by X~ and P~. We write 
V' := V U f ( O X ~ U P  ~. 

Let V0 be a subset of V'. A valuation of V0 is a mapping that  assigns to 
each element of V0 an element of its associated range space. If the elements 
of V0 are given a fixed order, then valuations of V0 can be written as vectors 
whose length is the number of elements of V0. 

A clause over V0 is a mapping that  assigns to each valuation of V0 the value 
TRUE or FALSE. In applications, a clause is typically given by an arithmetic or 
logical expression. As a trivial example, if V0 = {x, x ~ } (taken in this order), 
then a clause over Vo is for instance given by the expression x ~ = x + 1, 
which returns TRUE for the valuation (0, 1) and FALSE for the valuation (0, 0). 
The semantics to be developed below is based in particular on clauses over 
variables in X U P 0 W 0 X (flow clauses) and clauses over variables in 
X U P U S U X ~ U P~ (event clauses). If r is a clause over Vo then we also say 
that  V0 is the span of r and we write span(C)= V0. 
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Finally we can express the notion of an event-flow formula. 

Definit ion 5. An event-flow formula, or EFF,  is a Boolean formula whose 
terms are clauses. 

Next we come to the semantics of event-flow formulas. EFFs  are intended 
to represent the set of possible evolutions of systems tha t  are par t ly  described 
by differential equations and par t ly  by upda te  operations. Now, updates  take 
place at event times tha t  may be different for different evolutions. Moreover, 
not all variables in a hybrid system need to be updated  at the same time; it 
may happen tha t  an event is local to some subsystem. As a consequence, we 
need a concept of t ime tha t  is considerably more complicated than  the usual 
model based on the real line. In [31] we have taken a fairly radical point of 
view to equip each variable with its own (hybrid) t ime axis. Then the joint 
evolutions of all variables tha t  occur in a given E F F  are considered,and we 
define in what  sense an E F F  can be satisfied by such a joint evolution. In the 
process we obtain an overall t ime axis which however is not in general a total ly 
ordered set; this reflects the idea of partial synchronization. We refer to [31] 
for a detailed t rea tment .  The resulting semantics is more complicated than  
the one given before in [30], because we have chosen to work with different 
t ime axes for each variable ra ther  than  with a uniform t ime axis. The benefit 
is that  we can now define composit ion in a simpler way than  in [30]. 

Definit ion 6. The parallel composition of two EFFs  r and r is defined by 

r II r := r A r 

In this way one may in fact unambiguously define the parallel composit ion 
of an arb i t ra ry  number  of EFFs.  

Finally we note tha t  the f ramework presented in [31] might  easily be 
extended to allow the variables to be defined only on part of the physical 
t ime axis, in the spirit of Benveniste 's  "presences" [6]. 

2.7 Discuss ion  of  representat ions  

Many formalisms for the description of hybrid systems have been proposed 
in the literature; see for instance [2,7,1,23,24,6,19]. Here we only discuss the 
hybrid au tomaton  model and EFFs  as t rea ted  before. 

Definitions 3 and 4 of a (generalized) hybrid au tomaton  do provide work- 
able representat ions of hybrid systems for various aims. First  of all, they offer 
a clear picture of hybrid dynamics,  which is very useful for exposit ion and 
theoretical analysis. A favorable feature of the hybrid au toma ton  model is 
that  the semantics of the model is quite explicit, as we have seen above. Fur- 
thermore,  for a certain type of hybrid systems and for certain applications, 
the hybrid au tomaton  representat ion can be quite effective. 

Nevertheless, a drawback of the hybrid au tomaton  representat ion is its 
tendency to become ra ther  complicated. This is foremost due to the fact tha t  
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in the hybrid automaton model it is necessary to specify all the locations and 
all the transitions from one location to another, together with all their guards 
and jumps (or to completely specify the subset R of Definition 4). If the 
number of locations grows, this usually becomes an enormous and error-prone 
task. Other related types of (graphical) representations of hybrid systems 
that have been proposed in the literature, such as differential (or dynamically 
colored) Petri nets, may be more efficient than the hybrid automaton model 
in certain cases but have similar features. 

For hybrid systems arising in a "physical domain" it seems natural to 
use representation formalisms such as event-flow formulas, which are closer 
to first principles physical modeling. First principles modeling of dynamical 
systems almost invariably leads to sets of equations, differential or algebraic. 
Furthermore, the hybrid nature of such systems is usually in first instance 
described by "if-then" or "either-or'statements, in the sense that  in one lo- 
cation of the hybrid system a particular subset of the total set of differential 
and algebraic equations has to be satisfied, while in another location a differ- 
ent subset of equations should hold. Thus, while in the (generalized) hybrid 
automaton model the dynamics associated with every location are in princi- 
ple completely independent, in most "physical" examples the set of equations 
describing the various activities or modes (continuous dynamics associated to 
the locations) will remain almost the same, replacing one or more equations 
by some others. 

Seen from this perspective, the (generalized) hybrid automaton model 
(and other similar descriptions of hybrid systems) may be quite far from the 
kind of model one obtains from physical first principles modeling, and the 
translation of the modeling information provided by equations, inequalities 
and logical statements into a complete specification of all the locations of the 
hybrid automaton together with all the possible discrete transitions and the 
complete continuous-time dynamics of every location may be a very tedious 
operation for the user. This becomes especially clear in an object-oriented 
modeling approach, where the interconnection (or composition) of hybrid 
automata may easily lead to a rapid growth in number of locations, and a 
rather elaborate (re-)specification of the resulting hybrid automaton model 
obtained by interconnection. Thus from tile user's point of view an interesting 
alternative for efficiently specifying "physical" hybrid systems is to look for 
possibilities of specifying such systems primarily by means of equations, as in 
the framework of event-flow formulas. The setting of event-flow formulas is 
close to that of simulation languages such as Modelica TM [11], Some of the 
modeling constructs in Modelica relating to hybrid systems do in fact have 
the form of event-flow formulas. Synchronous languages like LUSTRE [13] 
and SIGNAL [5] are also related, be it more distantly since these languages 
operate in discrete-time; see [6] for an approach to general hybrid systems 
inspired by the SIGNAL language. 
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The formalism of event-flow formulas results in ra ther  implicit represen- 
tations of a hybrid system, as opposed to the almost completely ezplicit 
representations provided by the (generalized) hybrid automaton model. An 
EFF does not directly provide a recipe for generating solutions; it is ra ther  
a testing device that  determines whether a proposed solution is valid or not. 
In fact an EFF  is just a list of all the laws satisfied by a given system. In 
the terminology of [36], EFFs are kernel representations rather than image 
representations. Descriptions of this form are user-friendly in the sense that  
they facilitate specification, but they do pose a challenge to the developers 
of simulation software. 

Within the framework of event-flow formulas one still strives for com- 
plete specifications of the hybrid system under consideration. In some exam- 
ples of multi-modal physical systems, as e.g. arising in robotics and power- 
converters, the initial description of the hybrid system obtained from first 
principles modeling is incomplete, especially with regard to the specification 
of the discrete dynamics. In fact, one would like to automatically generate 
a complete event-flow formula description based on this initial, incomplete, 
description, together with some additional information. In Section 3 we will 
briefly describe such a framework for a special class of hybrid systems, called 
complementarity hybrid systems. 

2.8 Ex i s tence  and un iqueness  of  so lu t ions  

Hybrid systems provide a rather wide modeling context, so that  there are 
no easily verifiable necessary and sufficient conditions for well-posedness of 
general hybrid dynamical systems. It is already of interest to give sufficient 
conditions for well-posedness of particular classes of hybrid systems (such as 
complementarity systems as described in Section 3). The advantage of con- 
sidering special classes is that  one can hope for conditions that  are relatively 
easy to verify. In a number of special cases, such as mechanical systems or 
electrical network models, there are moreover natural  candidates for such 
sufficient conditions. 

Uniqueness of solutions will always be understood in the sense of what is 
sometimes called right uniqueness, that  is, uniqueness of solutions defined on 
an interval [to, t l)  given an initial state at to. It can easily happen in general 
hybrid systems, and even in complementarity systems, that  uniqueness holds 
in one direction of time but not in tile other; this is one of the points in which 
discontinuous dynamical systems differ from smooth systems. To allow for the 
possibility of an initial jump, one may let the initial condition be given at t o . 

We have to distinguish between local and 91obal existence and uniqueness. 
Local existence and uniqueness, for solutions starting at to, holds if there ex- 
ists an s > 0 such that  on [to, to + c) there is a unique solution starting at 
the given initial condition. For global existence and uniqueness, we require 
that  for given initial condition there is a unique solution on [to, oc). If lo- 
cal uniqueness holds for all initial conditions and existence holds globally, 
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then uniqueness must also hold globally since there is no point at which so- 
lutions can split. However local existence does not imply global existence. 
This phenomenon is already well-known in the theory of smooth dynamical 
systems; for instance the differential equation 2(t) = x2(t) with x(0) = x0 
has the unique solution x(t) = x0(1 - x o t )  -1 which for positive x0 is defined 
only on the interval [0, Xol). Some growth conditions have to be imposed 
to prevent this "escape to infinity". In hybrid systems, there are additional 
reasons why global existence may fail; in particular we may have an accu- 
mulation of mode switches (Zeno behavior). Although the occurrence of an 
accumulation of mode switches would seem to be exceptional, no general 
conditions are known at present which exclude this phenomenon. We use the 
term well-posedness to refer to local existence and uniqueness of solutions 
for all feasible initial conditions (i. e. initial conditions for which none of the 
inequality constraints are violated). 

As already noted in [28] it is not difficult to find examples of hybrid 
systems that  exhibit nonuniqueness of smooth continuations. For a simple 
example of this phenomenon within a switching control framework, consider 
the plant 

~1 = x2, y = x2 (5) 
X2 --=- - - T 1  - -  U 

in closed-loop with a switching control scheme of relay type 

u(t) = - 1 ,  if y(t) > 0 
- 1  5 u ( t )  ~ 1, if y ( t ) = O  (6) 
u(t) = 1 ,  if y(t) <0 .  

(this could be interpreted as a mass-spring system subject to a "reversed" 
- and therefore non-physical - Coulomb friction.) It will shown in the next 
section that  such a variable-structure system can be modelled as a com- 
plementarity system. Note that  from any initial (continuous) state x(0) 
(xl (0), x2 (0)) = (c, 0), with Icl ~ 1, there are three possible smooth continu- 
ations for t _> 0 that  are allowed by the equations and inequalities above: 

(i) Xl( t )  = Xl(O),  x2( t )  = 0, u(t) = - x l ( 0 ) ,  
- l  < u(t) <_ 1, y(t) = x2(t) =0 .  

(ii) xl( t )  = - l  + (xl(O) + l )cos t ,  x2(t) = - ( x l (O)  + l ) s in t ,  
u(t) = l, y(t) = x2(t) <0 .  

(iii) xl( t )  = 1 +  (xl(0) - 1) cost,  x2(t) = - ( x l ( 0 )  - 1)s int ,  
u(t) -= --1, y(t) -= xl( t )  > O. 

So the above closed-loop system is not well-posed as a dynamical system. 
If the sign of the feedback coupling is reversed, however, there is only one 
smooth continuation from each initial state. This shows that  well-posedness 
is a non-trivial issue to decide upon in a hybrid system, and in particular 
is a meaningful performance characteristic for hybrid systems arising from 
switching control schemes. 
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3 C o m p l e m e n t a r i t y  s y s t e m s  

In several examples of hybrid physical systems the modes are determined by 
pairs of so-called "complementary variables". Two scalar variables are said 
to be complementary if they are both  subject to an inequality constraint, 
and if at all times at most one of the inequalities can be strict. The most 
obvious example is that  of the ideal diode. In this case the complementary 
variables are the voltage across the diode and the current through it. When 
the voltage drop across the diode is negative the current must be zero, and the 
diode is said to be in nonconducting mode; when the current is positive the 
voltage must be zero, and the diode is in conducting mode. There are many 
more examples of hybrid systems in which mode switching is determined by 
complementarity conditions. We call such systems complementarity systems. 
As we shall see, complementari ty conditions arise naturally in a number of 
applications; moreover, in several applications one may rewrite a given system 
of equations and inequalities in complementari ty form by a judicious choice 
of variables. 

As a mat ter  of convention, we shall always normalize complementary vari- 
ables in such a way that  both variables in the pair are constrained to be non- 
negative; note that  this deviates from standard sign conventions for diodes. So 
a pair of variables (u, y) is said to be subject to a complementari ty condition 
if the following holds: 

u > O ,  y > O ,  y = O  - - u 0 (7) 

where I denotes disjunction. Often we will be working with several pairs 
of complementary variables. For such situations it is useful to have a vector 
notation available. We shall say that  two vectors of variables (of equal length) 
are complementary if for all i the pair of variables (ui,yi) is subject to a 
complementarity condition. In the mathematical  programming literature, the 
notation 

o < y _ L u  >_ 0 (8) 

is often used to indicate that  two vectors are complementary. Note that  the 
inequalities are taken in a componentwise sense, and that  the usual interpre- 
tation of the "perp" symbol (namely ~ i  yiui = 0) does indeed, in conjunction 
with the inequality constraints, lead to the condition {Yi = 0} V {ui = 0} for 
all i. Alternatively, one might say that  the 'perp'  is also taken componentwise. 

Therefore, complementari ty systems are systems whose flow conditions 
can be written in the form 

f ( x , x , y , u )  = 0 (9a) 

0 _< y •  > 0. (9b) 
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In this formulation, the variables Yi and ui play completely symmetr ic  roles. 
Often it is possible to choose the denotat ions Yi and u i in such a way tha t  
the conditions actually appear  in the convenient "semi-explicit" form 

5c = f ( x , u )  (lOa) 

y = h(x,u) (lOb) 

0 < y •  > 0. 00c)  

The flow conditions (9a) or (10a) still have to be supplemented by appropr ia te  
event conditions which describe what  happens  when there is a switch between 
modes. In soine applications it will be enough to work with the default event 
conditions tha t  require continuity across events; in other applications one 
needs more elaborate conditions. 

In the mathemat ica l  p rogramming literature, the so-called linear comple- 
mentarity problem (LCP) has received much attention; see the book [9] for 
an extensive survey. The LCP takes as da ta  a real k-vector q and a real k x k 
matr ix  M, and asks whether it is possible to find k-vectors u and y such tha t  

y = q + M u ,  0 < yA_u >_ O. (11) 

The main  result on the linear complementar i ty  problem tha t  will be used 
below is the following: the LCP above has a unique solution u for all q if and 
only if M is a P-matr ix ,  cf.[27], [9, Thm. 3.3.7]. (A matr ix  M is a P -ma t r ix  if 
all its principal minors are positive. Given a matr ix  M of size k x k and two 
nonempty  subsets I and J of {1 , . . .  , k} of equal cardinality, the (I, J)-minor 
of M is the determinant  of the square submatr ix  MIj  : =  (mij)iEl, jEJ. The 
principal minors are those with I = J . )  

3.1 E x a m p l e s  

Example 1 (Circuits with ideal diodes). 
A large amount  of electrical network modeling is carried out on the basis 

of ideal lumped elements: resistors, inductors, capacitors, diodes, and so on. 
There is not necessarily a one4o-one relation between the elements in a model 
and the par ts  of the actual circuit; for instance, a resistor may  under some 
circumstances be bet ter  modeled by a parallel connection of an ideal resistor 
and an ideal capacitor than by an ideal resistor alone. The s tandard  ideal 
elements should rather  be looked at  as a construction kit from which one can 
quickly build a variety of models. 

To write the equations of a network with (say) k ideal diodes in com- 
plementar i ty  form, first extract  the diodes so tha t  the network appears  as a 
k-port.  For each port ,  we have a choice between denoting voltage by ui and 
current by Yi or vice versa (with the appropr ia te  sign conventions). Usually 
it is possible to make these choices in such a way tha t  the dynamics of the 
k-port  can be writ ten as 

= f ( x , u ) ,  ~ = h(x ,u) .  



214 A.J. van der Scha~ and J.M. Schumacher 

For linear networks, one can actually show that  it is always possible to  write 
the dynamics in this form. To achieve this, it may be necessary to let ui 
denote voltage at some ports and current at some other ports; in tha t  case 
one sometimes speaks of a "hybrid" representation, where of course the term 
is used in a different sense than in "hybrid systems". Replacing the ports by 
diodes, we obtain a representation in the semi-explicit complementari ty form 
(10a). 

Example 2 (Mechanical systems with unilateral constraints). 
Mechanical systems with geometric inequality contraints, as often occur- 

ring in robotics, are given by equations of the following form (see [28]), in 
which OH and OH denote column vectors of partial  derivatives, and the time a p  aq  

arguments of q, p, y, and u have been omit ted for brevity: 

(t= q E ]I{ n , ~(q ,P)  
OH OC T ~ " ]~k 

= -~-~q(q,p) + --5~qkq)u, u e 
y = C(q), y e R k 
y>_O, u>_O, yTu=O. 

p E l ~  ~ 

(12) 

Here, C(q) > 0 is the column vector of geometric inequality constraints, and 
u > 0 is the vector of Lagrange multipliers producing the constraint force 
vector (OC/Oq)T(q)u. (The expression (ocr/Oq) denotes an n • k matr ix  
whose i-th column is given by OCi/Oq.) The complementari ty conditions in 
this case express that  the i-th component of ui can be only non-zero if the i- 
th constraint is active, tha t  is, yi = Ci(q) = 0. Furthermore,  ui > 0 since the 
constraint forces will be always pushing in the direction of rendering Yi non- 
negative. This basic principle of handling geometric inequality constraints 
can be found e.g. in [26,18], and dates back to Fourier and Farkas. 

The Hamiltonian H(q, p) denotes the total  energy, generally given as the 
I_TM-X iq~p (where M(q) denotes the mass matrix,  sum of a kinetic energy ~p ~ ) 

depending on the configuration vector q) and a potential  energy V(q). The 
semi-explicit complementarity system (12) is called a Hamiltonian comple- 
mentari ty system, since the dynamics of every mode is Hamiltonian [28]. In 
particular, every mode is energy-conserving (since the constraint forces are 
workless); it should be noted though that  the model is easily extended to 
mechanical systems with dissipation by replacing the second set of equations 
of (12) by 

OR OC T OH(q,p)_ ~q(O) + ---~q(q)u (13) 
P= - O q  

where R(q) denotes a Rayleigh dissipation function. 

Example 3 (Variable-structure systems). 
Consider a nonlinear input-output  system of the form 

x = f ( x , ~ ) ,  ~=h(x ,~)  (14) 
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in which the input and output  variables are adorned with a bar for reasons 
that  will become clear in a moment.  Suppose that  the system is in feedback 
coupling with a relay element given by 

~ = 1 ,  y_>0  
- 1 < ~ < 1 ,  z3=o  (15) 
,~ = - 1 ,  9 < 0 .  

with I again denoting disjunction. Many of the systems considered by Filippov 
[12] can be rewrit ten in this form. At first sight, relay systems do not seem to 
fit in the complementari ty framework. However, let us introduce new variables 
y~, y2, u~, and u2, together with the following new equations: 

1 

= + a) (16) 

= Yl -- Y2 

Instead of considering (14) together with (15), we can also consider (14) 
together with the s tandard complementari ty conditions for the vectors y = 
col(y~,y2) and u = col(u , u2): 

Yl = 0, Ul. > 0 {Y2 := 0, U2 > 0 
(17) 

YI > 0, ul = 0 ' { Y2 > 0, u2 = 0. 

It can be easily verified that  the trajectories of (14-16-17) are the same as 
those of (14-15). Note in particular that ,  although (17) in principle allows 
four modes, the conditions (16) imply that  Ul + u2 = 1 so that  the mode in 
which both ux and u2 vanish is excluded, and the actual number of modes is 
three. 

3.2 Linear complementari ty  sys tems 

Linear complementarity systems are given by 

2(t) = Ax( t )  + I3u(t) (18a) 

y(t) = Cx( t )  + Du( t )  (18b) 

y(t) > O, u(t) > O, yT( t )u ( t )  -- O. (18c) 

The set of indices for which yi(~) = 0 (we shaI1 call this the active index 
set) need ~lot. be constant in ~ime, so that. the sysCem m w  switch from one 
"operating mode" to another. To define the dynamics of (18) completely, we 
will have to specify" when these mode switches occur, what their effect wilt 
be o~ the state variables, and how a new mode will be selected. A proposal 
for answering these questions (cf. [15]) will be explained below. 
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Let n denote the length of the vector x( t )  in the equations (18a-18b) and 
let k denote the number of inputs and outputs.  There  are then 2 k possible 
choices for the active index set. The equations of motion when the active 
index set is I are given by 

x( t )  = Ax ( t )  + Uu( t )  

y(t)  = Cx( t )  + Du( t )  (19) 
yi(t) = 0 ,  i E I 
ui( t)  = 0 ,  i E I c 

where I c denotes the index set that  is complementary to I,  that  is, I c = 
{i E { 1 , . . . ,  k} ] i !i~ I}. We shall say that  the above equations represent the 
system in mode I.  An equivalent and somewhat more explicit form is given 
by the (generalized) state equations 

it(t) = A x ( t )  + Boiu1( t )  (20) 
0 = C i . x ( t )  + D l l U i ( t )  

together with the output  equations 

ylc (t) = C ic . x ( t )  + Dso lu i ( t )  (21) 
u o(t) = o. 

Here and below, the notation MoI where M is a matr ix  of size m • k and 
I is a subset of {1 , . . .  , k} denotes the submatrix of M formed by taking 
the columns of M whose indices are in I. The notat ion M I .  denotes the 
submatrix obtained by taking the rows with indices in the index set I. 

In order to formulate an event rule, we first need to introduce some con- 
cepts taken from the geometric theory of linear systems (see [37,3,20] for the 
general background). Denote by Vt the consistent subspace of mode I,  i.e. 
the set of initial conditions xo for which there exist smooth functions x(.) 
and uI(.) ,  with x(0) = x0, such that  (20) is satisfied. The space VI c a n  be 
computed as the limit of the sequence defined by 

V 0 : ]~n 

V i+1 = {x E V ~ I 3u E II~1I[ s.t.  A x  + B . z u  r V i, C t . x  + D s l u  = 0}. 
(22) 

There exists a linear mapping FI such that  (20) will be satisfied for x0 E V1 
by taking uI( t )  = F tx ( t ) .  The mapping [ )  is uniquely determined, and more 
generally the function ui( . )  that  satisfies (20) for given Xo C V1 is uniquely 
determined, if the full-column-rank condition 

[B-, 1 ker [DIe  = {0} (23) 

holds and moreover we have 

n -- ( o } ,  (24)  
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where TI is the subspace tha t  can be computed  as the limit of the following 
sequence: 

T O = {0}  
T i+1 = {x C Nn [ 3a: r T i, ~ e II{1II s. t .  (25) 

x = A~c + S,i'~l, , C I . X  q- DIIgZ = 0} .  

The subspace TI is best thought  of as the jump space associated to mode 
I ,  that  is, as the space along which fast motions will occur tha t  take an 
inconsistent initial s ta te  instantaneously to a point in the consistent space 
V,; note tha t  under the condition (24) this projection is uniquely determined.  
(The interpretat ion of T,  as a j ump  space can be made precise by introducing 
the class of impulsive-smooth distributions that  was studied by Hautus  [14]). 
The projection can be used to define a jump rule. However, there are 2 k 
possible projections, corresponding to all possible subsets of { 1 , . . .  , k}; which 
one of these to choose should be determined by a mode selection rule. 

For the formulation of a mode selection rule we have to relate in some 
way index sets to continuous states. Such a relation can be est.ablished on the 
basis of the so-called rational complementarity problem (RCP).  The RCP is 
defined as follows. Let a rational vector q(s) of length k and a rat ional  mat r ix  
M(s) of size k x k be given. The rat ional  complementar i ty  problem is to find 
a pair of rational vectors y(s) and u(s) (both of length k) such tha t  

y(s )  = q(s) + M ( s ) u ( s )  (26) 

and moreover for all indices 1 < i < k we have either yi(s) = 0 and ui(s) > 0 
for all sufficiently large s, or ui(s) = 0 and yi(s) > 0 for all sufficiently large s. 
The vector q(s) and the matr ix  M(s) are called the data of the RCP, and we 
write RCP(q(s),M(s)). We shall also consider an RCP with da ta  consisting 
of a quadruple of constant matrices (A, B, C, D) (such as could be used to 
define (18a-18b)) and a constant vector x0, namely by sett ing 

q(s) = C ( s I -  A ) - l x 0  and M(s) = C ( s I -  A ) - I B  + D. 

We say tha t  an index set I C {1 , . . .  , k} solves the RCP (26) if there exists 
a solution (y(s), u(s)) with yi(s) = 0 for i E I and u~(s) = 0 for i r I .  The 
collection of index sets I tha t  solve RCP(A,  B, C, D; Xo) will be denoted by 
$(A,  B, C, D; x0) or simply by S(Xo) if the quadruple (A, B,  C, D) is given 
by the context. 

The semantics of a linear complementar i ty  system is now defined as fol- 
lows. We assume tha t  a quadruple (A, B,  C, D) is given whose t ransfer  mat r ix  
G(s) = C(sI  - A) - I  B + D is totally invertible, i.e. for each index set I the 
k x k matr ix  Gil(S) is nonsingular. Under this condition, the two subspaces 
V1 and TI as defined above form for all I a direct sum decomposit ion of the 
state space ll~ n , so that  the project ion along TI onto VI is well-defined. We 
denote this projection by P1. The linear complementar i ty  sys tem associated 
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to the quadruple (A, B, C, D) is given by the event-flow formula 

ic = A x  + B u ,  y = C x  + D u  
u t  > O, yl = O, uI~  = O, y i  ~ > 0 

I~ ~ S(x ) ,  x~ = P , ,x .  
(27) 

The expression in the second line should be read as a shorthand; for instance 
in case k = 2 the long form would be 

= ~J, Ul = O, u2 = O, Y l  > O, Y2 > 0 

{1}, y , = 0 ,  u 2 = 0 ,  y~->0,  u ~ > 0  
{2}, y z = O ,  "t..tl = 0 , y l ; O ,  u 2 ~ O  
{1,2}, y l = 0 ,  y 2 = 0 ,  u T > 0 ,  uT_>0. 

In a similar way the third line of (27) should be read as a disjunction with 
2 k terms. 

3.3 E x i s t e n c e  a n d  u n i q u e n e s s  o f  s o l u t i o n s  o f  l i n e a r  
c o m p l e m e n t a r i t y  s y s t e m s  

Conditions for well-posedness of hybrid systems that  are both necessary and 
sufficient have been given only for limited classes. One example appears in 
[28]. The statement in this paper concerns bimodal linear complementari ty 
systems, so systems with only two modes (k = 1). Such a system of the form 
(18) has a transfer function g(s) = C ( s I  - A ) - I B  + D which is a rational 
function. The system is said to have no feedthrough t e rm if the matr ix  D 
vanishes. The system is called degenerate if the transfer matr ix  g(s)  is of the 
form g(s) = 1/q(s)  where q(s) is a polynomial; in this case the consistent 
subspaee in the constrained mode is just the origin. The Markov  parameters  
of the system are the coefficients of the expansion of g(s) around infinity, 

g(s) = go + g l s  -1 + g2s -2 + "'" . 

The leading Markov  parameter  is defined as the first parameter  in the se- 
quence (go, g l , . . .  ) that  is nonzero. Having introduced this terminology, we 
can now formulate the following result [28, Thm. 4.8]. 

T h e o r e m  1. A nondegenerate bimodal linear complementar i ty  s y s t em  with- 
out feedthrough term and with nonzerv  transfer func t ion  is well-posed i f  and 
only if  its leading Markov parameter  is positive. 

It is typical to find that. well-posedness of complementari ty systems is 
linked to a positivity condition. If the number of pairs of complementary 
variables is larger than 1 an appropriate matr ix version of the positivity 
condition has to be used, A relation of the rational complementari ty problem 
with the linear complementarity problem of mathematical  programming can 
be established in the following way [29,16]. 
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T h e o r e m  2. For given q(s) C Rk(s) and M(s)  C NkXk(s), the problem 
RCP(q(s), M(s ) )  is solvable if and only if there exists # E N such that for all 
A > # the problem LCP(q(A), M(A)) is solvable. The same statement holds 
with "solvable" replaced by "uniquely solvable". 

The above theorem provides a convenient way of proving well-posedness for 
several classes of linear complementari ty systems. The following example is 
taken from [16]. 

Example 4. A linear mechanical system may be described by equations of 
the form 

M~ + D O + K q =  O (28) 

where q is the vector of generalized coordinates, M is the generalized mass 
matrix,  D contains damping and gyroscopic terms, and K is the elasticity 
matrix. The mass matr ix  M is positive definite. Suppose now that  we subject 
the above system to unilateral constraints of the form 

Fq >_ 0 (29) 

where F is a given matrix. Under the assumption of inelastic collisions, the 
dynamics of the resulting system may be described by 

M~ + D O + Kq = FTu, y = Fq (30) 

together with complementari ty conditions between y and u. The associated 
RCP is the following: 

y(s) = F(s2M + sD + K ) - I [ ( s M  + D)qo + MOo] + (31) 

+ F(s2M + sD + K ) - I F T u ( s ) .  

If F has full row rank, then the matr ix  F(s2M + sD + K ) - I F  T is positive 
definite (although not necessarily symmetric) for all sufficiently large s be- 
cause the term with s 2 becomes dominant.  By combining the s tandard result 
on solvability of LCPs with Thm. 2, it follows that  RCP is solvable and we 
can use this to prove the well-posedness of the constrained mechanical sys- 
tem; this provides some confirmation for the validity of the model tha t  has 
been used, since physical intuition certainly suggests tha t  a unique solution 
should exist. 

One can easily imagine cases in which the matr ix F does not have full 
row rank so that  the fulfillment of some constraints already implies that  
some other constraints will also be satisfied; think for instance of a chair 
having four legs on the ground. In such cases the basic result on solvability 
of LCPs does not provide enough information, but  there are alternatives 
available that  make use of the special s tructure that  is present in equations 
like (31). On the basis of this, one can still prove well-posedness; in particular 
the trajectories of the coordinate vector q(t) are uniquely determined, even 
though the trajectories of the constraint force u(t) are not. 
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A similar result can be obtained for linear RLC-circuits containing ideal 
diodes. Indeed, by extracting the diodes, and representing the remaining sys- 
tem with ports as a port-controlled Hamiltonian system with dissipation (cf. 
[32]) it follows by the positivity of the stored (quadratic) energy that  the 
corresponding RCP is uniquely solvable. Furthermore,  in this case (contrary 
to the mechanical case considered above) the system does not exhibit jumps 
in the continuous state variables. 

3.4 M e c h a n i c a l  c o m p l e m e n t a r i t y  s y s t e m s  

As discussed in Example 2 mechanical systems with unilateral constraints 
can be represented as semi-explicit complementari ty systems (12)-(13). 

Assume that  the unilateral constraints are independent, that  is 

OcT (q- 
rank ~ - q  ) = k, for all q with C(q) > O. (32) 

Since the Hamiltonian is of the form (kinetic energy plus potential energy) 

H(q,p)= lpTM-l(q)p+ V(q), M(q) = MT(q) >0 (33) 

where M(q) is the generalized mass matrix, it follows that  the system (12)- 
(13) has uniform relative degree 2 with decoupling matr ix 

D(q) = (q) M-l(q) (34) 
Oq 

Hence, from M(q) > 0 and (32) it follows that  D(q) is positive definite for 
all q with C(q) >_ O. It can be shown that  this implies that  the system has 
unique smooth solutions, [29,22]. 

A switch and jump rule for mechanical complementari ty systems can be 
formulated as follows. Let us consider a mechanical system with n degrees of 
freedom q = ( q l , " "  , qn) having kinetic energy I(tTM(q)(1, where M(q) > 0 
is the generalized mass matrix. Suppose the system is subject to k geometric 
inequality constraints 

yi=Ci(q)_>O, i c K = { 1 , . . - , k }  (35) 

If the i-th inequality constraint is active, that  is Ci(q) = 0, then the system 
will experience a constraint force of the form %c~(q)ui, where oc~ (q) is the 

oq  r  
column vector of partial derivatives of Ci and ui a Lagrange multiplier. 

Let us now consider an arbitrary initial continuous state (q-, q-). Define 
the vector of generalized velocities 

OCI 
v -  := O--q ( q - ) q -  (36) 
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where I denotes the set of active indices at q - .  In order to describe the 
inelastic collision we consider the system of equalities and inequalities (in the 
unknowns v +, A) 

~ ( , _ .~ M _ 1 , o c t ,  _ , /~ v + = v - +  oq ~u j ( q - )  oq (q ) 
V + ~> O, ~ ~ O, ( v + ) T / ~  = O. 

(37) 

Here A can be interpreted as a vector of impu l s i ve  forces.  The system (37) is 
in the form of the l inear  c o m p l e m e n t a r i t y  p rob l em  (LCP). The general form 
of an LCP can be writ ten as 

y = x + M u ,  0 < y • u >_ 0 (38) 

where the vector x and the square mat r ix  M are given, and the vectors y and 
u are the unknowns. Recall tha t  the LCP (38) has a unique solution (y, u) for 
each x if and only if the matr ix  M is a P-matr ix ,  that  is to say, if and only if 
all principal minors of the matr ix  M are positive. This is the case in part icular  

OC T ~ - 
if M is a positive definite matrix.  Since ~  q ) > 0, the 

LCP (37) indeed has a unique solution. The j u m p  rule is now given by 

( q - , q - ) ~  (q+,q+),  q+ = q - ,  O + = q - + M - l ( q  - )  (q-)A. (39) 
aq 

The new velocity vector 0 + may be equivalently characterized as the solution 
of the quadrat ic  p rogramming  problem 

1 (0+ min ~ -- o - ) T M ( q ) ( d l  + -- cl-)  
{q+lCi(q)O+ >O} 

(40) 

where q := q-  = q+. This formulation is sometimes taken as the s tar t ing 
point for describing multiple inelastic collisions, see [8,25]. An appealing fea- 
ture of the transit ion rule above is tha t  the energy of the mechanical system 
will always decrease at the switching instant. One may take this as a s tar t ing 
point for stabili ty analysis. 

3.5 R e l a y  s y s t e m s  

For piecewise linear relay systems of the form 

= A x + B u ,  y = C x + D u ,  u i = - s g n ( y ~ )  ( i =  1 , . . . , k )  (41) 

Thm.  2 can also be applied, but the application is somewhat  less straight- 
forward for the following reason. As noted above, it is possible to rewrite a 
relay system as a complementar i ty  system (in several ways actually).  Using 
the method (16), one arrives at a relation between the new inputs col(ttl, u2) 
and the new outputs  col(y1, Y2) that  may be writ ten in the frequency domain 



222 A.J. van der Schaft and 3.M. Schumacher 

as follows (L denotes the vector all of whose entries are 1, and G(s) denotes 
the transfer matr ix C(sI  - A)-I  B + D): 

u2(s)] = G - ~ ( s ) C ( s I -  A)- lxo  + s - ~  ] + 

[ + - G - l ( s )  c -1(s )  J Ly@)J " 
(42) 

The matrix that  appears on the right hand side is singular for all s and so 
the corresponding LCP does not always have a unique solution. However the 
vector that  we find at the right hand side is of a special form and we only 
need to ensure existence of a unique solution for vectors of this particular 
form. On the basis of this observation, the following result is obtained. 

T h e o r e m  3. [21,16] The pieeewise relay system (31) is well-posed if the 
transfer matrix G(s) is a P-matrix for all suLficiently large s. 

This result gives a criterion that  is straightforward to verify (compute the de- 
terminants of all principal minors of G(s), and check the signs of the leading 
Markov parameters),  but that  is restricted to piecewise linear systems. Fil- 
ippov [12, w gives a criterion for well-posedness which works for general 
nonlinear systems, but  needs to be verified on a point-by-point basis. 

3.6 D i s c r e t e  t i m e  c o m p l e m e n t a r i t y  s y s t e m s  a n d  m i x e d  logica l  
d y n a m i c a l  s y s t e m s  

Linear complementarity systems may Mso be considered in discrete time 
by replacing the differential equations in (19) by difference equations. For 
discrete time hybrid dynamical systems with linear dynamics various other 
formalisms have been proposed in the literature; we mention mixed logical 
dynamical systems [4], piecewise affine systems [35], extended linear comple- 
mentarity systems [33], and max-rain-plus-scaling systems [34]. 

Recently in [17] it has been shown that  all these formalisms are basically 
equivalent, and have more or less the same expressive power. This result of 
course enables the transfer of knowledge from one class of systems to another,  
and implies tha t  for the study of a particular discrete time hybrid system one 
can choose the framework that  is most suitable (for the goal one has in mind). 

4 C o n c l u s i o n s  

Clearly, only a few aspects of hybrid systems have been considered in this 
paper. Much more can be found in our book [30]. We hope we have convinced 
the reader that  the area of hybrid systems constitutes a challenging research 
area, which is very well-motivated from applications. From a scientific point 
of view it seems clear that  real progress can only be made by merging concepts 
and tools both from computer science and systems and control theory. 
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In troduct ion  

Nonlinear systems and control theory has witnessed t remendous develop- 
meats over the last three decades. In particular, the introduction of geomet- 
ric tools like Lie brackets of vector fields on manifolds has greatly advanced 
the theory, and has enabled the proper generalization of many fundamental  
concepts known for linear control systems to the nonlinear world. While the 
emphasis in the eighties was primarily on the structural analysis of smooth 
nonlinear dynamical control systems, in the nineties this has been combined 
with analytic techniques for stability, stabilization and robust control, leading 
e.g. to backstepping techniques and nonlinear Hoo control. Moreover, in the 
last decade the theory of passive systems, and its implications for regulation 
and tracking, has undergone a remarkable revival. This last development was 
also spurred by work in robotics on the possibilities of shaping, by feedback, 
the physical energy in such a way that  it can be used as a suitable Lyapunov 
function for the control purpose at hand. This has led to "what is some- 
times called passivity-based control. Many other important  developments 
have taken place, and much attention has been paid to special subclasses of 
systems like mechanical systems with nonholonomic constraints. 

All this has resulted in very lively research in nonlinear control, with many 
actual and potential applications. The aim of the part  "Physics in Control" 
is to stress the importance of physical modeling for nonlinear control. In one 
sense, this is common knowledge for everyday control engineering, but  a gen- 
eral theoretical framework for modeling is also of utmost importance for the 
development of nonlinear control theory. Indeed, although in principle the 
same applies to linear control systems, in the latter case the relative ease of 
general linear control techniques may obviate the need for a representation 
of the system which makes explicit the physical characteristics of the system. 
On the other hand, the class of general nonlinear control systems is so over- 
whelmingly rich, that  it cannot be expected that  a single theory will cover 
the whole area, thus necessitating the exploitation of the inherent physical 
structure of many nonlinear control systems. In this Par t  some of the recent 
developments in systems and control theory of physical systems will be high- 
lighted. This will include the Hamiltonian geometrization of network models 
of physical systems, and its implications for balance which is so prominent 
in Hamiltonian models and the theory of passive nonlinear systems, other 
physical balance relations such as mass balance can play a crucial role. Also 
the study of symmetries and its consequences for control substantially adds 
to this framework. Application areas of these approaches range from mechan- 
ical systems, robot manipulators, induction motors, power systems to (bio-) 
chemical processes. 
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1 Introduction 

The aim of this chapter is to give a self content presentat ion of the modelling 
of engineering systems that  are governed by a law of mass conservation and 
to briefly discuss some control problems regarding these systems. 

A general s tate-space model of mass balance systems is presented. The 
equations of the model are shown to satisfy physical constraints of positivity 
and mass conservation. These conditions have strong structural  implications 
tha t  lead to part icular  Hamiltonian,  Compar tmen ta l  and Stoichiometric rep- 
resentations. The modelling of mass balance systems is i l lustrated with two 
simple industrial examples : a biochemical process and a grinding process. 

In general, mass balance systems have multiple equilibria, one of them 
being the operat ing point of interest which is locally asymptot ical ly  stable. 
However if big enough disturbances occur, the process may be lead by ac- 
cident to a behaviour which may be undesirable or even catastrophic.  The 
control challenge is then to design a feedback controller which is able to 
prevent the process from such undesirable behaviours.  Two solutions of this 
problem are briefly described for inflow controlled systems : (i) robust  s tate  
feedback stabilisation of the total  mass,  (ii) output  regulation for a class of 
minimum phase systems. 

Some interesting stability propert ies  of open loop mass balance systems 
are reviewed in Appendix. 

2 M a s s  b a l a n c e  s y s t e m s  

In mass balance systems, each s tate  variable x i  ( i  = 1 , . . . ,  n )  represents an 
amount  of some material  (or some mat te r )  inside the system, while each s tate  
equation describes a balance of flows as il lustrated in Fig. 1 : 

Xi = r i  -- qi ~ - P i  (1) 

where Pi represents the inflow rate, qi the outflow rate  and ri an internal 
t ransformat ion rate. The flows Pi, q~ and ri can be function of the s ta te  vari- 
ables x l , . . ,  x,~ and possibly of control inputs u l , . . . , u m .  The s ta te  space 
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model which is the natural  behavioural representation of the system is there- 
fore writ ten in vector form : 

= r(x, u) - q(x, u) + p(x, u) (2) 

As a mat ter  of illustration, some concrete examples of the phenomena that  
can be represented by the (p, q, r) flow rates in engineering applications are 
given in Table 1. 

Transformations 
Physical : grinding, evaporation, condensation 
Chemical : reaction, catalysis, inhibition 
Biological : infection, predation, parasitism 

Outflows 
Withdrawals, extraction 
Excretion, decanting, adsorption 
Emigration, mortal i ty 

Inflows 
Supply of raw material 
Feeding of nutrients 
Birth, immigration 

etc...etc... 

Table 1. 

Pi 

in f low 

Ti 

) 
i n t e r n a l  
t r a n s f o r m a t i o n  

q i  

o u t f l o w  

Fig. 1. Balance of flows 

In this paper, we shall assume that  the functions p(x, u), q(x, u) , r (x ,  u) 
are differentiable with respect to their arguments. The physical meaning of 
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the  model  (2) implies t ha t  these funct ions must  satisfy two kinds of  condi t ions  
: posi t ivi ty  condit ions and mass conservat ion condit ions which are explicited 
hereafter.  

3 P o s i t i v i t y  

Since there  cannot  be negative masses,  the model  (2) makes sense only if the 
s ta te  variables xi(t) remain non-negative for all t : 

xi(t) c R+ 

where R+  denotes  the  set of real non-negat ive  numbers .  I t  follows t h a t  : 

x i = 0  ~ a ~ i > 0  (3) 

whatever  the values of xj E R+ ,  j ~ i and uk. This requirement  is satisfied 
if the funct ions p(x, u), q(x, u), r(x,  u) have the following proper t ies  : 

1. The  inflow and outflow flmctions are defined to  be non-negat ive  : 

p(x, u) } n i~m ,~ 
q ( x , u )  : R+ • -+ R+ 

2. There  cannot  be an outflow if there  is no mater ia l  inside the  sys tem : 

x i = O ~ q i ( x , u )  = 0  (4) 

3. The  t r ans fo rmat ion  rate  r i (x ,u )  : R n x R "~ + -+ R m a y  be posit ive or 
negative bu t  it must  be defined to  be positive when xi is zero : 

x~ = 0 ~ ~.~(x, ~) > 0 (5) 

4 C o n s e r v a t i o n  of  m a s s  

Provided  the quanti t ies  xi are expressed in appropr ia te  normal ized  units,  the 
tota l  mass  conta ined in the sys tem m a y  be expressed as 1 : 

M = E x i  
i 

W h e n  the sys tem is closed (neither inflows nor  outflows),  the dynamics  of M 
are wri t ten : 

IV /=  ~ ri (x, u) 
i 

1 To simplify the notations, it will be assumed throughout the paper that  the 
summation ~ i  is taken over all possible values of i (here i = 1 , . . . ,  n) and ~ i r  
over all possible values of i except j. 
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I t  is obvious t h a t  the  to ta l  mass  inside a closed sys tem mus t  be  conserved  
( IV/=  0), which implies t h a t  the  t r a n s f o r m a t i o n  funct ions ri(x, u) sat isfy the  
condit ion : 

~ ( x , ~ )  =0 (6) 
i 

The  pos i t iv i ty  condi t ions (4)- (5) and  the  mass  conserva t ion  condi t ion  (6) 
have s t rong  s t ruc tu ra l  impl ica t ions  t h a t  are  now presented.  

5 Hamiltonian representation 

A necessary consequence of the  mass  conserva t ion  condi t ion (6) is t h a t  n ( n -  
1) funct ions rij (x, u) (i = 1 , . . . ,  n ; j = 1 , . . . ,  n ; i # j )  m a y  be selected such 
t h a t  : 

ri(x, u) = Z rji(x, u) - ~ r~j (x, u) (r) 
j # i  j# i  

(note the indices !). Indeed,  the s u m m a t i o n  over  i of the  r ight  hand  sides of 
(7) equals zero.  I t  follows t h a t  any  m a s s  ba lance  sy s t em (2) can  be  wr i t t en  
under  the fo rm of a so-called port-controlled Hamiltonian representation (see 
[10], [11]) : 

= [r(~,  ~) - D(x, u)] ~ + p(x, ~) (S) 

where  the  s to rage  funct ion is the  to t a l  mass  M(x) = ~ix i"  T h e  m a t r i x  
F(x, u) is skew-symmet r i c  : 

F(x,u) = --FT(x,u) 

with off-diagonal  entries fij(x, u) z rji(x, u) - r i j ( x ,  u). T h e  m a t r i x  D(x, u) 
represents  the  na tu r a l  d a m p i n g  or d iss ipa t ion  provided  by the  outflows. I t  is 
d iagonal  and  posi t ive  : 

D(x,u) = diag  (qi(x,u)) >_ 0 

The  last t e r m  p(x,u) in (8) obvious ly  represen ts  a supply  of mass  to the  
sys t em fi 'om the  outside.  

6 Compartmental  representation 

There  is obviously  an infinity of ways  of defining the  rij funct ions  in (7). We 
assume  t h a t  they  are selected to be  non-nega t ive  : 

r i j  (x, u) : R~_ x n m ~ R+  
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and differentiable since r~ (x, u) is required to be differentiable. 
Then condition (5) is satisfied if : 

x~ = 0 ~ r ~  (x, u) = 0 (9) 

Now, it is a well known fact (see e.g. [7], page 67) tha t  if rij(x, u) is differen- 
tiable and if condition (9) holds, then rij (x, u) may be writ ten as : 

ri j  = xi~ij (x, u) 

for some appropr ia te  function rij (x, u) which is defined on R~_ • R TM, non- 
negative and at least continuous. Obviously, the same is t rue for q~(x, u) due 
to condition (4) : 

q~(x, ~) = x ~ ( x ,  ~) 

The functions rij and qi are called fractional rates. I t  follows tha t  the mass 
balance system (2) is then writ ten under the following al ternative represen- 
ta t ion : 

2 = G(x, u)x + p(x, u) (10) 

where G(x, u) is a so-called compartmental matrix with the following proper-  
ties : 

1. G(x, u) is a Metzler matr ix  with non-negative off-diagonal entries : 

gij(x, u) = rji(x, u) _~ 0 i ~ j 

(note the inversion of indices !) 
2. The  diagonal entries of G(x, u) are non-positive : 

g . ( x , ~ )  = - ~ i ( x , ~ )  - ~-~ ~ j (x ,  ~) < 0 

3. The matr ix  G(x, u) is diagonally dominant  : 

j~ i  

The te rm compartmental is mot ivated by the fact tha t  a mass balance 
system may be represented by a network of conceptual  reservoirs called com- 
par tments .  Each quanti ty (state variable) xi is supposed to be contained in 
a compar tment  which is represented by a box in the network (see Fig. 2). 
The internal t ransformat ion rates are represented by directed arcs : there 
is an arc from compar tment  i to compar tment  j when there is a non-zero 
entry gji = ~ij in the compar tmenta l  matr ix  G. These arcs are labeled with 
the fractional rates ~ij. Additional arcs, labeled respectively with fractional 
outflow rates qi and inflow rates Pi are used to represent inflows and out- 
flows. Concrete examples of compar tmenta l  networks will be given in Fig.4 
and Fig.6. 
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, Pi 

( 
~ji 

Fig. 2. Network of compartments 

A compartment  is said to be outflow connected if there is a path from 
that  compartment to a compartment  from which there is an outflow arc. The 
system is said to be fully outflow connected if all compartments are outflow 
connected. As stated in the following property, the non singularity of a com- 
partmental matrix can be checked directly on the network. 

P r o p e r t y  1. For a given value of (x,u) C R n x R m, the compartmental  + 
matrix G(x, u) of a mass balance system (10) is non singular if and only if 
the system is fully outflow connected. [] 

A proof of this property can be found e.g. in [7]. 

7 Stoichiometric representation 

In many cases the transformation rates ri(x, u), i = 1,n can be expressed as 
linear combinations of a smaller set of non-negative and differentiable basis 
functions pl (x ,u ) ,p2(x ,u ) , . . . ,pk (x ,u )  (k < n) : 

J 

This situation typically arises in chemical systems where the non-zero co- 
efficients cij are the stoichiometric coefficients of the underlying reaction 
network and the functions pj(x, u) are the reaction rates. The matrix C = 
[cij] is therefore called stoichiometric and by defining the vector p(x,u) = 
(Pl (x, u), p2(x, u), ..., pk(x, u)) T we have :  

r(z, u) = Ca(x, u) 

As we will see in the examples, this stoichiometric representation is also rele- 
vant in many other physical and biological systems, As stated in the following 
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property,  the mass conservation condition (6) can easily be checked from the 
stoichiometric matr ix  C independently of the rate  functions pj (x, u). 

P r o p e r t y  2. The  mass conservation condition ~ i  r i (x ,  u) = 0 is satisfied if 
the sum of the entries of each column of C is zero : 

~_, cij = 0 V j  
i 

or equivalently if the vector e = (1, 1 , . . . ,  1) r belongs to the kernel of the 
transpose of the stoichiometric mat r ix  : ~ T c  = O. �9 

8 Examples  of  mass-balance  sys tems  

8.1 A b i o c h e m i c a l  p r o c e s s  

A continuous stirred tank  reactor  is represented in Fig.3. The  following bio- 
chemical reactions take place in the reactor  : 

A -~ B 
x 

B _4 X 
x 

where X represents a microbial populat ion and A, B organic mat ters .  The  
first reaction represents the hydrolysis of species A into species B,  catalysed 
by cellular enzymes. The  second reaction represents the growth of microor- 
ganisms on substra te  B. It  is obviously an auto-catalyt ic  reaction. Assuming 

inflow 

outflow 

Fig. 3. Stirred tank reactor 

mass action kinetics, the dynamics of the reactor may be described by the 
model : 

x ]  = + k l x ] x 2  --  u x l  

J:2 = - k l X l X 2  + k 2 X l X 3  - u x 2  

x 3  ~-~ - k 2 X l X 3  - u x 3  -I- ux~3 n 
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wi th  the  fol lowing n o t a t i o n s  and  def ini t ions  : 

x l  = concen t r a t i on  of species  X in the  r eac to r  
x2 = concen t r a t i on  of species  B in t he  r eac to r  
x3 = concen t r a t i on  of  species  A in the  r eac to r  
x~ n = concen t r a t i on  of species  A in the  inf luent  
u -- d i lu t ion  r a t e  (control  inpu t )  
k l ,  ks = r a t e  cons tan t s .  

This  could  be  for ins t ance  the  m o d e l  of a b io logica l  d e p o l l u t i o n  process  
where  ux~ n is t he  p o l l u t a n t  inflow whi le  u(x2 + x3) is t he  r e s idua l  p o l l u t i o n  
outflow. I t  is r ead i ly  seen to  be  a m a s s - b a l a n c e  m o d e l  wi th  t he  fol lowing 
defini t ions : 

(00) 
T(x,u) = -klXlX~ + k~XlX3 q(~,u) = / ~ x ~  p(x,~)  = 

-k2x lx3  \ ux3 ux~ n 

T h e  H a m i l t o n i a n  r e p r e s e n t a t i o n  is : (0  lXlX2 0) ( :100) 
F(x,u)= -klxlx2 0 k2xlx3 D(x,u)= ux2 0 

0 -k~xlx3 0 0 ux3 

T h e  c o m p a r t m e n t a l  m a t r i x  is : 

G ( x , u )  = - u  k lx l  0 I 
0 - u  - k lXl  k2Xl 
0 0 - u  - k2Xl 

The  c o m p a r t m e n t a l  ne twork  of t he  process  is shown in F ig .4  where  i t  can  be  
seen t h a t  the  sy s t em is fully outf low connec ted .  T h e  s to i ch iome t r i c  r epresen-  

ux~ '~ 

u 

"~ k2xl ~ / /~  

u 

"~ klxl _ f /  1} 

Fig .  4. Compar tmenta l  network of the biochemical process model 
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ra t ion is : 

11 O )  
C =  - __t 

0 1 

= (klxl 2) 
k2XlX3 ] 

8.2 A g r i n d i n g  p r o c e s s  

An industr ia l  gr inding circuit ,  as represen ted  in Fig.5 is m a d e  up of the  
in te rconnect ion  of a mill and a separa to r .  T h e  mill is fed wi th  raw mater ia l .  
After  grinding,  the  ma te r i a l  is in t roduced  in a s e p a r a t o r  where  it is s epa ra t ed  
in two classes : fine par t ic les  which are  given off and  oversize par t ic les  which 
are recycled to the  mill. A s imple  d y n a m i c a l  mode l  has been p roposed  for 
this sys tem in [6]: 

21 = --~/lXl -~ (1 -- O~)(~(X3) 

22 = - '~2x2 + a r  

2z = 72x2 - r  + u 

r  = klx3e -k2z3 

with the following no ta t ions  and  definit ions : 

xl  = hold-up  of fine par t ic les  in the  s e p a r a t o r  
x2 = hold-up of  oversize par t ic les  in the  s e p a r a t o r  
x3 = hold-up of ma te r i a l  in the  mill 
u = inflow ra te  
~ ' lxt  = outflow ra te  of fine par t ic les  
"y2x2 = f lowrate  of recycled par t ic les  
r  = ou t f lowra te  f rom the mill = gr inding func t ion  
a = sepa ra t ion  cons tan t  (0 < a < 1) 
71,72, kl ,  k2 = charac ter i s t ic  pos i t ive  cons tan t  p a r a m e t e r s  

This  mode l  is readi ly  seen to  be  a mass -ba l ance  sy s t em with  the  following 
definitions : 

r (x ,  u) = + q(x, u) = 

~/2X2 - -  (~(X3) 

T h e  Hami l t on i an  represen ta t ion  is : 

( 0 0 
F(z,u)  = 0 0 - ~ x 2  + a ~ ( x 3 )  

- ( 1  - a ) r  7~x2 - a t ( x 3 )  0 

7!xl 0 O) 
D(x, u) = 0 0 

O0 
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mill 

r 

Fig. 5. Grinding circuit 

72x2 

separator 

71xl 

The compartmental matrix is : 

G(x, u) = 
- !1  0 ( 1 - a ) k l e  -k~'~) 

--~[2 Olkl e-k2x3 
+~2 --kle -k2xa 

The compartmental network of the process is shown in Fig.6 where it can be 
seen that the system is fully outflow connected. 

U 

akle-k2x3 

"/2 

(1-- ot)kle- 

(> 
71 

Fig. 6. Compartmental network of the grinding process model 
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The stoichiometric representation is : 

C =  a - 1  p ( x ) =  r 
\ 72x2 - 1  1 

9 A f u n d a m e n t a l  c o n t r o l  p r o b l e m  

Let us consider a mass-balance system with constant inputs denoted fi : 

= r (x ,  (~) - q(x ,  ft) + p (x ,  ft) (11) 

An equilibrium of this system is a state vector �9 which satisfies the equilib- 
rium equation : 

r(~, ~) - q(~, ~) + p(~, ~) = 0 

In general, mass balance systems (11) have multiple equilibria. One of these 
equilibria is the operating point of interest. It is generally locally asymptot-  
ically stable. This means that  an open loop operation may be acceptable in 
practice. But if big enough disturbances occur, it may arise that  the system 
is driven too far from the operating point towards a region of the state space 
which is outside of its basin of at traction.  From time to time, the process 
may therefore be lead by accident to a behaviour which may be undesirable 
or even catastrophic. We illustrate the point with our two examples. 

E x a m p l e  1 : T h e  b iochemica l  process  
i n  For a constant inflow rate ~ < klX 3 , the biochemical process has three 

equilibria (see Fig.7). Two of these equilibria (El ,  E2) are solutions of the 
following equations : 

~n ~ ~ 3 ( ~ + k 2 ~ ) = ~ z ~  n 
x2 = ~ X l + X 3  = x 3  kl 

The third equilibrium (E3) is 

in  
X l  = 0 3J2 = 0 X3 := X 3 

As we shall see later on, this system is globally stable in the sense that  all 
trajectories are bounded independently of ft. Furthermore,  by computing the 
Jacobian matrix, it can be easily checked that  E1 and E3 are asymptotically 
stable while E2 is unstable. 

E1 is the normal operating point corresponding to a high conversion of 
substrate Xa into product  xl .  It is stable and the process can be normally 
operated at this point. But there is another  stable equilibrium E3 called 
"wash-out steady state" which is highly undesirable because it corresponds 
to a complete loss of productivity : ~1 = 0. The pollutant just goes through 
the tank without any degradation. 
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23 

in (t 
X3 kl 

Fig. 7. Equilibria of the biochemical process 

-- r 
Xl 

T h e  problem is t h a t  an  in te rmi t ten t  d i s turbance  (like for ins tance  a pulse 
of  toxic ma t t e r )  m a y  irreversibly drive the  process to this wash-ou t  s teady-  
state,  making  the  process to ta l ly  unproduc t ive .  

Example 2 : The grinding process 
The equil ibria of the gr inding process ( X l , X 2 ,  X3) are pa ramet r i zed  by a 

constant  input  fiowrate fi as follows : 

71 (2U f i  
- - - _  - 

u 72(1 - c~) (1 - c~) 

In view of the  shape of r  as i l lustrated in Fig.8, there  are two dist inct  
equilibria if : 

< (1 - ct)r x 

The equil ibrium E1  on the left of the  m a x i m u m  is stable and the  o ther  
one E2  is unstable.  Fhr thermore ,  for any value of g, the t ra jec tor ies  become 
unstable as soon as the s ta te  enters  the  set D defined by : 

(1 - a ) r  < 7 1 x l  < 
D 0 l r  < 7 2 x 2  

ar < 0 

Indeed, it can be shown tha t  this set D is forward invariant  and if x(0) E D 
then xl  --+ 0 x2 --+ 0 xa -+ oo. In  some sense, the sys tem is Bounded Input 

Unbounded State (BIUS). This means  t h a t  there can be an irreversible 
accumula t ion  of mater ia l  in the  mill with a decrease of the  p roduc t ion  to  
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r 

I - - ~  

Fig. 8. Equilibria of the grinding process 

r 

zero. In the industrial jargon, this is called mill plugging. In practice, the 
s tate  may be lead to the set D by intermit tent  disturbances like variations 
of hardness of the raw material .  �9 

In both examples we thus have a stable open loop opera t ing point with a 
potential  process destabilisation which can take two forms : 

�9 drift of the s tate  x towards another  (unproductive) equilibrium 
�9 unbounded increase of the total  mass M(z) 

T h e  c o n t r o l  c h a l l e n g e  is t h e n  to  d e s i g n  a f e e d b a c k  c o n t r o l l e r  
w h i c h  is a b l e  to  p r e v e n t  t h e  p r o c e s s  f r o m  s u c h  u n d e s i r a b l e  b e -  
h a v i o u r s .  

Ideally a good control law should meet  the following specifications : 

$1. The feedback control action is bounded; 
$2. The closed loop system has a single equilibrium in the positive or thant  

which is globally asymptot ical ly  stable; 
$3. The single closed-loop equilibrium may  be assigned by an appropr ia te  set 

point. 

Moreover, it could be desirable tha t  the feedback stabil isation be robust  
against modelling uncertainties regarding r(x) which is the most  uncertain 
term of the model in many  applications. 

This is indeed a vast problem which is far to be completely explored. 
Hereafter, we limit ourselves to the presentat ion of two specific solutions of 
this problem namely (i) the s tate  feedback stabilisation of the total  mass in 
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inflow controlled systems; (ii) the output  regulation with state boundedness 
in stirred tank systems. 

1 0  I n f l o w  c o n t r o l l e d  s y s t e m s  

In this section, we will focus on the special case of inflow-controlled mass- 
balance systems where the inflow rates pi(x, u) do not depend on the s tate  x 
and are linear with respect to the control inputs uk : 

pi(x, u) = E bikuk bik 2> 0 Uk 2> 0 
k 

while the t ransformat ion r a t e s  ri(x, u) and the outflow r a t e s  qi(x, u) are in- 
dependent of u. The model (2) is thus wri t ten as : 

e = r ( z )  - q(x)+Bu (12) 

with B the n x m matr ix  with entries bik. 
The Hamiltonian representation specializes as : 

(OM  T 
a? = [F(x) - D(x)] \ Ox ] + Bu (13) 

and the compar tmenta l  representation as : 

2=G (x )x+ Bu  (14) 

with appropr ia te  definitions of the matrices F(x), D(x) and G(x). 
The grinding process model presented in the previous section is an exam- 

ple of an inflow-controlled mass balance system. 

10.1 B o u n d e d  i n p u t  - ( u n ) b o u n d e d  s t a t e  

Obviously, the state x of any mass-balance system is bounded if and only 
if the total  mass M(x) = ~ ix i  is itself bounded. In an inflow-controlled 
system, the dynamics of the total  mass are writ ten as : 

= - Z q (x) + Z (15) 
i i,k 

From this expression, a natural  condition for s tate  boundedness is clearly tha t  
the total  outflow ~ i  qi(x) should exceed the total  inflow ~ i , k  bikuk when the 
total  mass M(x) is big enough (in order to make the right hand side of (15) 
negative). This intuitive condition is made technically precise as follows. 

P r o p e r t y  3. Assume that  : 
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(A1) the input u(t) is bounded : 

O~Uk( t )  ~ u ~  ax Vt V k = l , . . . , m  

(A2) There exists a constant Mo such tha t  

_> 
i i , k  

when M(x)  > Mo 

Then, the state of the system (12) is bounded and the simplex 

= {x e R ~ :  M(x)  < Mo} 

is forward invariant. 
The system is BIBS if condition (A2) holds for any u ma• for example if 

each qi (x) --+ oc as xi -+ oc. �9 

As a ma t t e r  of illustration, it is readily checked tha t  inflow-controlled 
systems with linear outflows in all compar tments  i.e. qi(x) = aixi, ai > O, Vi 
are necessarily BIBS. Indeed in this case we have 

E qi(x) = E aixi >_ mini (a i )M(x)  
i i 

and therefore M0 = Ek b,ku'~ az rain~ (a~) 

In contrast,  as we have seen in the previous section, the grinding process of 
Example  2 is not BIBS. Even worse, the s ta te  variable x3 may be unbounded 
for any value of u m~x > 0. This means tha t  the process is globally unstable 
for any bounded input. 

10.2 S y s t e m s  w i t h o u t  inf lows 

Consider the case of systems without inflows u = 0 which are writ ten in 
compar tmenta l  form 

= G(x)x  (16) 

Obviously, the origin x = 0 is an equilibrium of the system. 

P r o p e r t y  4. If the compar tmenta l  mat r ix  G(x) is full rank for all x C R~_ 
(equivalently if the system is fully outflow connected), then the origin x = 0 
is a globally asymptot ical ly  stable (GAS) equilibrium of the unforced system 

= G(x)x  in the non negative or thant ,  with the total  mass M(x)  ~- ~ xi 
as Lyapunov function. �9 
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Indeed, for such systems, the total  mass can only decrease along the sys- 
t em trajectories since there are outflows but no inflows : 

i 

Proper ty  4 says tha t  the total  mass M(x)  and the s ta te  x will decrease 
until the system is empty  if there are no inflows and the compar tmenta l  
mat r ix  is nonsingular for all x. A proof  of this p roper ty  and other related 
results can be found in [2]. 

10.3 R o b u s t  s t a t e  f e e d b a c k  s t a b i l i s a t i o n  o f  t h e  t o t a l  m a s s  

We now consider a single-input inflow-controlled mass-balance system of the 
form : 

5ci = ri(x) - qi(x) + biu i = 1 , . . . , n  (17) 

wi thb~_>0 V i , ~ b ~ > 0  
This system may  be globally unstable (bounded inpu t /unbounded  state).  

The symp tom of this instability is an unbounded accumulat ion of mass inside 
the system like for instance in the case of the grinding process of Example  2. 

One way of approaching the problem is to consider tha t  the control objec- 
tive is to globally stabilise the total  mass M(x)  at a given set point M* > 0 
in order to prevent the unbounded mass accumulation. 

In order to achieve this control objective, the following positive control 
law is proposed in [1] : 

= max(0,  ~(x)) (18) 

fi(x) = b~ qi(z) + A(M* - M(x) )  (19) 

where A > 0 is an arb i t ra ry  design parameter .  The  stabilising propert ies  of 
this control law are as follows. 

P r o p e r t y  5. If the system (17) is fully outflow connected, then the closed 
toop system (17)-(18)-(19) has the following propert ies  for any initial condi- 
tion x(0) C R~ : 

1. the set 12 = {x C R~_ : M(x)  = M*} is forward invariant 
2. the s tate  x(t) is bounded for all t > 0 and l i m t - ~  M ( x )  = M*, 

The proof  of this proper ty  can be found in [1]. I t  is worth noting tha t  
the control taw (18)-(19) is independent from the internal t ransformat ion 
terra r(x). This means tha t  the feedback stabilisation is robust  against  a full 



On Modelling and Control of Mass Balance Systems 245 

modelling uncertainty regarding r(x)  provided it satisfies the conditions of 
positivity and mass conservativity. 

The application of this control law to the example of the grinding process 
is studied in [1] where it is shown tha t  the closed loop system has indeed a 
single globally stable equilibrium (although the open loop may have 0, 1, or 
2 equlibria). 

10.4 O u t p u t  r e g u l a t i o n  for  a c lass  o f  B I B S  s y s t e m s  

In order to avoid undesirable equilibria, a possible solution is to regulate some 
output  variable at a set point y* which uniquely assigns the equilibrium of 
interest. Here is an example of such a solution. We consider the class of 
single-input BIBS mass-balance systems of the form : 

x i = r i ( x ) - a i x i  i = l , . . . , n - 1  

z ~  = r n ( x )  - a , ~ z n  + u 

with ai > 0 Yi. We assume that  the measured output  y = Xn is the state of an 
initial compar tment .  The species x,~ can only be consumed inside the system 
but not produced. In other terms, in the compar tmenta l  graph of the system, 
there are several arcs going from compar tment  n to other compar tments  
but absolutely no arcs coming from other compar tments .  Then, with the 
notations : 

= ( x l , . . . , x , ~ - l )  T y = xn 

and appropriate  definitions of ~ and r the system is rewrit ten as : 

= ~(~, Y) (20) 

= - ( r  v) + a~)y + ~ (21) 

and the function r  y) is non-negative. 
The goal is to regulate the measured output  y at a given set point y* > 0. 

In order to achieve this objective, the following control law is considered : 

u = (~/)(~, y) ~- an)I(1 - / ~ ) y  ~-/~y*] (22) 

where ~ is a design parameter  such tha t  : 

0 < ) ~ < 1  

With this control law, the closed loop system is writ ten as : 

: ~(~, y) (23) 

~) = - ( r  y) + ~ ) ~ ( y *  - y) (24) 

The stabilisation properties of this control law are analysed under the follow- 
ing assumptions : 
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A1. The state is initialised in the non negative orthant  with 0 < y(0) < yrna~ 
for some arbi t rary ymaX ~ y*. 

A2. The function ~b(~,y) is bounded : 

0 < r  < r  V(~,y) E R n 

A3. The zero dynamics ~ = ~(~, y*) have a single equilibrium ~ e R_~ -1 which 
is GAS in the non negative orthant .  

Assumption A3 is a s tandard global minimmn phase assumption. 

P r o p e r t y  6 Under Assumptions A1, A2 and A3, the closed loop system 
(23)4(24) has the following properties : 

1. The control input is positive and bounded : 

0 _< ~(t) < (r + ~ ) [ ( 1  -- ~)V " ~  + ~V*] 

2. The state is bounded 
3. The regulation error converges to zero : (y* - y) ~ 0 as t -+ oo. 
4. The closed loop system has a single equilibrium (~, y*) which is GAS in 

the non negative orthant.  

[] 

Again the important  point is tha t  the closed loop system is guaranteed 
to have a single GAS equilibrium although the open loop system may have 
several equilibria as we have seen above. 

11  M a s s  b a l a n c e  s y s t e m s  i n  s t i r r e d  t a n k s  

In many engineering applications, the system under consideration takes place 
in liquid phase in a stirred tank with a constant volume as represented in 
Fig.3. The state variables xi represent the concentrations of various species 
in the tank. We consider the very common case of stirred tank mass balance 
systems with the volumetric flow rate as single control input. In such systems, 
both the mass inflow rates p~ (x, u) and the mass outflow rates qi(x, u) linearly 
depend on the input u : 

p~(~, ~) = ~ ' ~  q~(~,~)  = ~ (25) 

while the transformation ra tes  ri(x, U) are independent of u. x~ ~ > 0 denotes 
the constant concentration of the i-th species in the influent stream. Obvi- 
ously, x~ ~ = 0 for those species which are not fed to the tank but  are only 
produced inside the system. The consistency of the model also requires tha t  
the control input be non negative : u(t) >> 0 Vt. The general mass-balance 
(2) is thus writ ten as : 

= r(x)  + ~ ( x  ~ - x) 
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with x in the n x 1 vector with entries x~ n. The stoichiometric representat ion 
specializes as : 

:~ = Up(x) + u(x  in - x) (26) 

The biochemical process model presented above is an example of a stirred 
tank mass balance system. 

State  boudedness 
For a stirred tank system, the dynamics  of the to ta l  mass M ( x )  = ~ i  xi 

are writ ten as : 

= , ,  - M ( 2 r )  

which implies tha t  M(x)  and therefore x are bounded independently of the 
control input u. Furthermore,  the simplex 

is forward invariant. A weaker but more explicit consequence is tha t  if x is 
initialised in Zl, then each state variable is bounded as : 

0 < x i ( t )  < V ' x ~  ~ v t  
i 

Stoichiometric invariants 
Prom equation (27) we see also tha t  the set J2 = {x E R~+ : z_~i~V" r x i -  x in~i J =  

0} is forward invariant. This is a typical special case of stoichiometrie invari- 
ants which are classically considered in the Chemical Engineering l i terature 
(see e.g. [3]). For any non-zero vector A r = ( A I , . . - ,  k~) such tha t  A r c  = 0 
(the vector A is in the kernel of the t ranspose of the stoichiometric mat r ix  
C), a stoichiometric invariant is defined as the set 

o = { x  c - = 0 }  

It  is indeed easy to check that  this set is forward invariant along the trajec- 
tories of tile stirred tank system (26). 

The nonlinear control of mass balance systems in stirred tank reactors is 
discussed e.g. in [8] (see also [9] for related results). 

Summary 

In this chapter a general s tate-space model of mass balance systems has been 
presented and illustrated with two simple industrial examples : a biochem- 
ical process and a grinding process. In general, mass balance systems have 
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multiple equilibria, one of them being the operating point of interest which is 
locally asymptotically stable. However if big enough disturbances occur, the 
process may be lead by accident to a behaviour which may be undesirable 
or even catastrophic. The control challenge is then to design a feedback con- 
troller which is able to prevent the process from such undesirable behaviours. 
We have presented two very specific solutions for single input systems. But it 
is obvious that  the fundamental control problem formulated in this chapter 
is far from being solved and deserves deeper investigations. In particular a 
special interest should be devoted to control design methodologies which ex- 
plicitely account for the structural specificities (Hamiltonian, Compartmen- 
tal, Stoichiometric) of mass balance systems and rely on the construction of 
physically based control laws. 
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A p p e n d i x  : s t a b i l i t y  c o n d i t i o n s  

In this appendix some interesting stability results for mass balance systems 
with constant inputs are collected. These results can be useful for Lyapunov 
control design or for the stability analysis of zero-dynamics. 

Compartmental Jacobian matrix 
We consider the general case of inflow controlled mass balance systems 

with constant inflows : 

= r ( x )  - q ( x )  + 

The Jacobian matr ix of the system is defined as : 

J(x) = 0~[r(x)  - q(x)] 

When this matr ix  has a compartmental  structure,  we have the following sta- 
bility result. 

P r o p e r t y  A1 

a) If J(x) is a compartmental  matr ix  V x E R~, then all bounded orbits 
tend to an equilibrium in R~. 
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b) If there is a bounded closed convex set D C_ R~ which is forward invariant 
and if d(x) is a non singular compar tmenta l  mat r ix  Vx E D, then there is 
a unique equilibrium 2 E D which is GAS in D with Lyapunov function 
V(x) = E i  Iri(x) -e l (x )  + pi(u)l. 

[] 

A proof of par t  a) can be found in [7] Appendix 4 while par t  b) is a concise 
reformulation of a theorem by Rosenbrock [12]. 

The assumption tha t  J(x) is compar tmenta l  Vx E R~_ is fairly restrictive. 
For instance, this assumption is not satisfied neither for the grinding process 
nor for the biochemical processes tha t  we have used as examples in this pa- 
per. A simple sufficient condition to have J(x) compar tmenta l  for all x is as 
follows. 

P r o p e r t y  A2 The Jacobian matr ix  J(x) = o [r(x) - q(x)] is compar tmenta l  
Vx E R n if the functions r(x) and q(x) satisfy the following monotonicity + 

conditions : 

1) Oq~ Oq~ _ 0  k # i 
> o Ozk 

Orij Orij Ori____~j = 
2) ~ >_ o Oxj <-~ Oxk o k r  

[] 

In the next two sections, we describe two examples of systems tha t  have 
a single GAS equilibrium in the nonnegative or thant  al though their  Jacobian 
mat r ix  is not compar tmenta l .  

The Gouzd's condition 
We consider a class of stirred tank mass-balance systems of the form : 

~i = ~ [ r j i ( x j )  - r~j(x~)] + ~(x~ n - x~) (28) 

where the t ransformat ion rates rij (xi) depend on xi only. 
For example this can be the model of a stirred tank chemical reactor  with 

monomolecular  reactions as explained in [5] (see also [13]). 
The set Y/ = {x E R~_ : M(x)  = ~ i  x~ n} is bounded, convex, compact  

and invariant. By the Brouwer fixed point theorem, it contains at least an 
equilibrium point 2 = ( 2 1 , 2 2 , . . . , 2 n )  which satisfies the set of algebraic 
equations : 

~ [ , - j ~ ( ~ j )  - ~ ( ~ ) ]  + ~ ( ~ p  - ~ )  = 0 
jr  

The following proper ty  then gives a condition for this equilibrium to be unique 
and GAS in the non negative or thant .  
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P r o p e r t y  A3 If (rij(xi)-rij(2i))(xi-J:~) > Vxi > O, then the equilibrium 
(2~ , . . . , 2n)  of the system (28) is GAS in the non negative orthant  with 
Lyapunov function. 

V(x) = Z I x ,  - 2 ,1  
i 

The proof of this property is given in [5]. The interesting feature is that  
the rate functions r 0 (xi) can be non-monotonic (which makes the Jacobian 
matrix non-compartmental) in contrast with the assumptions of Property A2. 

Conservative Lotka- Volterra systems 
We consider now a class of Lotka-Volterra ecologies of the form : 

(29) 

with aio > 0 the natural mortality rates; 
aij -~ -a i j  Vi ~ j the predation coefficients (i.e. A = [aij] is skew symmet- 
ric); 
ui _> 0 the feeding rate of species xi with ~ i  fii > 0. 

This is a mass balance system with a bilinear Hamiltonian representation : 

F(x)  = [aijx~xj] D(x)  = (diag aioxi) 

Assume that  the system has an equilibrium in the positive orthant  int{R~} 
i.e. there is a strictly positive solution (21 ,22 , . . . ,  2,~) to the set of algebraic 
equations : 

fti i = 1,. . , n  
aio : E aijxj  + x-~i 

j#i 

Assume that  this equilibrium (21,22, . . .  ,2,~) is the only trajectory in the 
set : 

Then we have the following stability property. 
P r o p e r t y  A4 The equilibrium (2i, 22 , . . . ,  2,~) of the Lotka-Volterra system 
(29) is unique and GAS in the positive orthant with Lyapunov fimction 

i 

m 
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The proof is established, as usual, by using the time derivative of V: 

and the La Salle's invariance principle (see also [4] for related results). 
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A b s t r a c t .  It is discussed how network modeling of lumped-parameter physical 
systems naturally leads to a geometrically defined class of systems, called port- 
controlled Hamiltonian systems (with dissipation). The structural properties of these 
systems are investigated, in particular the existence of Casimir functions and their 
implications for stability. It is shown how the power-conserving interconnection 
with a controller system which is also a port-controlled Hamiltonian system de- 
fines a closed-loop port-controlled Hamiltonian system; and how this may be used 
for control by shaping tile internal energy. Finally, extensions to implicit system 
descriptions (constraints, no a priori input-output structure) are discussed. 

1 I n t r o d u c t i o n  

Nonlinear systems and control theory has witnessed tremendous develop- 
ments over the last three decades, see for example the textbooks [12,25]. Es- 
pecially the introduction of geometric tools like Lie brackets of vector fields 
on manifolds has greatly advanced the theory, and has enabled the proper 
generalization of many fundamental concepts known for linear control sys- 
tems to the nonlinear world. While the emphasis in the eighties has been 
primarily on the structural analysis of smooth nonlinear dynamical control 
systems, in the nineties this has been combined with analytic techniques for 
stability, stabilization and robust control, leading e.g. to backstepping tech- 
niques and nonlinear H ~ -  control. Moreover, in the last decade the theory of 
passive systems, and its implications for regulation and tracking, has under- 
gone a remarkable revival. This last development was also spurred by work 
in robotics on the possibilities of shaping by feedback the physical energy in 
such a way that  it can be used as a suitable Lyapunov function for the control 
purpose at hand, see e.g. the influential paper [42]. This has led to what is 
called passivity-based control, see e.g. [26,32,13]. 

In this lecture we want to stress the importance of modelling for nonlinear 
control. Of course, this is well-known for (nonlinear) control applications, but 

* This paper is an adapted and expanded version of [33]. Part of this material can 
be also found in [32]. 
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in our opinion also the development of nonlinear control theory for physical 
systems should be integrated with a theoretical framework for modelling. We 
discuss how network modelling of (lumped-parameter) physical systems nat- 
urally leads to a geometrically defined class of systems, called port-controlled 
Hamiltonian systems with dissipation (PCHD systems). This provides a uni- 
fied mathematical framework for the description of physical systems stem- 
ming from different physical domains, such as mechanical, electrical, thermal, 
as well as mixtures of them. 

Historically, the Hamiltonian approach has its roots in analytical me- 
chanics and starts from the principle of least action, via the Euler-Lagrange 
equations and the Legendre transform, towards the Hamiltonian equations of 
motion. On the other hand, the network approach stems from electrical engi- 
neering, and constitutes a cornerstone of systems theory. While most of the 
analysis of physical systems has been performed within the Lagrangian and 
Hamiltonian framework, the network modelling point of view is prevailing 
in modelling and simulation of (complex) physical systems. The framework 
of PCHD systems combines both points of view, by associating with the 
interconnection structure ("generalized junction structure" in bond graph 
terminology) of the network model a geometric structure given by a Poisson 
structure, or more generally a Dirac structure. The Hamiltonian dynamics is 
then defined with respect to this Poisson (or Dirac) structure and the Hamil- 
tonian given by the total stored energy, as well as the energy-dissipating 
elements and the ports of the system. 

Dirac structures encompass the "canonical" structures which are classi- 
cally being used in the geometrization of mechanics, since they also allow to 
describe the geometric structure of systems with constraints as arising from 
the interconnection of sub-systems. Furthermore, Dirac structures allow to 
extend the Hamiltonian description of distributed parameter systems to in- 
clude variable boundary conditions, leading to port-controlled distributed 
parameter Hamiltonian systems with boundary ports, see [17]. 

The structural properties of PCHD systems can be investigated through 
geometric tools stemming from the theory of Hamiltonian systems.We shall 
indicate how the interconnection of PCHD systems leads to another PCHD 
system, and how this may be exploited for control and design. In particular, 
we investigate the existence of Casimir functions for the feedback intercon- 
nection of a plant PCHD system and a controller PCHD system, leading to 
a reduced PCHD system on invariant manifolds with shaped energy. We thus 
provide an interpretation of passivity-based control from an interconnection 
point of view. This point of view can be further extended to what has been re- 
cently called Interconnection-Damping Assignment Passivity-Based Control 
(IDA-PBC). 
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2 Port-control led Hamil tonian  systems 

2.1 From the  Euler-Lagrange and H a m i l t o n i a n  equat ions  to 
port -contro l led  Hami l ton ian  s y s t e m s  

Let us briefly recall the standard Euler-Lagrange and Hamiltonian equations 
of motion. The standard Euler-Lagrange equations are given as 

d-t -0-~(q, 4) - ~-q(q,4) = T, (1) 

where q = (ql,.. .  ,qk) T a r e  generalized configuration coordinates for the 
system with k degrees of freedom, the Lagrangian L equals the difference K - 
P between kinetic energy K and potential  energy P,  and T = (T1,. . .  , ~%)T 

OL is the vector of generalized forces acting on the system. Furthermore,  ~-~ 

denotes the column-vector of partial derivatives of L(q, O) with respect to the 
generalized velocities 0x,. �9 , Ok, and similarly for OL �9 ~q. In s tandard mechanical 
systems the kinetic energy K is of the form 

K(q, (7) = ~(tT M(q)O (2) 

where the k x k inertia (generalized mass) matr ix M(q) is symmetric and 
positive definite for all q. In this case the vector of generalized momenta 

OL is simply given P = ( P l , . . .  ,Pk) T, defined for any Lagrangian L as p = o--~, 
by 

p=M(q)q ,  (3) 

and by defining the state vector ( q l , . . .  , qk,Pl,. . .  ,Pk) T the k second-order 
equations (1) transform into 2k first-order equations 

O= OH M-1 -b-~(q,P) (= (q)P) 

[9 ~ OH ---~q (q,p) + 7 
(4) 

where 

H(q,p)= ~pTM-l(q)p+ P(q) (= ~OTM(q)gt+ P(q) ) (5) 

is the total energy of the system. The equations (4) are called the Hamiltonian 
equations of motion, and H is called the Hamiltonian. The following eneryy 
balance immediately follows from (4): 

d H _ OTH(q,p)g t + OTH OTH 
a t  - o--q- = (6)  
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expressing that  the increase in energy of the system is equal to the supplied 
work (conservation of energy). 

If the potential  energy is bounded from below, tha t  is 3C > - o c  such tha t  
P(q) > C, then it follows that  (4) with inputs u = T and outputs  y = 
is a passive (in fact, a lossless) s ta te  space system with storage function 
H(q,p)  - C >_ 0 (see e.g. [43,11,32] for the general theory of passive and 
dissipative systems). Since the energy is only defined up to a constant,  we 
may as well take as potential  energy the function P(q) - C >_ 0, in which case 
the total  energy H(q,p)  becomes nonnegative and thus itself is the storage 
function. 

System (4) is an example of a Hamiltonian system with collocated inputs 
and outputs,  which more generally is given in the following form 

OH 
(t = -~v (q,P), (q,P) = (q l , . . .  , qk ,P l , . . .  ,Pk) 

~) = q,p) + B(q)u,  u C 1R m , (7) 

= BT(q)-O~p(q,p) (-- BT(q)(l), y e N m, Y 

Here B(q) is the input force matr ix ,  with B(q)u  denoting the generalized 
forces resulting from the control inputs u E N "~. The s tate  space of (7) with 
local coordinates (q,p) is usually called the phase space. Normally m < k, in 
which case we speak of an underactuated system. 

Because of the form of the output  equations y = BT(q)O we again obtain 
the energy balance 

d H  
dt (q(t) ,p(t))  = ur ( t ) y ( t )  (8) 

and if H is bounded from below, any Hamil tonian system (7) is a lossless 
state space system. For a system-theoret ic  t rea tment  of Hamil tonian systems 
(7), we refer to e.g. [4,29,30,6,25]. 

A major  generalization of the class of Hamil tonian systems (7) is to con- 
sider systems which are described in local coordinates as 

= x , u  e x 

(9) 
y : g T ( x  ) OH (X'~ ~ j, y C I~ "~ 

Here J(x)  is an n x n matr ix  with entries depending smoothly  on x, which 
is assumed to be skew-symmetric 

J (x )  = - S ( x ) ,  (10) 

and x = ( x l , . . . ,  x~) are local coordinates for an n-dimensional s ta te  space 
manifold X. Because of (10) we easily recover the energy-balance ~ ( x ( t ) )  = 
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uT(t)y( t ) ,  showing that  (9) is lossless if H > 0. We call (9) with J satisfying 
(10) a port-controlled Hamiltonian (PCH) system with structure matrix J(x)  
and Hamiltonian H ([21,16,15]). 

As an important  mathematical  note, we remark that  in many examples 
the structure matrix J will satisfy the "integrability" conditions 

f i  [Jlj( ) O]ik , OJkj Jlk(X)~(x)] 0 
I=1 x ~x t  (x) + J u ( x ) ~ x l  (x) + = 

i , j , k  = 1 , . . . , n  (11) 

In this case we may find, by Darboux's  theorem (see e.g. [14]) around any 
point x0 where the rank of the matr ix  J(x)  is constant, local coordinates 
5: = (q,p,s)  = ( q l , . . . , q k , P l , .  ,.,Pk,Sl,...Sl), with 2k the rank of 2 and 
n = 2k + l, such that  J in these coordinates takes the form 

J = o (12) 
0 

The coordinates (q,p,s)  are called canonical coordinates, and J satisfying 
(10) and (11) is called a Poisson structure matrix. In such canonical coor- 
dinates the equations (9) are very close to the standard Hamiltonian form 
(7). 

PCH systems arise systematically from network-type models of physical 
systems as formalized within the (generalized) bond graph language ([28,3]). 
Indeed, the structure matr ix J(x )  and the input matrix g(x) may be directly 
associated with the network interconnection structure given by the bond 
graph, while the Hamiltonian H is just the sum of the energies of all the 
energy-storing elements; see our papers [16,21,18,22,35,36,23,31]. This is most 
easily exemplified by electrical circuits. 

E x a m p l e  1 ( L C T G  c i r cu i t s )  Consider a controlled LC-circuit consisting 
of two parallel inductors with magnetic energies H1 (~1), H2(~2) (~1 and ~2 
being the magnetic flux linkages), in parallel with a capacitor with electric 
energy H3 (Q) (Q being the charge). I f  the elements are linear then Ha (~1) = 

1 ~2 z Q'z ~ ,  H2(ps)  = ~ 2 and Ha(Q) = Furthermore let V = u denote 2E,~ ~ " 

a voltage source in series with the first inductor. Using Kirehhoff's laws one 
immediately arrives at the dynamical equations 

~ - 1  0 OH = 10 ~ + u 

o LO.j 
Y 

OH 

(13) 

(= current through first inductor) Y -  aqo1 
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with H(Q, ~al, ~2) := Hl(~al) + H2(~2) + H3(Q) the total energy. Clearly the 
matrix J is skew-symmetric, and since J is constant it trivially satisfies (11). 
In [22] it has been shown that in this way every LC-circuit with independent 
elements can be modelled as a port-controlled Hamiltonian system, with the 
constant skew-symmetric matrix J being solely determined by the network 
topology (i.e., Kirehhoff's laws). Furthermore, also any LCTG-circuit with 
independent elements can be modelled as a PCH system, with J determined 
by Kirchhoff's laws and the constitutive relations of the transformers T and 
gyrators G. [] 

Another important  class of PCH systems are mechanical systems as arising 
from reduction by a symmetry group, such as Euler's equations for a rigid 
body. 

2.2 Bas i c  p r o p e r t i e s  o f  p o r t - c o n t r o l l e d  H a m i l t o n i a n  s y s t e m s  

Recall that  a port-controlled Hamiltonian system is defined by a state space 
manifold X endowed with a triple ( J ,g ,H) .  The pair ( J ( x ) , g ( x ) ) , x  E 2(, 
captures the interconnection structure of the system, with g(x) modeling in 
particular the ports of the system. Independently from the interconnection 
structure, the function H : ~( --~ ~ defines the total stored energy of the 
system. 

PCH systems are intrinsically modular in the sense that  any power- 
conserving intereonnection of a number of PCH systems again defines a PCH 
system, with its overall interconnection structure determined by the intercon- 
neetion structures of the composing individual PCH systems together with 
their power-conserving interconnection, and the Hamiltonian just the sum of 
the individual Hamiltonians (see [36,31,7]). The only thing which needs to be 
taken into account is the fact that  a general power-conserving interconnection 
of PCH systems not always leads to a PCH system with respect to a Poisson 
structure J(x)  and input matr ix g(x) as above, since the interconnection may 
introduce algebraic constraints between the state variables of the individual 
sub-systems. Nevertheless, also in this case the resulting system still can be 
seen as a PCH system, which now, however, is defined with respect to a Dirac 
structure, generalizing the notion of a Poisson structure. The resulting class 
of implicit PCH systems, see e.g. [36,31,7], will be discussed in Section 4. 

From the structure matr ix  J(x)  of a port-controlled Hamiltonian system 
one can directly extract  useful information about  the dynamical properties 
of the system. Since the structure matr ix is directly related to the modeling 
of the system (capturing the interconnection structure) this information usu- 
ally has a direct physical interpretation. A very impor tant  property is the 
possible existence of dynamical invariants independent of the Hamiltonian 
H.  Consider the set of p.d.e.'s 

OTc 
Ox (x)J(x)  = O, x E X,  (14) 
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in the unknown (smooth) function C : 2( -+ R. If (14) has a solution C then 
it follows that  the time-derivative of C along the port-controlled Hamiltonian 
system (9) satisfies 

d e  c~Tc ( x ~ j ( x  ~ OH (x  ~ 
dt -- ~ ~ J , J-5~ , J § ~ - ( x ) g ( x ) u  (15) 

Hence, for the input u = 0, or for arbitrary input functions if additionally 
o T c  ox (x)g(x) = 0, the function C(x)  remains constant along the trajectories 
of the port-controlled Hamiltonian system, irrespective of the precise form of 
the Hamiltonian H. A function C : 2( -+ ~ satisfying (14) is called a Casimir 
function (of the structure matr ix J(x)) .  

It follows that  the level sets L c  := {x C 2(IC(x) = c}, c E II~, of a Casimir 
function C are invariant sets for the autonomous Hamiltonian system ~ = 
j(x~ OH j-b-~-~ (X), while the dynamics restricted to any level set L c  is given as the 
reduced Hamiltonian dynamics 

�9 OHc 
x c  = Jc (xc ) - -~x  (XC) (16) 

with Hc  and Jc  the restriction of H, respectively J, to Lc .  The existence 
of Casimir functions has immediate consequences for stability analysis of (9) 
for u = 0. Indeed, if C1, " , .  C~ are Casimirs, then by (14) not only ~-=0dg 
for u = 0, but 

d ( g  + g~(c~ ,  C~)) (x(t)) = 0 (17) 
dt 

for any function H~ : ]t( ~ -+ ~. Hence, if H is not positive definite at an equi- 
librium x* C X, then H + H~(C1, . . .  , C~) may be rendered positive definite 
at x* by a proper choice of Ha, and thus may serve as a Lyapunov function. 
This method for stability analysis is called the Ene~yy-Casimir method, see 
e.g. [14]. 

E x a m p l e  2 ( E x a m p l e  1 c o n t i n u e d )  The quantity r + r is a Casimir 
function. 

2.3 P o r t - c o n t r o l l e d  H a m i l t o n i a n  s y s t e m s  w i t h  d i s s i p a t i o n  

Energy-dissipation is included in the framework of port-controlled Hamil- 
tonian systems (9) by terminating some of the ports by resistive elements. 
In the sequel we concentrate on PCH systems with linear resistive elements 
uR = - S y n  for some positive semi-definite symmetric matric S = S T ~ 0, 

where un and YR are the power variables at the resistive ports. This leads to 
models of the form 

OH (x ~ = [ J ( x ) - R ( x ) ]  o ~  J + g ( x ) u  
(lS) 

y : gT(x ) OH 
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where R(x)  is a positive semi-definite symmetric matrix, depending smoothly 
on x. In this case the energy-balancing property (7) takes the form 

dH cgT H ~ x  
dt (x(t)) = uT(t)y( t )  -- ~ -x  (X( t ) )R(x( t ) )  (x(t)) 

<_ uT(t)y(t) .  (19) 

showing passivity if the Hamiltonian H is bounded from below. We call (18) 
a port-controlled Hamiltonian system with dissipation (PCHD system). Note 
that  in this case two geometric structures play a role: the internal power- 
conserving interconnection structure given by Y(x),  and an additional resis- 
tive structure given by R(x) .  

F 

C 

R E 

Fig. 1. Capacitor microphone 

E x a m p l e  3 ([24]) Consider the capacitor microphone depicted in Figure 1. 
Here the capacitance C(q) of the capacitor is varying as a function of the 
displacement q of the right plate (with mass m) ,  which is attached to a spring 
(with spring constant k > 0 ) and a damper (with constant c > 0 ), and 
affected by a mechanical force F (air pressure arising from sound). Further- 
more, E is a voltage source. The dynamical equations of motion can be written 
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as the PCHD system 

1 [:] [o] [if ([~ [i~176 0 0 _- - 0  - c 0  + " §  E 

0 0 O ~  

OH 
- -  - 4 (20) Yl -- Op 

1 OH 
Y2 -- - I R OQ 

with p the momentum,  R the resistance of the resistor, I the current through 
the voltage source, and the Hamiltonian H being the total energy 

1 2 1 1 2 
H ( q , p , Q )  = ~m p + ~ k ( q - ( 1 )  2 + 2--c-~Q , (21) 

with (t denoting the equilibrium position of the spring. Note. that F(t is the 
mechanical power, and E I  the electrical power applied to the system. In the 
application as a microphone the voltage over the resistor will be used (after 
amplification) as a measure for the mechanical force F.  

A rich class of examples of PCHD systems is provided by electro-mechanical 
systems such as induction motors, see e.g. [27]. In some examples the in- 
terconnection structure J(x)  is actually varying, depending on the mode of 
operation of the system, as is the case for power converters (see e.g. [9]) or 
for mechanical systems with variable constraints. 

3 Control of port-controlled Hamiltonian systems with 
dissipation 

The aim of this section is to discuss a general methodology for controlling 
PCH or PCHD systems which exploits their Hamiltonian properties in an 
intrinsic way. Since this exposition is based on ongoing recent research (see 
e.g. [19,39,20,27,32]) we only t ry  to indicate its potential. An expected benefit 
of such a methodology is that  it leads to physically interpretable controllers, 
which possess inherent robustness properties. Future research is aimed at 
corroborating these claims. 

We have already seen that  PCH or PCHD systems are passive if the 
Hamiltonian H is bounded from below. Hence in this case we can use all the 
results from the theory of passive systems, such as asymptotic stabilization 
by the insertion of damping by negative output  feedback, see e.g. [32]. The 
emphasis in this section is however on the somewhat complementary aspect 
of shaping the energy of the system, which directly involves the Hamittonian 
structure of the system, as opposed to the more general passivity structure. 
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3.1 Control  by i n t e r c o n n e c t i o n  

Consider a port-controlled Hamiltonian system with dissipation (18) regarded 
as a plant system to be controlled. Recall the well-known result that  the 
standard feedback interconnection of two passive systems again is a passive 
system; a basic fact which can be used for various stability and control pur- 
poses ([11,26,32]). In the same vein we consider the interconnection of the 
plant (18) with another port-controlled Hamiltonian system with dissipation 

= [Jc (~)  - R c ( ~ ) ] ~ ( ~ )  + g c ( ~ ) ~ c  
C :  c e A'c (22) 

= 

regarded as the controller system, via the s tandard feedback interconnection 

u = - Y c  + e (23) 
u c  = y -t- e c  

with e, ec  external signals inserted in the feedback loop. The closed-loop 
system takes the form 

r ,,x, [R ] r ,x,7 

which again is a port-controlled Hamiltonian system with dissipation, with 
state space given by the product  space A" x A'c, total  Hamiltonian H(x )  + 
H c ( ( ) ,  inputs (e, ec)  and outputs (y, Yc).  Hence the feedback interconnection 
of any two PCHD systems results in another  PCHD system; just  as in the 
case of passivity. This is a special case of a theorem ([32]), which says that  any 
regular power-conserving interconnection of PCHD systems defines another 
PCHD system. 

It is of interest to investigate the Casimir functions of the closed-loop 
system, especially those relating the state variables ~ of the controller system 
to the state variables x of the plant system. Indeed, from a control point 
of view the Hamiltonian H is given while H c  can be assigned. Thus if we 
can find Casimir functions Ci(~, x), i = 1 , . . .  , r, relating ~ to x then by the 
Energy-Casimir method the Hamiltonian H + H c  of the closed-loop system 
may be replaced by the Hamiltonian H + H c  + H a ( C 1 , . . .  , Cr), thus creating 
the possibility of obtaining a suitable Lyapunov function for the closed-loop 
system. 
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Example  4 [38] Consider the "plant" system 

= -- OH -~- ,1, 

o .  (25) 
Y:[~  ]oH 

with q the position and p being the momen tum of the mass m,  in feedback 
interconnection (u = - Y c  + e, u c  = y) with the controller sys tem (see Figure 
2) 

kC 

Fig. 2. Controlled mass 

i c]= 
L Aq 

OHc. 
Y C  = OZlq 

[o IZ] 
- 1  -b  
0 -1  

0He1 
OAqc ] 

OHz_ l 

O H c l  
Oz2q J 

/ tC 

where Aqc is the displacement of the spring kc, Aq  is the displacement of the 
spring k, and Pc is the momen tum of the mass inc. The plant Hamiltonian is 
H(p)  = 1 2 ~-~p , and the cont~vller Hamiltonian is given as H c  (z2qc,p~, Aq) = 

!( P--~= + k( Aq) 2 + kc( Aqc)2). The variable b > 0 is the damping constant, and 2 
e is an external force. The closed-loop system possesses the Casimir function 

C(q, Aqc, Aq) = Aq - (q - Aq~), (26) 

implying that along the solutions of the closed-loop system 

Aq = q - Aqc + c (27) 

with c a constant depending on the initial conditions. With the help of LaSalle's 
Invariance principle it can be shown that restricted to the invariant manifolds 
(27) the system is asymptotically stable for  the equilibria q = Aqc = p = Pc = 
O. [] 
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As a special case (see [32] for a more general discussion) let us consider 
Casimir functions for (24) of the form 

~ i - G i ( x )  , i = l , . . . , d i m X c = n c  (28) 

Tha t  means tha t  we are looking for solutions of the p.d.e. 's (with ei denoting 
the i - th  basis vector) 

[ J(x) - R(x) -g(x)g~(~) ] 
OTGi 0 

(x) eT] gc( )gr(x) Jc( )-Rc( lJ 
for i = 1 , . . .  , nc, relating all the controller s tate  variables ~1,... , ~nc to the 
plant s tate variables x. Denoting G = (G1 , . . .  , Gnc)T  this means ([32]) tha t  
G should satisfy 

(x)J(x) x (X) = ac 

R(x) oa ~ ( x )  = 0 = Rc([) (29) 

(x )J(x)  = gc gT 

In this case the reduced dynamics on any multi-level set 

Lc = {(x,~)]~i = Ci(x)+ci , i  = 1 , . . . n c }  (30) 

can be immediately recognized ([32]) as the PCHD system 

OHs 
= [J(x) - R(x)] ~ (x), (31) 

with the same interconnection and dissipation s t ructure  as before, but  with 
shaped Hamiltonian Hs given by 

g~(x) = g (x )  + Hc(G(x) + c). (32) 

In the context of actuated mechanical systems this amounts  to the shaping 
of the potential energy as in the classical paper  [42], see [32]. 

A direct interpretat ion of the shaped Hamil tonian Hs in te rms of energy- 
balancing is obtained as follows. Since Rc(~) = 0 by (29) the controller 
Hamil tonian Hc satisfies ~ T dt : ucYc.  Hence along any multi-level set Lc 
given by (30) dI~,dt = dHd_.y + ~dt -- dHdt uTy, since u = --YC and uc = y. 
Therefore, up to a constant,  

H~(x(t)) = H(x(t)) - uT(T)y(?-)d% (33) 

and the shaped Hamiltonian Hs is the original Hamil tonian H minus the 
energy supplied to the plant system (18) by the controller system (22). From 
a stability analysis point of view (33) can be regarded as an effective way of 
generating candidate Lyapunov functions H~ from the Hamil tonian H .  
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3.2 P a s s i v i t y - b a s e d  c o n t r o l  o f  p o r t - c o n t r o l l e d  H a m i l t o n i a n  
s y s t e m s  w i t h  d i s s i p a t i o n  

In the previous section we have seen how under certain conditions the feed- 
back interconnection of a PCHD system having Hamiltonian H (the "plant") 
with another PCHD system with Hamiltonian He (the "controller") leads to 
a reduced dynamics given by (31) for the shaped Hamiltonian //8. From a 
state feedback point of view the dynamics (31) could have been directly ob- 
tained by a state feedback u = c~(x) such that  

OHc(G(x) + c) (34) 
9(x).(x) = [ J ( ~ )  - R(~) ]  0 x  

Indeed, such an (~(x) is given in explicit form as 

OHc 
~(x) = -g~(a (x )  + c)--5-(-(C(x) + c) (35) 

The state feedback u = a(x) is customarily called a passivity-based control 
law, since it is based on the passivity properties of the original plant system 
(18) and transforms (18) into another passive system with shaped storage 
function (in this case Hs). 
Seen from this perspective we have shown in the previous section that  the 
passivity-based state feedback u = a(x) satisfying (34) can be derived from 
the interconnection of the PCHD plant system (18) with a PCHD controller 
system (22). This fact has some favorable consequences. Indeed, it implies 
that  the passivity-based control law defined by (34) can be equivalently gen- 
crated as the feedback interconnection of the passive system (18) with another 
passive system (22). In particular, this implies an inherent invariance prop- 
erty of the controlled system: tile plant system (18), the controller system 
(32), as well as any other passive system interconnected to (18) in a power- 
conserving fashion, may change in any way as long as they remain passive, 
and for any per turbat ion of this kind the controlled system will remain stable. 
For a further discussion of passivity-based control from this point of view we 
refer to [27]. 

3.3 I n t e r c o n n e e t i o n  a n d  d a m p i n g  a s s i g n m e n t  p a s s i v i t y - b a s e d  
c o n t r o l  

A further generalization of the previous subsection is to use state feedback in 
order to change the interconnection structure and the resistive structure of 
the plant system, and thereby to create more flexibility to shape the storage 
function for the (modified) port-controlled Hamiltonian system to a desired 
form. This methodology has been called Interconnection-Damping Assign- 
ment Passivity-Based Control (IDA-PBC) in [27], and has been succesfully 
applied to a number of applications. The method is especially attractive if 
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the newly assigned interconnection and resistive structures are judiciously 
chosen on the basis of physical considerations, and represent some "ideal" in- 
terconnection and resistive structures for the physical plant. For an extensive 
treatment of IDA-PBC we refer to [27]. 

4 P h y s i c a l  s y s t e m s  w i t h  a l g e b r a i c  c o n s t r a i n t s  

From a general modeling point of view physical systems are, at least in first 
instance, often described by DAE's, tha t  is, a mixed set of differential and 
algebraic equations. This stems from the fact tha t  in many modelling ap- 
proaches the system under consideration is natural ly regarded as obtained 
from interconnecting simpler sub-systems. These interconnections in general, 
give rise to algebraic constraints between the state space variables of the 
sub-systems; thus leading to implicit systems. While in the linear case one 
may argue that  it is often relatively straightforward to eliminate the alge- 
braic constraints, and thus to reduce the system to an explicit form without 
constraints, in the nonlinear case such a conversion from implicit to explicit 
form is usually fraught with difficulties. Indeed, if the algebraic constraints 
are nonlinear then they need not be analytically solvable (locally or glob- 
ally). More importantly perhaps, even if they are analytically solvable, then 
often one would prefer not to eliminate the algebraic constraints, because of 
the complicated and physically not easily interpretable expressions for the 
reduced system which may arise. 

4 .1  P o w e r - c o n s e r v i n g  i n t e r c o n n e c t i o n s  

In order to geometrically describe network models of physical systems we 
first consider the notion of a Dirac structure, formalizing the concept of a 
power-conserving interconnection. Let ~ be an g-dimensional linear space, 
and denote its dual (the space of linear functions on .T) by iT*. The  product  
space F x ~* is considered to be the space of power variables, with power 
intrinsically defined by 

P = <  f * l f  >, (f,f*)E:'• (36) 

where < f * ] f  > denotes the duality product ,  that  is, the linear function 
f* E jr* acting on f E ~ .  Often we call ~ the space of flows f ,  and )~* the 
space of efforts e, with the power of an element (f ,  e) C ~ • )~* denoted as 

< el f  >. 

R e m a r k  1 f f  jr is endowed with an inner product structure <, >,  then jr* 
can be naturally identified with S in such a way that < e l f  > = <  e, f >, f C 
S ,  e E J:* " Y:. 
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E x a m p l e  5 Let Jr be the space of generalized velocities, and jr .  be the space 
ol generalized forces, then < e l f  > is mechanical power. Similarly, let jc 
be the space of currents, and jr .  be the space of voltages, then < e i f  > is 
electrical power. 

There exists on 9 c x S'* a canonically defined symmetr ic  bilinear form 

< ( f l , e l ) , ( f 2 , e 2 )  >~•  eli f2 > + < e2ifl > (37) 

for fi  E 5 r ,  ei E }-*,i = 1,2. Now consider a linear subspace S C 5 r x ~ r .  
and its or thogonal  complement  with respect  to the bilinear form <,  > j : •  
on F x 9 c*, denoted as S • C }" x 9 r*. Clearly, if S has dimension d, then the 
subspace S • has dimension 2 ~ -  d. (Since dim (~-x  j r . )  = 2~, and <,  > y •  
is a non-degenerate  form.) 

D e f i n i t i o n  1 [5,8,7] A constant Dirac structure on ~ is a linear subspace 
l)  C Y: x jr .  such that 

79 = 79• (38) 

It  immediately follows tha t  the dimension of any Dirac s t ructure  79 on an 
g-dimensional linear space is equal to e. Furthermore,  let (f ,  e) C 79 = 79• 
Then by (37) 

0 = <  ( f , e ) ,  ( f , e )  >j=• 2 < el f  > .  (39) 

Thus for all (f ,  e) e 79 we obtain < e l f  > =  0; and hence any Dirac s t ructure  
79 on 5 r defines a power-conserving relation between the power variables 
( I ,  e) e Y • f * .  

R e m a r k  2 The property dim 19 = dim J: is intimately related to the usually 
expressed statement that a physical interconnection can not determine at the 
same time both the flow and effort (e.g. current and voltage, or velocity and 
force), 

Constant  Dirac structures admit  different matrix representations. Here we 
just list three of them, without giving proofs and algori thms to convert  one 
representat ion into another,  see e.g. [7]. 
Let 79 C S x /T*,  with dim ~r = g, be a constant  Dirac structure.  Then l)  
can be represented as 

1. (Kernel and Image representation, [7,35]). 

79 = { ( f , e )  E ~ x 9 r* lFf  + Ee  = 0} (40) 

for g x e matrices F and E satisfying 

(i) E F  T + F E  T = 0  
(41) 

(ii) rank [FIE] = e 
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Equivalently, 

D = {(f ,e)  C F x iT*if = ETA, e = FT)~, ;~ C X l} (42) 

2. (Constrained input-output representation, [7]). 

D = {(f ,e)  e F • F ' i f  = - J e + G ) ~ ,  GTe = 0} (43) 

for an g x g skew-symmetric matrix J ,  and a matrix G such that ImG = 
{f i ( f ,  0) e 79}. Furthermore, KerJ = {ei(0, e ) e 79}. 

3. (Canonical coordinate representation, [5]). 
There exist linear coordinates (q, p, r, s) for F such that  in these coordi- 
nates and dual coordinates for F*,  (f, e) = (fq, fp, fr,  fs, eq, ep, er, es) E 
D if and only if 

: ep, : - e q  
(44) 

f r = 0 ,  es = 0 

E x a m p l e  6 Kirchhoff's laws are a special case of (40). By taking F the space 
of currents and F* the space of voltages, Kirchhoff's current laws determine 
a subspace V of F ,  while Kirchhoff's voltage laws determine the orthogonal 
subspace youth of F*. Hence, the Dirac structure determined by Kirchhoff's 
laws is given as Y x ~)orth C ~" X •*, with kernel representation of the form 

D = {(f ,e)  e iT x F ' I F  f = O, Ee = 0}, (45) 

for suitable matrices F and E (consisting only of elements +1, - 1  and 0), 
such that Ker F = 12 and Ker E = 12 ~ In this case the defining property 
D = D • of the Dirac structure amounts to Tellegen's theorem. 

E x a m p l e  7 Any skew-symmetric map J : F* --+ F defines the Dirac struc- 
ture 

D = {(f ,e)  E F • F ' I f  = - J e } ,  (46) 

as a special case of (43). Furthermore, any interconnection structure (J,g) 
with J skew-symmetric defines a Dirac structure given in hybrid input-output 
representation as 

[ef;] = [ g J  ~ ]  [ f ; ]  (47) 

Given a Dirac structure D on F,  the following subspaces of F ,  respectively 
F*, will shown to be of importance in the next section 

~1 : =  {f  E F I 3e c F* s.t. (f, e) E D} 
(48) 

P1 := {e �9 J:* 1 3 I  �9 J: s.t. ( f ,  e) �9 

The subspace G1 expresses the set of admissible flows, and P1 the set of 
admissible efforts. In the image representation (42) they are given as 

G1 = I m E  T, P I =  I m F  r .  (49) 
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4.2 I m p l i c i t  p o r t - c o n t r o l l e d  H a m i l t o n i a n  s y s t e m s  

From a network modeling perspective,  see e.g. [28,3], a ( lumped-parameter )  
physical sys tem is directly described by a set of (possibly multi-dimensional) 
energy-storing elements, a set of energy-dissipating or resistive elements, 
and a set of ports (by which interaction with the environment  can take 
place), interconnected to each other by a power-conserving interconnection, 
see Figure 3. Associated with the energy-storing elements are energy-variables 

ports 

Fig. 3. Network model of physical systems 

x l , -  �9 - , xn, being coordinates for some n-dimensional s ta te  space manifold A', 
and a total  energy H : A' --+ I~. The power-conserving interconnection also 
includes power-conserving elements like (in the electrical domain) t ransform- 
ers, gyrators,  or (in the mechanical domain) t ransformers ,  kinematic  pairs 
and kinematic constraints.  In first instance (see later on for the non-constant  
case) the power-conserving interconnection will be formalized by a constant  
Dirac s t ructure  on a finite-dimensional linear space ) r  := ) r  s x .Tn x $rp, with 
~ s  denoting the space of flows f s  connected to the energy-storing elements, 
/7-n denoting the space of flows fn  connected to the dissipative (resistive) 
elements, and F p  the space of external  flows fp  which can be connected to 
the environment.  Dually, we write ;r* = ~'} x 2"~ x ~c~, with es  C 2-} the 
efforts connected to the energy-storing elements, e R E  F ~  the efforts con- 
nected to the resistive elements, and ep E ~ the efforts to be connected to 
the environment of the system. 

In kernel representation, the Dirac s t ructure  on 3 r = 3rs x ) r  n x F p  is 
given as 

D = { ( f s ,  fR, fp, s, eR, eP) J 

F s f s  q- Eses q- FRfR --k .EReR -P Fp fp  q- Epep = 0} 
(50) 



270 Arian van der Schaft et al. 

for certain matrices Fs, Es, FR, ER, Fp, Ep satisfying 

(i) EsF[ + FsE~ + EnF~ + FnE~ + EpF~ + F.E~ = 0 

(ii) rank [Fs[Fn[FpiEs]ER[Ep] = d i m 5  c 
[ J 

(51) 

The flow variables of the energy-storing elements are given as 9 (t) = dx ~r(t), t e 
I~, and the effort variables of the energy-storing elements as ~ ( x ( t ) )  (im- 

plying tha t  < -~(x(t)) tx(t  ) > =  ~t(x(t))  is the increase in energy). In order 
to have a consistent sign convention for energy flow we put  

f8 = - x  

OH eS : ~ ( x )  
(52) 

Restricting to linear resistive elements, the flow and effort variables connected 
to the resistive elements are related as 

f n  = - S e E  (53) 

for some mat r ix  S = S T k O. Substi tut ion of (52) and (53) into (50) yields 

OH 
-Fsic(t) + E s ~ x  (X(t)) - FnSen + Enen + FpIp + Epep = 0 (54) 

with Fs, Es,  Fn, Em Fp, Ep satisfying (51). We call (54) an implicit port- 
controlled Hamiltonian system with dissipation, defined with respect to the 
constant Dirac s tructure ~D, the Hamil tonian H ,  and the resistive s t ructure  
S. 

Actually, for many  purposes this definition of an implicit P C H D  sys tem is 
not general enough, since often the Dirac s t ructure  is not constant,  but  modu- 
lated by the s tate  variables x. In this case the matrices Fs, Es,  Fn, En, Fp, Ep 
depend (smoothly) on x, leading to the implicit PCHD system 

-Fs(x(t))2(t)  + Es(x(t)) OH -5~(z(t)) - Fn(x(t))Sen(t) 

+En(x(t))en(t) + FR(x(t))fp(t) + Eg(x(t))ep(t) = O, t 6 

with 

Es(x)FT(x)  + Fs(x)EX(x) + En(x)FT(x)  + Fn(x)ET(x) 

+ S . ( x ) F f ( x )  + F p ( x ) E ~ ( x )  = O, Vx e X 

rank [Fs(x)iFR(x)iFp(x)iEs(x)iEn(x)iEp(x)] : dim~-  

(55) 

(56) 
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R e m a r k  3 Strictly speaking the flow and effort variables k(t)  = - f s ( t ) ,  
respectively OH ~-x(x(t)) = es(t) ,  are not living in the constant linear space 
Jzs, respectively J:~, but instead in the tangent spaces Tx(t)X, respectively co- 
tangent spaces Tx*(t)X , to the state space manifold X.  This is formalized in 
the definition of a non-constant Dirac structure on a manifolc~ see [5,8,7',32]. 

By the power-conservation property of a Dirac structure (cf. (39)) it follows 
directly that  any implicit PCHD system satisfies the energy-inequality 

dH , , :, = < -~ (x(t))12(t) > =  

= - -eT( t )Sen( t )+  eT( t ) fg ( t )  < eT( t ) fp( t ) ,  
(57) 

showing passivity if H > 0. The algebraic constraints that  are present in the 
implicit system (55) are expressed by the subspace P1, and the Hamiltonian 
H.  In fact, since the Dirac structure / )  is modulated by the x-variables, 
also the subspace P1 is modulated by the x-variables, and thus the effort 
variables es , en  and e p  necessarily satisfy (es,eR,  ep) �9 Pl(X), x �9 2(, and 
thus, because of (49), 

es �9 Im FT(x) ,  en � 9  FT(x), ep �9 Im FpT(X). (58) 

The second and third inclusions entail the expression of en and ep in terms 
OH (X" ~ of the other variables, while the first inclusion determines, since es = o~ ~ :, 

the following algebraic constraints on the state variables 

OH 
(x) �9 Im F~(x) .  

0x 
(59) 

The Casimir functions C : 2( -+ l~ of the implicit system (55) are deter- 
mined by the subspace Gl(X). Indeed, necessarily ( f s ,  fR, fP) �9 Gl(X), and 
thus by (49) 

fs�9 I m E T ( x ) , f n  �9 I m E T ( x ) , f p  �9 I m E T ( x ) .  (60) 

Since f s  = -x ( t ) ,  the first inclusion yields the flow constraints it(t) C 
Im ET(x( t ) ) ,  t e ~. Thus C :  X -+ If( is a Casimir function if ~t (x ( t ) )  = 

OTC o~ (x(t))ic(t) = 0 for all x(t) E Im ET(x( t ) ) .  Hence C : X -+ l~ is a Casimir 
of the implicit PCHD system (54) if it satisfies the set of p.d.e.'s 

0C 
Ox (x) C Ker Es(x )  (61) 

R e m a r k  4 Note that C : 2( -+ ~ satisfying (61) is a Casimir function of 
(53) in a strong sense: it is a dynamical invariant (~-((x(t)) -= O) for every 
port behavior and every resistive relation (53). 
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E x a m p l e  8 [7,36,35] Consider a mechanical system with k degrees of free- 
dom, locally described by k configuration variables q = ( q a , . . . , q k ) .  Sup- 
pose that there are constraints on the generalized velocities (1, described as 
AT(q)(1 = O, with A(q) a r • k matrix of rank r everywhere (that is, there are 
r independent kinematic constraints). This leads to the following constrained 
Hamiltonian equations 

(t = ~ p ( q , P )  

ib = ~ a  (q' p) + A(q)A + B(q)u  

y = BT(q)~-~D(q,p ) (62) 

0 = A T ( q ) ~ p ( q , p )  

where B(q)u  are the external forces (controls) applied to the system, for some 
k z m matrix B(q),  while A(q)/k are the constraint forces. The Lagrange mul- 
tipliers /k(t) are uniquely determined by the requirement that the constraints 
AT(q(t))(t(t) = 0 have to be satisfied for all t. One way of proceeding with 
these equations is to eliminate the constraint forces, and to reduce the equa- 
tions of motion to the constrained state space Xc = {(q,p)  I AT(q)~p (q,P) = 
0}~ thereby obtaining an (explicit) port-controlled Harailtonian system; see 
[34]. An alternative, and more direct, approach is to view the constrained 
Hamiltonian equations (62) as an implicit port-controlled Hamiltonian sys- 
tern with respect to the Dirac structure D, given in constrained input-output 
representation (43) by 

T) = { ( f s ,  fP, es, ep)[0 = AT(q)es ,  ep = BT(q)es ,  

(63) [oI ] [o I [o t - f s =  --Ik 0 e s +  A(q) /k+ B(q) fP '  / k E R r }  

In this case, the algebraic constraints on the state variables (q, p) are given 
~ T ~  ~ O H  as ~i (q)-~p (q,p) = O, while the Casimir functions C are determined by the 

equations 

OTC 
O-q--(q)(1 = 0, for all (1 satisfying AT(q)(1 = 0. (64) 

Hence, finding Casimir functions amounts to integratin 9 the kinematic con- 
straints AT(q)(1 = O. 

R e m a r k  5 For a pwper  notion of inte9rability of non-constant Dirac struc- 
tures, generalizing the Jacobi identity for the structure matrix J(x) ,  we refer 
e.g. to [7]. For example, the Dirae structure (63) is integrable if and only if 
the kinematic constraints are holonomic.  
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In principle, the theory presented in Section 3 for stabilization of explicit port- 
controlled Hamiltonian systems can be directly extended, mutat is  mutandis, 
to implicit port-controlled Hamiltonian system. In particular, the standard 
feedback interconnection of an implicit port-controlled Hamiltonian system P 
with port variables fg ,  eg (the "plant") with another implicit port-controlled 
Hamiltonian system with port variables fC,epC (the "controller"), via the 
interconnection relations 

fp  = - e ~  + fex t  
(65) 

fC = ep + e ext 

is readily seen to result in a closed-loop implicit port-controlled Hamiltonian 
system with port variables fex t ,  eext. Furthermore, as in the explicit case, the 
Hamiltonian of this closed-loop system is just the sum of the Hamiltonian of 
the plant PCHD system and the Hamiltonian of the controller PCHD system. 
Finally, the Casimir analysis for the closed-loop system can be performed 
along the same lines as before. 

5 C o n c l u s i o n s  a n d  f u t u r e  r e s e a r c h  

We have shown how network modelling of (lumped-parameter) physical sys- 
tems, e.g. using bond graphs, leads to a mathematically well-defined class 
of open dynamical systems, which are called port-controlled Hamiltonian 
systems (with dissipation). Furthermore, we have tried to emphasize that  
this definition is completely modular, in the sense that  any power-conserving 
interconnection of these systems defines a system in the same class, with 
overall interconnection structure defined by the individual interconnection 
structures, together with the power-conserving interconnection. 

Clearly, the theory presented in this paper opens up the way for many 
other control and design problems than the stabilization problem as briefly 
discussed in the present paper. Its potential for set-point regulation has al- 
ready received some attention (see [19,20,27,32]), while the extension to track- 
in 9 problems is wide open. In this context we also like to refer to some recent 
work concerned with the shaping of the Lagrangian, see e.g. [2]. Also, the 
control of mechanical systems with nonholonomic kinematic constraints can 
be fruitfully approached from this point of view, see e.g. [10], as well as 
the modelling and control of multi-body systems, see [18,23,40]. The frame- 
work of PCHD systems seems perfectly suited to theoretical investigations 
on the topic of impedance control; see already [38] for some initial results 
in this direction. Also the connection with multi-modal (hybrid) systems, 
corresponding to PCHD systems with varying interconnection structure [9], 
needs further investigations. Finally, our current research is concerned with 
the formulation of distributed parameter systems as port-controlled Hamilto- 
nian systems, see [17], and applications in tele-manipulation [41] and smart 
structures [37]. 
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1 I n t r o d u c t i o n  

Energy is one of the fundamental concepts in science and engineering prac- 
tice, where it is common to view dynamical systems as energy-t ransformat ion 
devices. This perspective is particularly useful in studying complex nonlinear 
systems by decomposing them into simpler subsystems which, upon intercon- 
nection, add up their energies to determine the full system's behavior. The 
action of a controller may be also understood in energy terms as another  dy- 
namical system--typical ly  implemented in a computer- - in terconnected with 
the process to modify its behavior. The control problem can then be recast 
as finding a dynamical system and an interconnection pat tern  such that  the 
overall energy function takes the desired form. This "energy shaping" ap- 
proach is the essence of passivity based control (PBC),  a controller design 
technique that  is very well-known in mechanical systems. 

Our objectives in this article are threefold: First, to call a t tent ion to 
the fact that  PBC does not rely on some particular structural  properties 
of mechanical systems, but  hinges on the more fundamental  (and universal) 
property of energy balancing. Second, to identify the physical obstacles that  
hamper the use of "standard" PBC in applications other than mechanical 
systems. In particular, we will show that  "standard" PBC is stymied by 
the presence of unbounded energy dissipation, hence it is applicable only 
to systems that  are stabilizable with passive controllers. Third, to revisit a 
PBC theory that  has been recently developed to overcome the dissipation 
obstacle as well as to make the incorporation of process prior knowledge 
more systematic. These two important  features allow us to design energy 
based controllers for a wide range of physical systems. 

Intelligent Control Paradigm 
Control design problems have traditionally been approached from a 

signal-processing viewpoint; that  is, the plant to be controlled and the con- 
troller are viewed as signal-processing devices that  t ransform certain input 
signals into outputs. The control objectives are expressed in terms of keeping 
some error signals small and reducing the effect of certain disturbance in- 
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puts on the given regulated outputs, despite the presence of some unmodeled 
dynamics. To make the problem mathematically tractable, the admissible 
disturbances and unmodeled dynamics are assumed to be norm-bounded, 
and consequently, the indicators of performance are the size of the gains 
of the operators that map these various signals. In the case of linear time- 
invariant systems, this "intelligent control paradigm" (paraphrasing Willems 
[1]) has been very successful, essentially because disturbances and unmodeled 
dynamics can be discriminated, via filtering, using frequency-domain consid- 
erations. The problem of reducing the gains of nonlinear operators can also be 
expressed in a clear, analytic way [2]. There are, however, two fundamental 
differences with respect to the linear time-invariant case: first, the solution 
involves some far from obvious computations. Second, and perhaps more im- 
portant, since nonlinear systems "mix" the frequencies, it is not clear how 
to select the most likely disturbances, and we have to "crank up" the gain 
to quench the (large set of) undesirable signals and meet the specifications. 
Injecting high gains in the loop, besides being intrinsically conservative 
hence yielding below-par performance--brings along a series of well-known 
undesirable features (e.g., noise amplification, actuator wear, and high energy 
consumption). 

There are many practical control problems where we have available struc- 
tural information about the plant. In these cases, it is reasonable to expect 
that the conservatism mentioned above could be reduced if we could incorpo- 
rate this prior information in the controller design. Unfortunately, a proce- 
dure to systematically carry out this objective does not seem to be available. 
[The typical approach is to classify the nonlinearities according to the role 
they play in the derivative of a Lyapunov function candidate. This test has 
very little to do with the physics of the system. It is obviously tied up with 
the particular choice of the Lyapunov function, which stemming from our 
linear inheritance, is systematically taken to be a quadratic function in the 
"errors."] It is our contention that the inability to incorporate prior knowl- 
edge is inherent to the signal-processing viewpoint of the intelligent control 
paradigm and is therefore independent of the particular design technique. 
In the authors' opinion, this situation has stymied communication between 
practitioners and control theorists, seriously jeopardizing the future of mod- 
ern model-based nonlinear control systems design. 

The purpose of this article is to contribute, if modestly, to the rever- 
sal of this trend calling attention to the importance of incorporating energy 
principles in control. To achieve our objective, we propose to abandon the 
intelligent control paradigm and instead adopt the behavioral framework pro- 
posed by Willems [1]. In Willems's far-reaching interpretation of control, we 
start from a mathematical model obtained from first principles, say, a set of 
higher order differential equations and some algebraic equations. Among the 
vector of time trajectories satisfying these equations are components that are 
available for interconnection. The controller design then reduces to defining 
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an additional set of equations for these interconnection variables to impose a 
desired behavior on the controlled system. We are interested here in the in- 
corporation into this paradigm of the essential energy component.  Therefore, 
we view dynamical systems (plants and controllers) as energy-transformation 
devices, which we interconnect (in a power-preserving manner) to achieve the 
desired behavior. More precisely, we are interested in lumped-parameter  sys- 
tems that  satisfy an energy balancing principle, where the interconnection 
with the environment is established through power port variables. The power 
port  variables are conjugated, and their product  has units of power, for in- 
stance, currents and voltages in electrical circuits or forces and velocities in 
mechanical systems. This is the scenario that  arises from any form of physical 
network modeling. 

Our first control objective is to regulate the static behavior (i.e., the equi- 
libria), which is determined by the shape of the energy function. It is therefore 
natural  to recast our control problem in terms of finding a dynamical system 
and an interconnection pat tern such that  the overall energy function takes 
the desired form. There are at least two impor tant  advantages of adopting 
such an "energy shaping" perspective of control: 

1. The energy function determines not just  the static behavior, but  also, 
via the energy transfer between subsystems, its transient behavior. Fo- 
cusing our at tention on the systems energy, we can then aim, not just  at 
stabilization, but  also at performance objectives that  can, in principle, 
be expressed in terms of "optimal" energy transfer. Performance and not 
stability is, of course, the main concern in applications. 

2. Practi t ioners are familiar with energy concepts, which can serve as a 
lingua franca to facilitate communication with control theorists, incor- 
porating prior knowledge and providing physical interpretations of the 
control action. 

Background 
The idea of energy shaping has its roots in the work of Takegaki and Ari- 

moto [3] in robot  manipulator control, a field where it is very well known and 
highly successful. Simultaneously and independently of [3] the utilization of 
these ideas for a large class of Euler-Lagrange systems was suggested in [4]. 
[See also Slotine's innovative paper [5] and the related view on the control of 
physical systems by Hogan [6].] Using tile fundamental  notion of passivity, the 
principle was later formalized in [7], where the term passivity-based control 
(PBC) was coined to define a controller design methodology whose aim is to 
render the closed-loop system passive with a given storage function. The im- 
portance of linking passivity to energy shaping can hardly be overestimated. 
On the one hand, viewing the control action in terms of interconnections of 
passive systems provides an energy balancing interpretat ion of the stabiliza- 
tion mechanism. More precisely, we have defined in [8] a class of systems 
(which includes mechanical systems) such that  the application of PBC yields 
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a closed-loop energy that  is equal to the difference between the stored and 
the supplied energies. For obvious reasons, we call this special class of PBC 
energy balancing PBC. On the other hand, showing that  the approach does 
not rely on some particular structural properties of mechanical systems, but  
hinges instead on the more fundamental (and universal) proper ty  of passivity, 
it can be extended to cover a wide range of applications. 

In carrying out this extension, two approaches have been pursued: 

�9 The first approach is similar to classical Lyapunov-based design, where we 
first select the storage function to be assigned and then design the controller 
that  ensures this objective. Extensive applications of this line of research may 
be found in [9] (see also [10]-[15]) and are not reviewed in the present work. [It 
should be noted that  in this approach, the desired storage funct ion-- typical ly 
quadratic in the increments--does not qualify as an energy function in any 
meaningful physical sense. Actually, it has been shown that  the stabilization 
mechanism is akin to systems inversion instead of energy shaping [9], hence 
a stable invertibility assumption is usually required.] 

�9 The second, newer approach stems from the energy balancing view of me- 
chanical systems discussed above. The closed-loop storage funct ion--which 
is now a bona fide energy function--is  not postulated a priori, but is instead 
obtained as a result of our choice of desired subsystems interconnections and 
damping. This idea was first advanced for stability analysis in [16]; the exten- 
sion for controller design was then reported in [17] and [8]; since then many 
successful applications, including mass-balance systems [18], electrical ma- 
chines [19], power systems [20], magnetic levitation systems [21], and power 
converters [22], have been reported. 

The aim of the present work is to provide a new energy balancing perspec- 
tive of PBC that  embraces and unifies its classical and modern versions. To 
enhance readability and widen our target  audience, we strip away as much as 
possible the mathematical  details and concentrate instead on the basic un- 
derlying principles and limitations. To underscore the fact tha t  the principles 
are universal, we present them in a very general circuit- theoret ic  framework, 
without any additional mathematical  s tructure at tached to the system mod- 
els. Particular emphasis is given to exhibiting the physical interpretation of 
the concepts, for instance, the central role played by dissipation. Toward this 
end, we illustrate our main points with simple physical examples. 

The remainder of the article is organized as follows. First, we review 
the basic notions of passivity and stabilization via energy shaping. Next, we 
define the concept of energy balancing PBC and prove that  this principle 
is applicable to all mechanical systems. Later we show that  systems which 
extract  an infinite amount  of energy from the controller (i.e., systems with 
unbounded dissipation) cannot be stabilized with energy balancing PBCs. To 
characterize the class of systems that  are stabilizable with energy balancing 
PBCs and eventually extend PBC to systems with unbounded dissipation, 
we propose to adopt Willems's "control as-interconnection" viewpoint, a per- 
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spective that  naturally provides a geometric interpretation to the notion of 
energy shaping. Then, after identifying a class of "admissible dissipations," 
we view the control action as the interconnection of the system with a pas- 
sive controller. To stabilize systems with unbounded dissipations, we propose 
to model the action of the control as a s ta te-modula ted  power-preserving 
interconnection of the plant with an infinite energy source system. These 
developments, which lead to the definition of a new class of PBCs called in- 
terconnection and damping assignment PBC, are presented for the so-called 
port-control led Hamiltonian systems. Finally, we detail the application of in- 
terconnection and damping assignment PBC to a physical example, and then 
we present some concluding remarks. 

N o t a t i o n  All vectors in the article, including the gradient, are defined as 
column vectors. Also, we use throughout  ~ to denote a generic positive con- 
stant. 

2 Passivity and Energy Shaping 

We are interested here in lumped-parameter  systems interconnected to the 
external environment through some port power variables u E T~ m and 
y E 7~ m, which are conjugated in the sense that  their product  has units of 
power (e.g., currents and voltages in electrical circuits, or forces and velocities 
in mechanical systems). We assume the system satisfies the energy balance 
equation 

,/0 
t 

H[x(t)] - H[x(O)!= uT(s )y ( s )ds  - d(t) 
' . J  V 

s t o r e d  e n e r g y  Y d i s s i p a t e d  
s u p p l i e d  

(1) 

where x E ~ n  is the state vector, H(x )  is the total energy function, and d(t) 
is a nonnegative function that  captures the dissipation effects (e.g., due to 
resistances and frictions). Energy balancing is, of course, a universal proper ty  
of physical systems; therefore, our class, which is nothing other  than the 
well-known passive systems, captures a very broad range of applications that  
include nonlinear and t ime-varying dynamics. 

Two important  corollaries follow from (1) 

�9 The energy of the uncontrolled system (i.e., with u ~ O) is nonincreasing 
(that is, H[x(t)] < H[x(O)]), and it will actually decrease in the presence 
of dissipation. If the energy function is bounded from below, the system 
will eventually stop at a point of minimum energy. Also, as expected, the 
rate of convergence of the energy function is increased if we extract  energy 
from the system, for instance, setting u = --KdiY, with Kdi = I(dTi > 0 a 
so-called damping injection gain. 
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�9 Given tha t  

- uT(s )y ( s )ds  < H[x(0)] < oc (2) 

the total  amount  of energy tha t  can be extracted from a passive sys tem 
is bounded. [This property, which (somehow misleadingly) is often s ta ted 
with the inequality inversed, will be instrumental  in identifying the class 
of systems tha t  are stabilizable with energy balancing PBC.] 

2.1 S t a n d a r d  F o r m u l a t i o n  o f  P B C  

The point where the open loop energy is minimal (which typically coincides 
with the zero state) is usually not the one of practical  interest,  and control 
is introduced to operate the system around some nonzero equilibrium point,  
say x . .  In the s tandard formulation of PBC,  we label the por t  variables as 
inputs and outputs  (say u and y, respectively) and pose the stabil ization 
problem in a classical way. [We consider first static s tate  feedback control 
laws and postpone the case of dynamic controllers to the section on admissible 
dissipations. Also, we refer the reader to [8] and references therein for further  
details on the dynamic and output  feedback cases.] 

�9 Select a control action u = ~(x) + v so tha t  the closed-loop dynamics 
satisfies the new energy balancing equation 

Ha[x(t)] - Hd[x(0)] = v T ( s ) z ( s ) d s  -- da(t) 

where Hd(x) ,  the desired total  energy function, has a strict  min imum 
at x , ,  z (which may be equal to y) is the new passive output ,  and we 
have replaced the natural  dissipation t e rm by some function dd(t) >_ 0 
to increase the convergence rate. Assigning an energy function with a 
minimum at the desired value is usually referred to as energy shaping 
while the modification of the dissipation is called damping injection. 

Later, we will show tha t  this classical distinction between inputs  and 
outputs  is restrictive, and the "control-as- interconnect ion" perspect ive of 
Willems is needed to cover a wider range of applications. 

2.2 D i s c u s s i o n  

R e m a r k  1. For simplicity, we have t reated all tile components  of the vector u 
as manipulated variables. In many  practical  cases, this vector contains some 
external (non-manipula ted)  variables such as disturbances or sources (see [8], 
[19] for some examples),  t~arthermore, there are some applications where the 
control action does not enter at all in u, for instance, in switched devices [22]. 
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The analysis we will present in the sequel applies as well--mutatis mutandi-- 
to those cases. 
R e m a r k  2. The choice of the desired dissipation in the damping injection 
stage is far from obvious. For instance, contrary to conventional wisdom, and 
except for the highly unusual case where we can achieve exponential stability, 
performance is not necessarily improved by adding positive damping, but  it 
can actually be degraded as illustrated in [22], [23]. Furthermore,  as shown in 
[18], [21] there are cases in which shuffling the damping between the channels 
can be beneficial for our control objective; this will be illustrated in the last 
section of this paper. 
R e m a r k  3. It is well known that  solving the stabilization problem via pas- 
sivation automatically ensures some robustness properties. Namely, stability 
will be preserved for all passive unmodeled dynamics between the port  vari- 
ables u, z. When z = y, these correspond to phenomena such as frictions and 
parasitic resistances. 
R e m a r k  4. It is clear also that  if the dissipation is such that  the passivity 
property is strengthened to output  strict passivity, that  is, 

f /0 vT (s)z(s)ds > ~ Iz(s)12ds - t~ 

for some (f, ~ > 0, then we can show (with a simple completion of the squares 
argument) that  the map v ~-> z has gain smaller than ~. Consequently, we can 
reduce the amplification factor of the energy of the input noise by increasing 
the damping. See, however, Remark 2 above. 
R e m a r k  5. Passivity can be used for stabilization independently of the no- 
tion of energy shaping. In fact, it suffices to find an output  z = h(x) such 
that  z square integrable implies x(t) -+ x ,  as t --+ co. Stabilization via pas- 
sivation for general nonlinear systems, which has its roots in [24], [25], is 
one of the most active current research areas in nonlinear control, and some 
constructive results are available for systems in special forms [26], [27]. The 
energy shaping approach is a reasonable way to incorporate the information 
about the energy functions that  is available in physical systems to simplify 
the passivation problem. Besides making the procedure more systematic, it 
usually yields physically interpretable controllers, considerably simplifying 
their commissioning stage. See [9] for an extensive discussion on these issues, 
including a detailed historical review, and the application of PBC to many 
practical examples. 

3 Stabilization via Energy Balancing 

There is a class of systems, which interestingly enough includes mechanical 
systems, for which the solution to the problem posed above is very simple, 
and it reduces to being able to find a function /3(x) such that  the energy 
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supplied by the controller can be expressed as a function of the state. Indeed, 
from (1) we see tha t  i /we  can find a function/~(x) such tha t  

fot Ha[x(t)] + ~ (3) -- ~ T  [ X ( S ) ] y ( 8 ) d  S z 

for some function Ha(x), then the control u = fl(x) + v will ensure tha t  the 
map v ~+ y is passive with new energy function 

Hd(x) ~= H(x)  + Ha(x). (4) 

If, furthermore,  Hal(x) has a minimum at the desired equilibrium x . ,  then it 
will be stable. Notice tha t  the closed-loop energy is equal to the difference 
between the stored and the supplied energies. Therefore, we refer to this 
particular class of PBCs as energy balancing PBCs.  

3.1 Mechanical Systems 

Let us look at the classical example of position regulation of fully ac tuated  
mechanical systems with generalized coordinates q C T~ n/~ and total  energy 

H(q,(t) = 21-qTD(q)q + V(q) 

where D(q) = DT(q) > 0 is the generalized mass mat r ix  and V(q) is the 
systems potent ial  energy, which is also bounded from below. It  has been 
shown in [7] t ha t  for these systems, the passive outputs  are the generalized 
velocities ( that  is, y = q). The simplest way to satisfy condition (3) and shape 
the energy is by choosing 

a V  
/3(q) = ~q-(q) - Kp(q - q,) 

where q, is the desired constant position and Kp = K ~  > 0 is a proport ional  
gain. Indeed, replacing the expression above and y = 0 in (3) we get 

/o 1 - /3T[q(s)]q(s)ds = -V[q(t)] + ~[q(t) - q.]TKp[q(t) - q.] + n 

and the new tota l  energy for the passive closed loop map  v ~+ O is 

which has a minimum in (q,, 0), as desired. To ensure tha t  the trajectories ac- 
tually converge to this minimum (i.e., tha t  the equilibrium is asymptot ical ly  
stable), we add some damping v = -Kdic~, as discussed above. 

Of course, the controller presented above is the very well-known 
PD+grav i t y  compensat ion of [3]. The  purpose  of the exercise is to provide a 
new interpretat ion for the action of this controller, underscoring the fact tha t  
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the storage function that  is assigned to the closed loop is (up to an integra- 
tion constant) precisely the difference between the stored and the supplied 
energies (i.e., H(x) - f~ uT(s)y(s)ds). Hence application of PBC for position 
regulation of mechanical systems yields energy balancing PBCs. 

R e m a r k  6. With the elementary procedure described above, it is possible 
to re-derive most of the energy balancing PBCs (e.g., with saturated inputs, 
output feedback) reported for position regulation of robot manipulators. This 
usually requires some ingenuity to find out the "right" energy function to be 
assigned. It is clear, however, that  the technique is restricted to potential 
energy shaping. Later we present a new methodology that  allows us also to 
shape the kinetic energy, which is required for some underactuated mechan- 
ical devices (see [28], [29], [30]). 
R e m a r k  7. In the underactuated case, when the number of control actions 
is smaller than the number of degrees of freedom, we find that  y = MTq, 
with M the input matrix for the force (or torque) vector u. As shown in 
[9], the energy shaping procedure still applies in these cases, provided some 
dissipation propagation condition is satisfied. 

3.2 G e n e r a l  ( f , g ,  h) S y s t e m s  

Energy-balancing stabilization can, in principle, be applied to general (f, g, h) 
nonlinear passive systems of the form 

{J: = f(x)  + g(x)u E :  (5) y = h(x). 

From the celebrated nonlinear version of the Kalman-Yakubovich-Popov 
lemma [31], we know that  for this class of systems, passivity is equivalent 
to the existence of a nonnegative scalar function H(x) such that  

lXl) 
OH 

h(x) = g T (x)-~--~x (X ). 

We have the following simple proposition. 

P r o p o s i t i o n  1. Consider the passive system (5) with storage function H(x) 
and an admissible equilibrium x. .  If we can find a vector function ~(x) 
such that  the partial differential equation 

OHa \ T 
--~--x (x))  [f(x) + g(x)Z(x)] = --hT(x)/3(x) (6) 

can be solved for Ha(x), and the function Hd(X) defined as (4) has a 
minimum at x . ,  then u = /3(x) + v is an energy balancing PBC. Con- 
sequently, setting v - 0, we have that  x.  is a stable equilibrium with 
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the difference between the stored and the supplied energies consti tuting 
a Lyapunov function. 

The proof follows immediately, noting that  the left hand side of (6) equals 
/:/a while the r ight-hand side is --ySu, and then integrating from 0 to t. 

Caveat emptor. This result, although quite general, is of limited inter- 
est. First of all, (f, g, h) models do not reveal the role played by the energy 
function in the system dynamics. Hence it is difficult to incorporate prior 
information to select a ~(x) to solve the PDE (6). A more practical and 
systematic result will be presented later for a more suitable class of models, 
namely, the so-called port-control led Hamiltonian systems. Second, we will 
show below that ,  beyond the realm of mechanical systems, the applicabil- 
ity of energy balancing PBC is severely restricted by the system's natural  
dissipation. 

4 D i s s i p a t i o n  O b s t a c l e  

To investigate the conditions under which the P D E (6) is solvable we make 
the following observation 

Fact A necessary condition for the global solvability of the P D E  (6) is that  
hr(x)~(x) vanishes at all the zeros of f(x)  + g(x)~(x), tha t  is, 

f (~)  § g(~)~(~) = 0 ~ hT(~);?(~) = 0. 

Now f(x) + g(x)~(x) is obviously zero at the equilibrium x . ,  hence the 
r ight-hand side --yTu, which is the power extracted from the controller, 
should also be zero at the equilibrium. This means that  energy balancing 
PBC is applicable only if the energy dissipated by the system is bounded, and 
consequently if it can be stabilized extracting a finite amount of energy from 
the controller. This is indeed the case in regulation of mechanical systems 
where the extracted power is the product  of force and velocity and we want 
to drive the velocity to zero. Unfortunately, it is no longer the case for most 
electrical or electromechanical systems where power involves the product  of 
voltages and currents and the latter may be nonzero for nonzero equilibria. 

Let us illustrate this point with simple linear time invariant RLC circuits. 
First, we prove that  the series RLC circuit is stabilizable with an energy 
balancing PBC. Then we move the resistance to a parallel connection and 
show that ,  since for this circuit the power at any nonzero equilibrium is 
nonzero, energy balancing stabilization is no longer possible. 

4.1 Finite Dissipation Example 

Consider the series RLC circuit of Fig. 1, where the port  power variables 
are the input voltage and the current. The "natural" state variables for this 
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A 
circuit are the charge in the capacitor  and the flux in the inductance x = 
[qc, eLI T, and the total  energy function is 

1 
L 

L 

R2 
Fig. 1. Series RLC circuit 

! q c  
C1 

The dynamic equations are given by 

{ ix x l = T  2 
~ :  X2 = __Fxl l  --  R X  2 + t t  . (8) 

1 y = yx2 

The circuit clearly satisfies (1) with d(t) = R ft[-~x2(s)]2ds (i.e., the energy 
dissipated in the resistor). 

We are given an equilibrium x .  tha t  we want to stabilize. I t  is clear 
from (8) tha t  the admissible equilibria are of the form x.  = Ix1., 0] T. I t  is 
impor tan t  to note tha t  the extracted power at any admissible equilibrium is 
zero. 

To design our energy balancing PBC,  we look for a solution of the P D E  
(6), which in this case takes the form 

Notice tha t  the energy function H(x)  already "has a minimum" at  x2 = O; 
thus we only have to "shape" the xl component ,  so we look for a function of 
the form Ha = Ha(Xl).  In this case, the P D E  reduces to 

OHm 
OXl 
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which, for any given H~(xl) ,  defines the control law as u = 3 (x l ) .  To shape 
the energy Hd(x), we add a quadratic term and complete the squares (in the 
increments x - x . )  by proposing 

1 2 ( 1  1)  
Ha(xi)  : ~ a X l  - -  T K Xl.Xl §  

t will be clarified in the next section.] [The particular notation for the gain 
Replacing in (4), yields 

I ( C  1 )  1 2 Hd(X) = ~ + - ~  (xl -- x l . )  2 + ~ x  2 + a ,  (9) 

which has a minimum at x .  for all gains Ca > - C .  Summarizing, the control 
law 

u -  C~ + + x l .  (10) 

with C~ > - C  is an energy balancing PBC that  stabilizes x .  with a Lyapunov 
function equal to the difference between the stored and the supplied energy. 
Finally, it is easy to verify that  the energy supplied by the controller is finite. 

4.2 Infinite Dissipation Example 
Even though in the previous example we could find a very simple energy 
balancing solution to our stabilization problem, it is easy to find systems 
that  are not stabilizable with energy balancing PBCs. For instance, consider 
a parallel RLC circuit. With the same definitions as before, the dynamic 
equations are now 

{ x l - -  1 1 _ ---~-C__xl + Zx2 
~ :  x2 = - u x l  + u (11) 

y : i x  2 

Notice that  only the dissipation structure has changed, but  the admissible 
equilibria are now of the form x ,  = [Cu,,  LU.]T for any u. .  The problem 
is that  the power at any equilibrium except the trivial one is nonzero, and 
consequently any stabilizing controller will yield l i m t ~  I f~ u(s)y(s)ds] = oc 
(we will eventually run down the battery!).  

We will not elaborate further here on the infinite dissipation problem. A 
precise characterization, within the context of port-control led Hamiltonian 
systems, will be given in the next section. 

R e m a r k  8. The well-known analogies between electrical and mechanical 
systems might lead us to conclude that ,  with another choice of states, we could 
overcome the infinite dissipation obstacle for energy balancing PBC. The 
obstacle is, however, "coordinate-free." The point is that  in the mechanical 
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case the dissipation only comes in at the momentum level, where also the 
input is appearing. This eliminates the possibility of infinite dissipation. 
R e m a r k  9. In the linear t ime-invariant  case, we can design an energy balanc- 
ing PBC working on incremental states. However, this procedure is usually 
not feasible, and despite its populari ty is actually unnatural ,  for the general 
nonlinear case. The PBC design procedure we will present later to handle 
the infinite dissipation case does not rely on the generation of incremental 
dynamics. Fhrthermore,  except for the linear case, the resulting energy func- 
tions will be nonquadratic.  

5 A d m i s s i b l e  D i s s i p a t i o n s  f o r  E n e r g y  B a l a n c i n g  P B C  

In the previous section we showed that  energy balancing PBC is applicable 
only to systems with finite dissipation---obviously including conservative sys- 
tems that  have no dissipation at all. We have also shown that  this class of 
systems contains all mechanical systems, as well as some electrical circuits 
with dissipation. A natural  question then is how to characterize the "admis- 
sible dissipations" for energy balancing PBC. To provide an answer to this 
question, we find it convenient to adopt  a variation of Willems's "control as 
interconnection" viewpoint. This perspective is also used in the next  section, 
where viewing the action of the controller as an infinite energy source with 
a state modulated interconnection to the plant, we extend PBC to systems 
with infinite dissipation. 

5.1 P a s s i v e  C o n t r o l l e r s  

As shown in Fig. 2, we view the controller, ~c, as a one-por t  system that  will 
be coupled with the plant to be controlled, ~ ,  via a two-por t  interconnection 
subsystem, Zz. We need the following definition. 

Yc Y 

+ 

Z c u c Z I 

Fig. 2. Control as interconnection. 

+ . E 

D e f i n i t i o n  1. The interconnection of Fig. 2 is said to be power preserving 
if the two-por t  subsystem ~1 is lossless; that  is, if it satisfies 

[YT(s) 'YT(8)] d8 = 0. 
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We now make the following important  observation. 

P r o p o s i t i o n  2. Consider the interconnection of Fig. 2 with some external 
inputs (v, vc) as 

= ~ I  + - 
~tc Yc Vc 

Assume Z1 is power preserving and Z,  Sc are passive systems with states 
x E 7r '~, ( E 7~ ~~ and energy functions H(x), He(() ,  respectively. Then 

T T T  [v T, v / ]  x ~-~ [y , y~ ] is also a passive system with new energy function 
H(x) + He((). 

This fundamental property is proven with the following simple calculations: 

[ , , 
a8 = f0 f0 

> H[x(t)] + H~[((t)] - H[x(0)] - H~[((0)] (12) 

where the first equation follows from the lossless property of Z t  and the last 
inequality is obtained from the passivity of each subsystem. 

5.2 Invar iant  F u n c t i o n s  M e t h o d  

From Proposition 2, we conclude that  passive controllers and power-  
preserving interconnections can, in principle, be used to "shape" the c l o s e d  
loop total energy. However, although/arc(() can be freely assigned, the sys- 
tems energy function H(x) is given, and it is not clear how we can effectively 
shape the overall energy. The central idea of the invariant functions method 
[32], [33] is to restrict the motion of the closed-loop system to a certain 
subspace of the extended state space (x, (), say 

s zx { (x , ( ) l (  = F(x) + ~ }  (13) 

In this way, we have a functional relationship between x and (,  and we can 
express the closed-loop total energy as a function of x only, namely 

Hd(X) A= H(x) + Hc[F(x) + ~], (14) 

[Notice that  Hc[F(x) + ~] plays the same role as Ha(x) in (4).] This function 
can now be shaped with a suitable selection of the controller energy He(() .  
The problem then translates into finding a function F(-) tha t  renders /2 
invariant. [Recall that  a s e t / 2  C 7~ ~ is invariant if the following implication 
holds: x(0) E f? ~ x(t) C f2, Vt  _> 0.] 

Let us illustrate this idea of generation of invariant subspaces to design 
stabilizing PBCs with the simple series RLC circuit example described by 
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(8). Following Proposition 2 we consider passive controllers with state 4 and 
energy function He(4) to be defined. Since, as discussed above, we only need 
to modify the first coordinate, we propose to take ( a scalar. Furthermore,  for 
simplicity, we choose the dynamics of the controller to be a simple integrator; 
that  is 

~c:{ ~=Uc 
. (15) 

y ~  = ~ (r 
Notice that  if Hc(~) is bounded from below, then u~ ~-~ y~ is indeed passive. 

We already know that  this system is stabilizable with an energy balanc- 
ing PBC; therefore, we interconnect the circuit and the controller with the 
standard negative feedback interconnection 

tuU] = [ ~ ; 1 1  [yY].  (16) 

To establish a relationship between xl and ~, of the form ~ = F(xI) + ~, 
we define an invariant function candidate 

C(xl,~) z~ f ( x l )  - ~ (17) 

and look for an F(.)  such that  ~tC - 0. Some simple calculations with (8), 
(15), (16), and (17) yield 

d c = l ( -s ) ~-zl(Xl) - 1 , 

from which we conclude that  we should take F(Xl)  = Xl, and the invariant 
subspaces are the linear spaces ~? = {(xl,  x~, ~)l~ = xl + ~}. 

We now have to select the energy function of the controller such that  
in these invariant subspaces, the total energy function H(x) + Hr has a 
minimum at x , .  Following the same rationale as in the previous section we 
aim at a quadratic function (in the increments x - x . ) ;  hence we fix 

where C~ is a design parameter .  As expected, the closed-loop energy, which 
results from (14) with F(xl) = Xx, coincides with (9). [Notice that  we have 
taken ~ = 0. This is without loss of generality, because ~ is determined by 
the controller's initial conditions]. 

R e m a r k  10. One important  feature of PBC is that  we can usually give a 
physical interpretation to the action of the controller. Indeed, a physical real- 
ization of the energy balancing PBC (15) consists of a constant voltage source 
in series with a capacitor Ca. Notice, however, that  the control action can 
be implemented without the addition of dynamics. Indeed, the input -ou tput  



292 Romeo Ortega et al. 

relationship of the controller dynamics (15) together with the interconnection 
(16), reduces to the static state feedback (10). 

R e m a r k  11. For simplicity, we have assumed above that  n~ = n. In [17] we 
consider the more general case when n~ ~ n, and not all the controller states 
are related with the plant state variables. 

R e m a r k  12. Even though stabilization is ensured for all values of the added 
capacitance such that  Ca > -C, it is clear that  the system ~Uc is passive only 
for positive values of Ca. 

R e m a r k  13. The problem of finding a function F(.)  that  renders ~2 invari- 
ant involves, of course, the solution of a PDE which is, in general, difficult 

O F  [ X  ~ to find. (In the simple case above, this is the trivial equation ~%-~ ~ l j  -= 1.) 
One of the main messages we want to convey in this article is that  the search 
for a solution of the PDE can be made systematic by incorporation of addi- 
tional s t ructure to the problem--s tar t ing  with the choice of a suitable system 
representation. We will further elaborate this point in the next  subsection. 

5.3 Energy Balancing PBC of  Port-Control led Hamiltonian 
Systems 

To characterize a class of (finite dissipation) systems stabilizable with en- 
ergy balancing PBC and simplify the solution of the PDE discussed above, 
we need to incorporate more structure into the system dynamics, in partic- 
ular, making explicit the damping terms and the dependence on the energy 
function. Toward this end, we consider port-control led Hamiltonian models 
that  encompass a very large class of physical nonlinear systems. They result 
from the network modeling of energy-conserving lumped-parameter  physi- 
cal systems with independent storage elements, and have been advocated as 
an alternative to more classical Euler-Lagrange (or s tandard Hamiltonian) 
models in a series of recent papers (see [2] for a list of references). These 
models are of the form 

{ ~ = [J(x) - 7~(x)]~-(x)  + g(x)u 
: T O H  ( i s )  = g ( x )  (x) 

where H(x) is the energy function, J(x) = --Jm(x) captures the intercon- 
nection structure,  and 7~(x) = 7~T(x) >_ 0 is the dissipation matrix. Clearly 
these systems satisfy the energy balancing equation (1). 

Motivated by Proposition 2, we consider port  controlled Hamiltonian con- 
trollers of the form 

Zc : { ~ = [Jc(~) - n c ( ~ ) ] ~ ( ~ ) + g c ( ~ ) u c  

yc = gZ 
for any skew-symmetric matr ix Jc ((), any positive-semidefinite matr ix  7~c (~), 
and any function gc (~)- The interconnection constraints are given by (16). The  
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overall interconnected system is defined in the extended state space (x, ~) and 
can be writ ten as 

[~] [J(x)-TC(x)--g(x)gTc(~)] ~H(x)] 
= [ g~(09T(x) J c ( 0 - n c ( r  ~ ( 0  " (19) 

Notice that  it still belongs to the class of port-control led Hamiltonian models 
with total energy H(z) + Hc(~). 

We introduce at this point the concept of Casimir functions [33,2], which 
are conserved quantities of the s y s t e m / o r  any choice of the Hamiltonian, 
and so are completely determined by the geometry (i.e., the interconnection 
structure) of the system. For ease of presentation, we keep the same notat ion 
we used in the previous subsection and look for Casimir functions of the form 

c (~ ,  0 = F ( ~ )  - r (20) 

Since the t ime derivative of these functions should be zero along the closed- 
loop dynamics for all Hamiltonians H(x) ,  this means that  we are looking for 
solutions of the PDEs 

] 0. g~(r Jdr - n~(~)j 

The following proposition was established in [17]. 

(21) 

P r o p o s i t i o n  3. The vector function (20) satisfies (21) (and thus is a Casimir 
function for the interconnected system (19)) if and only if F(x) satisfies 

OF(x) ~ T J(x)OF 
Ox ] -~x (X) = Jc(~) (22) 

n ( x ) ~ ( z )  = o (23) 

7~c(0 = 0 (24) 

-UZ-(~) J(~) = ~c(~)g~-(x) (25) 

In this case, the dynamics reduced to the set ~2 (13) is a port-control led 
Hamiltonian system of the form 

= [J(x) - n (x ) ] :~"  (x) 

with the shaped energy function Hd(x) = H(x) + Hc[F(x) + ~]. 

(26) 
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5 .4  A d m i s s i b l e  D i s s i p a t i o n  

Condition (23) of Proposit ion 3 characterizes the admissible dissipations for 
energy balancing PBC in terms of the coordinates where energy can be 
shaped. Indeed, if (23) holds, then 

~ ( x )  ~ (x) = 0 

for any controller energy function He. Roughly speaking, this means that  He 
should not depend on the coordinates where there is natural  damping. The 
latter restriction can then be interpreted as: Dissipation in energy balancing 
PBC is admissible only on the coordinates that  do not require "shaping of 
the energy." 

Recall tha t  in mechanical systems, where the state consists of position and 
velocities, damping is associated with the latter; hence it appears in the lower 
right corner of the matr ix  7~(x). On the other hand, in position regulation, 
we are only concerned with potential energy shaping; thus the condition (23) 
will be satisfied. In the case of the series RLC circuit of the previous section, 
the resistance appears in a coordinate that  did not need to be modified (i.e., 
the current x2); whereas in the parallel RLC circuit, both coordinates have 
to be shaped. 

6 Overcoming the Dissipation Obstacle 

In Proposit ion 3 we have shown that  under certain conditions, the inter- 
connection of a port-control led Hamiltonian plant with a port-control led 
Hamiltonian controller leads to a reduced dynamics given by another po r t -  
controlled Hamiltonian system (26) with a shaped Hamiltonian. The reduc- 
tion of the dynamics stems from the existence of Casimir functions tha t  relate 
the states of the controller with those of the plant. In this section, we will 
show that ,  explicitly incorporating information on the systems state, we can 
shape the energy function without the need for Casimir functions. This will 
lead to the definition of a new class of PBCs that  we call interconnection and 
damping assignment PBCs. 

6.1 C o n t r o l  as  a S t a t e - M o d u l a t e d  S o u r c e  

To extend PBC to systems with infinite dissipation, we introduce two key 
modifications. First, since these systems cannot be stabilized by extracting a 
finite amount  of energy from the controller, we consider the latter to be an 
(infinite energy) source; tha t  is, a scalar system 

(27) 
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with energy function 

Hc(O =-r (28) 
Second, the classical uni tary feedback interconnection (through the power 
port variables) imposes some very strict constraints on the plant and con- 
troller structures as reflected by the conditions (22)-(25). To provide more 
design flexibility, we propose to incorporate state information, which is done 
by coupling the source system with the plant via a state-modulated intercon- 
nection of the form 

u./s/j [,s ] " (29) 

This interconnection is clearly power preserving. The overall interconnected 
system (18), (27), (28), (29) can be written as 

] 
L 0  (30) 

which is still a port  controlled Hamiltonian system with total  energy H(x) + 
Hc(C). It is important  to note that  the x dynamics above describes the be- 
havior of the system (18) with a static state feedback u = ~(x); hence our 
choice of the symbol/~ for the s ta te-modulat ion function. 

We have shown in [8] that  the damping restriction (23) is a necessary 
condition for the existence of Casimir functions in this case as well. The  key 
point here is that  the energy of the x subsystem can be shaped and the port  
controlled Hamiltonian structure preserved without generation of Casimir 
functions. Indeed, if (for the given J(x),Ti(x) and g(x)) we can solve the 
PDE 

[J(x) - 7~(x)] @ (x) = g(x)~(x) (31) 

for some ~(x), then the plant dynamics will be given by (26) with energy 
function Hd(X) = H(x) + Ha(x). If we can furthermore ensure that  Hd(X) 
has a minimum at the desired equilibrium, then the static state feedback 
control u = ~(x) will stabilize this point. Notice tha t  there is no "finite 
dissipation" constraint for the solvability of (31); hence the new PBC design 
is, in principle, applicable to systems with infinite dissipation. 

6.2 Paral le l  RLC circuit  example  

Before presenting the main result of this section, which is a systematic pro- 
cedure for PBC of port  controlled Hamiltonian systems, let us illustrate the 
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new energy shaping method with the parallel RLC circuit example. The dy- 
namics of this circuit (11) can be written in port-controlled Hamiltonian 
form (18) with energy function (7) and the matrices 

The PDE (31) becomes 

1 c3Ha cgHa 
R ~Xl (x) + ~ (x) = o 

OHa 
(x)  = Z(~) .  

The first equation can be trivially solved as 

Ha(x) = ~(Rxl + x2) 

where ~(.) : 7~ -+ T~ is an arbitrary differentiable function, whereas the second 
equation defines the control law. We now need to choose the function ~ so 
that  Hd(x) has a minimum at the desired equilibrium point x,  = (Cu,, L ~u,). 
For simplicity, we choose it to be a quadratic function 

Kp 
~'~(RXl 7 t- x2 )  = y [ ( R X l  -[- x2) - ( R X l .  -~- x2 , ) ]  2 - R ? . t . ( R X l  ~- x2) 

which, as can be easily verified, ensures the desired energy shaping for all 

- 1  
~:P > (C + CR2)" (32) 

The assigned energy function, as expected, is quadratic in the increments 

Hd(X) = (x-- x*)T [ -~A-RKpR2Kp 1RKPA_ Kp] ( x -  x,)-4-tr 

Clearly, (32) is the necessary and sufficient condition for x,  to be a unique 
global minimum of this function. The resulting control law is a simple linear 
state feedback 

u = - K p [ R ( x l  - x l , )  + x2 - z 2 , ]  + ~ , .  

6.3 D i scus s ion  

R e m a r k  14. We should underscore that  in the example above we did not 
need to "guess" candidate functions for Ha(x) or/~(x). Instead, the solution 
of the PDE (31) provided a family of "candidates" parametrized in terms of 
the free function ~(-). The PDE, in turn, is uniquely determined by the sys- 
tems interconnection, damping, and input matrices; we will show below tha t  
to provide more degrees of freedom to the design, we can also change the first 



Energy Shaping Control Revisited 297 

two matrices. From this family of solutions, we then have to select one that  
achieves the energy shaping. Also, once a solution Ha (x) is obtained,, we know 
tha t  the new energy function Ha(x) will be nonincreasing, because Hd is non- 
positive by construction. This situation should be contrasted with classical 
Lyapunov-based designs (or "standard" PBC, e.g., [9]), where we fix a priori 
the Lyapunov (energy) function typically a quadratic in the increments- -  
and then calculate the control law that  makes its derivative negative definite. 
We claim that  the proposed approach is more natural  because, on the one 
hand, it is easier to incorporate prior knowledge in the choice of the desired 
interconnection and damping matrices; on the other hand, the resulting en- 
ergy (Lyapunov) function will be specifically tailored to the problem. 

R e m a r k  15. Of course, stabilization of linear systems is possible using other, 
much simpler, methods. Our point is that ,  as we will show in the next sub- 
section, the present procedure applies verbatim to the nonlinear case. Fur- 
thermore,  even in the linear case, the technique allows us to design nonlinear 
controllers, which might be of interest to improve performance (e.g., assign- 
ing steeper Lyapunov functions for faster convergence or imposing certain 
shapes of the level sets to handle state or input constraints); see [22] for an 
example of the latter. 

R e m a r k  16. As discussed in [8] (see also Proposit ion 4 below), we do not 
even need to solve the PDE (31) for Ha(x). Indeed, we can look for a solution 
of the problem directly in terms of fl(x), as follows. If J(x)-  7~(x) is invertible 
[see [8] and Proposition 4 below for the noninvertible case] it is well known 
tha t  (31) has a solution if and only if the integrability conditions 

~-X-x (x) = -0-~x (x) (33) 

hold, where 

K(x) ~ [J(x) - n(x)]-l g(x)~(x). (34) 

Given J (z ) ,  Tr and g(x), (33) defines a set of PDEs for 3(x).  For instance, 
for the parallel RLC circuit example, we have that  (33) is equivalent to 

1 03 o3 
R 0x, (5) + ~ (x) = 0 

whose solution yields directly the control law/3(x) = ~(Rxl + x2). Although 
in this simple linear example both procedures lead to the same PDE,  this 
will not be the case for the general nonlinear case. Furthermore,  the impor- 
tance of determining necessary and sufficient conditions for solvability can 
hardly be overestimated. We will elaborate further on these issues in the 
next subsection. 
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6.4 Assigning Interconnection and Damping  Structures 

In the previous subsections, we have shown that  the success of our PBC 
design essentially hinges on our ability to solve the P D E (31). It is well known 
that  solving PDEs is not easy. It is our contention that ,  for the particular 
PDE that  we have to solve here, it is possible to incorporate prior knowledge 
about the system to simplify the task. More specifically, for port-control led 
Hamiltonian models, besides the control law, we have the additional degrees 
of freedom of selecting the intereonnection and damping structures of the 
closed-loop. Indeed, our energy shaping objective is not modified if, instead 
of (26), we aim at the closed-loop dynamics 

(x) (35) 5c = [Jd(x) - n d ( X ) ] - ~ x  

for some new interconnection Jd(X) = - J ~ ( x )  and damping ~d(X) = 
T~-(x) > 0 matrices. For this so-called interconnection and damping as- 
signment PBC the PDE (31) becomes 

[J(x) + Ja(x)  - T~(x) - T ~ a ( x ) ] ~ x ~  (x) = (36) 

= --[Ja(X) -- "]~a(X)]~x(X ) + g (x )~(X)  

where 

Ja(x)  A_ Jd(x)  -- g (x ) ,  ha (X)  A= 7~d(X) -- n ( x )  

are new design parameters that  add more degrees of freedom to the solution 
of the PDE.  

The proposition below (established in [8]) follows immediately from the 
derivations above. It is presented in a form that  is particularly suitable for 
symbolic computations.  We refer the interested reader to [8] for additional 
comments and discussions. 

Proposi t ion 4. Given J ( x ) , ~ ( x ) ,  H ( x ) , g ( x ) ,  and the desired equilibrium 
to be stabilized x. ,  assume we can find functions ~?(x), T~a (x), J ,  (x) such 
that  

J (x )  + J~(x) = - [ J ( x )  + Ja(x)] T 

~(X) -~-"~a(X) ---- [~r~(X) -4-)r~a(x)]T ) 0 

and a vector function K ( x )  satisfying 

[J(x) -~- Ja(x)  - ( n ( x )  + n a ( X ) ) ] K ( x )  = 
OH 

= -- [Ja(x) -- J'Ca(X)] --O-~-X (X) 

and such that  the following conditions occur 

+ 

(37) 
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(i) 
(ii) 

(iii) 

(Integrability) K(x) is the gradient of a scalar function; tha t  is, (33) holds. 
(Equilibrium assignment) K(x), at x . ,  verifies 

K(x,)  = OH 
- o-7(~,). 

(Lyapunov stability) The Jacobian of K(x), at x . ,  satisfies the bound 

OK 02H (~*) > - ~ ( ~ . ) .  

Under these conditions, the closed loop system u = ~(x) will be a po r t -  
controlled Hamiltonian system with dissipation of the form (35), where 
gd(x) = H(x) + Ha(x) and 

OH~ (x K(x). (38) ~)= 

Furthermore, x .  will be a (locally) stable equilibrium of the closed loop. 
It will be asymptotically stable if, in addition, the largest invariant set 
under the closed-loop dynamics contained in 

ze /~nnB I  [-b~z ] ~ ( x ) - ~ - z  ( x ) = ~  

equals {x. }. 

R e m a r k  17. From the following simple calculations 

Lr 

f/d = ury  - -~ / (x )  7~(x) (x) +~a  = (39) 

and the fact that  ~d(X) = ~ a ( x )  + ~ (x ) ,  we have that  

T OH OHa 1 
~(x)  ~ (~) - (40) H. = - C y  - [2-O-~-(x) + -gU~ (:~) ] 

[ OHd (x)] TTia(X)~(X). 

Consequently, if T~a(X) = 0 and the natural  damping ~ ( x )  satisfies the con- 
dition 

7~(x) ~ ( ~ )  = o, 
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then the new PBC is an energy balancing PBC. This is exactly the same 
condition that  we obtained in the previous section. 
R e m a r k  18. In a series of papers, we have shown that ,  in many practi- 
cal applications, the desired interconnection and damping matrices can be 
judiciously chosen by invoking physical considerations. The existing applica- 
tions of interconnection and damping assignment PBC include mass-balance 
systems [18], electrical motors [19], power systems [20], magnetic levitation 
systems [21], underactuated mechanical systems [28], and power converters 
[22]. In the next section we present in detail a magnetic levitation system 
and refer the reader to the references cited above for additional examples 
that  illustrate the generality of the new approach. 
R e m a r k  19. An interesting alternative to the Hamiltonian description of 
actuated mechanical systems is the Lagrangian description, with the La- 
grangian being given by the difference of the kinetic and the potential energy. 
In this framework it is natural to pose the problem of when and how a state 
feedback for the actuation inputs can be designed such that  the closed-loop 
system is again a Lagrangian system with a "desired" Lagrangian (as well 
as a desired damping). This line of research, called the technique of "con- 
trolled Lagrangians" was developed in a series of papers by Bloch et al. (e.g., 
[29,36], and followed up in [37] and [38]). The relation of these approaches to 
the approach of interconnection and damping assignment for port-controlled 
Hamiltonian systems taken in the present paper is rather straightforward. In 
particular, it is possible to show tha t  modifying the kinetic energy of a me- 
chanical system without affecting the potential energy nor the damping (as 
done in [29]) is tan tamount- - in  our formulat ion--to selecting the closed-loop 
interconnection matrix as 

[ 0 Mdl(q)M(q)] 
Jd(q,P) = _M(q)Mdl(q) Z(q,p) 

where Md(q), M(q) are the closed-loop ("modified") and open-loop inertia 
matrices, respectively, and the elements of Z(q, p) are computed as 

Z(q,p)i,j ~- --pTM-l(q)Md(q) [ (MdlM) .  i, ( M d l M ) - j ]  (q) (41) 

with ( M dl M ) .  i the i - th  column of MdlM and [., .] the standard Lie bracket, 
see [2]. Furthermore, the addition of damping in the Lagrangian framework 
corresponds to damping assignment in the Hamiltonian case, while shaping 
the potential energy clearly fits within the shaping of the Hamiltonian. Hence 
we may conclude that  the method of the "controlled Lagrangians" for actu- 
ated mechanical is a special case of our approach for the port-controlled 
Hamiltonian description of these systems. For example, in our approach the 
closed-loop interconnection matrix Jg can be chosen much more general than 
in (41). On the other hand, the freedom in choosing Jd may be so over- 
whehningly rich that  it is useful to have more specific subclasses of possible 
interconnection structure matrices like the one in (41) at hand. In general it 
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seems of interest to investigate more deeply the embedding of the technique 
of controlled Lagrangians within our approach, also in relation to issues of 
" integrabil i ty ' ,  in particular the satisfaction of Jacobi-identity for Jd. 

7 M a g n e t i c  L e v i t a t i o n  S y s t e m  

7.1 M o d e l  

Consider the system of Fig. 3 consisting of an iron ball in a vertical mag- 
netic field created by a single electromagnet. Here we adopt the standard 
assumption of unsaturated flux; tha t  is, A = L(O)i, where A is the flux, 0 is 
the difference between the position of the center of the ball and its nominal 
position, with the 0-axis oriented downward, i is the current, and L(O) de- 
notes the value of the inductance. The dynamics of the system is obtained 
by invoking Kirchoff's voltage law and Newton's second law as 

~ + R i  = u 

mO = F - rng 

where m is the mass of the ball, R is the coil resistance, and F is the force 
created by the electromagnet, which is given by 

1 0 L  (0)i2. 
F =  -~ O- ~ 

A suitable approximation for the inductance (in the domain - o o  < 0 < 1) is 
L(O) = ~-0, where k is some positive constant tha t  depends on the number 
of coil turns, and we have normalized the nominal gap to one. 

To obtain a port-control led Hamiltonian model, we define the state vari- 
ables as x = [A, 0, rn~)] T. The Hamiltonian function is given as 

H(x)  = 1 ( 1 - - x 2 ) x ~ +  2~lmx3 2 +rngx2 

and the port-control led Hamiltonian model becomes 

:~ = (!i [i] o 1 | -  |ooo| |  
-lOj L~176176 

Given a constant desired position for the ball x2,, the equilibrium we want 
to stabilize is x ,  = [ 2kv/~g,  x2,, 0] -r. 
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t i 

Fig. 3. Levitated ball (y = 0). 

7.2 Changing the Interconnection 

Next we show that,  with the natural interconnection matrix of the system J,  
it is not possible to stabilize the desired equilibrium point with the proposed 
methodology; hence it is necessary to modify J. Toward this end, we observe 
that  the key PDE to be solved (31) yields 

{ - /~Kl(X) =/~(x) 
(J  - n ) K ( x )  = g~(x)  r  K2(x )  = 0 

K 3 ( x )  = 0 

with K(x) defined as (38). This means that  the function Ha(x) can only 
depend on xl.  Thus the resulting Lyapunov function would be of the form 

Hd(x) = 2 ~ ( 1 -  x2)x~ + ~--~x32 + mgx2 + Ha(x1) 

Even though, with a suitable selection of Ha(x1), we can satisfy the equi- 
librium assignment condition of Proposition 4, the Hessian will be defined 
a s  

02Ha, , +--5~ ~ 1 ) - ~  0 
= x~. 0 k ~x) 0 0 

which is sign indefinite for all Ha(xl). It can actually be shown that  the 
equilibrium is not stable. 
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The source of the problem is the lack of an effective coupling between the 
electrical and mechanical subsystems.  Indeed, the interconnection mat r ix  J 
only couples position with velocity. To overcome this problem, we propose to 
enforce a coupling between the flux xl and the velocity x3; thus we propose 
the desired interconnection mat r ix  [!0 --Ct 

gd = 0 
--1 

where c~ is a constant to be defined. Now, the key equation (37) becomes 
(with 7~a = 0) 

--/~/(I(X) = --X3 + ~(:C) 
m 

K3(x ) = 0 

aK1(x)  - K 2 ( x )  = - ~ ( 1  - x2)xl .  

The first equation defines the control signal, whereas the last one can be 
readily solved (e.g., using symbolic programming languages) as 

Ha(x)  = 1 3 ~k 1 ~--~Xl -F X12(X2 -- 1) Jr- ~J~i(X2 -t- --Xl)0~ 

where 4(.) is an arbi t rary  continuous differentiable function. This function 
must  be chosen to satisfy the equilibrium assignment and Lyapunov  stabili ty 
conditions of Proposit ion 4; tha t  is, to assign a strict min imum at :c. to the 
new Lyapunov function 

Hd(X) = ~ z l  3 + ~1x32  + mgx2 + ~(x2 + lxl)'o~ 

I t  is easy to verify [21] tha t  a suitable choice is given by 

1 b 1 
(ilb(x2 Jr- --Z1)oL m_ mg[ - - (~  2 Jr 2~1) -I- ~('~2 -t- ~'1) 2] 

A 
where 2i = :Ci - x i . ,  i = 1,2, and c~, b > 0. 

In conclusion, we have shown tha t  the control law 

c~ R 1 2 
u = ~-R(1 - x 2 ) x ,  - K . (  .~1 +~c2) - re--:Ca --o~ (~s - r a g )  (42) 

stabilizes the equilibrium point x .  for all Kp, a > 0, where we have defined a 
new constant  Kp. I t  can be further  established tha t  stabili ty is asymptot ic ,  
and an est imate of the domain of a t t rac t ion can be readily determined.  
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7.3 Changing the Damping 

A closer inspection of the control law (42) provides further insight tha t  helps 
in its commissioning and leads to its simplification. The first r ight-hand term 
equals Ri; thus it cancels the voltage drop along the resistance. The second 
and third r ight-hand terms are linear proportional and derivative actions, 
respectively. Finally, the last term, which is proportional to acceleration, con- 
tains an undesirable nonlinearity tha t  might saturate  the control action. [We 
should note that  the effect of the quadratic nonlinearity cannot  be reduced 
without sacrificing the convergence rate, as can be seen from the dependence 
of the PD terms on a.] With the intent of removing this term, we propose to 
shuffle the damping, namely, to remove it from the electrical subsystem and 
add it up in the position coordinate; that  is, we propose the added damping 
matr ix 

r R0 ] ~a = 0 Ra 
[ 0  0 

where Ra is some positive number. Applying again the technique of Proposi- 
tion 4, we can show that  stabilization is possible with the simplified control 
law 

u~- -~-(1-x2)xl - t ( p ( l x l - b X 2 ) -  ( m "~ KpRa) x3. 

where we have now defined Kp ~ b~ Compare with (42). =~-~-. 

8 Concluding Remarks 

We have given a tutorial presentation of a control design approach for phys- 
ical systems based on energy considerations that  has been developed by the 
authors of the present article, as well as by some other researchers cited in the 
references, in the last few years. The main premise of this approach is tha t  the 
fundamental  concept of energy is lost in the signal processing perspective of 
most modern control techniques, hence we present an alternative viewpoint 
which focuses on interconnection. The choice of a suitable description of the 
system is essential for this research; thus we have adopted port  controlled 
Hamiltonian models which provide a classification of the variables and the 
equations into those associated with phenomenological properties and those 
defining the interconnection structure related to the exchanges of energy. 

There are many possible extensions and refinements to the theory we have 
presented in this article. Some of these topics, and the lines of research we are 
pursuing to address them, may be found in [8]. Central among the various 
open issues that  need to be clarified one finds, of course, the solvability of 
the PDE (37). Although we have shown that  the added degrees of freedom 
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(J~(x),Tia(x))  can help us in its solution, it would be desirable to have a 
bet ter  understanding of their effect, tha t  would lead to a more systematic  
procedure in their design. For general por t -control led  Hamil tonian systems 
this is, we believe, a far-reaching problem. Hence, we might want to s tudy it 
first for specific classes of physical ly-mot ivated systems. 

Solving new problems is, of course, the final test  for the usefulness of 
a new theory. Our list of references witnesses to the breadth  of application 
of our approach,  hence we tend to believe tha t  this aspect  has been amply  
covered by our work. 
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Geometr ic  Mode l ing  of mechanical  Sys tems  
for Interactive Control  

Stefano Stramigioli 
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1 M o d e l i n g  of  M e c h a n i c a l  S y s t e m s  

Mechanical systems are in general much more complex than  other physical 
systems because they bring with them the geometry  of space. By modeling 
this geometry with proper tools like Lie groups [1] and screw theory[2], nice 
structures and properties can be specified for spatial  mechanical systems. In 
this section we will review basic tools of Lie groups and screw theory for 
the modeling of rigid mechanical systems. In this work we explain mechanics 
using matr ix  Lie groups for didactical reasons. All the presented concept 
could be also introduced with more abst ract  Lie groups. 

1.1 Introduction to Lie-groups 

A manifold is intuitively a smooth space which is locally homeomorphic  to 
IR ~ and brings with itself nice differentiability properties.  Proper  definitions 
of manifolds can be found on [3,4]. A group is an algebraical s t ructure  defined 
on a set. Definitions of groups can be found on any basic book of algebra. 

A Lie group is a group, whose set on which the operat ion are defined is 
a manifold G. This manifold ~ has therefore a special point 'e '  which is the 
identity of the group. 

Using the s tructure of the group, and by denoting the group operat ion as: 

o : Q x G - - + 6  ;; (h,9)~--'shog, 

we can define two mappings within the group which are called respectively 
left and right mapping: 

Lg :~ - -+  G ; h~+goh (1) 

and 

Rg:Q--~G; h~--~hog (2) 

As we will see later the differential of these mappings  at the identity, plays 
an impor tant  role in the s tudy of mechanics. 
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The  tangent  space TeG to G at e, which is indicated with 9, has further- 
more the s t ructure  of a Lie algebra which is nothing else than  a vector space g 
together  with an internal, skew-symmetric  operat ion called the commutator :  

[,] : I~ X ~ --~ ~ ; ( g l , g 2 )  I--~ [g l ,g2]  (3) 

For 9 to be a Lie algebra, the commuta to r  should fur thermore satisfy what  
is called the Jacoby identity: 

[gl, [g2, g3]] --~ [g2, [g3, gl]] -~- [g3, [gl, g2]] = 0 ~]gl, g2, g3 E ~ (4) 

Lie groups are impor tan t  because we can use them as acting on a manifold 
M ,  which in our case will be the Euclidean space. An action of G on A4, is 
a smooth  application of the following form: 

a : 6 x J~  --> 2~[ 

such tha t  

a(e, x) -~ x Vx C .h4, 

and 

a(gl, a(g2, x))  = a(glg2, x) Vx E M ,  gl, g2 C G. 

This means tha t  an action is somehow compatible  with the group on which 
it is defined. 

1.2 M a t r i x  Lie  g r o u p s  

For a lot of fundamental  reasons like Ado's  theorem [5], mat r ix  algebras are 
excellent representatives for any finite dimensional group like the ones we 
need for rigid body mechanisms. 

A matr ix  Lie group is a group whose elements are square matr ices and 
in which the composi t ion  operat ion of the group corresponds to the mat r ix  
product .  The most  general real mat r ix  group is GL(n)  which represents the 
group of non singular n x n real matrices.  This is clearly a group since the 
identity matr ix  represents the identity element of the group, for each matr ix ,  
there is an inverse, and matr ix  multiplication is associative. We will now 
analyse more in detail features and operat ions of mat r ix  Lie groups. 

Le f t  a n d  R i g h t  m a p s  If  we consider a matr ix  Lie group ~, the operat ions 
of left and right t ranslat ion clearly become: 

L c ( H )  = G H  and RG(H)  = HG.  

We can now consider how velocities are mapped  using the previous maps.  
Suppose tha t  we want to map a velocity vector /:/ E TuG to a velocity 
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vector in TGH ~ using the left translation and to a vector in THaU using 
right translation. We obtain: 

(LG). (H, i-I) = (GH, G[-I) and (Ra).  (H, ~I) = (HG, JIG) 

In particular, if we take a reference velocity at the identity, we obtain: 

(La) . ( I ,T )  = (G, GT) and (Ra) . ( I ,T )  = (G, TG) 

where T C 9. With an abuse of notation, we will often indicate: 

(La).  T = GT and (Re) .  T = TG 

when it is clear that  we consider mappings from the identity of the group. 
On a Lie group, we can define left invariant or right invariant vector fields. 
These vector fields are such that  the differential of the left invariant and right 
invariant map leaves them invariant. If we indicate with 

V : G -~ T G  ; x ~ ( x , v )  

a smooth vector field on the Lie group ~, we say that  this vector field is left 
invariant if: 

V(Lg(h)) = (Lg).V(h) Y.q,h e G, 

and similarly it is right invariant if: 

V(Rg(h)) = (Rg).V(h) Vg E ~. 

For a matrix group, if we take in the previous definitions h = I we obtain 
respectively: 

V(G) = GTL and V(G) = TRG 

where we indicated the representative of the left and right invariant vector 
fields at the identity with TL and TR. We can conclude from this that  any 
left or right invariant vector field is characterized completely by its value at 
the identity of the group. We could now ask ourself: what are the integrals 
of a left or invariant vector field? From what just said, the integral of a left 
invariant vector field, can be calculated as the integral of the following matrix 
differential equation: 

d = GTL  ~ a ( t )  = a (O)e  rL~ (5) 

where TL is the value of the vector field at the identity. In a similar way, the 
integral of a right invariant vector field is: 

= TRG ~ G( t )  = e T ~ a ( 0 ) .  (6) 
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From this it is possible to conclude tha t  if we take an element T E 0, its 
left and right integral curves passing through the identity coincide and they 
represent the exponential  map  from the Lie algebra to the Lie group: 

e : o -~ ~; T ~--~ e T. 

It  is easy to show, and impor tan t  to notice, tha t  integral curves passing 
through points H = e TI of right and left invariant vector fields which have 
as representative in the identity T2, are coincident iff eT~e T2 -= eT~e T1 which 
is true iff IT1, T~] = 0, where the last operat ion is the c o m m u t a t o r  of the 
Lie algebra. But  how does the commuta to r  look like for a mat r ix  Lie algebra 
? Being a Lie group a manifold, we can compute  the Lie brackets of vector 
fields on the manifold. Fhrthermore,  we know tha t  elements of the Lie algebra 
~j have a left and right vector field associated to them. We can than  calculate 
the Lie bracket of two left or right invariant vector fields, and if the solution 
is still left or right invariant, consider the value of the resulting vector field 
at the identity as the solution of the commuta tor .  We will s ta r t  with the left 
invariant case first. Consider we are in a point G(t) E G at  t ime t. If  we have 
two left invariant vector fields characterized by T1,T2 E O, the Lie bracket  
of these two vector fields, can be calculated by moving from G(t) along the 
vector field correspondent  to T1 for Vrs time, than  along the one correspondent  
to T2, than along -T1  and eventually along -T2 .  In mathemat ica l  te rms we 
have: 

G(t + v~)  = G(t)e Tl"fi -+ G(t + 2v~)  = G(t + v~)e  T2v~ 

a ( t  + 3v~) = ~( t  + 2vq)e -~I"~ -~ C(t + 4v~) = C(t + 3vq)~ - T 2 ~  -~ 

G(t + 4v~)  = G(t)eT"fieT2"fie-TlV~e -T2v~ (7) 

If we look at d G ( t  + 4v/S) l~=0, we can approximate  the exponentials  with 
the first low order terms and we obtain: 

(( . )  G(t + 4x/~) ~ G(t) I + T l v ~  + ~ - s  I + T2v~ + L~s  

(I- TIv~ q- T-~ 8) (I- T2v~-}- T~2 8) ) 
~- G(t)(I  + (T1T2 - T2T1)s + o(s)) (8) 

which implies 

d a ( t  + 4v~)  ~=o = G(t)(TIT2 - T2T,). 

From the previous equation, we can conclude tha t  the resulting vector field 
is still left invariant and it is characterized by the Lie algebra element T1T2 - 
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T2T1. We can therefore define the c o m m u t a t o r  based on left invariant  vector  
fields as: 

[T1, T2]L = TITe - T2T1. 

With  similar reasoning, it is possible to show for r ight invariant  vector  fields 
that: 

d G(t + 4v~)t .=o = (T2T~ - T~T2)G(t). 

and therefore,  in this case: 

[T~, T2]n = T2T~ - TIT2.  

We have therefore tha t :  

[TI,T2]L = - [T1,T2]R.  

In the l i terature,  [, ]L is used as the s t andard  c o m m u t a t o r  and we will adap t  
this convention.  

M a t r i x  G r o u p  A c t i o n s  A group act ion we can consider for an n dimen- 
sional mat r ix  Lie group is the linear opera t ion  on 11{ '~ . We can therefore define 
as an action: 

a(G,P)  = G P  G E 6, P E IR '~ 

It  is easy to see tha t  this group act ion trivially satisfies all the propert ies  
required. 

A d j o i n t  r e p r e s e n t a t i o n  Using the left and right maps,  we can define what  
is called the conjugat ion  map  as Kg :=  R~-~L~ which for mat r ix  groups  
results: 

KG : ~ --+ G ; H ~-+ G H G  -1. 

But  what  is the impor tance  of this conjugat ion  map  ? To answer this question, 
we need the mat r ix  group action. Suppose we have a cer tain element H C 
such tha t  Q = H P  where Q , P  E IR n. W h a t  happens  if we move all the 
points  of IR n and therefore also Q and P using an element  of G ? W h a t  
will the cor responding  m a pp i ng  of H look like ? If we have Q '  = GQ and 
P' = GP,  it is s t ra ight  forward to see that :  

(2' = K a ( H ) P ' .  

The  conjugat ion  map  is therefore related to global mot ions  or equivalently 
changes of coordinates .  We clearly have tha t  K c ( I )  = I and therefore the 
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S P (p- q) ~ (m - l) 

Fig. 1. The definition of a free vector 

J 
m 

differential of Kc;O at the identity is a Lie algebra endomorphism. This linear 
map is called the Adjoint group representation: 

Ado; : 9 -+ $ ; T ~-~ G T G - 1 .  

The Adjoint representation of the group shows how an infinitesimal motion 
changes moving tile references of a finite amount  G. Eventually, it is possible 
to consider the derivative of the previous map at the identity 

adT d Ader~ 
:= ds Is=0" 

This map is called the adjoint representation of the Lie algebra and it, is a 
map of the form: 

adT : g --+ g T E 9 

If we use the definitions we can see that: 

d AdeT~,To = e e T ' S T 2 e  -T'~ = T,  T2 - T2TI = [T,,T2IL 
ds " s=O as Is=o 

which shows that:  

adw~ T2 = IT1, T2] n (9) 

1.3 E u c l i d e a n  space  a n d  m o t i o n s  

It is now possible to use tile matrix Lie group concepts developed in the 
previous section for the study of rigid body motions. We will start by talking 
about Euclidean spaces. 

An n dimensional Euclidean space s is characterized by a scalar prod- 
uct which allows to define orthogonality of vectors and their lengths. We can 
consider the relative position of two points p, q C E(n) as a vector (p - q) 
directed from q to p in the usual way as reported in Fig. 1. In projective 
terms, such a vector can be interpreted as a vector belonging to the improper 
hyperplane [6]. The set of these free vectors will be indicated with C.(n). 
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These vectors are called "free" because they are free to be  moved around 
parallelly without  being bound to a point (see Fig. 1). 

If  we constrain these vectors only to move along the line they span, we 
get the concept of line vectors which are characterized by a straight  line in g 
plus a direction and a module. These kind of vectors are also called rotors for 
reasons which will become clear later on. A line vector is completely defined 
by a pair (p, v) E g • g.  giving a point on the line and a vector specifying the 
direction and module. Clearly we have the following equivalence relation: 

(pl,Vl) ~ (p2,v2) i f fvl  = V2,3A s.t. (/)1 --P2) = .'~Vi. 

The scalar product  which characterizes the EuclidEan space is a function of 
the following form: 

( , ) :  E.(n)  • E.(n) - ,  ~ ;  (v, to) ~ (v, to), 

and satisfies the usual propert ies of an internal product.  We can fur thermore  
define the distance d(p, q) of p from q in the usual way as as the length of 
(p - q) e g.:  

and the orthogonali ty of vectors v, w r 0 in the following way: 

v •  *~ (v, w)  = O. 

The cosine can be than defined as 

cosvZto . -  (v, to) 
IIv]l " I l to l l '  

C o o r d i n a t e  s y s t e m s  For the Euclidean space g(n) ,  a coordinate system is 
an (n + 1)-tuple: 

�9 o := (o, e l , e ~ , . . . , e n )  e E(n) •  • E.(~) 

n t i m e s  

such that  e l , .  �9 e,~ are linear independent vectors and form therefore a base 
for g. .  Furthermore,  the coordinates systems is or thonormal  if 

lleill = 1 Vi (unit vectors) 

and 

(ei,ej} = 0 Vi ~ j (orthogonality).  

The  coordinates of a point p E g are real numbers  and calculated as: 

xi = ( ( p - o i ) , e i )  e I~ Vi. 
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In a similar way, the coordina tes  of a vector  v E g ,  are 

Xi = (V, ei)  C 1~ Vi.  

If  we consider the three dimensional  Eucl idean space g(3)  we usual ly indicate  
for an o r thonorma l  coordina te  sys tem ~ :=  el,  9 :=  e2 and  k :=  e3. In  all 
what  follows we will implicit ly assume to be using o r t h o n o r m a l  coord ina te  
systems. 

For any Car tes ian  coord ina te  sys tem g'i = (oi, Yci, ~)i, ki), we can define a 
coord ina te  mapp ing  as: 

\((~ o,), ~>1 
It is then possible to define a change of coordinates  f rom a reference sys tem 
k~ to a reference sys tem ~'l: 

P2 = ( r  r  1) 

which is a mapp ing  like 

- - 1  

R 3 r > 8(3) % N a ; p~ ~+ p ~+ p2 

R o t a t i o n s  We can now consider the changes of coord ina tes  between two 
reference frames ~1 and g'2 which have the origin in common.  We have tha t :  (x 1 

p~ = yl = r  = | ( ( p - o ~ ) , 9 1 ) |  
Zl ~k((P -- 01) ,  2~1)/ 

or equivalently 

(p - ol)  = Xl:~l  -t- Y1~)1 -t- Z1Z1 

with x l ,  Yl, zt C R and xl ,  91,2t C g , .  Similarly, for p2 E R a, we have: 

z: \ ( ( p  - o2), z2>/ 

and since for hypothes is  ol = 02, using the  expression of  ( p -  ol)  in ~Pl, we 
have tha t  

(1 Y2 = 
z2 

(Xl~?l + YH)I + z l~ l ,~)2) |  : 
(Zl~h + y191 + zl&, ~2)] 

xl (~1, ~2) + y~ (91, ~2) + z~ (&, ~2) ] 
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which in matr ix  form gives: 

z:+ \(:+,,++) \ z , ]  

We indieate the previous matr ix  with R~ which represents a change of coor- 
dinates from q~t to k~2. It  is impor tant  to note that  the columns of the matr ix  
arc'. the vector bases of k~l expressed in k~2 and the rows are the vector bases of 
k~2 expressed in gq. Due to tile hypothesis on the or tho-normal i ty  of ~/q and 
~P2, we can conclude therefore tha t  the matr ix  R~ is an or thonormal  matrix.  
For example,  a change of coordinates due to a rotat ion of 0 around Yt is such 
that:  

R~ 
\ -  sin(O) o cos(O)] 

It is possible to see that  the set of matrices satisfying R-1  = R'r  is a three di- 
mensional matr ix  Lie group which is called orthonormal  group and indicated 
with 0(3) .  Since R T R  = I V R  E 0(3) ,  for the rule on the de terminant  of the 
product ,  it is clear tha t  the de terminant  of any mat r ix  in 0 (3)  can be +1. 
This shows that  0(3)  is composed of two disjointed components ,  one whose 
matrices have determinant  equal to - 1  which is not a group by itself, and 
one called special orthonormal  group indicated with SO(3) of the matrices 
with determinant  equal to 1 which is clearly a matr ix  Lie group: 

S O ( 3 )  = { R  ~ I~ 3•  s . t .  R - i  = R T , d e t  R = 1}. 

It is now possible to investigate how the elements of the Lie algebra of SO(3),  
which is denoted with 90(3), look like. From the theory on left and right 
invariant vector fields, Eq. (5) and Eq. (6), we can see tha t  elements of the 
algebra should look like TL = R -1 [~ or like TR = / ~ R  -1 for any curve R( t )  C 
S 0 ( 3 ) .  But since R -1 = R T, if we differentiate the equat ion R T R  = I we 
obtain: 

~ 7 " R  -~- RTI~ ,  : 0 ~ R T / ' ~  : + ( R : / ' R )  "1" 

and therefore the matr ix  TL is skew-symmetric.  Similarly it can be shown 
that  Ta  is also skew-symmetric.  This shows tha t  so(3) is the vector space 
of skew-symmetric  matrices.  Note tha t  due to the s t ructure  of the matr ix  
commuta to r  of the algebra, the commuta t ion  of skew-symmetr ic  matrices is 
still skew-symmetric.  

There is a bijective relation between 3 x 3 skew-symmetr ic  matrices and 
3 vectors. We will use the following notation: 

x =  X2 : : ~ X =  x 3 0 -- 1 �9 

x 3 - -X  2 x 1 
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This reflects the usual notation for the vector product  in I1~3: 

x A y = 5:y V x ,  y E ~ 3 . 

It  is straight forward to see that  the algebra mat r ix  commuta to r  of so(3) 
corresponds to the vector product  of the corresponding three vectors: 

[&~, o:.,,,] = (o.,~ s o.,,,) W~, w,, E ~3. 

The elements of s0(3) correspond to the angular velocity of the frames whose 
relative change of coordinates is represented by the matr ix  R~ E SO(3).  We 
will analyse in more detail the general case with also translations.  Before 
proceeding with general motions, it is impor tan t  to s tate  tha t  a lot of other 
representations of rotations exists beside SO(3).  Some examples are the group 
of unit quaternions which is isomorphic to another  Lie group SU(2) which 
is called special unitary group. They both double cover SO(3) and they are 
topologically speaking simply connected. SO(3) is instead not contractible 
and it is a typical example of a non simply connected manifold 'wi thout  
holes'. 

V e c t o r  p r o d u c t  It  is often a misconception tha t  the vector product  in ttlree 
space is an ext ra  s t ructure  which is defined on ~, beside the scalar product .  
This is NOT the case. The vector product  is instead a consequence of the 
fact that  for ~ the Lie group of rotat ions SO(3) can be intrinsically defined. 
As we have just seen, the Lie algebra 50(3) has a commuta to r  defined on it 
and therefore, if we find an intrinsic bijection between s0(3) and C, we can 
t ranspor t  the comnmta t ion  operat ion defined in so(3) to s  and obtain the 
vector product.  

It  is possible to find two bijections in the following way. A vector of E, is 
characterized by a direction d, an orientat ion v and a module m. All element 
of s0(3) represents an angular velocity. It  is possible to see tha t  any angular  
motion leaves a line d' invariant. This  is the first step in this bijection: the 
vector of E, which we associate to a vector in 50(3) will have as direction 
the line left invariant by this rotat ion (d = d'). We still need a module and 
an orientation. It is possible to show, tha t  there exists a positive definite 
metric on so(3) which is defined using what  is called the killing fo rm [7]. 
We can therefore choose as m the module of the angular velocity vector 
calculated using the metric on so(3). The  only choice we are left with is for 
the orientation. We clearly have two possible choices to orient the line. If we 
look at the rotat ion motion around its axis as a clockwise motion, we can 
orient the line as going away from us or as coming toward us. In the first case 
we say that  we choose a right handed orientat ion and in the second case a 
left handed orientation. 

Notice tha t  if we look at this motion through a mirror,  the orientat ion 
is changed because for the same rotat ional  motion a line oriented toward 
the mirror will be seen through the mirror  as a line oriented in the opposi te  
direction. This is called a reflection. 
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Fig. 2. A general change of coordinates 
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G e n e r a l  m o t i o n s  Consider the coordinate systems reported in Fig. 2. Wha t  
is an expression representing the change of coordinates pl __~ p2 where we 
denoted with pi E R a the numerical expression of p in ~'i? First notice tha t  
p2 E ]~3 is the numerical vector of the coordinates of (p - 02) E g.  expressed 
in the frame 'P2. From Fig. 2 we can see that:  

(p - 02) = ( p -  o , ) + ( o l  - 02).  

Furthermore,  it is possible to see that:  

where p~ is the vector (ol - 0 2 )  expressed in k~2 and R~ C SO(3) is the change 
of coordinate matr ix  if ol and 02 would be coincident. We can also write the 
change of coordinates in matr ix  form: 

The previous matr ix  which will be denoted with H~ E •4x4 is called a 
homogeneous matrix: 

and represents the change of coordinates from ~l to ~02. Notice tha t  we now 
have a four dimensional vector of coordinates for each point whose last com- 
ponent is equal to 1. This is interpretable in projective geometric te rms as 
a projective point. Notice that  sequential changes of coordinates can be now 
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easily expressed using matr ix multiplications using what is sometimes called 
the chain rule: 

H 4 = T J 4 ~ j 3  r J  2 
~ 3 ~ 2 ~ 1  �9 

It is important  to note tha t  the product  of homogeneous matrices is still a 
homogeneous matr ix  and furthermore: 

H a = ( H ~ ) - '  = \ 03 

which shows that  the inverse is again a homogeneous matrix. This shows that 
the set of homogeneous matrices is a matr ix Lie group which is called the 
special Euclidean group: 

Since SE(3)  is a matr ix Lie group, we can map velocities/:/J E TH[SE(3 ) to 

5r either with left or right translations. But how do the elements of ~r 
look like ? It is possible to see that:  

~ r t h e r m o r e ,  the algebra commutator  of 5r is such that  since Ti := ( o i  ~ )  E 

5e(3) then: 

= 

' 0 " 

T w i s t s  We have seen that  elements of 5r are 4 • 4 matrices of a specific 
form. We can uniquely associate to each of these matrices a six dimensional 
equivalent vector representation such that  

We have therefore both a matr ix and a vector representation for 5c(3). Ele- 
ments of so(3) are called twists in mechanics and they represent the velocity 
of a rigid body motion geometrically. To understand this, we must look at the 
action of elements of SE(3)  on points of It~ 3 . Consider ANY point p not mov- 
ing with respect to the reference frame q~i. If we indicate with p~ its numerical 
representation in ~ ,  this means t h a t / ~  = 0. Take now a second reference q~j 
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Transport T /){ I bj INotation 
i 

Left 'T = H~t/{ 'H j = H{T'/5j = HJ(7"Pi)! T~'J 
R i g h t  ' - " j i '  " j ~ j = T := H, Uj H i = TH~ PJ T(H~P') T?'~ 

Table  1. The used notation for twists. 
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possibly moving with respect to ~i- By looking at the change of coordinates 
and differentiating, we obtain: 

PJ-=-~IJiP i w h e r e w e d e n o t e d  Pk:= (Plk) k-=i,j 

and HI  e SE(3) .  We can now transport  /:/J to the identity either by left 
or right translation. If we do so, we obtain the two possibilities reported in 
Tab. 1. In the case we consider the left translation, working out the terms, 
we obtain: 

pi = Hd (~ pi) 

and using the right translation instead we obtain: 

PJ = ~(H{ pi) 

Prom the previous two expressions and Tab. 1, it is possible to see that  
T~ b,~ represents the motion of g'a with respect to g'~ expressed in frame 0 b. 
Note that  v is NOT the relative velocity of the origins of the coordinate 
systems[ This would not give rise to a geometrical entity! To understand this 
better,  it is worth considering Chasles theorem. This theorem says that  any 
rigid motion can be described as a pure rotation around an axis plus a pure 
translation along the same axis. Using the expression for twists in vector 
form, this can be mathematically expressed as: 

r o t a t i o n  t r a n s l a t i o n  
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where w = [[w I [&. Analyzing the previous formula, it is possible to see tha t  v is 
the velocity of an imaginary point passing through the origin of the coordinate 
system in which the twist is expressed and moving together  with the object.  
The six vector representing the rotat ion is what  we called previously a rotor 
and can be associated to a geometrical line, namely the line passing through 
r and spanned by w which is left invariant by the rotation.  

The  theorem of Chasles is one of the two theorems on which screw theory 
is based because it gives to elements of ~e(3) a real tensorial geometrical  
interpretat ion.  This interpretat ion is the one of a motor or screw which are 
entities characterized by a geometrical line and a scalar called the pitch. This 
pitch relates the ratio of translation and rota t ion along and around the line. 

C h a n g e s  o f  c o o r d i n a t e s  for  t w i s t s  Using the left and right map,  we have 
seen that:  

~.: , j  i " j ~ i j , j  " j  i H j H  i and = = H i Hi. 
It  carl be easily seen that, 

T / , J  : [-]J@i,J [-li 
~ i  ~ i  - ~ j ,  

and this gives an expression for changes of coordinates of twists. This clearly 
corresponds to the adjoint group representat ion introduced at pag.313. It  is 
easier to work with the six dimensional vector form of twists and it is possible 
to see tha t  we can find a matr ix  expression of the adjoint representation: 

T~ 'j = AdttJ ' T] d �9 

It is possible to proof tha t  this mat r ix  representat ion is: 

o) 
Notice tha t  the change of coordinates carl be seen as the change of coordinates 
of the geometrical line associated to the twist using Chasles'  theorem. By 
differentiation of the previous matr ix  as a function of H j we can also find 
an expression for its t ime derivative and the adjoint representat ion of tile 
algebra ad. It  carl be shown that:  

(AdH[ ) = AdH~, adT~'J " i " j  with T~ '3 := H j H i ,  

where 

o ) 

is the adjoint representat ion we where looking for. This can be easily checked 
by testing the relation proved in Eq. (9) for a general matr ix  Lie group. 
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W r e n c h e s  Twists  are the generalization of velocities and are elements of 
se(3). The  dual vector space of se(3) is called the dual Lie algebra and de- 
noted with se*(3). I t  is the vector space of linear opera tors  from sr to ]~. 
This space represents the space of 'forces'  for rigid bodies which are called 
wrenches. The application of a wrench on a twists gives a scalar represent-  
ing the power supplied by the wrench. A wrench in vector form will be a 
6 dimensional row vector since it is a co-vector (linear opera tor  on vectors) 
instead than  a vector. 

w = (m I) 

where m represents a torque and f a linear force. For what  just  said we have: 

Power = W T  

where T is a twist of the object on which the wrench is applied. Clearly, to 
calculate the power, the wrench and the twist have to be numerical vectors 
expressed in the same coordinates and result 

Power = W T  = mw + ]v  

Another representat ion of a wrench in mat r ix  form is: 

How do wrenches t ransform changing coordinate systems ? We have seen tha t  
for twists: 

TJ, �9 = ddg~ Ti. '" 

where 

Suppose to supply power to one body  a t tached to ~Pj by means of a wrench 
which represented in ~vj is WJ. 

Changing coordinates from ~vj to q~i the expression of the supplied power 
should stay constant  and this implies that:  

W i T  j# = WJ Ad,~  T~ 'i = (ddT~ (wY)T)TT]  'i = WiT]  ,` 

which implies tha t  the t ransformat ion of wrenches expressed in vector form 
is: 

(Wi)  T = AdTH{ (WJ) T. 

Note tha t  if the mapping  AdH{ was mapping  twists from ~Pi to ~vj, the trans- 

posed maps  wrenches in the opposite direction: from ~Pj to ~Pi ! This is a direct 
consequence of the fact that  wrenches are duals to twists. 
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(T,W) e se(3) x 5e*(3) 

Fig. 3. The interaction between two mechanical systems 

1.4 Power  Ports  

A basic concept which is needed to talk about  interconnection of physical 
systems is the one of a power port  [8],[9]. With reference to Fig. 3, a power 
port  is the entity which describes the media by means of which subsystems 
can mutually exchange physical energy. Analytically, a power port  can be 
defined by the Cartesian product  of a vector space V and its dual space V*: 

P :-- V x V*. 

Therefore, power ports are pairs (e, f )  E P.  The values of both e and f (effort 
and flow variables) change in time and these values are shared by the two 
subsystems which are exchanging power through the considered port.  The 
power exchanged at a certain time is equal to the intrinsic dual product: 

Power = (e, 3*)- 

This dual product  is intrinsic in the sense that  elements of V* are linear 
operators from V to I~, and therefore, to express the operation, we do not 
need any additional structure than the vector space s tructure of V. 

To talk about  the interconnection of mechanical systems, a proper  choice 
is V = se(3), the space of twists and V* = se*(3) the space of wrenches. 

1.5 Genera l i zed  Port  Contro l l ed  H a m i l t o n i a n  S y s t e m s  

In the standard symplectic Hamiltonian theory, the start ing point is the ex- 
istence of a generalized configuration manifold Q. Based on Q, its co-tangent 
bundle T*Q is introduced which represents the state space to which the 
configuration-momenta pair (q,p) belongs. It is possible to show that  T*Q 
can be naturally given a symplectic structure on the base of which the Hamil- 
tonian dynamics can be expressed [10]. 

A limitation of this approach is that ,  by construction, the dimension of 
the state space T*Q is always even. Moreover, it can be shown that  in general 
the interconnection of Hamiltonian systems in this form does not originate a 
system of the same form. 

These problems can be easily solved with the more general approach in 
the Poisson framework, [5] or more generally using Dirac structures [11]. In 
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this chapter  we will use the Poisson f ramework for the  sake of simplicity. In 
general a GPCHS in the Poisson formulation is characterized by 4 elements: 
(a) a s ta te  manifold X which can be of any dimension, even or odd; (b) an 
interaction vector space V on which a power port  is described as presented in 
Sec. 1.4; (c) a Poisson s t ructure  on 2(; (4) a local vector bundle isomorphism 
[12] between X • V and TX. For the purposes of this work, it is sufficient to 
consider tha t  a Poisson s t ructure  is characterized by a contravar iant  skew- 
symmetr ic  tensor-field J(x) defined on 2(. 

If  we consider a chart  r and the corresponding set of coordinates x for 
2(, and a base B := { b l , . . . ,  bn} for V, we can express a G P C H S  with a set 
of equations of the following form: 

y = ~(x)  0H(x) 

(10) 

(11) 

where u is a representat ion of an element of V in the base B,  J(x) = --JT(x) 
is the skew-symmetr ic  Poisson tensor describing the network s t ruc ture  and 
interconnection of the composing elements, g(x) is the representat ion of the 
fiber bundle isomorphism describing how the system interacts with the ex- 
ternal world and y is the representat ion of an element belonging to the dual 
vector space V* in the dual base of B.  

Any explicit physical conservative element can be given the previous rep- 
resentation. To account for dissipating elements, we can generalize the previ- 
ous form considering a symmetr ic ,  semi-positive definite, two covariant  tensor 
R(x) which can be subtracted from J (x) :  

= (J(x)  - n (x ) )  ~ + g(x)~  

T OH(x) 
y = g ( x )  ~ . (12) 

With this new term, it can be seen tha t  the change in internal energy is: 

~..fi - \ 0x  ) ) b ~ x  
s u p p l i e d  p o w e r  " Y t 

d i s s i p a t e d  p o w e r  

Since R(x) is positive semi-definite, this implies tha t  the internal energy can 
only increase if power is supplied through the ports.  

As an example,  consider the interconnection shown in Fig. 4 of a mass 
representing a robot  with the physical equivalent of a controller implementing 
damping injection as introduced in [13]. 



326 Stefano Stramigioli 

Controller Robot 

I kc k 

b 
F~xt 

Fig. 4. A simple example of interconnection 

The Generalized Hamiltonian model of the "robot" is: 

(p)= (--01 10) (p/Om)+ (7 01) (F~:t) 
(xX.) = (00 11)(p/Om) 

where the port  (u l , y l )  = ( F e x t , X )  represents the interaction por t  of the 
robot  with the environment and (u2,y2) = (Fc,&) the interaction por t  with 

1 p2 where p is the momen ta  1. the controller. The energy function is H ( p )  = 
The physical sys tem representing the "controller" of Fig. 4 can be instead 
represented using the following Generalized Hamil tonian equations with dis- 
sipation: 

(1 = _ i p J m c l  

(! Oo) (x/_1 
+ x~ 

0 /kcAxc~ (-F:) = (0_1010) iPc/mc | 
\ kAx J 

where the port  (ul ,Yl)  = (x , - -Pc)  is used to express the interconnection 
with the "robot" and the por t  (u2,Y2) -- ( x v , - F v )  is used to express the 
interconnection with another system which turns out to be the supervisory 
module, the stored energy is: 

�89 H(Axc,p~, ~x) = ~kc~X~ + kAx 2 + 
2 -~m p~" 

1 It is important to notice that 1 2 ~mv is properly speaking called co-energy instead 
of energy because is a function of v which is not a physical state extensive variable 
[14] 
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It  is shown in [13] tha t  by choosing rnc << m and k >> kc for the controller, 
damping injection can be implemented with pure position measurements.  Fur- 
thermore,  ac tua tor ' s  saturat ion can be handled in a physical way by choosing 
a non linear spring k. 

Any physical system can be modeled in the same way and this is the power 
of GPCHS and their importance to describe the proposed architecture. 

1.6 I n t e r c o n n e c t i o n  o f  G P C H S s  

A very impor tan t  feature of GPCHSs  is tha t  their interconnection is still a 
GPCHS.  To show this, consider two GPCHSs:  

Ri) cOHi ( uli dci =(Ji - " ~xi  + (g{ gO) \u~  (13) 

(y[ '~ ( (g [ )T~  OHi 
yO,) = ~,(giO)T ) OXi i =  1,2. (14) 

The two systems can be interconnected through the interconnection ports  
(u[, y{) by setting: 

Ul I = yJ and u~ = - y ~  (15) 

Note tha t  the minus sign in the previous equation is necessary to be consistent 
with power: Pi I 1 = (ui, Yi ) is the input power of system i and, interconnecting 
the system throw the "I"  ports, we clearly need P1 = - P 2 .  It  is possible to 
see that  the interconnected system results: 

yo/ 

where x = (xl ,x2)  T, H(x)  = Hi(x1)  + H2(x2) the sum of the two energies 
and 

J(x) = _(g~)(g~)T J2 ] '  

R x/ ('0, 0) 
R2 ' 

and 
(go  

g(x) = ~,gO] 

where all dependencies of the matrices have been omi t ted  for clarity. 
It  is possible to conclude that  the interconnected system is therefore again 

a GPCHS with, as ports  the remaining ports.  Fur thermore  the total  energy 
is the sum of the energies of tile two systems. 
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Fig. 5. A biological analogy of the control strategy 

Fig. 6. The System Interconnection 

2 T h e  p r o p o s e d  c o n t r o l  a r c h i t e c t u r e  

The main idea of the proposed scheme is to divide the control in two parts, one 
which controls the real t ime interaction passively and is called Intrinsically 
Passive Control (IPC) and one which takes care of the task decomposition 
and other planning issues. As shown in Fig. 5, the IPC has the role of the 
muscle spindles in biological systems, and the supervisor the neurological role 
of the brain. 

2.1 T h e  I P C  

The IPC is interconnected with the supervisor and the robot  through power 
ports as shown in Fig. 6 where bond-graph notat ion is used. Each bond 
is representing two elements belonging to a vector space and to its dual as 
explained in See. 1.4. With reference to Sec. 1.4, the power port  corresponding 
to the interconnection with the robot is characterized by the vector space V 
being Tq Q where Q is the robot configuration manifold and q is the current 
configuration and therefore the elements of the ports will be pairs of the form 
(q, r )  where r are the joint torques. 

The other port  of the IPC will be connected to the supervisor and in 
general will have a geometric structure such that:  

V = s r  x . . . x s r  

corresponding to a set of twists. This is the case in both [15] and [16]. 
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Fig. 7. Basic idea of an IPC for grasping tasks. 

The IPC will therefore be characterized by the following differential equa- 
tions: 

OtIc T1 
x = ( J ( x )  - + (is) 

W1 = gT(x) + B(x) T1 (19) 

where J(x) is skew symmetric, R(x) positive semi-definite, T1,. �9 �9 Tn are a set 
of interaction twists and WI , . .  �9 I~V,~ a set of the dual interaction wrenches. 
It has been shown in [15] tha t  the feed-through term B(x) is needed in tele- 
manipulation to adapt  the impedance of the line. 

An example of an IPC for the control of a robotic hand is reported in 
Fig. 7. The  shown springs and the spherical object shown in the middle and 
called the virtual object are virtual and implemented by means of control in 
the IPC. The supervisor, by means of twists inputs T 1 , . . . ,  Tn, T~ can change 
the rest length of the springs and the virtual position xv. This schema has 
been also test experimentally and it has given very satisfactory results [16]. 

I n t r i n s i c  P a s s i v i t y  The most important  feature of such a controller is that ,  
in the case in which the supervisor would not supply power to the IPC by 
setting for example T1 = T2 . . . . .  0, the physical robot  together with 
the IPC have a certain amount  of energy, namely Hc + H where H is the 
mechanical energy of the physical robot and He the one of the IPC as it has 
been shown in Sec. 1.6. This energy cannot increase if no power is supplied 
by the environment. This is t rue in ANY situation like bouncing of the robot 
with an object or any kind of changes of contact situations! It is not necessary 
to discriminate between contact  and no-contact situations! 
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Supervisor 1 

( . _  j s2 ~ " s+" t  _J 

Supervisor 2 

Fig. 8. A tele-manipulation Setting 

2.2 T h e  S u p e r v i s o r  

The Supervisor has the role of scheduling and planning and can be considered 
as having the role of the brain in the human analogy. 

Following the grasping example of the previous section, to grasp and move 
an object, we have to 

1. Open the hand 
2. Move around the object 
3. Close the hand (grasp) 
4. Move the object 
5. Open the hand 

�9 All this subtasks can be implemented by means of control signals to the IPC 
by the Supervisor which can supply a controlled amount  of energy to the 
system in order to perform useful tasks. 

A T e l e - m a n i p u l a t i o n  s e t t i n g  In a tele-manipulation setting, the presented 
architecture is still valid, but the role of the supervisor is taken over by a 
human on the other side of a transmission line. 

A perfectly bilateral tele-manipulation system using the presented archi- 
tecture is reported in Fig. 8. This system has been studied and implemented 
experimentally in [15]. 

The environment on one side is tile environment to be manipula ted  and 
the one on the other side is the human which manipulates  the system re- 
motely. 

The port  variables are t ransformed to scattering variables (block Z) to 
preserve passivity even with time varying t ime delays due to the transmis- 
sion line [15]. The supervisor on one side is in this case composed of the 
transmission line, the IPC, tile Robot  and the "Environment" of the other 
side. 

Once again due to the consistent framework using power ports,  passivity 
is preserved in any situation. 
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3 S u m m a r y  

In the first par t  of the paper,  we have introduced the theory of matr ix  Lie 
group to s tudy motions of rigid body mechanisms. This allows to define a 
vector space se(3) and its dual se*(3) which can be used together to talk 
geometrically about  the port  interconnection of raechanical parts .  

In the second par t  a novel architecture has been presented which slightly 
resembles the human physiology. Real t ime behavior is controlled by the In- 
trinsically Passive Controller which corresponds to a virtual physical system. 
The IPC more or less resembles the role of muscle and spindles in biological 
systems. The IPC together with the robot can be seen as a pre-compensated 
robot.  Due to the implementat ion of the IPC  control as a power consistent 
interconnection with the robot to be controlled, passivity is ensured in ANY 
situations if no power is injected by the Supervisor. The s t ructure  of the IPC 
is corresponding to a Por t  Controlled Hamil tonian System with dissipation. 
An example of such an IPC has been given. An impor tan t  point is that  the 
IPC can be really designed using mechanical analogies like springs, dampers  
and masses and then implemented using the theory of interconnection of 
Port  Controlled Hamiltonian Systems. Furthermore,  it has been shown in 
[13] using the theory of Casimir functions tha t  it is possible to implement  
the IPC with only measurements  of positions q and not of velocities. With 
the presented strategy, it is not proper  to talk about  position or force control 
anymore,  because what  it is controlled is actually the behavior  of the system 
and not the position or force at  its interconnection port .  This has the ad- 
vantages of being very robust  with respect to different materials  and object  
with which the robot  interact; just  think about  shaking hand to somebody, 
we never have a perfect model of the person we shake hand with, but the 
interaction is always well behaved. 
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