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Preface

It all began in a highly intertwined way. The golden age of medical micro-
biology, which had its height just before the turn of the 19th century not
only witnessed the discovery of numerous medically important pathogens,
but was also the cradle of immunological research. R. Koch discovered
Bacillus anthracis and Mycobacterium tuberculosis, and was also the first to
describe delayed type hypersensitivity reactions to bacterial products. The
work of L. Pasteur was both instrumental in establishing germ theory, and
also laid the basis for rational vaccine development. E. Behring and S.
Kitasato were not satisfied by their success in obtaining pure cultures of
Clostridium tetani, and went on to develop vaccines against tetanus.
Similarly, the seminal discoveries by E. Metchnikoff of phagocytosis and
by J. Bordet of complement-mediated lysis, and the development of the
side-chain theory by P. Ehrlich, to name but a few, were at the very inter-
face between bacteriology and immunology. Thereafter, however, medical
microbiology and immunology went their own ways.

After a period of quiescence, medical microbiology has been revital-
ized by its amalgamation with molecular genetics and cell biology, to
embark towards an understanding of the molecular cross-talk between
the host cell and the microbial pathogen. Immunology dramatically
broadened its scope from pure antimicrobial defence towards general
topics concerned with its role in homeostasis and pathology within the
mammalian organism. Today, the majority of immunological sub-
disciplines have become virtually independent of their roots. Because of
its broad scope, immunology has had to develop various methodologies
of its own in addition to assimilating strategies from other fields.
Immunology has been at the forefront in the development of several
techniques of general importance. With the discovery of monoclonal anti-
body techniques, ELISA and ELISPOT assays for the detection of
molecules and fluorescence-activated cell sorting (FACS) systems for the
detection and separation of cells have gained general importance. Equally
important is the assimilation of cell biology and molecular genetic
techniques. Therefore, it is hardly possible for immunologists to master
such a broad array of methodologies.

The need for comprehensive manuals on immunological methods has
been fulfilled by several large volumes, including the Immunology Methods
Manual (1. Lefkovits, Academic Press, London, 1997) and Current Protocols
in Immunology (J. E. Coligan, A. Kruisbeek, D. H. Margulies, E. M. Shevach
and W. Strober, Wiley, Chichester, 1995). These are complemented by
more specific books for immunologists and for scientists working in
related fields, such as Antibodies — A Laboratory Manual (E. Harlow and D.
Lane, Cold Spring Harbor Laboratory Press, New York, 1988), the
Laboratory Manual on Manipulating the Mouse Embryo (B. Hogan, R.
Beddington, F. Constantini and E. Lacy, Cold Spring Harbor Laboratory
Press, New York, 1994) and, last not least, the famous standard work on
Molecular Cloning (J. Sambrook, E. F. Fritsch and T. Maniatis, Cold Spring
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Harbor Laboratory Press, New York, 2nd edition, 1989). However, whilst
being invaluable for immunologic laboratories, these manuals are often
too broad for the microbiologist interested in using immunological
methods to analyse host—pathogen relationships. It is these scientists for
whom the present manual has been devised.

Accordingly, in preparing this volume, emphasis was placed on
selection with the risk of bias. Sophisticated immunological techniques, as
well as those mostly used in unrelated fields, such as tumour immunology
or transplantation immunology, were omitted on purpose. Similarly,
general techniques stemming from other fields, but now used widely in
immunology, were omitted because excellent manuals are already avail-
able, and the reader is referred to those. These include general molecular
cloning and cell biology techniques, as well as immunological techniques
of broader application, such as the generation of monoclonal antibodies.

On which methodologies then did we focus? First, emphasis was placed
on immune responses to bacteria, although many of the techniques
described are equally applicable to antiviral and antiprotozoal immunity.
Secondly, focus has been directed towards T cells, macrophages and
cytokines. The T lymphocyte is the central regulator of the anti-infective
immune response and the enormous increase in our knowledge about this
cell has only been made possible by the recent development of appropriate
techniques. T lymphocytes rarely combat infectious agents directly, but
rather do so with the help of macrophages and the dialogue between these
cells is mediated by cytokines. Equally large space, therefore, has been
reserved for the characterization of cytokines and professional phagocytes.
Although in vitro analyses are indispensible in investigating the immune
response against infectious agents, in vivo studies remain of critical
importance. In particular, evaluation of immunization strategies (such as
vaccination) is impossible without appropriate in vivo models. With the
advent of transgenic and gene deletion mouse mutants, novel strategies for
characterizing the role of defined molecules and cells in the in vivo setting
became feasible. Therefore, we considered it essential to include chapters
dealing with various aspects of experimental animal models.

We hope that this manual fills the gap between immunology and
microbiology and helps to re-establish a closer relationship between the
two disciplines. After all, infection is the outcome of the cross-talk
between prokaryotic and eukaryotic cells, and in mammals the immune
system has been given the task of being the major player.

We wish to cordially thank the care given by the editorial staff at
Academic Press, particularly Tessa Picknett and Duncan Fatz, as well as
our secretaries, Rita Mahmoudi and Constanze Taylor, for their great
dedication. Last, but not least, we are grateful to all our colleagues who,
by contributing to this manual, have generously let us share their extra-
ordinary expertise.

Stefan H. E. Kaufmann

Max-Planck-Institute for Infection Biology, Berlin, Germany
Dieter Kabelitz

Paul-Ehrlich Institute, Langen, Germany
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response to infectious agents
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INTRODUCTION

It is the task of the immune system to protect the host against invading
infectious agents and thereby to prevent infectious disease. A plethora of
microbial pathogens exists (i.e. viruses, bacteria, fungi, parasites and
helminths) that have exploited strategies to circumvent an attack by the
immune system. Conversely, the immune system has evolved to provide
appropriate defence mechanisms at various levels of 'non-specific’
(innate) and ‘specific’ (adaptive) immune responses. In many instances,
an appropriate immune response to an infectious agent requires recipro-
cal interactions between components of the innate and the adaptive
immune systems.

The various micro-organisms have developed different strategies to
invade their host. Viruses make use of the host cell’s machinery for repli-
cation and are thus intracellular pathogens. Helminths, the other extreme,
are large organisms that cannot live within host cells, but rather behave as
extracellular pathogens. In between are bacteria, which, depending on the
species, live within or outside host cells, and protozoa where the extracel-
lular or intracellular localization may depend on the stage of their life cycle.

METHODS IN MICROBIOLOGY, VOLUME 25 Copyright © 1998 Academic Press Ltd
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The successful combat of an invading infectious agent largely depends
on the host’s capacity to mount an appropriate protective immune
response. As a consequence, the analysis of such interactions between
host and invading micro-organisms requires a broad spectrum of
immunological methods. This book presents a collection of such methods,
which are particularly useful for the ex vivo and in vitro analysis of murine
and human immune responses towards infectious agents. In this intro-
ductory chapter, a brief overview of the immune defence mechanism
against micro-organisms is given, to provide the reader with a guide to
the subsequent chapters.

THE INNATE IMMUNE SYSTEM

Several defence mechanisms exist that are ready to attack invading micro-
organisms without prior activation or induction. They pre-exist in all indi-
viduals and do not involve antigen-specific immune responses. Hence
they are referred to as components of the innate immune system. Among
these components, the granulocytes, macrophages and their relatives play
an important role, especially during the early phases of the immune
response. Surface epithelia constitute a natural barrier to infectious
agents. Apart from the mechanical barrier, surface epithelia are equipped
with additional chemical features that help to restrain microbial invasion.
Depending on the anatomical localization, such factors include fatty acids
(skin), low pH (stomach), antibacterial peptides (defensins, intestine) and
enzymes (e.g. lysozyme, saliva). Once the pathogen has crossed the pro-
tective epithelial barrier, cellular effector mechanisms are activated.
Granulocytes and mononuclear phagocytes represent the most important
effector cells of the anti-infective immune response. The group of granu-
locytes comprises neutrophils, eosinophils and basophils, all of which
possess high anti-infective activity. Neutrophils phagocytose microbes
and can subsequently kill them. By means of Fc receptors for
immunoglobulin G (IgG) and complement receptors, phagocytosis of
microbes coated by antibodies or complement breakdown products is
improved. Eosinophils and basophils primarily attack extracellular
pathogens, in particular helminths, by releasing toxic effector molecules.
Growth and differentiation of eosinophils are controlled by interleukin-5
(IL-5) and that of basophils by IL-4. These cell types express Fc receptors
for IgE, which provide a bridge between host effector cells and helminths.

The mononuclear phagocytes comprise the tissue macrophages and
the blood monocytes. After activation by cytokines, particularly y-inter-
feron (IFN-Y), mononuclear phagocytes are capable of killing engulfed
micro-organisms. However, in their resting stage, macrophages have a
low antimicrobial potential, and thus are often misused as a habitat by
many bacteria and protozoa. Killing and degradation of these intracellu-
lar pathogens by activated macrophages is achieved by a combination of
different mechanisms. The most important ones are:



® Activated macrophages produce toxic effector molecules, in particular reac-
tive oxygen intermediates (ROI) and reactive nitrogen intermediates (RNI),
which often synergize in killing various intracellular bacteria and protozoa.
Although RNI production is the most potent anti-microbial defence mechan-
ism of murine macrophages, its production by human macrophages is still the
subject of debate. However, an increasing amount of data supports RNI pro-
duction by human macrophages during infectious diseases (MacMicking et dl.,
1997).

® Soon after engulfment of microbes, the phagosome becomes acidic and sub-
sequently fuses with lysosomes. Lysosomal enzymes have an acidic pH opti-
mum, and thus express high activity within the phagolysosome. These
lysosomal enzymes are primarily responsible for microbial degradation (Finlay
and Cossart, 1997).

@ Both the intracellular pathogen and the host cell require iron. Therefore,
depletion of intraphagosomal iron reduces the chance of intracellular survival
for various pathogens (Payne, 1993).

® Tryptophan is an essential amino acid for certain intracellular pathogens, such
as Toxoplasma gondii. Accordingly, rapid degradation of this amino acid impairs
intracellular replication of susceptible pathogens (Pfefferkorn, 1984).

Intracellular pathogens have developed various evasion mechanisms that
prolong their survival inside macrophages. Some even persist within acti-
vated macrophages, although at a markedly reduced level. Listeria mono-
cytogenes and Trypanosoma cruzi egress from the phagosome into the
cytosol, thus escaping intraphagosomal attack (Portnoy et al., 1992).
Several intracellular pathogens, such as Mycobacterium tuberculosis,
remain in the phagosome. However, they prevent phagosome acidifica-
tion and subsequent phagosome-lysosome fusion. To compete for the
intracellular iron pool, some pathogens possess potent iron acquisition
mechanisms and, to avoid killing by ROI or RNI, several microbes pro-
duce detoxifying enzymes. For example, catalase and superoxide dismu-
tase directly inactivate ROI and indirectly impair RNI effects (Kaufmann,
1993).

In summary, living within macrophages provides a niche that protects
intracellular pathogens from humoral attack. Yet, once activated,
macrophages are capable of eradicating many intracellular pathogens and
of restricting growth of more robust ones. Such pathogens may persist for
long periods of time, thus causing chronic infection and disease. In addi-
tion to their role in the non-specific anti-infective host response,
macrophages contribute to the specific immune response against micro-

organisms. Therefore, methods of evaluating the functional capacities of-

murine and human macrophages will be described in the chapters by
Haworth and Gordon (Section II) and Krause et al. (Section III), respec-
tively. Microbial degradation within macrophages delivers pathogen-
derived antigenic fragments (peptides), which enter antigen-processing
pathways and lead to the cell-surface expression of ‘foreign” microbial
antigens in the context of appropriate major histocompatibility complex
(MHC) molecules (Germain and Margulies, 1993; Cresswell, 1994; York
and Rock, 1996). Such antigenic peptides presented by MHC class I or
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class II molecules can then activate specific T lymphocytes. As discussed
by De Groot and colleagues (Section I), the determination of MHC-bind-
ing peptide motifs of immunodominant antigens from infectious micro-
organisms has important implications for vaccine development.

Among the humoral mechanisms of the innate immune system, the
alternative pathway of complement activation is perhaps the most impor-
tant one. While the classical pathway of complement activation requires
the presence of specific antibodies (and hence is delayed upon microbial
infection), the alternative pathway is initiated in the absence of antibod-
ies. A C3b homologue, generated through spontaneous cleavage of C3
present in the plasma, can bind to bacterial surfaces. Factor B of the alter-
native complement pathway binds non-covalently to C3b and is cleaved
by a serum protease factor D, to yield a larger fragment (Bb) and a smaller
fragment (Ba). The lytic pathway is triggered through binding of prop-
erdin (also called factor P) to C3bBb complexes. In contrast to host cells,
bacteria lack complement-controlling membrane proteins such as decay
accelerating factor (DAF; CD55), homologous restriction factor (CD59),
and membrane co-factor protein (CD46) (Liszewski et al., 1996). Through
the C3/C5 convertase activity of the C3bBb complex, further C3 mole-
cules are cleaved, leading to the production of large amounts of C3b
homologues, which bind to bacterial surfaces and initiate the lytic path-
way. Moreover, C3b deposition on microbial surfaces promotes the
microbial uptake via complement receptors. Finally, the complement
breakdown products C4a and C5a are chemo-attractants for phagocytes,
and are, therefore, termed anaphylatoxins. They induce phagocyte
extravasation into foci of microbial implantation.

¢o000¢ THE ADAPTIVE IMMUNE SYSTEM

While the components of the innate immune system are appropriate as a
first line of defence, the adaptive (or specific) immune system is activated
if the invading micro-organism cannot be eliminated, or at least be neu-
tralized, by the above-mentioned non-specific effector mechanisms. Two
major features characterize the adaptive immune system. First, the
immune response is antigen-specific; specificity is made possible through
the use of clonally distributed antigen receptors, i.e. surface Ig on anti-
body-producing B lymphocytes (Reth, 1992) and T-cell receptors (TCR) on
the surface of T lymphocytes (Moss et al., 1992). Secondly, the specific
immune system develops memory. This allows the rapid response of anti-
gen-specific effector cells upon second encounter of the relevant antigen
(Mackay, 1993; Zinkernagel et al., 1996).

B cells recognize antigen in a fashion which is fundamentally different
from that of T cells. The antibody expressed on the B-cell surface (and,
later, secreted by the plasma cell) directly binds to native, soluble antigen.
By virtue of their antibody production, B cells contribute to the humoral
immune defence against extracellular pathogens and neutralize virions
before they enter the host cell. In contrast, T cells recognize antigen only if



itis presented in the context of appropriate MHC molecules on the surface
of antigen-presenting cells (APC). The surface-expressed TCR is non-
covalently associated with the CD3 polypeptide complex, which mediates
signal transduction upon TCR triggering, leading to cytokine gene tran-
scription and T-cell activation (Moss et al., 1992; Chan et al., 1994; Cantrell,
1996).

Two well-defined and some less well-defined subpopulations of T cells
are involved in the specific cell-mediated immune response against infec-
tious agents. The expression of relevant cell-surface molecules allows
their identification and phenotypic characterization by specific mono-
clonal antibodies. Moreover, monoclonal antibodies can be used to separ-
ate subpopulations of cells by fluorescence-activated cell sorting (FACS)
or by using magnetic beads. Accordingly, the chapter by Scheffold and
Radbruch (Section I) is devoted to a detailed description of these tech-
niques. The dominant subsets of mature T cells are characterized by the
reciprocal expression of CD4 and CD8 coreceptors. CD4" T cells recognize
antigen in the context of MHC class II molecules; they produce cytokines
required for efficient activation of leukocytes (notably B cells and
macrophages), and are therefore termed helper cells (Th cells). In contrast,
CD8' T cells recognize antigen in the context of MHC class I molecules;
one of their major tasks is to lyse virus-infected target cells. Hence, they
are termed cytotoxic T lymphocytes (CTL) (Janeway, 1992). The activation
of T cells requires two signals. Signal one is mediated through the
CD3/TCR molecular complex following antigen recognition. Signal two
is a co-stimulatory signal that is delivered through receptor-ligand inter-
actions (Mueller et al., 1989). The major co-stimulatory molecules on anti-
gen-presenting cells are B7.1 (CD80) and B7.2 (CD86). Both molecules can
bind to CD28 on T cells, thereby exerting co-stimulation. In addition,
CTLA4 (CD152) also binds to both ligands. The CD28/CD152 interaction
with CD80/CD86 is complex. Recent evidence indicates that triggering of
CD28 mediates co-stimulation, whereas binding to CD152 delivers an
inhibitory signal (Mueller et al., 1989; Linsley et al., 1994; Walunas et al.,
1994; Krummel and Allison, 1995; Tivol et al., 1995; Lenschow et al., 1996).
An overview of some important cell-surface molecules with relevance to
anti-infective immunity is given in Table 1.

The vast majority of the CD4" and CD8* T cells express a TCR com-
posed of a- and B-chain heterodimers (Bentley and Mariuzza, 1996).
These T cells are termed ‘conventional T cells’. During the last few years,
the existence of additional T-cell subsets has been appreciated. These
include CD4CD8" ‘double-negative’ (DN} T cells, which express either
the o TCR or an alternative TCR composed of Y and & chains.
Furthermore, CD8" T cells expressing the aff TCR restricted by MHC
class I like molecules, as well as CD4" T cells co-expressing the aff TCR
and natural killer (NK) receptors (NK1) have been identified. Increasing
evidence suggests that there is a well-orchestrated interplay between
these subsets with a preponderance of any one of them, depending on the
type of infection.

Infective Agents
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Table |. Cell surface molecules with relevance to anti-infective immunity

Cell surface molecule

Function in anti-infective immunity

TCRop MHC /peptide recognition by the major off
T-cell population

TCRy8 Ligand recognition by the minor yd T-cell
population

CD1 Presentation of lipids and glycolipids to DN af§
T cells

CD3 Marker of all T cells, signal transduction in
T-cells

CD4 Co-receptor with specificity for MHC class II,
marker molecule of Th cell

CD8 Co-receptor with specificity for MHC class I,
marker molecule of CTL

CD14 Pattern-recognition receptor on macrophages
which, for example, binds LPS from
Gram-negative bacteria

CD40 Co-stimulatory molecule on B cells and antigen-
presenting cells

CD154 (CD40L) T-cell co-stimulation (ligand for CD40)

CD28 Co-stimulatory T-cell molecule (positive signal)

CD152 (CTLA-4) Co-stimulatory T-cell molecule (negative signal)

CD80 (B7-1) Ligand for CD28, CD152

CD86 (B7-2) Ligand for CD28, CD152

CD9% Fas (Apo-1), a receptor which mediates an

apoptosis signal

LPS, lipopolysaccharide.

Conventional T Lymphocytes

CD4* T cells expressing the off TCR recognize foreign peptides bound in
the peptide-binding groove of MHC class Il molecules. These peptides are
generally derived from exogenous antigens (such as micro-organisms)
that are taken up by phagocytosis or endocytosis. Immunogenic peptides
of 13 or more amino acids in length are generated in endosomes, bound to
MHC class II molecules, and transported to the cell surface (Germain and
Margulies, 1993; Cresswell, 1994; Germain et al., 1996). Presentation of
antigen to CD4" T cells is restricted to APC that either constitutively
express MHC class II antigens (monocytes/macrophages, dendritic cells,
B cells), or can be induced to express MHC class II molecules (e.g.
endothelial cells and activated human T cells).

There are two functionally distinct subpopulations of CD4" Th cells, i.e.
Thl and Th2 cells. These subsets are distinguished based on the charac-
teristic spectrum of cytokines that they produce upon antigenic stimula-
tion (Abbas et al., 1996). Thl cells are characterized by their secretion of
IFN-yand IL-2, whereas Th2 cells preferentially produce IL-4, IL-5 and IL-
10. As these cytokines play characteristic but different roles in various



types of immune response, Thl or Th2 CD4* T cells can dominate in a
given situation, thus determining the outcome of infection. Th1 cells play
an important role in the initiation of the cell-mediated immune response
against intracellular pathogens, due to secretion of IFN-y (which activates
macrophages) and IL-2 (which activates CTL). In the mouse, IFN-y also
stimulates the production of the Ig subclasses (IgG2a, IgG3) that con-
tribute to antimicrobial immunity by virtue of their complement fixing
and opsonizing activities. On the other hand, Th2 cells produce cytokines
(IL-4, IL-5) that control activation and differentiation of B cells into anti-
body-secreting cells. Th2 cells are thus important for the induction of
humoral immune responses. IL-4 controls the immunoglobulin class
switch to IgE, and hence plays a central role in the immune defence
against helminths and in the regulation of the allergic response.
Moreover, IL-4 stimulates the production of IgG subclasses (IgG1 in the
mouse) that neutralize but do not opsonize antigens. The Th2 cytokine IL-
5, together with transforming growth factor f (TGF-B) induces B cells to
switch to IgA, the major Ig subclass involved in local immune responses.
In addition, IL-5 contributes to the control of helminth infection by acti-
vating eosinophils. Figure 1 illustrates the major effector functions of Th1
and Th2 subsets and the cytokine-driven regulatory interactions (Powrie
and Coffman, 1993; Seder and Paul, 1994; Mosman and Sad, 1996).

Th1 and Th2 cells differentiate from an undetermined ThO precursor
cell. The differentiation into one or the other functional subset is driven by
cytokines that are produced by cells of the non-specific immune system
early after infection. In this regard, the rapid production of IL-12 by
monocytes/macrophages, and of IFN-y by NK cells, drives the Th cell
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Figure 1. Role of Thl and Th2 cells in anti-infective immunity. The differentiation
from ThO precursor cells is driven by IL-12 and IL-4, respectively. Th1 and Th2 cells
are distinguished by a characteristic pattern of cytokine production. The key
cytokines of Th1 and Th2 cells have differential roles in anti-infective immunity.



response into Th1 cells following bacterial infection (Seder and Paul, 1994;
Lamont and Adorini, 1996). Conversely, the early production of IL-4 is a
major force that drives Th cells along the Th2 differentiation pathway. The
cellular source of the early IL-4 is not a classical T cell, but rather appears
to include unconventional NK T cells as well as non-lymphoid cells such
as basophils, eosinophils and mast cells (Seder and Paul, 1994; Bendelac et
al., 1997; Medzhitov and Janeway, 1997).

In most instances, there is no absolute restriction on the activation of
either Th1 or Th2 cells during the immune response to infectious agents.
Nevertheless, in many situations, there is a clear dominance of one or the
other Th-cell subset, and a (genetic) failure to activate the appropriate Th-
cell subset may lead to a disastrous outcome after infection. A well-docu-
mented example of this is the infection of mice with the protozoan parasite
Leishmania major. Hence, technical aspects of working with the leishmani-
asis model are discussed by Kropf and colleagues (Section II). In resistant
strains of mice, such as C57Bl/6, L. major causes a self-healing lesion,
whereas in susceptible Balb/c mice, the infection is progressive and even-
tually fatal. It has been shown that during infection, resistant mice pro-
duce high levels of IFN-y and little IL-4 (and thus display a Thl-type
response), whereas the susceptible mice produce high amounts of IL-4 and
little IFN-y (and thus display a Th2-type response) (Heinzel et al., 1989). In
view of the known role of IL-12 in driving ThO cells into Th1 cells, attempts
were made to prevent the fatal Th2 cell differentiation in L. major infected
Balb/c mice. In fact, the administration of leishmanial antigens together
with IL-12 induced the appearance of L. major specific Thl cells in Balb/c
mice. More importantly, these mice were protected from fatal infection
when challenged with L. major (Heinzel et al., 1993; Sypek et al., 1993).

Similarly, the protective T-cell response against mycobacteria is medi-
ated by Th1 cells. Mycobacteria induce IL-12 in macrophages, and IFN-y
secreted by Thl cells is the major T-cell derived macrophage-activating
mediator (D’Andrea et al.,, 1992; Billiau, 1996). Tuberculosis is clearly
dominated by a Thl response; however, this may be insufficiently protec-
tive. The spectrum of disease observed in leprosy patients can be partially
explained on the basis of a Thl or Th2 preponderance. Whereas malign
lepromatous leprosy is frequently associated with the production of Th2
cytokines, the more benign tuberculoid form of leprosy is dominated by
Th1 cytokine patterns (Bloom et al., 1992; Kaufmann and Andersen, 1997).
Murine models of tuberculosis are described by Roberts and co-workers
(Section II).

The concept of functionally distinct CD4" T cell subsets being differen-
tially involved in immune responses on the basis of their cytokine pro-
duction has greatly helped to delineate immune defence mechanisms in
infection, and to devise therapeutic strategies. Attempts to identify sur-
face markers that would allow unambiguous identification of Thl and
Th2 cells have not been too successful. It has been suggested that human
Th1 and Th2 cells can be differentiated on the basis of their CD30 expres-
sion. According to this proposal, Th2 cells are CD30* while Th1 cells are
CD30 (Del Prete ¢t al., 1995). However, there are well-documented cases
where IFN-y producing cells (thus being bona fide Th1 cells) were clearly



shown to express CD30 (Alzona et al., 1995, Munk et al., 1997). More
recently, a differential expression of the B2 subunit of the IL-12 receptor
on Th1 versus Th2 cells was reported. It was found that IFN-y maintained
the expression of IL-12R 2, and thereby the IL-12 responsiveness leading
to Th1 differentiation, while IL-4 inhibited IL-12R B2 expression, leading
to the loss of IL-12 signalling, associated with a differentiation into Th2
cells (Szabo et al., 1997; Rogge et al., 1997).

Differential expression of the IL-12R 2 subunit might turn out to be a
useful marker for the discrimination of Thl and Th2 cells, both in the
murine and in the human system. Moreover, controlling the expression of
the IL-12R B2 subunit could be an important target for therapeutic manip-
ulation of developing Th-cell responses. It is obvious that a precise ana-
lysis of cytokine production is of major importance for the understanding
of the pathophysiology of infection, as well as for designing rational
strategies for therapeutic intervention. Therefore, several methods of
measuring cytokines are described in this book. Depending on the exper-
imental system, cytokine detection methods may include enzyme-linked
immunosorbent assay (ELISA), bioassays, (semi)quantitative reverse
transcription polymerase chain reaction (RT-PCR), or intracellular
cytokine staining and FACS analysis (see the chapters by Scheffold and
Radbruck (Section I), Fujihashi et al. (Section II) and Yssel and Cottrez
(Section III)).

The prime task of CD8* CTL is the immune defence against intracellu-
lar pathogens. Viruses are replicated by host cells. As a consequence, viral
proteins are degraded in the cytosol compartment of the cell. Virus-
derived peptides are transported in association with the transporter of
antigen processing (TAP) molecules into the endoplasmatic reticulum,
where they are introduced to MHC class I molecules (Benham et al., 1995;
York and Rock, 1996). Upon transport to the cell surface, peptides of 8-10
amino acids in length are anchored in the peptide binding groove of MHC
class I molecules, ready to be recognized by CD8" CTL expressing the
appropriate TCR. While the important role of CD8* CTL in the elimination
of virus-infected cells is well documented, there is clear evidence that
MHC class [ restricted CD8" T cells also contribute to the immune defence
against intracellular bacteria (Kaufmann, 1993). Some intracellular
microbes such as Listeria monocytogenes or Trypanosoma cruzi gain access to
the cytosol, which causes their antigens to enter the MHC class I antigen
processing pathway. In addition, it was found that bacteria-derived anti-
genic peptides can be introduced into the MHC class I pathway, despite
the fact that the micro-organisms themselves remain in the phagosome
(Jondal et al., 1996; Reimann and Kaufmann, 1997). Taken together, there
is a preponderance of CD4* T cells in the immune defence against phago-
somal pathogens, and of CD8" T cells in the immune defence against
cytosolic pathogens. In many instances, however, optimal protection
against infectious agents requires the co-ordinated co-operation of CD4*
and CD8" T cells.

CD8* CTL can eliminate infected cells, thereby limiting pathogen
spread. Cytotoxicity is mediated through pore-forming proteins (per-
forins) and enzymes (granzymes) that are released by activated CTL upon
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cell-contact-dependent recognition of relevant (e.g. virus-infected) target
cells (Berke, 1994). Techniques to measure killer-cell activity in murine
and human systems are described in the chapters by Busch and Pamer
(Section II) and Pawelec et al. (Section III), respectively. CTL can also trig-
ger programmed cell death (apoptosis) in target cells through
receptor-ligand interactions (Takayama et al., 1995). Upon activation, CTL
are induced to express Fas-ligand (Fas-L), a member of the tumour necro-
sis factor oo (TNFo) gene family. Fas-L interacts with the corresponding
receptor Fas (CD95, APO-1) expressed on virus-infected target cells. The
oligomerization of several Fas molecules triggers a rapid suicide pro-
gramme, which culminates in protease-dependent cell death, usually
associated with fragmentation of genomic DNA into oligonucleosomal-
sized fragments (Nagata, 1994). However, increasing evidence indicates
that the role of CD8" T cells in infection is not limited to their function as
CTL. Like CD4" T cells, CD8" T cells are equipped with the capacity to pro-
duce cytokines. More specifically, the range of cytokines secreted by CD8*
T cells depends on the antigenic stimulation, in a manner comparable to
the situation with CD4" T cells. This has led to the suggestion that CD8* T
cells should also be divided into subsets (Tcl, Tc2), based on their
cytokine-secretion profile (Mosman and Sad, 1996).

The dominant role of T lymphocytes in the immune defence against
infectious micro-organisms requires a broad spectrum of appropriate
methods for analysis. Therefore, separate chapters are devoted to the iso-
lation of lymphocytes from infected animals (Czuprynski and Brown,
Section II), the establishment of T-cell lines and clones from murine (Born
et al., Section II) and human lymphocytes (Mérker-Herrmann and
Duchmann, Section III). Methods of immortalizing human T cells by
herpersvirus saimiri are described by Fickenscher and Fleckenstein
(Section III).

Unconventional T Lymphocytes

Apart from the well-characterized CD4" and CD8" T-cell subsets that re-
cognize antigenic peptides in an MHC class II or MHC class I restricted
manner via the conventional off TCR, several additional T-cell popula-
tions can contribute to the immune defence against infectious micro-
organisms. These additional T-cell subsets have been collectively termed
‘unconventional’ T-cells (Kaufmann, 1996).

In mice, CD8’ T cells have been described that express the conventional
af TCR, and recognize an unusual group of peptides in the context of
MHC class I-like presenting molecules (Lenz and Bevan, 1996). The pep-
tides carry the N-formylmethionine (N-f-met) sequénce that represents a
characteristic signal sequence required for protein export in bacteria. N-f-
met containing peptides are virtually absent from mammalian cells, with
the exception of mitochondria. The MHC class I-like molecules that pre-
sent N-f-met containing peptides to CD8" T cells are far less polymorphic
than classical MHC antigens, and hence are broadly distributed (Shawar
et al., 1994). CD8" T cells with specificity for N-f-met containing peptides
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have been shown to mediate protection in experimental murine models of
Listeria monocytogenes infection (Lenz and Bevan, 1996). The possible role
of such cells during the immune response in humans is less clear, because
homologues of the relevant murine MHC class I-like molecules have so
far not been identified in man.

Additional unconventional T-cell subsets exist that recognize antigen
in association with non-MHC molecules. Among those, DN T cells have
been identified in humans that recognize non-peptide antigens in the con-
text of CD1 gene products, which share some similarities with MHC class
I molecules. These T cells express the a8 TCR. Interestingly, these T cells
can recognize lipoids derived from mycobacteria, including mycolic acid
and lipoarabinomannan (Beckman et al., 1994; Sieling et al., 1995). There is
only limited polymorphism of the presenting CD1 molecules. The group-
1 CD1 molecules (CDla—) required for presentation of glycolipids to
these DN T cells are expressed on the surface of human macrophages, or
can be induced to be expressed on APC (Blumberg ef al., 1995; Porcelli,
1995). DN T cells with specificity for glycolipids have not been described
in mice, possibly because the cognate of human group-1 CD1 antigens are
absent in this species. The DN aff T cells secrete IFN-y and express
cytolytic activity. Hence they could contibute to antimicrobial defence in
a way similar to conventional Th cells.

Another subset of unconventional T cells is characterized by co-expres-
sion of aff TCR and NK1, a characteristic marker of NK cells. These T cells
recognize ligands in the context of group-2 CD1 molecules (CD1d).
Interestingly, the TCR repertoire of NK1 T cells is strikingly restricted.
The TCR of these T cells is composed of an invariant o chain associated
with a B chain that uses a limited set of variable (V) elements, suggesting
that NK1 T cells can recognize only a restricted array of antigens. An
interesting functional feature of these cells is the rapid induction of IL-4
production, indicating that NK1 T cells promote Th2 cell differentiation
(MacDonald, 1995; Bendelac et al., 1997).

While the vast majority of CD3* T cells express the ‘conventional’ TCR
composed of an off chain heterodimer, a minor subset (1-10%) of CD3* T
cells expresses the alternative yd TCR (Porecelli et al., 1991). There are two
major differences between oy T cells and ¥d T cells. First, the majority of
¥d T cells lack the expression of co-receptor molecules CD4 or CD8, thus
displaying a DN phenotype. Secondly, the number of germ-line gene ele-
ments that can be expressed to construct the variable regions of TCR
chains is small for ¥ and & as compared with o and B (Porcelli et al., 1991;
Haas et al., 1993). Nevertheless, the available TCR repertoire of 5 T cells
is at least as large as that of off T cells, because several non-germ-line
encoded mechanisms such as N-region diversity, use of alternative read-
ing frames, etc., dramatically contribute to TCR diversity. Substantial
evidence suggests that ¥ T cells play a role in the immune defence
against various infectious micro-organisms (Haas ef al., 1993; Kaufmann,
1996). Human 8 T cells expressing the Vy9/V52 TCR are strongly acti-
vated by live or killed mycobacteria, as well as by several other intracel-
lular or extracellular bacteria, or protozoa such as Plasmodium falciparum
(Kabelitz, 1992; Haas ef al., 1993). In several instances, a transient
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increase in circulating Y6 T cells has been observed during acute infec-
tion. ¥3 T cells express a functional repertoire similar to conventional a8
T cells. Thus, activated ¥8 T cells exert CTL activity and produce a range
of cytokines, depending on the antigenic stimulation (Kabelitz, 1992;
Haas et al., 1993). A Th1 pattern of cytokines was produced by peritoneal
¥3 T cells when mice were infected with Listeria monocytogenes, whereas
peritoneal ¥ T cells produced Th2-type cytokines when mice were
infected with Nippostrongylus brasiliensis (Ferrick et al., 1995). The micro-
bial ligands recognized by human Vy9/V2 T cells have recently been
characterized as non-proteinaceous, phosphate containing low-molecu-
lar-weight compounds. These ligands include phosphorylated
nucleotide-containing compounds termed TUBag (Constant et al., 1994)
as well as prenylpyrophosphates such as isopentenylpyrophosphate
(IPP) and related compounds (Tanaka et al., 1995). The recognition of
these ligands by human 3 T cells is not restricted by classical MHC anti-
gens or other presenting molecules (such as CD1), but requires some as
yet ill-defined form of presentation. While the microbial phospholigands
are potent activators of human Y8 T cells, they do not appear to be recog-
nized by their murine counterparts. Instead, there is evidence that some
murine Y§ T cells recognize heat shock proteins (hsp) derived from
micro-organisms such as M. tuberculosis (Born et al., 1990; Kaufmann,
1996).

Despite their impressive in vitro reactivity towards certain ligands from
infectious micro-organisms, the in vivo role of ¥ T cells in infection is not
precisely understood. In several experimental models of bacterial infec-
tion, a transient activation of ¥8 T cells during early phases of the immune
response is observed. On the other hand, Y3 T cells appear to contribute to
protection against certain viral infections at later stages. In this context, it
is interesting to note that characteristic changes in the expressed TCR
repertoire of peripheral blood ¥ T cells occur in individuals infected with
the human immunodeficiency virus (HIV) (Hinz et al., 1994). A protective
role of ¥ T cells in experimental tuberculosis was revealed through the
analysis of gene deletion mutant mice deficient in ¥3 T cells. It was found
that these C3”~ knock-out mice succumb to lethal infection with M. tuber-
culosis, but only if high inocula of M. tuberculosis are used (Ladel et al.,
1995; D’Souza et al., 1997).

Although 3 T cells comprise only a minor subpopulation of peripheral
T lymphocytes, they may play a decisive role in the immune defence
against certain micro-organisms. Therefore, this aspect needs to be con-
sidered in the development of new subunit vaccines, e.g. against tubercu-
losis. In addition to well-defined protective aff T-cell epitopes, such
subunit vaccines might include non-proteinaceous phospholigands stim-
ulating ¥ T cells. On the basis of the rapid response of v T cells (fre-
quently preceding that of aff T cells) and their limited germ-line TCR
repertoire, it is assumed that 3 T cells provide a link between the innate
and the adaptive immune system (Boismenu and Havran, 1997). In addi-
tion, a more general regulatory role of Y3 T cells in inflammation appears
likely.
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B Lymphocytes

B cells express surface Ig as their antigen-specific receptor molecules.
Upon activation and differentiation into antibody-secreting cells, B cells
produce and secrete large amounts of Ig with the same specificity as the
membrane-bound Ig. T-cell-dependent B cell activation requires cognate
interaction between the two lymphocyte populations. In recent years, it
has become obvious that the receptor-ligand interaction mediated
between CD40 (expressed on B cells) and the corresponding receptor
expressed on T cells (CD40 ligand or gp39; now termed CD154) is impor-
tant for the initiation of humoral immune responses to T-cell-dependent
antigens (Foy et al., 1996). In addition, studies with gene deletion mutant
mice lacking either CD40 or CD154 expression have shown that
CD40/CD154 interactions are essential for secondary immune responses
to T-cell-dependent antigens, as well as for the formation of germinal cen-
tres (Grewal and Flavell, 1996).

Proliferation and differentiation of B cells as well as the Ig isotype class
switching are driven by cytokines (Stavnezer, 1996). In the mouse, IL-4
induces IgG1 and IgE secretion, while TGF-f and IL-5 trigger the IgA class
switch. IFN-yis known to preferentially induce IgG2a and IgG3 secretion.
IgG3 (together with IgM) possesses complement-fixing activity. These Ig
subclasses are thus involved in the initiation of the classical pathway of
complement activation, leading to complement-mediated destruction of
pathogens or infected cells. In addition, antibodies are required for anti-
body-dependent cellular cytotoxicity (ADCC) effector function.
Lymphoid cells carrying receptors for the Fc portion of IgG (Fcy receptor),
such as large granular lymphocytes, mediate ADCC of IgG-coated target
cells.

The initial encounter of antigen-specific B cells with the appropriate Th
cells occurs at the border of T and B cell areas in lymphoid tissues.
Activated B cells migrate into a nearby lymphoid follicle where they form
a germinal centre. In the germinal centres, somatic hypermutation occurs
in rapidly proliferating B cell blasts, thus giving rise to the selection of
high-affinity antibodies (affinity maturation) (Rajewsky, 1996).

In addition to their unique role as antibody-producing plasma cells, B
cells have the capacity to present antigen to T lymphocytes. Upon binding
of soluble antigen to membrane-bound Ig with homologous specificity,
antigen—antibody complexes are internalized and degraded in the
endolysosomal compartment. Antigen-derived peptides are then intro-
duced to the MHC class II-dependent processing pathway and can be pre-
sented to appropriate peptide-specific CD4* T cells (Watts, 1997).
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Collectively, cytokines are soluble mediators that exert pleiotropic effects
on cells of the immune system and transduce signals via specific surface
receptors (see Table 2). Cytokines primarily produced by cells of the
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Table 2. Cytokines with relevance for the anti-infective immune response

Cytokine Major role in antimicrobial defence
Chemokines Leukocyte attraction to site of microbial
implantation
CXC chemokine Granulocyte recruitment to site of microbial
implantation
CC chemokine =~ Monocyte recruitment to site of microbial
implantation
C chemokine Lymphocyte recruitment to site of microbial
implantation
IL-1 Proinflammatory, endogenous pyrogen
IL-6 Proinflammatory
TNF-o Proinflammatory, macrophage co-stimulator,
cachexia
IL-2 T-cell activation
IFN-y Macrophage activation, promotion of Th1 cells
IL-4 B-cell activation, switch to IgE, promotion of Th2
cells, activation of mast cells
IL-5 Switch to IgA, activation of eosinophils
IL-12 Promotion of Th1 cells
IL-10 Anti-inflammatory
TGF-B Anti-inflammatory

immune system with known cDNA sequence are designated interleukins.
As discussed above, Th cells are functionally differentiated into Th1 and
Th2 subsets on the basis of their characteristic cytokine spectrum (Abbas
et al., 1996). Upon appropriate activation, these Th subsets produce inter-
leukins that are primarily required for immunological control of intracel-
lular pathogens (Thl) or the regulation of Ig class switching (Th2). In
addition, cytokines produced by monocytes and macrophages (fre-
quently termed monokines) have important roles in the immune defence
against infectious agents. Cytokines produced by macrophages in
response to stimulation with bacterial components include IL-1, IL-6, IL-
12 and TNFo.

IL-12 is a driving force for the differentiation of Thl cells from unde-
termined ThO precursor cells (Trinchieri, 1995). IL-1 (Dinarello, 1992), IL-
6 (Akira et al., 1993) and TNFo (Tracey and Cerami, 1993) are
proinflammatory and pleiotropic cytokines that induce a variety of effects
on many different target cells. A large group of cytokines is collectively
termed ‘chemokines’. These proteins recruit phagocytic cells and lym-
phocytes to local sites of infection. Chemokines are characterized by four
conserved cysteines forming two disulphide bridges. The position of the
first two cysteines has been used to divide the cytokines into two families:
the C-X-C (or o) and C-C (or B) chemokines (Baggiolini et al., 1997). IL-8
and NAP-2 are members of the C-X-C chemokine family that promote the
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migration of neutrophils. MIP-1B, MCP-1 and RANTES are members of
the C-C family of chemokines that promote migration primarily of mono-
cytes and T lymphocytes (Mackay, 1996). Chemokines can be produced
by many different cell types in response to stimulation with bacterial anti-
gens or viruses. As a consequence, local recruitment of phagocytic and
effector cells due to the effect of chemokine release is a general feature of
the immune response to infection. In addition, it has recently been dis-
covered that chemokines and their receptors play important roles in the
control] of HIV infection of target cells (D’Souza and Harden, 1996).

Several cytokines possess anti-inflammatory activity. IL-10, produced
by monocytes and Th2 cells, inhibits synthesis of IL-12 and Th1 cytokines
IL-2 and IFN-y, thereby supporting the differentiation of Th2 cells, which
is mostly promoted by IL-4 (Moore et al.,, 1993). Similarly, TGF-B is a
potent inhibitor of macrophage and lymphocyte activation (Wahl, 1994).
These cytokines contribute to the termination of ongoing inflammatory
responses.
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4600466 CONCLUDING REMARKS

As briefly summarized in this chapter, the immune response to infectious
agents involves a broad spectrum of mechanisms of the innate and the
acquired immune systems. Accordingly, the analysis of these mecha-
nisms requires a similarly broad spectrum of sophisticated immunologi-
cal methods. While some chapters of this book describe methods that are
generally appplicable to the analysis of murine and human immune
responses, other chapters deal with methods that are particularly useful
for the analysis of specific infection models, such as tuberculosis or leish-
maniasis. Although the analysis of specific problems might require addi-
tional methods, we believe that this book provides a useful guide for the
microbiologist wishing to use immunological methods to investigate
infection and infectious disease.
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464064 INTRODUCTION

The combination of monoclonal antibody technology with flow cytometry
provides a powerful tool for detailed molecular phenotyping and isola-
tion of individual cells according to the expression of specific proteins at
resolutions down to single amino acid differences in protein sequence.
Specific fluorescent or magnetic labelling comprises not only antibodies
but can also be extended to all kinds of specific high-affinity ligand-recep-
tor interactions, and we will therefore replace the term ‘immunolabelling’
by the more general term ‘affinity labelling’. We will only focus on tech-
niques that allow quantitative labelling, i.e. labelling proportional to
‘antigen’ density. Quantitative labelling can be achieved with free ligands
or ligands conjugated to colloidal magnetic particles (MACS System
(Miltenyi et al., 1990)) or liposomes, and will here be termed ‘staining’. In
contrast, larger particles in the micrometer range will allow only qualita-
tive labelling (‘all or nothing’). Cytometry, i.e. affinity-based phenotyping
in its traditional and newer forms, which will be introduced here, allows
specific quantification of nucleic acids, intracellular, surface and secreted
proteins, hormones and sugars. This is the analytical basis for the prepar-
ative approaches of fluorescence-activated cell sorting (FACS) and high-
gradient magnetic cell separation (MACS), which allow isolation of
subpopulations and individual cells of defined phenotype down to fre-
quencies of less than one in 107 cells (Radbruch and Recktenwald, 1995).
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60006 AFFINITY-BASED FLUORESCENT LABELLING

Basic Considerations

Available parameters

Light scatter

Fluorescence

Cytometry allows analysis of single cells according to light scattering and
emission of fluorescent light. State-of-the-art flow cytometers (such as
Becton-Dickinson’s FACS series and Coulter's ELITEs) detect light scatter
at an angle of 2-20° (forward scatter (FSC)) and 90° (side scatter (SSC)) rel-
ative to the axis of the illumination. Light scatter gives information about
cell size (FSC) and granularity (SSC), which allows identification of vari-
ous leukocyte subpopulations such as monocytes, granulocytes, lympho-
cytes, cellular debris and cell aggregates.

Apart from scattered light, flow cytometers detect fluorescent light, emit-
ted from fluorochromes upon excitation by the illuminating light. The
number of parameters (colours) is restricted by the number of available
dyes, which must fulfil the following criteria:

® they must be excitable by the illuminating light source (usually a 488 nm argon
laser)

® they should have high quantum yield (ratio of absorbed to emitted photons)

® their fluorescence emission must be distinguishable from that of the other
dyes used

® it should be possible to conjugate them to proteins.

Although research cytometers exist that use helium-neon, dye or diode
lasers and even mercury lamps as a light source, we will focus here on the
standard combination of three different dyes and an argon laser as the
light source.

Fluorescein (FL; excitation maximum Ex_,, 495 nm, maximum of emis-
sion (Em,,,,) 520 nm), a dye which can easily be conjugated to proteins, is
commonly used together with the algal phycobiliprotein phycoerythrin
(PE; Ex,,,, 480, 545, 565nm, Em,,, 575 nm). PE displays brighter fluores-
cence than FL, due to its higher absorption and quantum yield. Another
phycobiliprotein, peridinin chlorophyll-a (PerCP; Ex,,, 470nm, Em,,,
680nm), or tandem conjugates of PE with Cy5 (Ex,,, 650nm, Em,_,,
666 nm) or related dyes can be used as a third colour. Energy-transfer sys-
tems such as PE/Cy5 absorb light via PE and the energy of the emitted
light is directly “transferred’ to excite fluorescence emission of the second
dye at a longer wavelength. This results in a wide separation of the exci-
tation and emission wavelengths (Stokes’ shift). An overview of standard
dyes and their possible combinations for four-colour measurement using
a single argon laser (Coulter ELITE) or an additional red diode laser
(recently introduced in Becton-Dickinson’s FACSCalibur) is given in
Table 1.
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Alternatively, the third or fourth colour is often used to identify dead
cells according to staining with propidium iodide (PI; Ex,,, 536 nm, Ex,,,
617 nm) for their exclusion from analysis. PI enters dead cells via their
damaged cell membrane and intercalates into DNA, but is excluded from
intact cells. PI and other DNA stains can conveniently be used to correlate
the phenotype and the cell cycle stage (proliferation or apoptosis)
(Darzynkiewicz and Crissman, 1990; Ormerod, 1994).

The third colour can also be used to identify nucleated cells by staining
with LDS 751 (see protocol section), a vital DNA dye emitting in the far
red, e.g. for optical separation of leukocytes in the presence of an excess of
non-nucleated cells or particles (erythrocytes, cellular debris). Other dyes
are available for correlation of the phenotype and biochemical parameters
such as the redox potential, pH or calcium influx (Rothe and Valet, 1995).

Detection limit

Several thousand surface molecules per cell are required for cytometric
detection by conventional fluorochrome conjugates (see later). For analy-
sis of molecules expressed in lower frequencies, such as cytokine recep-
tors or surface cytokines (Assenmacher et al., 1996), ligands can be
conjugated to fluorescent particles, e.g. magnetofluorescent liposomes
(see later), which can increase signal to noise ratios 100- to 1000-fold.

Cell surface molecules

The most frequent application of affinity fluorescence is staining of sur-
face molecules. The best characterized ones are classified by the cluster of
differentiation (CD) nomenclature (Schlossman et al., 1995). Surface mole-
cules, which include structural, transport and communication molecules,
already provide detailed information about the functional and differenti-
ation status of a cell. They can be stained on live and on fixed cells,
depending on the fixation protocol, and can be used to isolate live cells by
affinity-label-based cell sorting with MACS or FACS.

Intracellular molecules

Many molecules are only present within the cell and not on its surface. As
currently available affinity labels, such as antibodies, cannot penetrate
intact cell membranes, intracellular molecules are not accessible in live
cells. Intracellular molecules of interest include molecules involved in sig-
nal transduction, gene regulation, biochemical processes and also mole-
cules en route to secretion or surface display. For intracellular staining
cells have to be fixed, preserving their structural integrity, and mem-
branes have to be permeabilized, allowing the affinity labels to reach the
intracellular space (see later). In particular, for the analysis of heterogen-
eously and transiently expressed molecules, such as cytokines, intracellu-
lar affinity labelling and cytometry is the best technology available. The
technique allows expression to be quantified at the level of individual
cells, the kinetics of expression and frequency of expressing cells to be
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determined in correlation to the surface phenotype and expression of
other intracellular markers such as other cytokines (Assenmacher, 1992).

Secreted molecules

Sensitivity

Cells can be analysed and sorted according to the expression of a defined
secreted molecule using the cellular affinity matrix technology (see later)
(Manz et al., 1995). The basic approach resembles a cell-bound enzyme-
linked immunosorbent assay (ELISA). An artificial affinity matrix is cre-
ated on the surface of all cells by fixing an antibody or ligand to the
secreted molecule on the cell membrane. This procedure does not affect
cell viability and the labelled cells can be assayed for secretion in vitro.
Upon secretion, secreted molecules bind to the affinity matrix on the sur-
face of secreting cells. Diffusion of secreted molecules to non-secreting
cells can be prevented by using a medium of high viscosity, low cell den-
sity or short secretion time. The secreted molecules can be stained in a
similar way to conventional surface antigens, using a second antibody or
ligand that recognizes a different epitope.

The sensitivity of affinity fluorescence depends on the physical con-
straints of the cytometric hardware, which is discussed in detail else-
where (Shapiro, 1988, Melamed et al., 1990). The fluorescence
phenomenon can be used for very sensitive detection, as the wavelength
of the emission is increased compared to the excitation beam, which
allows the background to be eliminated by optical filters (fluorescence is
measured perpendicular to the excitation beam, where scattered light
intensity is minimal). Further reduction of background is achieved by set-
ting a trigger level, usually the FSC, excluding all events that do not reach
a certain threshold.

Light is detected by photomultiplier tubes (PMTs), which are able to
detect single photons. The light signal can be amplified either linearly, if
little intensity variation is expected (e.g. DNA content), or logarithmic-
ally, for a higher dynamic range, which is usually the case for affinity
labelling of cells, where differences of up to 1000-fold occur routinely.

The overall sensitivity of the instrument can be defined as the mini-
mum number of dye molecules sufficient to separate two populations of
standard beads (in general, around 500 FL molecules). These particles
bear defined numbers of FL equivalents and show minimal variation in
signal intensity (coefficient of variation (CV)).

The sensitivity of the measurement is also influenced by the nature of
the sample. Fluorescence is a general property of many organic com-
pounds, mostly aromatic or polyunsaturated molecules, which are pre-
sent to varying degrees in all cells and generate ‘cellular
autofluorescence’. Autofluorescence correlates with cell size and cell char-
acteristics, e.g. phagocytic activity. To be readily detectable the intensity
of affinity staining must reach at least the order of magnitude of the
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autofluorescence. The sensitivity of affinity labelling is strongly influ-
enced by the staining reagents. The number of dye molecules that can be
applied to a single cellular epitope increases in the order: direct reagents
< indirect reagents < fluorescent particles (e.g. magnetofluorescent lipo-
somes) (see later).

Quantification
Ligand number

In flow cytometry, the fluorescent label of each cell is measured quantit-
atively over a large range, usually 4 decades. Due to the sensitivity prob-
lems described above, the intensity is given as a relative, rather than an
absolute, value. Quantitative statements require previous standardization.
Standardization with unstained cells as reference allows easy determina-
tion of relative fluorescence intensities. To estimate the absolute numbers
of stained molecules, the protein—fluorochrome conjugation rate of the stain-
ing reagent must be known, and the relative fluorescence intensity must be
calibrated to an absolute standard (i.e. calibration particles with known
numbers of fluorochromes). However, the information on conjugation rates
may be limited, and conjugation may also change the fluorescence efficiency
of the dyes and the antigen-binding properties of the conjugated ligands in
an unpredictable way. To overcome these problems, calibration beads are
used that have a defined binding capacity for the protein—fluorochrome con-
jugate. The fluorescence intensity of such beads and cells, both of which are
stained under saturating conditions to eliminate affinity and valency dif-
ferences, correlates directly to thenumber of surfaceantigens. Quantification
kits using this type of particles are available from various suppliers (e.g.
Quantum Simply Cellular, Sigma, St Louis, MI, USA).

Cell frequency and cell count

The frequency of stained subpopulations, as identified according to stain-
ing and scatter, are easily obtained by standard statistical analysis (see
later). The high cell number analysable by flow cytometry is indeed one of
the best ways to determine efficiently the frequencies of rare cells
(Radbruch and Recktenwald, 1995). As the sample volume is not a fixed
parameter in flow-cytometric analysis, absolute cell numbers have to be
determined by adding a defined number of easily identifiable calibration
beads to the defined total sample volume. The relative frequencies of the
beads and the cells can then be used to calculate the cell number from the
known bead concentration in the sample (e.g. TRUCOUNT, Becton
Dickinson, San Jose, CA, USA).

Staining Reagents

Affinity labelling can be achieved in two ways: by using affinity ligands to
which a fluorescent dye is covalently conjugated (direct staining), or by
fluorescent reagents that stain specifically the primary affinity ligand
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(indirect staining). Such ‘secondary’ reagents can recognize haptens, such
as biotin, digoxigenin or nitrophenyl groups, which can easily be conju-
gated to proteins, and are detectable by avidin/streptavidin or specific
antibodies. Frequently, antibodies are used that are directed against the
heavy- or light-chain constant regions of the first labelling antibody, and
which are iso-, allo- or xenotype specific. Liposomal or colloidal magnetic
particles conjugated to direct or indirect affinity ligands differ in various
aspects from molecular staining reagents and are discussed separately.
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Direct staining

Direct staining is the preferred method for routine analyses and com-
monly used antigens. It requires minimal manipulation of the cells, which
is important in maintaining cellular viability and minimizing cell loss. It is
easy to control, and it allows labelling of several markers in one step.
Many antibodies conjugated to standard fluorochromes are commercially
available from a variety of suppliers, or can easily be prepared from puri-
fied proteins (see later). Staining is controlled by antibodies of the same
xeno- and isotype, but irrelevant specificity, conjugated to the same fluo-
rochrome at preferably the same rate (isotype control) and by staining
cells that do not express the respective antigen (cellular control) (see
later).

Indirect staining

Compared to direct staining, indirect staining may provide higher sensi-
tivity because several secondary antibodies can bind to one primary anti-
body, thereby increasing the number of fluorochromes per target
molecule. In addition, second-step reagents conjugated to exotic fluores-
cent dyes or protein dyes such as phycobiliproteins (PE, PerCP, allophy-
cocyanin (APC), CyChrome) are commercially available and provide
variability and convenience of multiparameter staining. Hapten systems
are superior to allo, iso- or xenotype-specific antibodies in terms of speci-
ficity and convenience, and they are easy to control. For the most common
hapten-ligand system, biotin—streptavidin, a vast array of conjugates is
commercially available.

Allo-, iso-, or xenotype-specific antibodies may be used as secondary
reagents for primary antibodies that cannot or have not been purified
from culture supernatant, ascites or sera. Although sensitive, this method
has some drawbacks with respect to multiparameter staining, specificity
and cross-reactivity, especially if polyclonal antibodies are used. For
multiparameter labelling, highly purified polyclonal or monoclonal anti-
bodies are required. If the different primary antibodies happen to be of
the same subclass, the various antigens must be stained sequentially with
the primary and secondary antibody. Free binding sites of the secondary
antibody must be blocked before adding the next primary antibody, and
all staining and blocking steps must be controlled individually. These
factors together make the entire procedure fairly tedious.
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An additional problem of polyclonal as well as monoclonal anti-, iso-,
allo-, or xenotype antibodies are low-affinity interactions with
immunoglobulins other than the one of the main specificity, e.g. anti rat
immunoglobulin G (IgG) may cross-react to mouse IgG on B cells. For
polyclonal antibodies, this problem can be overcome by extensive absorp-
tion on cells expressing murine Ig (e.g. mouse spleen cells) or on affinity
matrices (see later). For cross-reactive monoclonal antibodies this option
does not exist, and such antibodies cannot be used.

Labelling with particles

Particles conjugated to affinity ligands show increased steric hindrance
and reduced diffusion rates depending on their size, which may lead to
prolonged incubation times and non-quantitative labelling. Small parti-
cles, such as liposomes and colloidal magnetic particles, still allow quan-
titative, although not saturating, labelling with an only slightly increased
staining time (see later).

Magnetic colloids

Magnetic colloids, as used for high-gradient magnetic cell sorting, are
superparamagnetic dextran-coated particles of irregular shape and dia-
meter 50-100 nm, which is 5- to 10-fold the diameter of an IgG antibody.
They bind to cells slower than protein ligands and are used under non-
saturating labelling conditions (staining time 15 min). The weak magnetic
label is sufficient to retain the cells in high gradient magnetic fields.
Remaining free epitopes allow fluorescent labelling for analysis of sort-
ing. The bound particles do not interfere with cytometric evaluation or
biological function.

A major drawback of magnetic cell sorting compared to fluores-
cence-activated sorting has been its restriction to one parameter.
However, magnetic beads are now available that can be released
enzymatically from the cell surface, enabling magnetic separation via
several parameters. A magnetic two-parameter sort is described later in
this chapter.

Magnetofluorescent liposomes

Magnetofluorescent liposomes of defined size (about 400nm in dia-
meter) conjugated to affinity ligands and filled with fluorochromes and
magnetic particles can greatly enhance the sensitivity of fluorescent
labelling and allow magnetic separation of the cells. The magnetic label
is also useful for sizing liposomes, i.e. for removing small liposomes,
which would interfere with efficient labelling (Scheffold et al., 1995).

Staining of cells with liposomes requires prolonged staining times
(30-60 min) and gentle agitation during staining.
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Conjugation of fluorochromes and haptens to proteins
Basic principles

For convenient conjugation of small fluorochromes or haptens to proteins,
activated forms of these molecules are required that react with primary
amino groups of the protein to form stable covalent bonds. Succinimidyl
esters of fluorochromes and haptens which react efficiently at pH 8.5 are
commercially available. Whenever possible, haptens are used with an
extra spacer arm of about six carbon atoms to reduce steric hindrance.
Sometimes isothiocyanate (ITC) derivatives of fluorochromes are used,
such as fluorescein ITC (FITC). This requires a pH greater than 9 which
can be deleterious for the antibody. The protocols given below for conju-
gation of succinimidyl esters can also be used for isothiocyanates, using
0.1M boric acid, 0.025M sodium borate, 0.075M sodium chloride, pH 9.5
(adjust by NaOH) as coupling buffer. Antibodies should only be exposed
to high pH levels for as short a time as possible.
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Relevant parameters

The relevant parameters are stability and concentration.

Stability. Succinimidyl esters are sensitive to hydrolysis and therefore
should be stored dry in a desiccator at —20°C. Stored aliquots should be
equilibrated to room temperature before opening. Alternatively, succin-
imidyl esters can be stored dissolved in water-free dimethyl sulphoxide
(DMSO) at high concentration (5 mg ml™), frozen in aliquots for single use.
Aqueous solutions are prepared immediately before conjugation and
instantly added to the protein solution. All buffers must be free of strong
nucleophils, such as amines (e.g. Tris buffer), azide or stabilizing proteins,
which would interfere with the coupling reaction.

Concentrations. The conjugation ratio, i.e. the number of haptens or
fluorochromes conjugated to a single protein molecule, depends on: (a)
the absolute concentration of the reagents, and (b) the molar ratio of dye
or hapten to protein. Protein concentrations are optimal at about 1 mg ml™
and the dye concentration should be varied to determine the optimal ratio
(for IgG, molar ratios of 10:1 to 50:1 usually give the best results). Low
conjugation ratios (1-2) provide only low signal intensity, while too high
ratios (> 10) result in non-specific hydrophobic interaction with cells, inac-
tivation of the affinity reagent, or its precipitation. Precipitates can be
removed by centrifugation (12 000g, 10 min).

Staining Parameters

The factors that influence immunofluorescent staining, e.g. the concentra-
tion of cells and reagents, time, temperature, buffer, cell type and viabil-
ity, must be optimized to obtain optimal and reproducible results. In
general, conditions should be chosen to give the brightest positive signal
possible and minimal background staining. Cells should be treated gen-
tly, with as few as possible steps of manipulation.
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Volume

Conjugation of fluorochrome- and hapten-succinimidyi esters to
proteins

1. Transfer protein into conjugation buffer (phosphate buffered saline
(PBS) or 0.1 M sodium carbonate pH 8.5) by dialysis or gel filtration
on PD-10 (up to 2ml) or NAPS5 (up to 0.5ml) columns (Pharmacia,
Uppsala). Adjust concentration to about 1 mg ml™.

2. Dissolve succinimidyl esters in DMSO at 5 mg ml". Water-soluble
sulfo-reagents can be dissolved in buffer (precipitates may be
removed by centrifugation: 12 000g, 1 min).

3. Immediately add the dissolved succinimidyl esters to the protein
solution to obtain the appropriate molar ratio (e.g. for IgG start with
a molar ratio of 20: 1, see above) and mix.

4. After 1h at room temperature, remove free fluorochromes or hap-
tens by dialysis against PBS/0.05% sodium azide or by gel filtration.

5. The protein concentration and the average FL/protein molar ratio
in the conjugate can be determined according to the optical density
(OD; at 280 and 495 nm. Haptens such as biotin or digoxigenin dis-
play no specific light absorption, making determination of the con-
jugation ratio tedious. Such conjugates can only be tested
functionally, e.g. by titration (see Fig. 1). For IgG (M, 150 000):

OD 495

FL/protein = 2.9 x
OD 280 —0.35 x OD 495

= 0D 280 — (0.35 x OD 495) mg ml™
1.4

6. Titrate conjugates on test cells as described below and freeze stock
solution in small aliquots at —=70°C. Do not freeze/thaw repeatedly.

Conjugation of phycobiliproteins to proteins

The controlled cross-linking of proteins and purification of conjugates
will not be discussed. Details can be found elsewhere (Hermanson,
1996). An easy protocol is provided in Mueller (1992). Detailed conju-
gation protocols are provided via the internet (e.g. http://cmgm.
stanford.edu/~roederer/abcon.html).

The concentration of cells in the staining volume should be chosen such
that cell viability is not impaired and that the staining reaction can be
adapted to variable cell numbers by simply changing the reaction volume.

Neither the concentration of the label nor the concentration of cells should

be changed. This provides standard conditions for the staining reaction.
As a rule of thumb, up to 10’ cells can be stained in 100pl. 100 ul of a Spg
ml” solution of antibody contains approximately 2x10 antibody
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Figure 1. Titration of an anti CD4-PE conjugated antibody for staining human
peripheral blood lymphocytes. The cells are stained with the concentrations indi-
cated. (A) Plots of the fluorescence intensity versus the counted events; plots for
all stainings are overlaid in one histogram. (B) Plots of the mean fluorescence
intensities of the positive and negative populations versus the concentration of
antibody; within the optimum range of concentrations (5-10pg ml™) the staining
is saturating, with minimum background.

molecules, which is sufficient to label 10’ cells for antigens expressed at a
frequency of 10° per cell. In principle, the staining volume must be
adjusted to the number of positive cells and the antigen density per cell.
For rare positive cells, however, the volume of the majority of negative
cells will limit the volume of the staining. The lower limit of the number
of cells for cytometric analysis is about 10° cells per sample, if 10* cells are
to be analysed, because there is always a loss of cells due to washing and
labelling. For routine analysis, 5x10° to 5x10° cells should be used. The
staining volume should be 50-100 pl, but not less than 30 pl, otherwise the
staining reagents cannot be added in precise concentrations. This has to
be taken into account, especially when making quantitative comparisons
of the labelling intensities of different samples.
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Concentration of reagents

Time

The concentration of the staining reagents has the strongest influence on
the signal intensity versus the background labelling. Reagents should be
used at optimal concentrations with the highest possible signal to noise
ratio. Too low concentrations result in incomplete staining and low signal
intensity, and thus yield suboptimal discrimination of positive and nega-
tive cells. Too high concentrations may result in unspecific staining, due
to low-affinity cross-reaction of the labelling reagent. The optimum con-
centration of each reagent must be estimated by cytometric titration.
Mixtures of positive and negative cells are stained under standard condi-
tions, and labelling reagent concentrations, usually in the range 0.1-10 pg
ml™ are tested. The stained cells are analysed by flow cytometry and the
optimum concentration is determined by plotting the mean fluorescence
intensity (see later) of positive and negative cells versus the concentration
of the labelling reagent (see Fig. 1).

Specific binding of antibodies to cellular antigens occurs rapidly.
Equilibrium is reached after 1-5 min, and 10 min is sufficient for most
applications. Longer staining may lead to increased background, due to
low-affinity cross-reactions which have slower kinetics. Longer staining
times may be required if liposomes or magnetic beads are used as affinity
labels (see below), and also for intracellular staining when the antibody
has to penetrate the cellular membranes.

Buffer and temperature

Washing

In general, living cells are stained on ice, which reduces the physiological
reactions of the cells, such as internalization, patching or capping and
subsequent shedding of antigen. Apart from the temperature, sodium
azide (0.02-0.05% in the staining buffer) can be used to block these
physiological reactions reversibly.

The standard staining buffer is PBS, containing 0.5-1% bovine serum
albumin (BSA) to saturate non-specific protein binding sites. To block
non-specific binding, purified immunoglobulin (0.1-0.5mgml™) can be
added to the buffer before or during the first staining step. Specific block-
ing antibodies for Fc receptors are also available.

During all staining steps cells should be handled carefully. Damaged and
dead cells absorb staining reagents and release ’sticky’ DNA, trapping
viable cells and clogging nozzles of flow cytometers and MACS columns.
Therefore it should be avoided to let the cells stand pelleted after cen-
trifugation or to blow air through the cell suspensions. Cells should be
kept on ice and cell pellets should be resuspended by gently flicking the
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Light

tube before adding new buffer, not by drawing the cells up and down in
the pipette. Washing steps should be minimized in order to avoid cell loss
(10% per washing step) and mechanical stress. One washing step, i.e. the
addition of a 5- to 10-fold volume of washing buffer followed by centrifu-
gation at 300g for 10 min, is sufficient to remove most unbound antibody.
A second washing step will be necessary for indirect staining, where
the primary antibody has to be removed completely, because otherwise
it would react with the secondary reagent and reduce its available
concentration.

Most fluorescent dyes, especially phycobiliproteins, are sensitive to light.
Absorption of light by the dye leads to the generation of reactive oxygen
forms, which rapidly destroy dye molecules by oxidation. To prevent this
‘photobleaching’, antibody conjugates and stained cells should be pro-
tected from light.

Exclusion of dead cells

Fixation

As dead cells impair staining, analysis and sorting, they should be
removed, e.g. by centrifugation on a Ficoll density gradient, before the
analysis. For analysis, they should be identified by the addition of the
DNA dye propidium iodide (PI). This highly fluorescent red dye can pen-
etrate the damaged cell membrane of dead cells and stain the DNA. Due
to the fluorescence of PI, dead cells can be identified by being equally
detected in fluorescence channels 2 and 3 (F2 and F3) (see later).

Fixation of cells before analysis or staining is often used to limit the
risk of infection and to standardize the time from staining to analysis.
For intracellular stainings fixation is needed to stabilize the cellular
structure. Subsequently, the cell membranes can be permeabilized for
staining reagents by adding detergents. Standard fixation is done in
0.5-2% formaldehyde (for protein staining, see protocols below). For
analysis of DNA or RNA, fixation in 70% methanol or ethanol/acetic
acid (95/5 vol./vol.) is required. Most targets of labelling are not influ-
enced by fixation, and labelling should be performed after fixation to
minimize effects of fixation on the label. In some cases, fixation may
not be advisable because it increases cellular autofluorescence. Also,
some antigenic determinants (e.g. those containing lysine residues) are
destroyed by reaction with aldehydes and can no longer be recognized
by their ligand. This factor has to be tested for each antigen. Cells that
were dead prior to fixation can be identified either due to scatter or by
staining with LDS 751 (Terstappen et al., 1988), which is not suitable
for routine use. Apoptotic cells can be recognized by PI staining, since
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Controls

their DNA staining is reduced, compared to G,,, cells, due to fragmen-
tation of DNA.

Affinity labelling has to be controlled in terms of specificity. To this
end, a labelling reagent as similar as possible to the reagent to be con-
trolled, but with a different specificity, is used. For antibodies, isotype-
matched antibodies are routinely used (isotype control). However, this
control may be misleading, since different protein preparations and
modifications may result in unpredictable differences. An alternative
would be to stain cells that are similar to the target cells but do not
express the target molecule (cellular control). The quality of this control
depends on the similarity of the two cell types. Genetic mutants lack-
ing the gene of interest would be ideal. In the case of transfectants,
‘mock’ transfected cells are the best control. Specificity also can be
checked by blocking the staining with soluble target molecules, if avail-
able, or by preincubation of the target cells with unlabelled specific
affinity reagent.

Data Acquisition and Analysis

Acquisition

During cytometric data acquisition, the five or six available parameters
(FSC, SSC and three or four colours (F1-F4)) are all recorded for each par-
ticle that triggers measurement, i.e. for each particle that exceeds the pre-
set threshold level for one of the parameters. Usually FSC is used as the
trigger threshold.

Light scatter is analysed at linear amplification while fluorescence is
measured logarithmically, to allow display of up to 10000-fold differ-
ences in intensity on one plot. Logarithmic amplification also emphasizes
small differences in low numbers of antigens per cell, which often have
high biological relevance because they may determine the functional
phenotype of a cell (i.e. expression or not), rather than differences at high
expression levels.

Apart from the trigger threshold, subsets of cells can be selected for
analysis by setting upper and lower thresholds for any parameter. This
"live gating’ may be necessary to obtain statistically significant numbers of
rare cells for cytometric analysis. However, information about the
excluded cells is invariably lost and unexpected or pathological situations
may not be detected. Live gating should not be used in routine analyses.
However, if it has to be done, an aliquot of cells should be analysed in par-
allel without a live gate for control purposes.
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Compensation

Fluorescent light is emitted from a particular fluorochrome over a range
of wavelengths characteristic for that dye. For dyes that have overlapping
spectra (e.g. FL and PE), it is not always possible to measure each dye
independently (Fig. 2). Spectral overlap can be corrected by compensa-
tion, i.e. subtraction of the relative contribution of the signal from the
overlapping dye from the overall signal recorded in that parameter.
Conventional flow cytometers have an electronic compensation circuit
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Figure 2. Spectral overlap and compensation. (A) The fluorescence emission spec-
tra of fluorescein (FL) and phycoerythrin (PE), the bandwidths of the analysis fil-
ters (shaded bars). A certain percentage of the total fluorescence emission of
fluorescein is detected in the F2 channel, and vice versa. (B, C) The effect of spec-
tral overlap in a F1 versus F2 scatter plot for a single colour (F1) staining without
(B) and with (C) electronic compensation of the F2 signal with x% of the measured
F1 intensity subtracted from the F2 signal intensity.
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which allows correction for spectral overlap, as illustrated by the follow-
ing example.

The fluorescence intensity of FL, detected at 585 + 21 nm (F2), is 10% of
the fluorescence intensity detected at 530 +15 nm (F1). Therefore phyco-
erythrin fluorescence, detected at 585 +21 nm (F2), is electronically cor-
rected by subtracting 10% of the F1 signal intensity of the same cell:
F2(corrected) = F2 - 10% F1.

Compensation has to be established experimentally for each combina-
tion of dyes, by using a mixture of cells stained with the various dyes indi-
vidually and at different degrees of brightness and adjusting
compensation for all dyes. Standardized calibration particles are available
for this purpose. Each dye must be compensated against all others. Some
instruments'may not have compensation for F1 versus F3 (>650nm), and
vice versa, as dyes are available that have no spectral overlap at these
wavelengths. Calibration of compensation has to be done at an estab-
lished PMT voltage. Changing the PMT voltage requires recalibration of
the compensation. As the detection of fluorescence is not strictly linear
over the whole range of four decades, compensation is best established
with mixtures of dimly and brightly stained cells.

Data evaluation
Plotting and presentation of data

The usual way of plotting cytometric data is either as a one-parameter his-
togram or as a two-parameter dot plot or contour plot. One-parameter
histograms emphasize the quantitative aspects of flow cytometry (relative
intensities, population size, mean fluorescence, CV) for a single para-
meter. Two-parameter plots provide information on the correlation of
expression of the antigens: in dot plots, each cell is indicated by a single
dot, emphasizing small populations, while large populations show only
poor resolution. Contour plots provide good resolution in areas of high
cell density, as they delineate areas of equal cell density. Depending on
the threshold limits, rare cells may not be shown.

In any case, graphical data presentation, including documentation of
live and analysis gates, is preferred over just giving statistical results, such
as the percentage of positive cells or the mean fluorescence, since differ-
ential gating and setting of statistical thresholds may cause significant dif-
ferences in the final evaluation. This is particularly true in the case of
weakly stained cells (see below).

Analysis gates

Live gates should be used with caution, since they preclude information
from being recorded. Analysis gates are required for correct evaluation of
the recorded data. They identify defined subpopulations of cells for sta-
tistical analysis. The current state of the art software still requires the
operator to make subjective decisions about the definition of the gates.
Gates can be verified either by using other parameters for control, or by
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cell sorting for microscopic or functional analysis. Analytical gating is
exemplified here for the analysis of white blood cells.

The first gate is set according to the light scatter of the cells. In the two-
dimensional plot of forward versus side scatter lymphocytes, monocytes
and granulocytes appear as separate populations distinct from small cells
and debris (Fig. 3 (A)—~(C)). According to the specific fluorescent labelling
of lymphocytes, monocytes and granulocytes, gates can be defined for the
forward versus side scattering of these populations. These forward versus
side scatter gates will now serve as analytical gates for future analysis.
Specific staining controls are extremely important in case of unexpected
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Figure 3. (A-C) FSC/SSC plots of peripheral blood leukocytes. Lymphocytes,
monocytes and granulocytes can be identified by FSC/SSC properties. (A) After
lysis of erythrocytes. (B) FSC threshold excludes debris from analysis. (C)
Peripheral blood mononuclear cells; erythrocytes, granulocytes and dead cells are
removed by centrifugation on a Ficoll gradient. (D) Exclusion of dead cells by PI
staining. PI fluorescence is detected equally in the F2 and F3 channels, resulting in
a diagonal of dead cells, which can easily be excluded from analysis by defining a
gate in a F2/F3 scatter plot, as shown.
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results, e.g. in pathological situations and for analysis of rare subpopula-
tions. For example, activated cells frequently show increased light scatter.
Dead cells are usually excluded due to their reduced forward scatter and
to PI staining (Fig. 3 (D)).

Statistical analysis

Statistical evaluation of cytometrically defined populations mostly con-
cerns the frequency of cells in a given population, their mean scatter or
fluorescence intensity and the corresponding coefficient of variation (CV).
The entire cell population has to be displayed ‘on scale’, since cells
summed up in the first or last detector channel cannot be analysed for
mean fluorescence or CV. The statistical mean is defined as the arithmetic
or geometric mean for linear and logarithmic scales, respectively.
Variations within a population are the result of biological variation (e.g.
cell size and antigen density) and of analytical variation (e.g. stability of
the intensity of the illuminating light, focusing and orientation of the cell
during analysis). In logarithmic amplification a homogeneous population
of cells results in a population that is distributed symmetrically about the
mean value (Fig. 4). For such a distribution the CV is half of the peak
width at 0.6 times the maximum height.

The intensity of the fluorescence is digitized into channels and can be
converted to linear values for better quantitative comparison of the rela-
tive intensities of cell populations. The linear values L are calculated from
the channel values C as

L=10

where X is the number of channels per decade.
Populations separated entirely from each other in one or more para-
meters are easy to compare statistically: the statistical threshold can be

mean fluorescence

cell count

cv

fiuorescence intensity

Figure 4. Fluorescence distribution of a homogeneous population of cells. Due to
biological variations and variations in measurement, the cells are equally distrib-
uted around a mean value (mean fluorescence intensity (MFI)). The dispersion is
described quantitatively by the coefficient of variation (CV). CV = SD/(MFI x 100),
where SD is the standard deviation.

40



A zero differential method

=
3
8
]
Q
zero differential method
99% threshold
B
=
3
o
Q
B
Q
C
€
3
o
Q
3
Q

fluorescence intensity

Figure 5. Statistical evaluation of separated (A) and bivariate (B) or asymmetrical
(C) populations. (A) For separated populations analysis can easily be done by set-
ting a statistical marker between the two populations (zero differential (valley)
method), which can then be analysed separately for relative cell number, mean
fluorescence intensity and coefficient of variation (CV). (B) Bivariate histograms
require the use of curve-fitting programs, but for routine analyses they can be
analysed using the valley method, assuming that the curve reflects two overlap-
ping populations of similar size and CV so that false-positive and false-negative
cells, defined by the marker, would cancel out. (C) Asymmetrical histograms,
which may represent overlapping populations or kinetic transitions, allow only
very preliminary analysis by standard evaluation methods, but require the use of
curve-fitting programs. In all cases (A)~(C), the 99% threshold method provides
no advantages, but rather leads to misinterpretation of the data.
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set anywhere between the two populations (Fig. 5). If the two popula-
tions overlap, the statistical evaluation becomes more complicated. One
method commonly used is to set a statistical threshold such that 99%
of the negative control is included, and to regard all cells exceeding
this threshold as positive for that parameter. This method cannot be
recommended, as it will give results for separated populations that are
incorrect by at least 1%, and completely wrong values for overlapping
populations (see below). Also, for shifted populations, i.e. where there
is an increase in mean fluorescence (compared to the control) but with
a conserved CV, the 99% threshold method will give entirely incorrect
results. As illustrated in Fig. 6, a weak shift in the average fluorescence
of all cells, evaluated by 99% thresholding, will lead to a misinterpreta-
tion of the results.

For routine evaluation of overlapping populations, the threshold can
be set at the lowest point between the two peaks (the ‘zero differen-
tial’, see Fig. 5). In the case of overlapping populations of about equal
size, 'false-positive’ and ‘false-negative’ cells will then level out. If pop-
ulations differ too much in size (e.g. rare cell analysis) this method
cannot be used. Ideally, statistical analysis of overlapping populations
would involve the use of curve-fitting programs such as Modfit
(Verity) or Multicycle (Partec). However, even these require informa-
tion about the number of populations to be expected and to what
extent kinetic differences may be involved. In any case it is preferable
to improve staining conditions and to add additional discriminating
parameters in order to achieve better resolution of the populations. For
rare cells, enrichment prior to analysis may help identify the relevant
population (Radbruch and Recktenwald, 1995).

99% threshold

Amfi
—
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Figure 6. Shifted populations (histograms of stained and unstained cells are over-
laid). All cells are stained without an increase in the coefficient of variation, and
therefore setting statistical markers by any method would give false results. Such
staining has to be described by the difference in the mean fluorescence intensity
(Amf.i). A
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Standard Protocols: Staining and Instrumental Set-up

Sample preparation

Forimmunolabelling and flow-cytometricanalysis, suspensions of single cells
have to be prepared. Cell clumps must be removed by sedimentation and/or
filtration, and buffers containing protein (BSA) and ethylene diaminetetra-
acetic acid (EDTA) should be used to reduce aggregation and non-specific
staining. Details of how to obtain suspensions of single cells from various tis-
sues are given in the chapter by Czuprynski and Brown in Section II.

Set up of a flow cytometer

The protocol given below can be used for standard flow cytometers with
stable alignment. It serves to determine the instrument settings of thresh-
old, gain and compensation for three-colour analysis of FL (F1), phyco-
erythrin (F2) and CyChrome (F3) fluorescence. Instead of cells stained for
each colour separately, calibration particles (as described above) can be
used. As the optical alignment is stable and settings can be stored and
recalled, calibration must be performed only once for a particular type of
analysis and a particular instrument. After changing the PMT voltage of
any fluorescence parameter, the compensation must be set up again.

1. Choose logarithmic amplification for F1-F3 and linear amplification
for FSC and SSC. Set all compensation levels to zero. Select FSC for
threshold trigger and adjust the trigger level to about channel 50.

2. Run unstained cells and adjust the FSC/SSC until optimal separa-
tion of populations is obtained (with FSC around channel 300 for
the smallest cells, e.g. lymphocytes). For leukocytes, see Fig. 3.
Increase the trigger level to exclude debris, with all cells still clearly
being above threshold.

3. Set a live gate around the population of the smallest cells (e.g. lym-
phocytes), with the lowest level of autofluorescence.

4. Adjust the PMT voltage of F1-F3 to yield a mean fluorescence inten-
sity (MFI) of 34 (channel 120) for unstained cells. Some software
allows the display of live statistics simultaneously during acquisi-
tion. The entire population should be ‘on scale’ (see above).

5. Run a mixture of unstained and FL-stained cells and display the
results as a plot of F1 versus F2. Reduce the F2 signal of FL-stained
cells by increasing F2 — (x% F1) until the MFI of F2 of the stained cells
has reached the F2 value of the unstained population (MFI 3-4).

6. Use mixtures of unstained and PE-stained cells to adjust F1 -
(x% F2) and F3 — (x% F2) (display as an F2 versus F3 dot plot), and
mixtures of unstained and CyChrome-stained cells to adjust F2 —
(x% F3) by repeating the procedure.

7. Run a mixture of all four populations. Cells will now be “positive’
for one colour only, having an MFI of around 3—4 for all other
colours. Record 10* cells as a master file, which serves to document
the calibration and as a source file for the instrument settings, to be
recalled for future acquisitions.
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Conventional surface staining

Direct reagents

1. Wash cells once with PBS/0.5% BSA /0.02% NaN, (PBA) (10° cells
ml™ 300g).

2. Gently flick the cell pellet and add 50-100 nl PBA containing titrated

amounts of fluorochrome-conjugated antibodies (up to three differ-

ent colours, each of which has to be controlled separately).

Incubate for 10 min on ice and protect from light.

Wash with 1 ml PBA.

5. Take up cells in about 0.2-1 ml of PBA for immediate analysis, or fix
cells by adding 0.5% paraformaldehyde in PBS to the flicked pellet
and store at 4°C in the dark until analysis.

e

Indirect staining using haptenized primary labels

1. Wash cells once with PBA (10° cells ml1™, 300g).

2. Resuspend with 50-100 pl of haptenized antibodies in PBA (10 min,

on ice).

Wash twice with 1 ml PBA.

4. Incubate with 50-100pl of fluorochrome-labelled anti-hapten

reagents (10 min, on ice).

Wash with 1 ml PBA.

6. Take up cells in about 0.2-1 ml PBA for inmediate analysis, or fix as
described above.

w
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Indirect staining using isotype-specific reagents

1. Wash cells once with PBA (10° cells ml™, 300g).

2. Stain with one primary antibody (e.g. murine IgG,) as described,
and wash.

3. Stain with a titrated amount of fluorochrome-labelled anti-isotype
reagent, (e.g. anti-mouse IgG,), and wash once.

4. Block free binding sites with unlabelled IgG, (100 pg ml™, 10 min, on
ice). Control the blocking efficiency by staining an aliquot of the
cells with a fluorochrome-labelled isotype control antibody, e.g. of
the murine IgG, subclass.

5. Stain with the second and third haptenized or directly conjugated
antibodies as described above.

Absorption of polyclonal reagents

To minimize unwanted reactivities of polyclonal reagents, they can be

absorbed prior to use on unstained cross-reacting cells.

1. Use stock solution of staining reagent at about 1 mg ml™.

2. Add 1-2 volumes of the stock solution to 1 volume of cell pellet. Mix
gently and incubate for 1-2 h on ice; mix from time to time.

3. Spin down the cells at 350¢ and remove supernatant.

4. Spin down supernatant at 12000g¢ for 20 min to remove protein

(contd.)
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aggregates and debris. Titrate stock solution for staining and store
aliquots at —70°C.

Exclusion of dead celis

If F2 and F3 are not used simultaneously for surface antigens, or the
antigens are expressed mutually exclusively on two subpopulations,
PI from an aqueous stock solution (0.1 mg ml™), at a final concentration
of 1 pg ml™ can be added immediately (1 min) prior to analysis in order
to exclude dead cells. (Note: Not for fixed cells.)
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Exclusion of non-nucleated celis

LDS 751, a vital DNA dye emitting in the far red, can be used to label
all nucleated cells (stock solution 1 mg ml™ in methanol; dilute 1:100).
Add the dye immediately before analysis (Recktenwald, 1988). It also
can be used to identify cells, in fixed samples, which were dead prior
to fixation (Terstappen et al., 1988).

Intracellular Staining
Basic principles

The basic principles of intracellular staining are discussed in the chapter
by Yssel and Cottrez in Section IIl. A protocol for staining of murine
cytokines and a list of appropriate reagents is given here. Specificity of
staining can be controlled by staining of cytokine transfectants and block-
ing with soluble cytokine (see earlier). In addition, the intracellular stain-
ing of most cytokines is concentrated in the Golgi compartment. Upon
microscopic analysis, this spot-like staining provides further evidence for
specific staining. Intracellular staining of cytokines can also be controlled
functionally, by using ‘cellular affinity matrix technology’, which allows
isolation of live cells secreting particular cytokines (see later). Such cells
are specifically stained for the same cytokine intracellularly, and only
these cells secrete this cytokine, as has been shown by sorting, subsequent
culture and ELISA. This demonstrates the comparable sensitivities of
these techniques.

Standard protocol for intracellular staining of murine cytokines
Antibodies for intracellular staining of murine cytokines

See Table 2.

Fixation

1. Wash cells once with PBS and resuspend in PBS at 2x10°ml™.

2. Add 1 volume of 4% formaldehyde/PBS. Incubate for 20 min at
room temperature.

3. Wash twice with PBA. (contd.)
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4. Resuspend in PBA at 1 x 10° to 2 x 10° cells ml™ and store at 4°C in
the dark until staining.

Intracellular staining of one cytokine and one surface marker

1. Use about 1 x 10° fixed cells for each 1.5-ml test-tube sample. Spin

down for 10 min at 300g.

2. Incubate pellet with 50pl digoxigenin (DIG) conjugated anti-
cytokine antibody and PE-labelled antibody against a surface anti-
gen in PBA/0.5% saponin (from Quillaja bark; S-2149, Sigma,
St Louis, MI, USA) (‘saponin buffer’) for 10-15 min at room
temperature.

. Wash twice with 1 ml saponin buffer.

. Incubate pellet with 50pul sheep anti-DIG-FL (Boehringer
Mannheim) in saponin buffer for 10-15 min at room temperature.

. Wash with 1 ml saponin buffer and resuspend pellet in PBA.

6. Flow cytometry or fluorescence microscopy.

=
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Table 2. Antibodies for intracellular staining of murine cytokines

Cytokine Antibodies Cytokine Antibodies

IFN-y R4-6A2 or AN18.17.24 IL-4 11B11 or BVD4-
1D11

IL-2 S4B6 IL-5 TRFK5

IL-3 MP2-43D11 + MP2-8F8 IL-10 JES5-2A5

For a description of cytokine antibodies, see the Pharmingen catalogue.
For a description of AN18.17.24, see Prat et al. (1984).

Flow Cytometry of Secretion
Basic principles

The affinity matrix (see earlier) is created by biotinylation of cell surface
proteins and labelling with an antibody-avidin conjugate (‘catching anti-
body’, see Manz et al. (1995); for the preparation of protein—protein conju-
gates in general, see Hermanson (1996)). Pairs of antibodies that recognize
two different epitopes of the secreted molecule are used for the secretion
assay. During labelling of the cells, secretion is prevented by sodium azide
(0.02%) and incubation on ice. The cells are then allowed to secrete their
product for a defined time at 37°C. The required time for secretion depends
on the rate of secretion, and may vary from 15 to 60 min. To prevent dif-
fusion of secreted proteins from secreting to non-secreting cells, for secre-
tion the cells are incubated in a medium of high viscosity (30—40% gelatine
or 4% alginate). Alginate forms a gelatinous precipitate with Ca* , which
can be dissolved by addition of EDTA. Gelatine can be dissolved by adding
warm medium to recover the cells after secretion. After secretion, the cells
are collected and stained with the second affinity label for the secreted
product, which is bound to the affinity matrix on the surface of the cells.
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Protocol: cellular affinity matrix
(By R. Manz and M. Assenmacher.)

Antibodies
See Table 3.

Preparation of low-permeability medium (gelatine)

1. Dissolve 60 g gelatine (type B, from bovine skin 75 Bloom) in PBS to
a final volume of 100 ml, at 40°C.

2. Dialyse extensively against PBS and once against RPMI 1640 for
several hours at 4°C. Check for toxicity by incubation with test cells.

3. Store aliquots at —20°C.

Biotinylation of cells

1. Wash cells (10°-10%) once with PBS/BSA. Keep an aliquot (control 1).

2. Dissolve 1 mg ml" LC-biotin-succinimidy] ester in PBS pH 8.5.

3. Immediately resuspend the cells in the biotin solution (10°-10° cells
per 0.2-1 ml).

4. Incubate for 10 min at room temperature.

For the following steps, keep the cells on ice to prevent secretion.

5. Wash twice with 50 ml cold PBA, using new tubes for each washing
step. Free biotin must be removed completely. Keep two aliquots
(controls 2 and 3).

Affinity matrix

1. Blocking of membrane bound molecules: incubate biotinylated cells
with unlabelled detection antibody (20-50 pg ml™). Wash with PBA.
Take one aliquot (control 4).

2. Incubate cells with titrated amount of avidin-antibody conjugate
for 5-10 min on ice, in the presence of unconjugated catching anti-
body (100400 pl). Keep two aliquots (controls 5 and 6).

Incubation for secretion

Gelatine

1. Mix cells with 2-10 ml RPMI/40% gelatine/10% fetal calf serum
(FCS), prewarmed to 37°C, and plate on Petri dishes.

2. Incubate at 37°C for 10-90 min.

3. Mix with a 5- to 10-fold volume of PBS (37°C) and transfer to a new
tube containing the same volume of cold PBS (10°C).

4. Spin down at 10°C.

Alginate
1. Mix the cells with 1-5 ml RPMI/4% sodium alginate/20% FCS.
2. Inject into 20-30 ml 45 mM CaCl,/100 mM NaCl (26G needle).

(contd.)
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3. Aspirate supernatant, add 10-20 ml RPMI/10% FCS and incubate
for 10-90 min at 37°C.

4. Add 5-20ml RPMI/80mm EDTA, pH 7.0, at room temperature,
until precipitate is dissolved.

5. Wash with cold PBS/BSA.

Detection

Take up cells in 100-400 pl detection antibody (labelled with fluoro-
chrome or hapten) and proceed as described for surface staining.

Controls

® 1 and 2: Check for biotinylation by staining with streptavidin-FL.
There should be a 34 log difference between the positive (2) and
negative (1) samples.

® 3 and 4: Check the density of the affinity matrix with a secondary
fluorochrome-labelled antibody against the ‘catching antibody’.

® 5 and 6: Check the capacity of the affinity matrix by incubating control 6
with high concentrations of the secreted molecule for 10 min on ice (pos-
itive control). Wash and stain controls 5 and 6 with detection antibody.

Controls 1, 3 and 5 serve as negative controls for each staining.

Table 3. Antibody pairs for analysis of secretion of murine cytokines or
immunoglobulins

Secreted molecule Antibody pair (catching antibody, detection antibody)

Immunoglobulin Rat anti-mouse k-light-chain (e.g. clone R33-18.10)
+ rat anti-mouse Ig subclass

IL-2 JES6-1A12 + JES6-5H4

IFN-y R4-6A2 + AN18.17.24

For a description of cytokine antibodies, see the Pharmingen catalogue.
For a description of AN18.17.24, see Prat et al. (1984).

Detecting Rare Surface Molecules by Magnetofluorescent Liposomes
Tips and tricks

Labelling with liposomes in general follows the rules described earlier. For
indirect labelling with liposomes, the primary labelling reagent has to be
highly specific and staining conditions have to be optimized in order to min-
imize background. Free primary or secondary reagents have to be removed
carefully. Cells are washed twice after primary staining and liposomes are
washed once prior to use. After staining, free liposomes have to be removed
carefully by repeated washing (2-3 times). Single liposomes can be detected
by flow cytometry, resulting in false-positive signals by coincidental meas-
urement of cells with free liposomes. For the same reason, the flow speed of
the sample should be reduced to 100-500 events s™'. On the other hand, cells
labelled with liposomes should be resuspended gently after washing, since
cell-bound liposomes are sensitive to shearing forces.
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Staining with liposomes

1. To decrease non-specific binding, cells are preincubated for 10 min
with a 100- to 1000-fold excess of unspecific ‘blocking’ IgG, kept
strictly on ice for the entire procedure, and 0.05% NaN, is added to
the buffer (PBA).

2. Cells are labelled with haptenized antibody (usually 1-10 pg ml™)

for 10 min on ice.

. Wash twice to remove any free antibody.

4. Liposomes conjugated to hapten-specific antibodies are spun down
at approximately 12 000g, for 10 min, directly before use and resus-
pended in PBA. The optimal concentration has to be determined by
titration beforehand.

5. The cells are resuspended in the liposome solution. Maximum con-
centration is about 10’ cells per 200 pl, with 200 pl minimum volume.
Round-bottomed tubes are used for staining and placed on a shaker
for at least 30 min on ice. Make sure that the mixture is agitated.

6. Cells are then washed carefully at least twice.

7. Analysis by flow cytometry (flow rate 100-500 events s™) or isola-
tion of labelled cells by MACS.

w

Surface cytokine detection and sorting

\nalysis

Some cytokines, such as y-interferon (IFN-y) (Assenmacher et al., 1996)
and interleukin-10 (IL-10) (Scheffold et al., unpublished), are expressed
specifically on the surface of cells secreting those cytokines. They can be
used to identify and isolate viable cells according to cytokine expression,
e.g. T-helper 1 (Th1) cells secreting IFN-y. Surface cytokines are expressed
transiently during secretion, restricting their use to identification of cells
activated in vivo or in vitro (for activation protocols see the chapter by
Yssel and Cottrez in Section III). For staining, antibodies are used that do
not recognize receptor-bound cytokines, ie. antibodies that block
cytokine function, such as AN18-17.24 and GZ4 for murine and human
surface IFN-y, and JES5-2A5 for murine surface IL-10. Cells are stained
indirectly with digoxigenized cytokine-specific antibodies and anti-
digoxigenin liposomes, as described above. Specificity of staining can be
controlled functionally by sorting and subsequent culture and ELISA or
fixation and intracellular staining. Direct correlation of intracellular and
surface staining, prior to sorting, is not possible because liposomes are
lysed by saponin buffer.

Liposomes are 100- to 1000-fold more sensitive than conventional staining
reagents, allowing detection of as few as 50-100 molecules per cell. For
analysis of cells stained with liposomes, some factors must be considered.
The high sensitivity of the technology requires stringent controls, i.e. cells
stained with liposomes alone and an isotype-matched digoxigenized
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control antibody. The latter provides the basis for statistical evaluation.
One bound liposome is sufficient to stain a cell clearly for cytometric eval-
uation. For rare antigens of less than 300400 molecules per cell, cells will
be labelled with few liposomes. Some false-negative cells may then occur,
i.e. although a subpopulation of cells is separated from negative cells,
some positive cells remain unstained (no liposome), although they have
similar antigen density.

4646066 CELL SORTING BASED ON AFFINITY
LABELLING

Introduction
Basic considerations

Affinity labelling, apart from its analytical potential, allows cells to be iso-
lated according to the label for further analysis. Fluorescence-activated
cell-sorting (FACS) and high-gradient magnetic cell separation with
superparamagnetic colloids (MACS system) are both based on quantita-
tive labelling. Other, more qualitative methods based on physical (density
centrifugation), biochemical (adherence L-leucine methyl ester (LME)
lysis) or immunological differences (panning, macroscopic magnetic
beads) may be useful for pre-enrichment. Some of these methods are
described in the chapter by Czuprynski and Brown in Section II and by
Esser (1992).

Sorting strategies
MACS or FACS

For FACS, closed systems with piezo-controlled fluidic deflection systems
(Partec, FACSort, FACSCalibur), which provide sort rates of below 10°h™,
and free flow in air systems with deflection of cells in droplets (Coulter
EPICS, FACS Vantage, FACStar), with sort rates of more than 10’h™, are
available. All systems allow sorting of cells according to light scatter and
up to four fluorochromes. The basic principle of free flow in air sorters is
the deflection of droplets containing single cells from the bulk flow by
electromechanical or electrostatic means according to their fluorescence
or light scatter. They can analyse and sort up to 10’ cells per hour with
high fidelity, and even higher rates can be achieved with high-speed sort-
ing devices, but at lower purity. Higher sorting rates cannot be used since
the physical stress of acceleration within the sorting nozzle would dam-
age the cells. FACS is the technology of choice for isolation of cells accord-
ing to complex multiparameter labelling, intracellular staining and
staining for biochemical parameters and DNA content. It provides the
option to deflect individual cells or defined cell numbers and can separate
cells according to subtle differences in labelling. High-gradient magnetic
cell sorting sorts cells in parallel rather than sequentially. Therefore, for
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MACS the sort time is independent of the total cell number. This makes it
a useful tool for isolating rare cells. MACS can also be used to separate
cells according to multiparameter labelling, by sequential separation (see
later). Sorting for quantitative differences in magnetic labelling requires
fine tuning of the labelling and separation conditions (see below). While
MACS is an inexpensive, easy to use system that imposes little stress on
the cells, free flow in air systems require an experienced operator for
alignment and sorting. Acceleration of cells in the nozzle is stressful for
the cells. Aerosol formation increases the risk of infection. Nevertheless,
these methods offer unique technical possibilities.
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Positive or negative selection?

The first decision in developing sorting strategies is whether to sort for the
wanted cells or against all other cells. Positive selection is usually more
efficient in terms of purity. However, it requires a specific cell-surface
marker for the target cells, which upon cross-linking by labelling should
not interfere with cell function.

Negative selection of distinct cells, by depletion of other cells, would
leave the enriched cells ‘untouched’, but the population would be less
pure, because it is difficult to find labelling markers for all unwanted cells,
especially rare cells.

Analysis

Sorting experiments are evaluated by cytometric analysis of the original,
negative and positive fractions. The absolute numbers of (live) cells
should be determined in all fractions (e.g. by counting in a Neubauer
chamber), so that the recovery rates can be calculated.

Sterility

MACS columns are provided sterile and the sorting procedure can easily
be performed under sterile conditions. Sterile FACS sorting requires ster-
ilization of the entire flow system.

FACS

The basic principles of free flow in air sorting is described in detail else-
where (Melamed et al., 1990; Radbruch, 1992). In any case, it is advisable
to use this technology only in well-managed flow-sorting laboratories.

MACS
Principles of magnetic separation

The basic idea of magnetic separation in high-gradient magnetic fields is to
combine the advantages of labelling of cells with small, superparamagnetic
particles with separation on a ferromagnetic matrix, magnetized by insertion
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into an external magnetic field. Cells labelled with superparamagneticbeads
are attracted to the ferromagnetic matrix by the magnetic gradient gener-
ated. Unlabelled cells are eluted by washing. When the column is removed
from the magnetic field, labelled cells can be eluted from the column.

Parameters of MACS sorting

Factors that have to be considered for magnetic sorting include the qual-
ity of magnetic labelling and the choice of separation columns.

Magnetic label

The strength of magnetic labelling influences the efficiency of the separa-
tion. Like fluorescent staining it is proportional to the density of antigen
and, similarly, indirect reagents are more effective than direct labelling.
Optimum concentrations have to be checked by titration.

Any background staining will lead to non-specific retention. Single-cell
suspensions are essential to prevent clogging of the columns. Magnetic
labelling should be performed in a refrigerator (6-12°C), since incubation
on ice has been shown to interfere with labelling (e.g. for human CD14).

Separation column

Dead cells

Columns with different capacities and different matrices (wires or balls) are
available. The size of the column must be calculated to be able to retain the
expected number of positive cells. For positive enrichment, the capacity
should be calculated stringently to reduce non-specific retention. For deple-
tion, the column should have higher capacity to guarantee effective reten-
tion of all cells. Due to their geometry, ball matrices (RS*, VS*, XS*) have
a reduced number of non-specific binding sites, a smaller capacity and a
weaker magnetic gradient. They are ideally suited to the isolation of popu-
lations of high purity, especially if the total number of positive cells is small.
Wire matrices (AS, BS, CS) allow more efficient depletion of cells and can
also be used for positive enrichment of cells present in large numbers.

Apart from the choice of column, the speed of flow, which is regulated
by flow resistors, has a strong influence on sensitivity and purity. High
flow rates will not allow retention of weakly labelled cells, and thus give
reduced background and high purity of the positive fraction (‘enrich-
ment’). However, not all positive cells will be retained. Slower flow rates
will result in quantitative retention of labelled cells (depletion). Two suc-
cessive rounds of MACS, depletion and positive enrichment can be com-
bined to obtain pure positive and negative populations.

Dead cells take up magnetic beads very efficiently and are therefore
enriched non-specifically by MACS. They should be removed prior to
MACS, especially for the separation of rare cells.
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Sensitivity

The sensitivity of magnetic separation is comparable to fluorescent stain-
ing, i.e. clearly stained cells can be isolated by MACS. Because the cells
have no magnetic moment per se, magnetic sorting allows the separation
even of populations that overlap in fluorescent staining due to weakly
expressed antigens, autofluorescence and natural CV (see above), if the
magnetic label has been titrated carefully.

Muitiparameter magnetic cell sorting

Magnetic sorting according to more than one parameter can be done by
combining depletion for one parameter and subsequent positive enrich-
ment for a second parameter. Stringent depletion conditions are required
to avoid enrichment of cells left over from the first labelling in the second
round. For the enrichment, conditions should favour high purity, e.g.
high flow rate and ball-matrix columns. This approach has been used effi-
ciently in, for example, the isolation of fetal cells from maternal blood
(Buesch et al., 1994). The positive enrichment of cells according to several
surface markers can be done using MACS Multisort reagents, which
allow enzymatic cleavage of the magnetic beads after separation and sub-
sequent positive or negative enrichment steps. One example for double
positive enrichment, the purification of naive T cells from murine spleno-
cytes, is given below.

Isolation of naive murine T cells

Detailed protocols for MACS are supplied together with the reagents.
Here, we give a protocol for sorting of naive murine T helper cells accord-
ing to the expression of CD4 and CD62L (L-selectin (Gallatin et al., 1983))
(protocol by M. Assenmacher and M. Loehning).

Reagents

Antibody conjugates:

® anti-murine CD4 mab: GK1.5 FITC (isomer 1, e.g. Sigma F-7250)
¢ anti-murine CD62L mab: MEL-14 biotin

® streptavidin phycoerythrin (PE).

Magnetic cell separation reagents (Miltenyi Biotec, Bergisch Gladbach,
Germany):

® anti-FITC (isomer-1) MultiSort Kit

® streptavidin MicroBeads.

MACS columns for positive selection:

® MS‘/RS" column with MiniMACS (for up to 107 positive cells)

® VS’ column with MidiMACS, VarioMACS or SuperMACS (for up to
10° positive cells).
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2.
3.

2.

4.
5.
6.

Protocol

First enrichment: separation of CD4" cells
1.

Prepare single-cell suspension of murine spleen cells, wash and
stain with anti-CD4 FITC in PBS/BSA as described.

Wash once.

Incubate pellet with anti-FITC MultiSort MicroBeads (1:5 at about 2
x 10° to 5 x 10° cells ml™ in PBS/BSA) for 15 min at 10°C.

Wash cells in PBS/BSA.

. Resuspend cells in PBS/BSA (MS'/RS' columns, 0.5-1ml; VS*

columns, 1-2ml) and apply cell suspension onto the appropriate
MACS column. Keep an aliquot (original fraction).

. Rinse with PBS/BSA (MS’ /RS, 3 x 0.5-1 ml; VS", 5x3 ml). Keep an

aliquot (negative fraction).

Remove columns from magnetic separator and elute CD4" cells
with PBS/BSA (MS*/RS*, 1-2ml; VS*, 5ml). Keep an aliquot (posi-
tive fraction 1).

Check purity of positive cells by flow cytometry. Separation may be
repeated to increase purity to more than 98%.

Detachment of magnetic beads
1.

Incubate the CD4" cell fraction with MACS MultiSort Release
reagent and 20 pl ml™ cell suspension for 10 min at 10°C.

Apply cell suspension onto a MS*/RS" column, in order to remove
any remaining magnetically labelled cells. Rinse the column and
wash the released fraction.

. Incubate released CD4" cells with MACS MultiSort Stop reagent,

30 pl per 1 ml cell suspension, at 2x10° cells ml", PBS/BSA during
the following labelling step.

Second enrichment: separation of CD4'CD62L" cells
1.
2.
3.

Stain CD4" fraction with Mel-14 biotin, as described.

Wash cells in PBS/BSA.

Incubate pellet with Streptavidin MicroBeads (1:10 at about 2x 10°
cells ml™ in PBS/BSA) for 10 min at 10°C.

Add streptavidin PE; 5 min, 10°C.

Wash cells in PBS/BSA.

Resuspend cells in PBS/BSA, apply cell suspension onto the MACS
column and proceed as described above.

Analyse by flow cytometry.
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List of Suppliers

Amersham International plc Becton Dickinson Immunocytometry
Amersham Place Systems

Little Chalfont 2350 Qume Drive

Buckinghamshire San Jose

HP7 9NA, UK CA 95131-1807, USA

Tel.: +44 (0)1494 544000 Tel: +1 408 432 9475

Fax: +44 (0)1494 542266 Fax: +1 408 954 2009

Cyanine dyes, conjugates and labelling Flow cytometers, equipment (e.g. calibration
reagents. particles) and antibodies.
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Boehringer Mannheim GmbH
Biochemica

Postfach 310120

Sandhofer Strasse 116

68305 Mannheim

Germany

Tel: +49 621 7590
Fax: +49 621 759 2890

Biochemicals and antibodies (e.g. digoxigenin
labelling and detection reagents).

Coulter Corporation
PO Box 169015

Miami

FL 33116-9015

USA

Tel: +1 305 380 3800
Fax: +1 305 380 8312

Flow cytometers, equipment (e.g. calibration
particles) and antibodies.

Cyanotech Corporation
P.O. Box 4384

Kailua-Kona

HI 96745, USA

Tel: +1 808 326-1353
Fax: +1 808 329 3597

Antibodies and phycobiliproteins.

Genosys Biotechnologies, Inc.
1442 Lake Front Circle

Suite 185

The Woodlands

TX 77380-3600, USA

Tel: +1 800 234 5362;
+] 713 363 3693
Fax: +1 713 363 2212

Haptens and hapten-specific antibodies.

Flow Cytometry Standards
Corporation

P.O. Box 194344

San Juan

PR 00919-4344, USA
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Tel: +1 787 274 1245
Fax: +1 787 758 3267

Calibration particles.

Miltenyi Biotec GmbH
Friedrich-Ebert-Strasse 68
51429 Bergisch Gladbach
Germany

Tel.: +49 2204 83060
Fax: +49 2204 85197

Magnetic cell separators (MACS), labelling
reagents, columns and equipment.

Miltenyi Biotec, Inc.
251 Auburn Ravine Road
Suite 208

Auburn

CA 95603-9858, USA

Tel: +1 916 888 8871
Fax: +1 916 888 8925

Molecular Probes, Inc.
4849 Pitchford Avenue
Eugene

OR 97402-9165;

P.O. Box 22010

Eugene

OR 97402-0469, USA

Tel: +1 541 465 8300
Fax: +1 541 344-6504

Biochemicals, fluorescent probes and labelling
reagents. The catalogue is a useful handbook
of fluorescence technology in biological
science.

Ortho Diagnostic Systems GmbH
PO Box 350

Raritan

NJ 08869-0606

USA

Tel: +1 908 218 1300
Fax: +1 908 218 8694

Flow cytometers and antibodies.



Partec GmbH
Otto Hahn Str. 32
48161 Muenster
Germany

Tel: +49 2534 5270
Fax: +49 2534 8588

Cytomation, Inc.

400 East Horsetooth Road
Fort Collins

CO 80525

USA

Tel: +1 970 226 2200
Fax: +1 970 226 0107

Flow cytometers.

PharMingen

10975 Torreyana Road
San Diego
CA92121-1111, USA

Tel: +1 619 677 7737
Fax: +1 619 677 7749

Antibodies.

Pierce

P.O. Box 117
Rockford

IL 61105, USA

Tel.. +1 815 968 0747
Fax: +1 815 968 8148;
+1 8159687316

Protein purification, labelling and conjugation

reagents.

Polyscience, Inc.
400 Valley Road
Warrington

PA 18976, USA

Tel: +1 215 343 6484
Fax: +1 2153430214

Calibration particles.

R&D Systems
614 McKinley PL NP
Minneapolis

MN 55413, USA

Tel: +1 800 343 7475
Fax: +1 612 379 6580

Cytokines, anti-cytokine antibodies and
immunoassays.

Southern Biotechnology Associates,
Inc.

P.O. Box 26221

Birmingham

AL 35226, USA

Tel: +1 205 945 1774

Fax: +1 205 945 8768

Antibodies.

VERITY Software House, Inc.
P.O. Box 247

Topsham

ME 04086, USA

Tel: +1 207 729 6767

Software products for evaluation of flow
cytometry data.
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INTRODUCTION

Activation and proliferation, along with differentiation into effector cells,
are important responses of the cells of the immune system to a challenge
by invading pathogens. Cellular expansion is meant to increase the num-
ber of effector cells capable of generating both the necessary inflammatory
milieu and an increased frequency of pathogen-specific responder cells.

Depending on the nature of the pathogen and the challenge to the
organism, the response may differ considerably in terms of the cellular
components involved and the appropriate effector functions chosen by
the immune system. For instance, cytotoxic T lymphocytes (CTLs) usually
appear during viral infections. T-helper 1 (Th1) cell responses are induced
by intracellular bacteria such as mycobacteria, while Th2 patterns can be
typically detected in connection with helminth infections, and humoral (B
cell) immune responses are frequently observed following immunizations
with protein. Moreover, co-operative action is a characteristic but still not
fully understood aspect of the immune system, involving the various
components during maturation of the immune response to varying
degrees. Thus, proliferation is a frequent response of T lymphocytes to
antigenic stimulation.
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Principle

In vitro experiments are an important supplement to studying infec-
tious diseases. Proliferation studies are performed in vitro using isolated
and highly purified lymphocyte subsets in order to dissect cellular com-
plexities and to focus on the particular roles of the individual subsets.
Therefore, studies with isolated cell subsets involve a risk of missing or
underestimating potentially critical regulatory cell interactions.

The principle of all in vitro measurements of cellular proliferation is to
detect cell division and cell growth as a result of activation and certain cul-
ture conditions. Frequently these culture conditions are stimulatory, espe-
cially when using primary (‘resting’) lymphocytes. Cell-based bioassays are
often used to detect soluble mediators by means of a characteristic growth
factor dependency of indicator cell lines. Here, cellular proliferation is used
as a read-out to identify and quantify soluble mediators. Finally, the inhibi-
tion of proliferation (by suppression, anergy or apoptosis) has aroused
increasing interest in recent years. In these cases, the decrease in the growth
rate and/ or cellularity reflects the efficiency of growth inhibition. The latter
two applications are normally carried out using preactivated cells. As a gen-
eral rule, comparability and interpretation of proliferation data requires that
the cellular growth response or the culture conditions be standardized.

The aim of this chapter is to provide an overview of various techniques
used to assess the growth pattern of lymphocytes. We will focus primarily on
PHIthymidine incorporation into newly synthesized DNA of dividing cells,
cleavage of the membrane permeable tetrazolium salt (3-[4,5-dimethylthiazol-
2-yl]-2,5-diphenyltetrazolium bromide (MTT) to measure metabolic activity,
and the enumeration of absolute numbers (cellular expansion) of subpopula-
tions using a modified flow cytometry method, termed standard cell dilution
assay (SCDA). As the basis of these methods varies, each one can be consid-
ered representative of a few other alternative approaches, some of which are
mentioned but cannot be discussed in greater detail.

[*H]JTHYMIDINE INCORPORATION

Following appropriate stimulation, lymphocytes start to expand vigor-
ously by repetitive mitosis cycles. Each cycle of cell division requires cell
cycle progression and DNA synthesis. Basically, each cell of a given pop-
ulation synthesizes a similar amount of DNA prior to its division. Thus,
expansion of a cell population correlates quantitatively with its rate and
extent of DNA synthesis. This basic relationship led to the wide applica-
tion of assessing DNA synthesis as a measurement of cellular prolifera-
tion. The labelled nucleotide, [PHlmethylthymidine (PH]TdR), at a
sufficiently high concentration (i.e. 2-3 nM, 0.2 Mbq ml™") competes with
endogeneously available thymidine for incorporation into newly synthe-
sized DNA (Strong et al., 1973). Convenient quantification is achieved by
detecting radiolabelled DNA using glass-fibre filter mats, which trap
genomic DNA along with some insoluble cell fragments, but spare
oligonucleotides or single bases.
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Equipment and reagents

Tritiated methylthymidine (PH]JTdR) as a stock solution of
37 MBq mI" (1 mCi ml™) (Amersham, Du Pont NEN).

Plain RPMI 1640 or comparable culture medium without any source
of serum to prepare PHITdR working dilutions.

Multichannel pipettes and/or single-tip repetitive dispensers are
extremely useful for handling multiple microtitre plates.
Cellharvester unit with suitable glass-fibrefilter matsare frequently used
to conveniently harvest 96-well microtitre culturesin a single aspiration
and washing cycle. Other instruments harvest 12-24 wells per cycle.
B-Emission counter: Basically, two types of counters are available. (1)
liquid scintillation counters that detect light generated in response to 3
particle energy absorptionby scintillator atoms. The light intensity mea-
sured correlates directly with B emission of the total DNA-bound [*H].
(2) B Radiation surface detectors, which do not use scintillation fluid,
but rather measure the short-range B radiation emitted by the radionu-
cleotides collected directly on top of the filter mats by stationary devices
or movable scanners, which are both equipped with high-sensitivity
detectors for B radiation. Instruments for cell harvesting and 8 count-
ing can be purchased from various companies (e.g. Wallac, Packard).
Appropriate containers for collecting liquid (scintillation fluid or
culture medium) or solid radioactive waste and a disposal facility
for radioactive materials.

Assay

Sterile techniques must be used throughout, and caution must be
exerted when handling radioactive materials.

1.

2.

3.

4.

[FHJTdR working solution at a 1:20 dilution in RPMI (e.
0.2 MBqml”, 50 pCi ml™) without any source of serum can be pre-
pared in advance and stored for several weeks.

96-well microtitre plate cultures are "H]TdR labelled by adding
0.037 MBq per well (1 uCi per well, 20 ul working solution) and
incubated for an additional 6-18 h at 37°C before harvesting. The
optimal incubation period for individual applications should be
established in pilot experiments, although in general there is little
change in PH]TdR uptake within 6 and 18 h of radioactive labelling.
Cultured cells can be harvested by aspirating and washing out the con-
tents of the microcultures onto a glass-fibre filter mat using an appro-
priate cell harvester. Alternatively, it is safe to freeze the whole ['H]TdR
labelled microtitre plate at—20°C for transient storage purposes if desired.
After thawing, cultures can be harvested and processed as above.
Glass-fibre filter mats must be completely dry before counting. They
can be air dried overnight at room temperature or in a dry incubator.
If immediate counting is required, filter mats can be dried efficiently
using a microwave oven. Depending on the instrument used, filter
mats are either soaked with scintillation fluid or directly counted
according to the manufacturer’s recommendations.

. Radioactivity is measured as counts per minute (cpm) and averaged

to disintegrations per minute (dpm). The dpm of experimental cul-
tures are usually compared to ['H]TdR labelled control cultures
devoid of any responder cells or containing unstimulated cells.
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Troubleshooting

False-negative measurements can occur due to failure to collect all the
cells from the culture well, or they can result from the generation of apop-
totic DNA fragments of newly synthesized [’H] labelled DNA, which are
not efficiently retained by the filter mats. Obviously, cell-collection failure
can reflect a mechanical problem, e.g. one or several aspiration nozzles or
tubes may be blocked, preventing effective aspiration and washing of the
culture wells. In this case, individual parts or the whole harvester circula-
tion can be flushed with an appropriate cleaning reagent. Alternatively,
culture-well rinsing may be inadequate, especially if adherent cells are
used. If microscopic examination of individual culture wells reveals resid-
ual plastic adherent cells after the first harvest, an additional trypsin/
ethylenediaminetetraacetic acid (EDTA) detaching step is recommended,
followed by a second harvest cycle onto another filter mat. In this case, the
dpm of the corresponding culture-well positions should be added up.

It is possible that the glass-fibre filter mats do not collect all DNA-
bound radioactivity. This can be due to: (1) insufficient thickness of the fil-
ter mats, which can be explored by using two filter mats and counting the
upper one which should not show any radioactivity; or (2) stimulated
cells may undergo apoptosis, after a characteristic period of growth and
DNA synthesis, resulting in oligonucleosomal fragmentation of their
DNA. Fragments may be too short to be retained efficiently by the filter
mats. In fact, an apoptosis assay has been designed to exploit exactly this
feature. It measures the reduction in [’H] TdR activity collected by the fil-
ter mats from prelabelled cells exposed to an apoptotic stimulus
(Matzinger, 1991). The presence of apoptotic cells can be confirmed using
several flow cytometric approaches for the detection of apoptosis (see
below and other publications).

Application

Although [PH]TdR incorporation assays can be used almost universally to
detect eucaryotic cell proliferation in vitro, there are some limitations to
this. Firstly, and most importantly, ["HJTdR uptake does not allow the
measurement of individual rates of DNA synthesis, which can occur
among various subsets in heterogeneous cell populations. The ["H]TdR
incorporation estimates the average overall DNA synthesis of the cell
population. An alternative approach uses bromodeoxyuridine (BrdU), a
thymidine analogue which is similarly incorporated into DNA (Crissman
and Steinkamp, 1987), and can be detected by flow cytometry. Although
the BrdU assay is more time-consuming, it can be used as an alternative to
PHITdR uptake under certain conditions, and it is certainly superior to
PHITdR for in vivo labelling studies (Tough and Sprent, 1994).

Secondly, it has been demonstrated convincingly in recent years that
proliferation as measured by [’HITdR does not always reflect cellular
expansion quantitatively. For instance, activation-induced cell death
(AICD) has been shown to be an important negative regulatory mecha-
nism limiting cellular expansion, especially of T cells (Kabelitz et al., 1995).
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Principle

Activation followed by cell-cycle progression and DNA synthesis can sen-
sitize T cells to undergo AICD. This in turn can result in an overall
increase in PHITdR uptake, while at the same time viable cell numbers
decrease due to AICD.

COLORIMETRIC ASSAY: ENZYMATIC
CLEAVAGE OF MTT

MTT is a water-soluble tetrazolium salt, which is widely used to measure the
redox potential of cells. The measurement of metabolic activity on the basis
of MTT cleavage can be used to assess viability, proliferation or cytotoxicity
(Mosmann, 1983). Like other tetrazolium salts, upon reduction MTT forms a
brightly coloured formazan compound, which in the case of MTT crystal-
lizes allowing detection either as the precipitate, which can be used to study
histochemical localization at the site of reduction, or through photometrical
quantification upon solubilization of the crystals in organic solvents. Cells
are incubated with the membrane permeable MTT to allow access to micro-
somal enzymes (dehydrogenases) of the respiratory chain, which cleave
MTT to form the purple, insoluble reaction product. Following solubiliza-
tion, quantification of the coloured cleavage product yields estimates of via-
bility and metabolic activity, which correlate with cell growth.

Equipment and reagents

® MTT (sigma) is solubilized (5 mg ml™) in phosphate buffered saline
(PBS) or RPMI (5 mg ml™), without phenol red), and filter sterilized
(0.2 pm). Toavoid spontaneous precipitate formation, aliquots should
be frozen if stored for an extended period.

® Acidic isopropanol (0.04-0.1 N HCl in isopropanol) or 0.01 N HCl in
Tris/10% sodium dodecyl sulphate (SDS) detergent to solubilize the
formazan precipitate.

® Conventional spectral photometric microplate reader (enzyme-
linked immunosorbent assay (ELISA) reader) equipped with appro-
priate wavelengith filters of 570 nm (specific reading) and 630-690 nm
(background wavelength).

Assay

1. The MTT assay is performed in a flat-bottomed 96-well microtitre
plate. Depending on the cell type and assay conditions, 5 x 10* to 5
x 10° cells are cultured in 100-200 pl culture medium per well for the
desired periods.

2. Remove and discard culture supernatant so that no more than
100 pl culture medium remains before adding 20 pnl MTT solution
(final MTT concentration range 0.5-1 mg ml™).
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3. After incubation at 37°C for 4 h a purple-blue formazan precipitate
should be visible in wells containing viable, proliferating cells.

The reaction is stopped by adding 100pul acidic isopropanol or
HC1/SDS to each well.

4. Thedye crystals solubilize within 30 min after addition of acidic iso-
propanol. Dissolution will proceed more slowly when HC1/SDS is
used. In this case, the plates are incubated overnight at 37°C. After
complete dissolution, visual discrimination between positive (pur-
ple) and negative (yellow) wells is quick and simple (screening).

5. For dye quantification, microplates can be read on an ELISA reader
using a 570 nm filter; 630-690 nm filters should be used for the ref-
erence wavelength. The negative control wells (reference wells,
blank) contain MTT in culture medium but no viable cells, which
should remain yellow. Optical density (OD) readings of strongly
proliferating cells can be as high as 0.5-2.0.

It is strongly recommended that the desired responder cells or indicator
cell lines be tested for their capacity to reduce MTT in a 4-h assay. This
will determine their usefulness for application in an MTT assay. While
established cell lines and lymphoblasts generally perform well, we find
the MTT assay of limited use for the analysis of primary lymphocytes due
to their low metabolic activity.

Applications

MTT has been used extensively in bulk cell viability assays. Its principal
application is a fast screening procedure for rapidly growing cell lines, such
as immortalized cells or factor-dependent indicator cell lines, which allows
a high throughput of samples (Heeg et al., 1985). For these applications, the
results of the MTT assay are comparable to ["lHITdR incorporation. This is
illustrated in Fig. 1, where the time-course kinetics of proliferation of U937
cells measured by ["H]TdR uptake or MTT assay are compared.

The advantages of the MTT method over other proliferation methods
are: (a) no handling of radioactive materials, (b) adherent cell lines can be
used as easily as suspension cultures, and (c) fast and easy applicability
and high-throughput analysis using a spectral photometer (ELISA
reader). Conversely, the nature of the MTT assay (and related assays)
readily explains some of its disadvantages: (a) heterogeneous populations

-are difficult to analyse due to a considerable variability in the contribution
of individual cell types in reducing MTT (variable cell size and metabolic
activity); and (b) antigen-presenting cells or accessory cells, even if irradi-
ated and thus unable to synthesize DNA, may be radioresistant enough to
metabolize MTT to some extent. This can obscure the specific analysis of
the desired responder cells. Therefore, under certain circumstances, the
applicability of the MTT assay may be limited due to the cell populations
under investigation. Although MTT remains the most commonly used
tetrazolium salt for application in viability assays, there is another
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Principle

tetrazolium salt, 2,3-bis[2-methoxy-4-nitro-5-sulphophenyl]-2H-tetra-
zolium-5 caroxanilide (XTT), which is soluble in water, and thus does not
require a solubilization step prior to analysis. In addition, it has compara-
ble or better sensitivity than MTT in assays that probe the metabolic activ-
ity of enzymes of the respiratory chain. Therefore XTT, although more
expensive, appears to be a substitute for MTT with some advantages for
certain quantitative high-throughput applications. Kits based on MTT,
XTT or WST-1 (another modified tetrazolium salt) are commercially avail-
able (e.g. Boehringer Mannheim).

DETERMINATION OF ABSOLUTE CELL
EgSMAQERS: STANDARD CELL DILUTION

Conventional flow cytometry determines the relative frequency of cells
using criteria defined by one or more parameters such as cell size (forward
light scatter (FSC)), 90° angle light scatter (side scatter (55C)), and fluores-
cence label (see the chapter by Scheffold and Radbruch in Section I). The
standard cell dilutionassay (SCDA) is a modified flow cytometricapproach
that enumerates phenotypically defined subsets of viable cells (Pechhold
et al., 1994a). Basically, SCDA measures the frequency of the cell subset of
interest relative to a constant number of reference cells (standard cells)
added per sample. The principle is illustrated in Fig. 2. Viable responder
cells (to be enumerated) are mixed with a known number of standard cells.
From the relative ratio of viable responder cells to dead standard cells, the
absolute number of the viable cells of interest (responder cells) can be cal-

staining
test cells: (o)

responder (O) ©
accessory () g oo FACS %
K]
>—> 95| => £
2
Q

2 v

sC (V) a v
propidium iodide FITC

Figure 2. Principle of SCDA. The cell population of interest (responder) is stained
by fluoroisothiocyanate (FITC) or phycoerythrin (PE)-conjugated monoclonal
antibody (O) in the first step. In a heterogeneous population, bystander (accessory)
cells are present (O). Following washing, sample buffer containing standard cells
(SC) (w) and propidium iodide is added in the second step, which labels dead test
cells (o m). Finally, the sample is subjected to three-colour fluorescence-activated
cell sorting (FACS) analysis. Two FACS displays of the SCDA sample and the elec-
tronic gate used to exclude dead cells are illustrated (FL-3, propidium iodide ver-
sus FL-1, SC; and FL-2, PE-stained test cells versus FL-1, SC).
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culated. This ratio is not influenced by the absence or presence of addi-
tional third-party cells (e.g. accessory cells). A similar principle, for exam-
ple, underlies some methods of antigen quantification in radio-
immunoassays and certain approaches for quantitative polymerase chain
reaction (PCR). In the former assay, competitive binding takes place
between monoclonal antibodies and a mixture of radioactive labelled anti-
gen of a known concentration and the test antigen. In the latter approach,
two slightly different polymerase chain reaction (PCR) templates (i.e. the
test template and the control template of a known abundance) compete for
binding by the same primer pair, yielding two PCR products of distin-
guishable sizes. Similarly to SCDA, the ratio of the results obtained from
each pair of competitors directly correlates with their relative abundance.
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Equipment and Reagents

SCDA requires the basic equipment necessary for staining cells and flow
cytometry (see also the chapter by Scheffold and Radbruch in Section I).
Briefly, FACS staining is performed using appropriately diluted, fluo-
rochrome-conjugated mAbs and staining buffer (1% bovine serum albu-
min (BSA) in PBS without Ca*). Samples can be run on conventional cell
sorters and cell scanners such as FACScan, FACSCalibur (Becton
Dickinson) and Epics XL (Coulter). Fixation and storage after staining is
not possible, as it interferes with propidium iodide (PI) facilitated
live/dead cell discrimination.

Standard cell preparation

The main criteria for useful standard cell preparation are:

® Homogeneous FSC and SSC appearance within the range of sample cells.

® All standard cells must stain brightly for any single surface marker or a com-
bination of several surface markers. This labelling is essential, since it allows
the discrimination of standard cells from both dead and unstained sample cells
(see below).

Standard cell stocks can be prepared from freshly isolated human T
cells or from various human or mouse cell lines. We use biotinylated anti-
MHC class I mAb W6/32 plus fluoresceinisothiocyanate (FITC)-avidin
for human standard cells. The FACS presentation of a typical standard
cell preparation is shown in Fig. 3. Standard cells (10°-10°) can be pre-
pared and stored at 10'ml” in PBS/1% paraformaldehyde (PFA) pro-
tected from light at 4°C for several months, allowing utilization in many
different experiments. About 10°-10° standard cells per sample are used
depending on the staining procedure and the sample size (see below).
Standard cell stocks may be counted using a conventional haemocyto-
meter, in order to control cell number stability during storage.

Alternatively, and perhaps more conveniently, fluorescent polysterene
beads of approximately 8-10pm diameter can be purchased from

67



QO
s

A

SSC
0. 200 400 600 800 1000

200 400 600 800 1000
FSC

103 19

propidium iodide
m?

S
00 107 102 103 104
FITC
P
.1 C)
=
B 3
=
100 107 T 102 103 104

FITC

Figure 3. Standard cell preparations for SCDA. Standard cells were stained and
fixed as described in the text. The typical standard cell FACS appearance of all five
parameters (FSC, SSC and FL-1 to FL-3) available on a conventional FACScan are
shown. It is critical that virtually all cells of the standard cell populations have a
homogeneous appearance, and stain brightly for FITC.

commercial sources (e.g. Molecular Probes, Polysciences) and be used to
replace standard cells. However, modifications in the gate settings may be
required, depending on the light and fluorescence characteristics of the
individual products. For instance, fluorescent beads tend to display lower
FSC (smaller cell size) and much higher SSC characteristics and do not
usually fall within the range of sample cells, thus requiring the use of a
compound FSC versus SSC gate.
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Assay

Sample buffer

Staining

The complete sample buffer consists of standard cells at a concentra-
tion of 1x10° to 5x10°ml” in PBS/1% BSA, and a low dose of PI
(0.2pg ml™). The concentration of the standard cells should be chosen
depending on the expected number of responder cells being enumer-
ated, which depends on the input cell number and the culture condi-
tion used. For statistical reasons, responder cells should not outnumber
standard cells by more than 20- to 25-fold. Thus concentrations of stan-
dard cells of 1x10° to 5x10°ml™ are adequate for most assays using
cultures of the 96-well format. PI concentrations to discriminate live
and dead cells should be as low as possible, because a strong PI fluor-
escence may interfere in a false-positive manner with phycoerythrin
(PE) detection, and renders electronic fluorescence compensation diffi-
cult. The sample buffer should be prepared in advance and can be
stored at 4°C for a few days. It is important to use the same complete
sample buffer if titration experiments or kinetic SCDAs are carried out
on different days.

Staining can be done in duplicates from cells cultured in a 96 micro-
well plate. Rinsing the culture wells and the tips with PBS is recom-
mended to minimize the loss of cells after their transfer to a staining
vessel. It is important to note that only the cells contained in the final,
stained sample can be enumerated by SCDA. In most cases, one-colour
staining step is performed with the sample cells using a fluorescence
label distinguishable from both standard cells and PI-stained dead cells
(Pechhold et al., 1994a). For instance, if FITC-stained standard cells are
used, PE-conjugated mAbs are appropriate for labelling the sample
subpopulation of interest. A direct staining procedure using PE-conju-
gated primary mAbs is preferable to two-step indirect staining.

We strongly recommend optimizing the staining procedure and
handling of multiple samples by using 96 V-bottom microtitre plates
for staining. The 96 V plates facilitate the use of multichannel pipettes
for transfer of cultured cells, and adding wash or sample buffer. It is
also advantageous to use small tubes with a maximum volume of
approximately 500 ul placed in 96-well racks, which are available from
various commercial sources (e.g. USA-Scientific, Greiner). This system
allows multichannel pipette handling, and the tubes can be placed
inside a conventional fluorescence-activated cell sorting (FACS) tube
(4ml) for running on the flow cytometer. Note that some sheath fluid
backflush aspiration devices are not compatible with the small vol-
ume/tube procedure described, and may have to be disconnected
temporarily.
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FACS measurement

Samples are washed once after staining and resuspended in complete sam-
ple buffer. The sample buffer containing the standard cells must be resus-
pended thoroughly before adding a constant volume (e.g. 100 pl) to each
sample. After a short incubation period of 10-20 min, the samples have to
be run on the flow cytometer and cannot be fixed and stored. We recom-
mend gentle vortexing of the samples immediately before acquisition.

Data analysis

SCDA data analysis is achieved using a four-parameter gate setting
(Pechhold et al., 1994a), as illustrated in Fig. 4. The first gate is applied to
FSC and SSC. Similarly to conventional gating by size (FSC) and 90°C
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Figure 4. Complete sample cell preparation for SCDA analysis. Human PBL (10°
per well) were stimulated with phytohaemagglutimin in vitro. After 4 days, cells
were stained with PE-labelled anti-CD3 monoclonal antibody, mixed with stan-
dard cells (100 pl, 10°ml™ in sample buffer containing 0.2 pg ml™ PI), and run on a
FACScan. Data analysis is carried out in three steps as outlined in the text. The
electronic gate shown in (a) was activated in (b). The quadrant analysis in (c) is
based on both gates (a and b).
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angle light scatter (55C), the SCDA gate is placed more generously to
ensure that no viable cells are excluded. However, events with decreased
FSC should be excluded by the gate, as they indicate cellular debris (Fig.
4(a), left-hand edge), while cells with moderately increased SSC and FSC
should be included, accounting for the spacious right and upper gate
edges (Fig. 4 (a)). The superimposed second gate (Fig. 4(b)) is applied to
the PI and FITC signal (FL-3 versus FL-1 on a FACScan). The main pur-
pose here is to exclude PI" cells (dead cells) but spare PI" standard cells,
which can be separated from dead sample cells due to their FITC fluores-
cence. Finally, the relative frequencies of the individual populations,
including standard cells and stained and unstained sample cells, are
obtained using the quadrant statistic analysis of the PE versus FITC dis-
play (F1-2 versus FL-1).

The absolute number of viable cells N, of the stained subpopulation is
calculated using the simple formula:

N, = % X Coe X Vi
SC

wheref, . . is the relative frequency of the test sample subpopulation, f is
the relative frequency of the standard cells, Cy is the concentration of
standard cells in the complete sample buffer (e.g. 10°ml™) and V. is the
sample buffer volume added to each sample (e.g. 100 pl).

The cell number calculation from the example shown in Fig. 4 is carried
out as follows: the number of viable cells in the PE-stained test cell popu-
lation is

N, =214 10°x0.1
5.1

v

=1.79 x 10° per well

The absolute cell numbers of the PE-stained and the unstained samples
can both be calculated from the same quadrant analysis data set.
Furthermore, a conventional, one-colour FACS analysis (print-out and
frequency calculation) can be obtained simply by electronically excluding
all PI' cells, including the standard cells.

Troubleshooting

Controls

In addition to conventional controls for antibody staining, two types of
control are specifically recommended for SCDA:

® Always run plain complete sample buffer (without any sample cells). This
should result in an absolute cell count of substantially less than 1% of the stan-
dard cells (f,,.,../fic <0.01, not detectable for instance in the example shown in
Fig. 3).
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® When cells are activated for a certain period of time, it is helpful to run a
SCDA with the input cell population at the onset of the culture period. This
will provide an input cell number useful for calculation of the expansion
characteristics.

® Measurements in duplicates are sufficient, since a low standard deviation
among triplicate or quadruplicate determinations of <5% is commonly
obtained.

Precautions
The precision of the analysis procedure can be monitored at several levels:

® Preparation of the standard cell stock solution is a critical factor. The fluores-
cence labelling of the cells must be bright and homogeneous (see Fig. 3 (b,c)),
and the concentration precise (count three times independently using a
haemocytometer). Counting should be repeated from time to time during
storage periods. Note that PFA-fixed standard cells have lost their membrane
dye exclusion capability when using vital stains such as Eosin and Trypan Blue.

® Handling of complete sample buffer must be accurate. Thoroughly resuspend
the sample buffer immediately before adding the same precise volume to each
sample.

® Make sure that all cells are collected from the microculture wells by rinsing
the wells and the pipette tips at least once. Any cell loss during handling will
result in an underestimation of the real absolute cell numbers.

® Mix the sample cells and the standard cells in the sample buffer by gentle vor-
texing immediately before making the flow cytometer measurement.

Applications

The intention here is not to list all possible applications of SCDA. Rather,
three major assays are described and briefly compared to some other
alternative techniques.

Growth characteristics of lymphocyte subsets

It has been difficult to study the antigen-stimulated responses of lympho-
cyte subsets within heterogeneous cell populations such as peripheral
blood lymphocytes (PBL). For instance, protein antigens derived from
various bacteria stimulate proliferation of major histocompatibility com-
plex (MHC) class II restricted CD4" T cells but not MHC class I restricted
CD8" T cells, while y8 T cells but not natural killer (NK) cells are activated
by non-proteinaceous antigens from mycobacteria. Thus, global measure-
ments such as [PHITdR incorporation cannot easily quantify these
responses (Pechhold et al., 1994a,b). Additional measurements such as
FACS analysis are required to dissect the involvement of subsets. Two
examples of measuring cellular expansion by SCDA are shown in Figs 5
and 6. It can be seen from Fig. 5 that, when PBL are stimulated by killed
mycobacteria, the number of viable ¥8 T cells expands exponentially over
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Figure 5. Quantitative analysis of proliferation and cellular expansion of PBL in
response to Mycobacterium tuberculosis. 10° human PBL per microculture well were
stimulated with heat-killed Myc. tuberculosis. Proliferation, as estimated by
PHITAR incorporation (0), and the absolute number of viable VY9 ¥8 T cells (v),
and of CD4" (®) and CD8" T cells (W) determined by SCDA were measured daily
over a period of 8 days.

8 days, while CD4" T cell numbers increase only moderately. In contrast,
CD8" T cells do not expand in these cultures. However, the kinetics of -
[PHITdR incorporation typically peaks at day 5, considerably earlier than
the maximum cellular expansion.

Staphylococcal enterotoxins and related superantigens are known to
stimulate only T-cell subsets expressing certain T-cell receptor VP ele-
ments in a MHC class Il dependent fashion, resulting in an apparently lin-
ear overall growth of CD4* and CD8" T cells. As shown in Fig. 6, SEB and
SEE induce preferential expansion of CD4" T cells among PBL, while the
T-cell mitogen PHA triggers stronger expansion of CD8" T cells.

Activation-induced cell death

T cells can be induced to die upon antigenic or mitogenic stimulation.
Thus, quantification of the subpopulations of T cells is a prerequisite for
examining activation-induced cell death (AICD) in response to antigen
stimulation (Kabelitz et al., 1994) Two general principles have been used
to study dying T cells. (1) Detection of programmed cell death or apopto-
sis, characterized by oligonucleosomal DNA fragmentation into multiples
of 180 bp fragments. This fragmentation can be visualized by the TUNEL
assay (terminal deoxynucleotidyl transferase-mediated dUTP-biotin nick
end-labelling) followed by FACS analysis (Gavrieli et al., 1992; Gorczyca et
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Figure 6. Cellular expansion of CD4* and CD8* T cells in response to superanti-
gens SEB (a), SEE (b) or mitogen PHA (c). See legend to Fig. 5.
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al., 1993). Other procedures can also detect DNA fragments by flow
cytometry using various DNA intercalating dyes, which stain apoptotic
cells less intensely (hypodiploid DNA staining) (Nicoletti et al., 1991). (2)
Cell death measurement by either PI staining of dead cells (results are dif-
ficult to interpret because cells can undergo apoptosis and degrade within
hours, thereby losing PI-DNA intercalation), or quantification of viable
cells, similar to SCDA. The latter approach allows sample cell acquisition
for a constant period of time (i.e. a constant volume) (Boehme and
Lenardo, 1993), requires more sample cells in order to be accurate, and a
much larger volume per sample. Furthermore, it allows less throughput,
and does not therefore offer any advantage over SCDA, except that it does
not require standard cells.
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Cytotoxicity assays

Studies of cellular cytotoxicity have been commonly performed using *Cr
release assays (Simpson and Chandler, 1986). Despite the requirement of
handling the y-emitting radioisotope °'Cr, the *'Cr release assay is widely
used, because it is relatively simple and offers the possibility of handling
multiple samples in a minimum period of time. It requires prior labelling
of the target cells before interaction with the cytolytic T lymphocytes
(CTLs), and release of label after target cell death can be measured in
supernatant aliquots.

Disadvantages of the method include: labelling manipulation of the
target cells (toxicity) before interaction with the CTL; time limitations, as
spontaneous release in the absence of target cell lysis increases consider-
ably with an assay duration >6h; and the difficulty in labelling certain
target cells (slow or non-proliferating cells or adherent cell lines).

SCDA may be useful in certain circumstances, when target cells are
used that cannot be loaded satisfactorily with label or when concurrent
analysis of both target cell death (cytolytic activity) and responder cell
death (apoptosis) are intended. As SCDA does not require prior target cell
manipulation, it is suitable for testing cytotoxicity towards adherent tar-
get cells without prior detachment, although modifications are required,
for two reasons. (1) As many adhering cells usually remain attached to the
microculture well after transfer of the cultures into 96V-microtitre plates,
an additional 5-10 min incubation step at 37°C using EDTA alone or in
combination with low trypsin concentrations is required to collect all
adherent cells. Subsequently, cells can be transferred to the staining
microplates, mixed with the effector cells of the original microculture,
washed, and stained as described above. (2) As many adherent target cells
are considerably larger than the CTLs, the gating procedure and analysis
may be compounded by different FSC and SSC scatter and autofluores-
cence signals of both populations.
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000006 CONCLUSION

The three methods discussed here are based on different principles. Each
one has its particular advantages and disadvantages. Thus, the choice of a
particular method to measure cellular proliferation and/or expansion
depends on the experimental system. A short summary of the most
important features of these methods is given in Table 1.

Table I. Comparison of different methods for measuring cell proliferation and

expansion

Method Advantages Disadvantages

[FHITdR incorporation ~ Sensitive Handling of radioactive
Low background substances
Automated multiwell No information on
harvesting and contribution of subsets
processing in heterogeneous

cell populations

MTT assay No radioactive Less suited to analysis
substances of primary
Works well with lymphocytes (high
cell lines background)
No transfer of cells No information on
Automated multiwell contribution of subsets
processing (ELISA in heterogeneous cell
reader) populations

SCDA Measures actual More laborious
cellular expansion than PHITdR or MTT
Detects contribution  assays
of subsets No automated multi-
in heterogeneous cell well sampling and
populations processing
No radioactivity
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¢600¢¢ INTRODUCTION

The induction of T-cell response is necessary to most antigen-specific
immune responses, especially when the target antigen is a protein. The
cell-mediated immune (CMI) response to protein antigens is dependent
upon the recognition of the antigen in the form of intracellularly
processed peptides, bound to major histocompatibility complex (MHC)
class I and class II molecules and expressed at the cell surface. These pep-
tides are defined as T-cell epitopes if the MHC—peptide complex is able to
stimulate a cellular immune response through interaction with the T-cell
receptor (TCR) of a circulating T cell. Peptides presented in conjunction
with MHC class I molecules are derived from foreign or self-protein anti-
gens that have been synthesized in the cytoplasm, and generally range
from 8 to 10 amino acids in length (Falk et al., 1991; Matsumura et al., 1992;
Germain and Margolies, 1993). Peptides presented in the context of MHC
class II molecules are usually derived from exogenous protein antigens,
and show a much wider range of reported lengths, from 10 to over 20
amino acids (Rudensky et al., 1991; Chicz et al., 1993b; Srinivasan et al.,
1993; Rotzschke and Falk, 1994).

Class I peptides are derived from proteins synthesized in the cytoplasm,
including endogenous (self) proteins. Class I peptides are produced by

METHODS IN MICROBIOLOGY, VOLUME 25 Copyright © 1998 Academic Press Ltd
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proteolytic cleavage in the proteasome. Patterns of cleavage and process-
ing by proteasomes have yet to be fully identified, although there appears
tobe a strong preference for carboxy terminal hydrophobic or basic residues
(Rammensee et al., 1993; Momberg et al., 1994) and y-interferon (IFN-y) may
influence the patterns of proteasomal cleavage (Gaczynska et al., 1993).

Cleaved peptides are transported into the endoplasmic reticulum by
transporter associated with antigen processing (TAP) proteins, coded for
by the TAP1 and TAP2 genes located in the MHC class II region of the
genome. RMA-S and T2 cell lines, which are TAP deficient, fail to present
peptides from the cytosol in the context of MHC class I. The relative abun-
dance of any given peptide in the cytosol, prior to transport into the endo-
plasmic reticulum (ER) by TAP, may influence the abundance of that
peptide within the ER. Peptides may also be excluded by TAP and their
availability for binding to MHC molecules in the ER greatly reduced
(Momberg et al., 1994). For example, if negatively charged residues in the
carboxy terminal position interfere with peptide binding to MHC, such
peptides may be excluded by TAP (Momberg et al., 1994; van Endert,
1995). Within the ER, transported peptides, B,-microglobulin, and MHC
class I molecules assemble in a stable complex, and this complex is trans-
ported to the cell surface along the secretory pathway. In the absence of
peptide, the class I molecule is unstable and rapidly degrades. MHC bind-
ing assays, which generally detect the stabilization of MHC class I mole-
cules at the cell surface in the presence of a peptide that binds to the MHC
(described in Sette et al., 1987; Kast et al., 1993) have been implemented to
screen a set of peptides for those which are most likely to be presented in
the context of an MHC molecule to the T-cell receptor.

Class II peptides are generally derived from exogenous proteins, which
enter the cell by endocytosis. The synthesis of the class II molecule takes
place in the ER. Stabilization of the MHC class II molecules prior to pep-
tide binding is mediated by invariant chain (Ii), which contains a region,
CLIP, that blocks the peptide binding groove of the class II molecule. A
MHC-encoded accessory molecule, HLA-DM, is required to catalyse the
exchange of CLIP for novel antigenic peptides, which compete with CLIP
for the binding site. DM appears to favour continued exchange until a
higher affinity peptide produces a stable peptide-MHC complex. Some
HLA-DR molecules are less dependent on facilitation of peptide binding
by DM than are others. Once high-affinity peptides are effectively stabil-
ized within the binding groove, proteolytic degradation of the amino and
carboxy terminal residues that are not contained within the binding
groove may occur. The peptide-MHC class Il complex is then transported
to the APC surface along the secretory pathway.

‘Cross-talk’ between the class I and class II pathways has been
observed: peptides derived from proteins synthesized in the cytosol are
presented in the context of class II, and peptides derived from exogenous
proteins can be presented in the context of class I (Jin et al., 1988§;
Jaraquemada et al., 1990; Kovacsovics-Bankowski and Rock, 1995).

While antigenic B-cell epitopes are usually composed of amino acid
residues, which may be aggregated from various parts of a folded protein
(Benjamin et al., 1984), T-cell epitopes are presented to the immune system
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as linear peptides of a defined sequence bound to the peptide-binding
groove of an MHC molecule. The peptide-MHC complex must interact
favourably with the TCR of a neighbouring cell, in order to induce a T-cell
response. MHC binding is necessary but not sufficient to generate a T-cell
response: recognition of the complex depends on the T-cell repertoire. The
final step that all methods for identifying T-cell epitopes have in common
is the evaluation of the peptide-MHC complex for immunogenicity in
vitro (Kast et al., 1994).

In general, fine mapping of T-cell epitopes is accomplished using syn-
thetic peptides and T cells in vitro. T-cell proliferation assays, which test for
presentation of peptides in the context of MHC class II and recognition of
the peptide-MHC complex by T helper cells, are carried out with peripheral
blood mononuclear cells (PBMCs), cell lines or T-cell clones. These cells are
placed in wells with antigen presenting cells (APCs) and peptide (usually
several concentrations are assayed, ranging from 1 pg of peptide per ml to
50 pg ml™). Stimulation of T helper cells by the peptide-MHC will result in
T-cell proliferation and cytokine secretion, measurable by radioactive thymi-
dine incorporation or detection of cytokine release by the activated T cells
into the cell culture supernatant (see chapters 1.2, I1.2.4 and IIL.5 for more
details). Alternatively, peptides can be presented in the context of class I by
stimulating with peptide pulsed APCs such as dendritic cells, fresh mono-
cytes derived from peripheral blood, or immortalized B cells obtained by
Epstein-Barr virus (EBV) transformation of peripheral blood mononuclear
cells, and measuring the lysis of corresponding peptide-pulsed target cells
by chromium release assay (see chapters I1.2.3 and I11.4 for more details).

In summary, the generation of an immune response to antigenic pro-
teins is dependent on four events:
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® processing of the protein into peptide fragments in which the epitope is
preserved;

® transport within the APC to the intracellular site of binding with MHC
molecules;

® binding of the peptide to the MHC molecule, a process which may be facili-
tated by accessory molecules;

® T-cell recognition of the peptide-MHC complex at the cell surface.

The efficiency with which a potential epitope passes all four hurdles in
large part determines its relative immunodominance, compared to other
potential epitopes.

¢0000¢ EXPERIMENTAL AND PREDICTIVE METHODS

Experimental Methods
The overlapping synthetic peptide approach to the identification of T-cell epitopes

Identification of T-cell epitopes within protein antigens has traditionally
been carried out through a variety of methods. The most common
method, to which all others described in this chapter will be compared, is



the ‘overlapping peptide’ method. The overlapping method involves the
synthesis of overlapping peptides that span the entire sequence of a
given protein antigen, and testing of these peptides for their capacity to
stimulate T-cell cytotoxic or proliferative responses in vitro. One approach
might be to synthesize 20 amino acid peptides (20-mers) overlapping by 10
amino acids spanning the entire sequence of a given antigen, particularly if
the epitope of interest is thought to be presented in the context of class II
molecules. Alternatively, 10 amino acid peptides (10-mers) overlapping by
9 amino acids might be synthesized, if the epitope sought is thought to be
presented in the context of a class I molecule. To encompass all possible
peptides of length I in the overlapping set, one needs an overlap of I-1
residues. If the sequence of the antigen is of length n amino acids, and the
length of the peptides to be made is /, and the length of overlap is m, the
smallest number of all possible I-mers spanning the protein one would
need to construct and test would be the nearest integer, rounding up from
(n—-m)/(I-m) (Fig. 1). In the case of class I epitopes, as many as n-9 peptides,
overlapping by 9 amino acids, might be synthesized.

Implementation of the overlapping peptide method is cost- and labour-
intensive: synthesis of the overlapping peptides can cost between US$10
and US$20 per amino acid. The synthesis of all the overlapping peptides
for large protein antigens can be prohibitively expensive. Finally, this
method does not guarantee the identification of all possible T-cell epi-
topes within a protein sequence, as epitopes that bridge overlapping pep-
tides could still be missed, for example, if more than 10 amino acids are
required for minimal binding. However, since almost all of the peptides
that are potentially T-cell epitopes within the sequence of the protein anti-
gen are assayed, the method can be considered the most sensitive method
for the detection of T-cell epitopes within a protein sequence.

The recombinant construct approach to the identification of T-cell epitopes

An alternative method is to create recombinant antigens or fragments of
antigens and map T-cell epitope to a selected fragment. This approach
allows resolution within 20 or so amino acids, depending on the size of
the overlapping recombinant fragments. For example, a restriction digest
of a given antigen is inserted and expressed in Escherichia coli. After purifi-
cation (and removal of bacterial contaminants such as lipopolysaccharide
(LPS)), the expressed protein fragment is evaluated in a T-cell assay.
Recombinant fragments that stimulate T-cell responses are mapped,; if the
recombinatorial fragments overlap, the T-cell epitope can be identified
within overlapping segments (Fig. 2). This method requires careful purifi-
cation of the expressed fragments to eliminate bacterial contaminants,
and may not permit precise mapping of the T-cell epitope. However, once
the T-cell epitope has been mapped to a selected recombinant fragment,
fine mapping using the overlapping peptide method can permit more
precise location of the epitope.

Vaccinia constructs expressing fragments of the antigenic protein have
also been constructed; such constructs permit the localization of cytotoxic
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T-lymphocyte (CTL) epitopes within an antigenic protein. Once the sub-
fragment containing the epitope has been localized, the minimal epitope
can be defined using overlapping peptides. These approaches reduce the
total number of peptides to be synthesized and tested in the search for a

T-cell epitope.

Direct deduction of epitope sequences by peptide elution and mass
spectrophotometry

Mass spectrophotometry of peptides eluted off the surface of APCs has
also been employed to define T-cell epitopes (Hunt et al., 1992).
Essentially, large numbers of cells presenting a selected antigen (tumour
cells, for example) are cultured, lysed and the MHC molecules purified by
binding to allele-specific antibodies. Peptides are acid-eluted from the
MHC molecules and subjected to fine fractionation by high performance
liquid chromatography (HPLC) and mass spectrophotometry, followed
by sequence analysis by mass spectrophotometry. This method has also
been used, with minor modification, by Chicz et al., 1993a, b).

Peptides present in femtomolar amounts can be identified in this man-
ner (Hunt et al., 1992). The reconstruction of the peptide sequence is pos-
sible in most, if not all, cases. Both peptide epitopes that are naturally
derived from antigenic proteins and peptide epitopes that are modified
after processing can be identified. This method is exquisitely sensitive, but
requires large numbers of cells and very expensive equipment that is not
widely available. This approach is most useful for the determination of
peptide epitopes derived from tumour cells, particularly when the anti-
genic sequence is unknown.

Predictive Methods
Pattern-based models for prediction of T-cell epitopes

Pattern based models of T-cell epitope identification are based on the loca-
tion of simple and localized primary and secondary structural character-
istics such as hydrophobicity, helicity or the presence of amino acid
‘patterns’ or motifs common to peptides that are presented by the MHC.
Such local characteristics can often be readily determined from primary
sequence, putting the prediction of T-cell epitopes within the reach of sim-
ple computer algorithms. In recent years, several computer algorithms
have been devised to take advantage of the alphabetical representation of
sequence information to search for T-cell epitopes.

DelLisi and Berzofsky (1985) and Rothbard and Taylor (1988) were the
first to suggest a conserved pattern of amino acids as a possible predictive
tool for antigenicity, based on empirical observations of the periodicity of
amino acid residues in T-cell epitopes. Rothbard and Taylor observed a
three-residue sequence pattern consisting of a charged residue or glycine,
followed by two hydrophobic residues. With modifications based on the
actual incidence of these patterns within their database of epitopes, their
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final proposed sequence pattern consisted of four or five residues: a
charged residue or glycine, followed by two hydrophobic residues, with a
hydrophobic residue or proline at the fourth position, and either a polar
residue or glycine in the fifth position.

An alternate algorithm, which predicts subsequences of primary struc-
ture that have a high probability of folding as amphipathic structures
(AMPHI) (Margalit et al., 1987), also achieved a substantial degree of suc-
cess in the prediction of antigenic sites from primary structure. DeLisi and
Berzofsky (1985) originally suggested the hypothesis that T-cell antigenic
peptides are amphipathic structures bound in the MHC groove, with a
hydrophobic side facing the MHC molecule and a hydrophilic side inter-
acting with the T-cell receptor (Margalit et al., 1987; Spouge et al., 1987).
These authors proposed that the potential to form an amphipathic o-helix
was characteristic of the majority of known T-cell epitopes.

The AMPHI algorithm used as an input the amino acid sequence of the
protein, converted it into a sequence of hydrophobicity values, and
searched by power spectrum procedures for segments with the desired
periodicity in hydrophobicity. The output was a list of recommended
amphipathic peptides, each characterized by a measure of the amphi-
pathicity, the amphipathic index. Another strip-of-the-helix algorithm
searching for sequences in which hydrophobic residues would line up
along one face of a helix, also correlated with T-cell antigenic sites and
detected a similar periodicity of hydrophobicity (Stille et al., 1987; Reyes et
al., 1988, 1990). A number of studies subsequently demonstrated signifi-
cant correlations between antigenic sites and o-amphipathicity (Cornette
et al., 1993). However, crystallographic determination of MHC structures
with bound peptides has shown the peptides to be in extended, non-o-
helical conformations, and so the physical or chemical basis for the
observed a-helical side-chain periodicities was not apparent.

Two explanations for the source of the a-helical periodicities were pre-
sented by Cornette et al. (1995), working with the set of MHC binding
motifs listed by Meister et al. (1995). The first explanation stems from the
observation that the anchor residues fitting into the pockets of the MHC
occur at spacings consistent with a-helical periodicity. Periodicity analy-
sis was performed for the interaction between known MHC ligands and
the MHC binding groove (Rammensee et al., 1995). Spacing of the anchor
residues together with the other preferred residues gives a hydrophobic-
ity periodicity signal similar to that of helices (Cornette et al., 1995). Thus,
the periodicity of hydrophobicity of MHC-binding peptides may be due
to the spacing of largely hydrophobic anchor residues in the peptide,
enforced by the spacing of pockets in the MHC groove.

The second, mutually consistent source of near-o-helical periodicity in
side-chain polarities in antigenic peptides stems from the observation that
recent crystallographic determination of the class II HLA-DR1-bound
peptide influenza haemagglutinin 307-319 (HA) (Stern et al., 1994)
showed the peptide to be in an extended conformation, but with a left-
handed twist of about 130° per residue. The conformation is similar to the
polyproline type II twist and is common in four- and five-residue
structures in proteins, but is not common at lengths of 10 residues or
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more. That twist, together with a separation of the side-chains with
hydrophobic (hydrophilic) side-chains pointing into (or out of) the MHC
cleft, induces a 2.8 residue per period repetition of side-chain polarities on
the peptide. This could explain the observed periodicity of hydrophobic-
ity without any o-helical structure. Consequently, structural constraints
such as regularly spaced pockets or the twist that has been observed in
several antigenic peptide backbones will cause a periodic variation in
side-chain polarities (Cornette et al., 1995). Thus the amphipathic helical
signal continues to be an allele-independent indicator of potential anti-
genic sites in about two-thirds of known determinants presented by MHC
class II molecules, and is highly significantly correlated with antigenicity.

An additional pattern-based algorithm was described by Stille et al.
(1987): the strip-of-hydrophobic-helix algorithm (SOHHA). This algo-
rithm calculates the mean hydrophobicity of an axial strip along a five-
turn o-helix, and is similar in concept to the AMPHI algorithm. These
pattern-based methods remain in use today.

Motif-based models for prediction of T-cell epitopes: Simple anchor-based motifs

Recent research into MHC-binding motifs that appear to enable success-
ful binding of peptides to specific MHC molecules, has promoted the
development of another approach to predictive algorithms. An MHC
binding motif is a pattern that describes amino acid residues preferred for
binding in the pockets of the MHC-binding groove. These pockets, even-
tually designated A, B, C, D, E and F, are located in the peptide-binding
site formed by two a-helices and the B-pleated sheet of the MHC mole-
cule. MHC-binding motifs were deduced by aligning sequences of pep-
tides eluted from a given MHC or known to bind to a given MHC or
sequencing of pools of peptides eluted from an MHC molecule, and iden-
tifying the strong signals of amino acids that were shared by most of the
peptides at a given position (Falk et al., 1991; Hobohm and Meyerhans,
1993; Rammensee et al., 1995); the side-chains of these amino acids are
presumed to interact in a favourable manner with amino acids lining the
pockets of the MHC molecule’s peptide binding groove. A list of peptides
known to bind the HLA A*0201 and the deduced muotif are illustrated in
Fig. 3 and Table 1.

The occurrence of such motifs might identify some peptides that would
bind to single MHC molecules. Following a similar line of thought, the
location within a peptide of several MHC-binding motifs that correspond
to a group of distinct MHC alleles, might effectively predict peptides with
the capacity to bind to a variety of MHC molecules (promiscuous binders)
and with the capacity to stimulate an immune response in these various
MHC contexts as well (promiscuous epitopes) (Berzofsky et al., 1991).

MHC-binding motifs for a wide variety of both human and murine
MHC class I and class II alleles, as well as those specific to other species,
have been published. However, it remains unclear whether such motifs
hold great predictive value (for example, only about one-third of peptides
containing the motif corresponding to a given MHC class I allele have
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Anchor-only motif
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Figure 3. The anchor based motif, derived from aligning the peptides eluted from
A*0201 and sequenced by Edman degradation (see Table 1) and identifying con-
served residues at positions 2, 8, 9 and 10 (underlined).

Table 1. List of peptides that bind to A2

KLPQLCTEL
LLKYRAREPV
YMDDVVLGA
PLTVNENRRL
GLGGGFGV
DLLMGTLGIV
ILCWGELMTL
WMELSVMEV
SLYNILSPFM
FLGPLLVLQA
GLLGPLLVL
TMDHARHGF
GLGGGVGGV
GLPVCQDHL
SLPTHDPSPL
QLRSLTEIL
EGPEYWDGETR
PLGFFPDHQL
RLSELEAALQRA
HLPDRVHFA
MMWFVVLTV
WLSLLVPFV
FLLLADARV
PMGVGLSPFL
CILESLFRA
EILKEPVHGV

VLMEWLKTRPI
EMMTACQGV
AIMDKNIIL
PIWKGPAKLL
GLVGLRIVFA
VLPEKDSWTV
DLHVISNDV
PLLYRLGAV
CLFHIVNLI
GTLSKIFKL
TIAPFGIFGTNY
ILDISQGLS
LLDGTATLRL
GMNERPILT
TLTSCNTSV
VLIQRNPQL
CLGWLTGMDI
SLLPAIVEL
KALGFVFTL
KMADLVGFLV
RLRIVRGTQL
YLPDTLLLEECG
ILKDPVHGV
LLDPRVRGL
PLDGEYFTL
LLDTGADDTV

SMVGNWAKV
DLHDSCSRNL
GLLGFVFTV
TLQDIVLHL
DLSDGSWSTV
FMVFLQTHI
ELQAIHLAL
GLFGGGFGV
LLALLSCLTV
TLAFDVWGQG
YIGEVLVSV
MLWEGFTYI
ILGLLGRAV
GLSPTVWLSA
RMPEAAPRV
VMNILLQYVV
GLFGGGGGL
WLNEILWSI
YLLPAIVHI
TLPQEHIVL
GLWIRTPPV
RLIVFPDLGV
AAPTPAAPA
FLPSDYFPSV
KLWVTVYYGV
SLISDQLLM

been shown to be bound by that MHC molecule) (Calin-Laurens et al.,
1993; Pamer et al., 1991; Lipford et al., 1993; Nijman, 1993). A number of
algorithms have been designed to identify peptides containing MHC-
binding motifs within the peptide sequence. These algorithms are limited
by the inherent imprecision of anchor-based motifs.

One such algorithm, EpiMer, attempts to account for this imprecision
by selecting regions of proteins that contain clusters of MHC-binding
potential, that may exhibit the properties of promiscuous binders or
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promiscuous T-cell epitopes, with some success (Fig. 4) (Meister et al.,
1995; Roberts et al., 1996). This algorithm uses a library of MHC-binding
motifs for multiple MHC class I and class II alleles to predict antigenic
regions within the protein sequence with the potential to induce an
immune response in subjects with a variety of genetic backgrounds
(Meister et al., 1995; Roberts et al., 1996). The approach is relatively sim-
ple. First, the algorithm locates matches to each MHC-binding motif in
its database, along the length of a given protein antigen. Then, the rela-
tive density of these motif matches is determined along the length of the
antigen, allowing the generation of a density histogram. Finally, EpiMer
locates protein regions in this histogram with a motif match density
above a selected density value, and produces a list of subsequences rep-
resenting these motif-rich regions (Table 2). Such regions, due to their
concentration of varied binding motif matches, may be more likely to act
as promiscuous binding peptides than randomly chosen peptides from
the same antigen. An example of a promiscuous epitope derived from
Clostridium tetanus toxin, predicted by EpiMer and previously demon-
strated to be a promiscuous epitope in vitro, is shown in Fig. 5 (Ho et al.,
1990).

The library of MHC-binding motifs used to locate such regions can be
limited to as few as one motif, or as many as the total capacity of the cur-
rent motif database, which is updated regularly from the literature. An
example is given in Table 3; class II motifs are illustrated in this table. In
this fashion, EpiMer can be tailored to search for different phenomena
along the length of a protein antigen, depending on the information
sought. For example, EpiMer can be instructed to seek regions that con-
tain more than one MHC binding motif of a selected type. These regions,
harbouring reiterative motifs (first characterized by Sette et al. (1990)) are
likely to bind with high affinity to HLA-DR4 molecules, giving them a
greater chance of inducing a cellular immune response.

One can also configure EpiMer to search for matches to MHC-binding
motifs specific to a wide variety of MHC molecules, and use the resultant
motif density histogram to pick out regions of protein antigens that con-
tain an unusually high density of motifs for multiple alleles. The chosen
peptide regions could act as promiscuous binders, binding to a variety of
MHC alleles, owing to their inclusion of motifs corresponding to these
alleles. Such peptides would be good candidates for synthetic peptide
vaccines meant to elicit protective immunity in people with a variety of
genetic backgrounds.

One methodological concern when designing a multiple binding motif-
based predictive algorithm is the accuracy of the motifs used to predict
putative epitopes, and thus the overall validity of the motif database.
Often in the literature, previously reported motifs are redefined through
peptide truncation and amino acid substitution experiments (Sidney et al.,
1992; Ruppert et al., 1993); likewise, new emphasis has been placed on the
identification of specific amino acid residues within peptides which inter-
fere with their relative capacities to bind to the MHC groove (Boehncke
et al., 1993), and on the role of protein processing and presentation
(Rammensee et al., 1995).
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Table 2. EpiMer output: regions of the 19-kDa Mtb protein containing MHC
class Il binding motifs

Sequence Start Stop Allele
KITGTATGV 130 138 HLA-DP9
VKRGLTVAV 1 9 HLA-DPA1*0102/DPB1*0201
MANPMSPVN 140 148 HLA-DPA1*0102/DPB1*0201
VKRGLTVAVA 1 10 HLA-DPw4(b)
VAVAGAAILV 7 16 HLA-DPw4(b)
AVAGAAILVA 8 17 HLA-DPw4(b)
AGAAILVAGL 10 19 HLA-DPw4(b)
VVCTTAAGNV 64 73 HLA-DPw4(b)
TAIGGAATGI 75 84 HLA-DPw4(b)
YKITGTATGV 129 138 HLA-DPw4(b)
VDMANPMSPV 138 147 HLA-DPw4(b)
GLTVAVAGA 4 12 HLA-DQ3.1
TVAVAGAAI 6 14 HLA-DQ3.1
AVAGAAILV 8 16 HLA-DQ3.1
VAGAAILVA 9 17 HLA-DQ3.1
AGAAILVAG 10 18 HLA-DQ3.1
GAAILVAGL 11 19 HLA-DQ3.1
LVAGLSGCS 15 23 HLA-DQ3.1
TTTAAGTTA 34 42 HLA-DQ3.1
AGTTASPGA 38 46 HLA-DQ3.1
SPGAASGPK 43 51 HLA-DQ3.1
VTGSVVCTT 60 68 HLA-DQ3.1
TGSVVCTTA 61 69 HLA-DQ3.1
VCTTAAGNV 65 73 HLA-DQ3.1
CTTAAGNVN 66 74 HLA-DQ3.1
AAGNVNIAI 69 77 HLA-DQ3.1
AIGGAATGI 76 84 HLA-DQ3.1
IGGAATGIA 77 85 HLA-DQ3.1
AATGIAAVL 80 88 HLA-DQ3.1
ATGIAAVLT 81 89 HLA-DQ3.1
GIAAVLTDG 83 91 HLA-DQ3.1
IAAVLTDGN 84 92 HLA-DQ3.1
GLGNVNGVT 100 108 HLA-DQ3.1
GQGNASATK 116 124 HLA-DQ3.1
GNASATKDG 118 126 HLA-DQ3.1
ITGTATGVD 131 139 HLA-DQ3.1
TATGVDMAN 134 142 HLA-DQ3.1
VKRGLTVAV 1 9 HLA-DQ7
VKRGLTVAV 1 9 HLA-DR1(c)
LTVAVAGAA 5 13 HLA-DR1(c)
VAVAGAAIL 7 15 HLA-DR1(c)
AVAGAAILV 8 16 HLA-DRI1(c)
VAGAAILVA 9 17 HLA-DR1(c)
ILVAGLSGC 14 22 HLA-DR1(c)

90



Table 2. contd.

c

Sequence Start Stop Allele -% -

o
AGTTASPGA 38 46 HLA-DR1(c) =59
VCTTAAGNV 65 73 HLA-DR1(c) g 5
AIGGAATGI 76 84 HLA-DR1(c) 5 Soa
IGGAATGIA 77 85 HLA-DR1(c) ot
AATGIAAVL 80 88 HLA-DR1(c) §5 ¢
LTDGNPPEV 88 9% HLA-DR1(c) e~
VKSVGLGNV 9% 104 HLA-DR1(c) °3
VGLGNVNGV 99 107 HLA-DR1(c) &
LTVAVAGAA 5 13 HLA-DRB1*0101(R)
VAVAGAAIL 7 15 HLA-DRB1*0101(R)
VNIAIGGAA 73 81 HLA-DRB1*0101(R)
IGGAATGIA 77 85 HLA-DRB1*0101(R)
IAAVLTDGN 84 92 HLA-DRB1*0101(R)
LGNVNGVTL 101 109 HLA-DRB1*0101(R)
GLTVAVAGA 4 12 HLA-DRB1*0401(DR4Dw4)(a)
VAGAAILVA 9 17 HLA-DRB1*0401(DR4Dw4)(a)
AGAAILVAG 10 18 HLA-DRB1*0401(DR4Dw4)(a)
GAAILVAGL 11 19 HLA-DRB1*0401(DR4Dw4)(a)
AGNVNIAIG 70 78 HLA-DRB1*0401(DR4Dw4)(a)
ATKDGSHYK 122 130 HLA-DRB1*0401(DR4Dw4)(a)
GVDMANPMS 137 145 HLA-DRB1*0401(DR4Dw4)(a)
LSGCSSNKS 19 27 HLA-DRB1*0402(DR4Dw10)
VDGKDQNVT 53 61 HLA-DRB1*0402(DR4Dw10)
MANPMSPVN 140 148 HLA-DRB1*0402(DR4Dw10)
VKRGLTVAV 1 9 HLA-DRB1*0404(DR4Dw14)
LSGCSSNKS 19 27 HLA-DRB1*0404(DR4Dw14)

Motif-based models for prediction of T-cell epitopes: Extended anchor motifs

One method for addressing the inherent inaccuracy of anchor-based
motifs has been to examine lists of peptides known to bind to a given
MHC for additional characteristics, such as ‘favoured’ or auxiliary
residues, and residues that appear to inhibit binding (Fig. 6) (Ruppert
et al., 1993). These methods are computationally more complex than
straightforward anchors, and may or may not significantly improve the
accuracy of peptide predictions.

Rammensee et al. (1995) also proposed a similar tactic, listing certain
amino acid residues that appeared to be required and others that were pre-
ferred, basing their assumptions on an analysis of actual MHC-binding
peptides and known T-cell epitopes. Parker et al. (1994) have derived an
algorithm from these descriptions, based on anchors and preferred or
inhibitory residues described in the literature, in which binding of a puta-
tive ligand to an MHC molecule is predicted by a function of the residues at
each position. This algorithm is available for use predicting T-cell epitopes
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Figure 6. The extended binding motif for HLA B*3701 (from Rammensee et al.,
1995). The sample B*3701 binding peptide from influenza nucleoprotein (amino
acids 339-347) contains a primary anchor (D at position 2), an auxiliary anchor V
at position 5, another primary anchor F at position 8 and I at position 9.

on the BIMAS website (http://bimas.dcrt.nih.gov/molbio.hla_bind/)
(Parker et al., 1994). The BIMAS site also incorporates a prediction method
based on information derived from competitive binding assays (see the
description of the Parker matrix method, below).

Altuvia et al. (1994) have developed an automated computerized
method that enables the identification of common muotifs in sets of pep-
tides that are known to bind to a certain MHC molecule by incorporating
information about peptides known to bind as well as those known ot to
bind. This method identifies common motifs in unaligned sequences; in
other words, the common motif does not necessarily reside in a unique
location in the different sequences, and it identifies motifs that are based
on physico-chemical and structural properties that are sequence depen-
dent and may play a role in specific recognition (e.g. hydrophobicity,
charge, hydrogen bonding potential). These two properties of the algo-
rithm are especially important for the identification of common motifs in
peptides presented by class II molecules, which show a large variation in
sequence and length.

The algorithm compiles, for each class II molecule, a database that
includes two groups of peptides: those that bind to that MHC molecule to
elicit a T-cell response and those that have been shown experimentally
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either not to bind to that MHC molecule or to fail to elicit a T-cell
response. The second step of the algorithm is analysis of the aligned pep-
tide sequences for additional, less conserved, sequence-dependent fea-
tures in positions other than those that define the motif. This algorithm
has been demonstrated on a number of MHC molecules and their related
peptides. The identified motifs were found to be consistent with experi-
mental results of substitution experiments and with the solved crystal
structure of the DR1 molecule complexed with an influenza haemagglu-
tinin peptide (Altuvia et al., 1994).
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Motif-based models for prediction of T-cell epitopes: Supermotifs

Another approach to the identification of MHC ligands and T-cell epitopes
has been to determine whether the peptides that bind to selected MHC
molecules share a set of determinants. Conservation of the amino acid
residues lining the pockets in the peptide binding groove of the MHC may
contribute to the development of MHC superfamilies or supertypes.
Sidney et al. (1996a) propose to exploit these groupings of HLA types by
the residues located in the binding pocket. This might simplify the search
for T-cell epitopes: rather than searching for a single peptide motif for each
HLA allele, such ‘supermotifs’ would permit the identification of epitopes
capable of binding to multiple HLA types within the supertype. For exam-
ple, selected peptides were noted to be capable of binding to both A*0301
and A*1101 with high affinities (Kast et al., 1994). Sidney and co-workers
have designated a number of alleles as belonging to the A3 superfamily:
A*0301, A*1101, A*3101, A*3301, A*3401, A*6601, A*6801, and A*7401
(Sidney et al., 1996b). B7, A2, and B17 superfamilies have also been
described (Sidney et al., 1995; Barber et al., 1997; del Guercio et al., 1995).
Supermotifs for class II processing (Kropshofer et al., 1993) have been pro-
posed, as have supermotifs that may govern the multideterminant bind-
ing of CLIP (Malcherek et al., 1995; Sinigaglia and Hammer, 1995).

Motif-based models for prediction of T-cell epitopes: Matrix-based motifs

Matrix-based motifs have been developed to improve on the specificity of
anchor-based motifs: the advantage of matrix motifs is that peptides can
be given a score that represents the sum of the potential for each amino
acid in the sequence to promote or inhibit binding.

Sidney et al. (1996a) have derived a matrix-based algorithm from a
method known as ‘peptide side-chain scanning’, which they used to pre-
dict binding peptides for the MHC allele DRB1*0401. The group chose a
suitable ‘blank’ binding peptide (an alanine-substituted analogue of a
good DRB1*0401 binder), and proceeded to determine the effects on bind-
ing of single amino acid substitutions in each position along this peptide
(Fig. 7). This allowed the construction of a database of all possible amino
acid side-chain effects for a single MHC-binding motif, which was later
converted into an algorithm able to run through a protein’s primary struc-
ture and to predict, within reasonable error, the binding capacities of all
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Polyalanine substitution

RPNNNTRKSI

APNNNTRKSI

RANNNTRKSI Poly-AA substitution

RPANNTRKSI

RPN ANTRKST LPNNNTRKSI  SPNNNTRKSI

RPNNATRKSI RLNNNTRKSI  RSNNNTRKSI

RPNNN ARKST RPLNNTRKSI RPSNNTRKSI

RPNNNT AKST RPN LNTRKSI ~ RPNSNTRKSI

RPNNNTR ASI RPNN LTRKSI RPNNSTRKSI

RPNNNTRK AI RPNNN LRKSI  RPNNN SRKSI

RPNNNTRKS A RPNNNT LKSTI RPNNNT SKSI
RPNNNTR LSI RPNNNTR SSI
RPNNNTRK LI -
RPNNNTRKS L RPNNNTRKS S

Figure 7. Identification of anchor positions can be estimated by substituting each
amino acid in a peptide with alanine, to see which residues are crucial for binding
(or, alternatively, recognition). A fuller picture of the subtle influences of different
amino acids at each position can be generated by substituting several different (or
even all naturally occurring) amino acids and measuring the relative binding of
each variant peptide.

possible peptides of a fixed length to a single MHC molecule. Marshall et
al. (1995) have designed a nearly identical algorithm, and have taken this
method a step further by showing some preliminary results that implicate
a high correlation of predicted binding affinity with immunogenicity.
Parker et al. (1994) have described the development of quantitative matri-
ces based on dissociation half-life of MHC-peptide complexes; an algo-
rithm based on these matrices is available on the BIMAS website
(http:/ /bimas.dcrt.nih.gov/molbio.hla_bind/). Davenport et al. (1995,
1997) have also developed a matrix-based method for MHC-ligand pre-
diction using data derived from Edman degradation of pooled elutions
from MHC molecules.

Each group’s technique is based on the assumptions of independence
of each position and a sequence-independent peptide conformation,
where side-chain substitutions have little, if any, effect on the conforma-
tional characteristics of an MHC-bound peptide, but rather exert their
influence on the peptide’s binding strength. These assumptions are sup-
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ported in the literature (Hammer et al., 1994a; Stern et al., 1994), but must
represent a first approximation to which exceptions may be found.

Motifs for class Il molecules have been more difficult to derive, primar-
ily because eluted peptides may be of several different lengths and therefore
difficult to align. Class II matrices have been derived by Fleckenstein et al.
(1996), who have developed syntheticundecapeptidelibraries (11 aminoacid
long peptides substituted at every position with one residue held constant),
performed competitive-binding assays, and described the contribution of
every potential residue at each binding position. These data were used to
derive an algorithm that accurately predicted the binding of a set of peptides
designed to maximize binding potential (Jesdale et al., 1997).

c
R
« T
< c
£y
g3
L:o
g
i

v .%a
agaw
€T T
Ly v
oXF
-c\o—
o ©
P
a

Matrix-based MHC ligand prediction: EpiMatrix

The TB/HIV Research laboratory team has constructed matrix motifs for
30 HLA class I alleles from lists of peptides known to bind toa given MHC,
and from information on peptides eluted from MHC and published in the
literature. The matrix motifs serve as patterns to which potential binding
regions from primary protein sequences are compared (Plate 1). Each puta-
tive MHC-binding region within any given protein sequence is scored
according to its fit to the matrix motif; higher EpiMatrix scores are expected
to indicate greater MHC binding potential (Jesdale et al., 1997).

Table 4. Prediction of published HLA B7 ligands utilizing EpiMatrix v 11.1.96

HLA-B7
EpiMatrix
Known Protein rank of

Name of Protein ligand sequence length ligand
Topoisomerase II SPRYIFTML 1621 1
EBNA 3A RPPIFIRRL 812 1
HLA-A2.1 signal sequence APRTLVLLL 365 1
HLA-DP signal sequence APRTVALTAL 258 1
Ribosomal 526 protein APAPPPKPM 107 1
HLA-B7 signal sequence LVMAPRTVL 255 2
HIV V3 RPNNNTRKRI 90 2
Histone H1 AASKERSGVS L 219 7
EBNA 3C APIRPIPTRF 983 21

Known HLA BY restricted ligands are shown for each of nine proteins. EpiMatrix was applied to the
sequences of these proteins; 10-mers overlapping by nine proteins were scored for each of the original
protein sequences. The rank of the peptide that corresponded to the known ligand is listed in the final
column. In the case of topoisomerase II, for example, 1612 10-mers were evaluated and ranked by
EpiMatrix score. The 10-mer that was scored the highest by EpiMatrix was identical in sequence to the
published ligand for this protein. The published ligand corresponded to the highest ranked Epimatrix
prediction for the same protein in four of the remaining eight cases. A total of 4620 10-mers were scored
and ranked by EpiMatrix for this analysis; in seven of nine cases the ligand would have been correctly
identified had only the two top-scoring EpiMatrix peptides been synthesized.
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Comparisons between EpiMatrix predictions and ligands published by
Rammensee et al. (1995) can be summarized as follows: Over 60000 poten-
tial ligands for these 133 proteins were scored and ranked. For the 133 pro-
teins evaluated, 85% of known ligands would have been identified if only
the top 10 scored EpiMatrix predictions for these proteins had been syn-
thesized and tested. The number of correctly identified published ligands
would have increased to 95% if the top 20 peptides had been synthesized
and tested. An example of a comparison between EpiMatrix predictions
and ligands reported by Rammensee et al. (1995) is given in Table 4.

As the contributions of side chains to peptide-MHC binding become
better quantified, the development of a computer algorithm that predicts
T-cell epitopes based on a matrix of quantitative motifs, such as the ones
described by the TB/HIV Research Laboratory (Meister et al., 1995; Roberts
et al., 1996; Jesdale et al., 1997), Davenport (1995), Fleckenstein et al. (1996),
Hammer (1995) and Parker et al. (1995) will only be a matter of time.

Estimation of peptide binding based on prediction of structures of MHC class
I-peptide complexes

The homologous extension method is the most straightforward computa-
tional approach to determining the structure of peptides bound to MHC
class I molecules. The most closely related MHC—-peptide complex with a
known crystal structure is used as a model, and all the positions at which
the sequences differ are replaced with the amino acids of the target
sequence. The clashes between peptide and MHC side-chains created by
these substitutions are removed by altering the conformations of the pep-
tide and MHC side-chains until a minimum energy is found. The process
of varying the conformations of the substituted side-chains, evaluating
the energies of the generated structures, and determining the lowest-
energy structure is usually carried out using a standard software package,
such as CHARMm. Using cases for which a crystal structure is known to
test the procedure, the average error in the predicted backbone atom co-
ordinates (root-mean-square deviation (RMSD) from the known crystal
structure) is typically <0.2 nm. However, large side-chain deviations and
all atom RMSDs frequently occur, and each step can contribute to mis-
leading results.

Of course, varying only side-chain conformations is too limiting and is
not realistic. Even among peptides binding the same MHC, the central o
carbon atoms can deviate by >0.2 nm, and the directions of the Ca—CB
bonds at corresponding locations can change, imposing substantial varia-
tion in the orientation of side-chains. The situation is even worseif the crys-
tal structure of the MHC of interest is not known, when the RMSD of
corresponding a-carbon atom co-ordinates may be > 0.4 nm, with the cor-
responding side-chains sometimes pointing in almost opposite directions.
Another major problem is the need to use free energy rather than energy,
since energy alone cannot effectively find the most stable orientation of a
side-chain, even if all orientations are examined, and cannot correctly rank
order different side-chains at the same position. For example, although the
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experimentally determined best anchor at position two in peptides bound
to HLA-AZ2.1 is a hydrophobic Leu, application of the procedure using the
standard CHARMm energy predicts the most stable side-chain at position
2 to be a charged Lys (Engelhard, 1994). However, carrying out the proce-
dure with a recently developed free energy model (Vajda et al., 1994) cor-
rectly predicts the Leuanchor (Maddenet al., 1992). Importantly, this model
provides a rapid procedure for evaluating the solvation free energy.

A promising approach for computational determination of anchors of
uncrystallized class I-peptide complexes would start by constructinga free-
energy map of the binding site. As a first approximation, mapping is local.
This simplified approach is useful for docking and for predicting how sta-
bility is affected by side-chain substitutions. At a given position, the amino
acid (C,) is translated over a small volume surrounding the corresponding
C, position in a peptide in a homologous MHC of known crystal structure.
At each position an orientational search is performed, and then at each ori-
entation a conformational search is carried out. Since the lowest free energy
for each amino acid will not necessarily give the lowest overall free energy
for the whole peptide, for each amino acid both the best free energy and
some slightly higher free energy states are determined. These are concat-
enated to obtain possible structures for the peptide, which are then ranked
according to their overall free energies. The concatenation process can be
carried out using a number of procedures, such as dynamic programming
(Vajda and DeLisi, 1990; Gulukota et al., unpublished).

To test this type of approach starting with the highly non-homologous
histone-HLA B27 structure (Fremont et al., 1992; Madden et al., 1992),
Sezerman et al. (1996) successfully predicted a structure for the known
SEV9 peptide bound to H-2K®, with an all-atom RMSD from the crystal
structure of 0.12 nm. In the reverse direction, the HLA B27-bound histone
peptide was predicted from the SEV9/K® complex to within 0.15 nm. The
HTLV-1, HIV-1 RT and influenza matrix protein peptides bound to HLA-
A2.1 were also predicted to within 0.14, 0.13 and 0.16 nm all-atom RMSDs,
respectively, in each case starting with the HLA-A2.1-bound HIV-1-GP
peptide (Madden et al., 1992).

Given the accuracy of free energy predictions reported in the test cases
(Sezerman et al., 1996), it may be possible to develop simple predictive
methods for identifying MHC binding peptides both (1) by extending
existing motifs for MHC molecules for which only key anchor residues
are known, by incorporating the effects of each possible amino acid at
other positions in the peptide, and (2) by predicting new binding motifs
for MHC alleles for which motifs are not known. By expanding the num-
ber of alleles for which appropriate vaccine peptides can be made, greater
coverage of the HLA diverse population can be accomplished (Gulukota
et al.,, unpublished).
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Prediction of peptide-MHC binding by a threading approach

Altuvia et al. (1995) have developed a novel application of the threading
concept to estimate the binding energies of peptides in the MHC groove.
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The threading method, developed to address the problem of protein fold-
ing, uses a library of known folds found in proteins. Each structure is
treated as a chain racing through space, ignoring the original amino acid
sequence itself, to create a structural template. The sequence being
analysed is threaded through each of these templates and its energy is
evaluated by empirical pairwise contact potentials. The lowest-energy
threading path is taken as predictive of the native structure.

Altuvia et al. (1995) reasoned that this approach could be applied to
prediction of peptide binding to MHC based on the crystallographic
observation by Madden et al. (1994), that four different 9-mers and one 10-
mer bind very similarly in the HLA-A2 groove. Thus, they could use the
spatial path of the peptides in the groove as a template for threading of
other peptides. The binding energies could be evaluated by empirical con-
tact potentials between residues in the peptide and in the MHC molecule
that are in contact in the complex. Altuvia et al. developed an algorithm
that maps the amino acids of a peptide sequence to the crystallographic
co-ordinates of the backbone fold of a peptide in a solved MHC-peptide
crystal structure. Most of the amino acids in the peptide interact with
neighbouring MHC residues. The net interaction energy of a given pep-
tide residue is calculated as the sum of its interaction energies with all of
the MHC residues in close contact, and that of the whole peptide is the
sum for all the residues. The predicted binding energies to a given MHC
molecule of overlapping peptides covering a protein sequence can thus be
ranked.

To test this threading approach, Altuvia et al. (1995) showed that
known antigenic peptides are highly ranked among all possible peptides
in a given protein sequence. This was true for the five peptides crystal-
lized in HLA-A2 as well as other known peptides presented by HLA-A2.
The approach also succeeded in predicting the binding hierarchy of pep-
tides ranked by competition binding experiments, including a large num-
ber of 9-mers and 10-mers for which experimental binding data were
available. The advantage of this threading algorithm for ranking potential
binders to a given MHC molecule is that it is independent of binding
motifs, and can identify good binders lacking known motifs. It can also be
used to rank known motif-containing peptides according to their pre-
dicted binding energies. The algorithm is easy to apply and runs quickly.
Its major limitation, that it requires a three-dimensional structure of at
least one peptide in the same MHC molecule, may be overcome by mod-
elling other MHC molecules based on the crystal structure of those
already determined.

Artificial neural networks

Artificial neural networks (ANNSs), such as those implemented by
Brusic et al. (1994), Gulukota et al. (1997) and others have been used to
identify peptides predicted to bind to selected MHC alleles. Given a
database of peptides that are known to bind to a given MHC molecule
such as those available through the MHCPEP website (Brusic et al.,
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1996), ANNs can be trained to identify patterns that are common to
peptides that bind. Recently, Ramakrishna et al. (unpublished)
described the use of ANNs to predict peptides that may bind to Al
and A2.1, and compared their predictions with those published in the
literature with good results.

ADDITIONAL CONSIDERATIONS

Most of the models discussed in the preceding section do not account for
peptide processing and transport. Motifs that predict proteolytic cleavage
sites and characteristics of peptides that are likely to be transported into
the ER remain to be described fully. These additional determinants may
significantly improve predictive methods. Experimental methods such as
tandem mass spectrophotometry, as described by Hunt et al. (1992)
appear to be the best approaches to the determination of T-cell epitopes
from unknown antigens. Predictive methods such as EpiMatrix, which
currently provides predictions for greater than 30 different MHC alleles,
may prove to be more cost-effective for antigenic proteins for which the
full sequence is available (but are unable to account for post-processing
modifications).

The methods for T-cell epitope identification described here may con-
tribute to the identification of T-cell epitopes. However, most of the meth-
ods suffer from an imbalance between sensitivity and specificity. The
experimentalist, who wishes to ascertain the entire repertoire of potential
T-cell epitopes derived from an antigenic protein should select a method
approximating the overlapping peptide method. In contrast, selected epi-
tope prediction models may prove more cost and labour conservative for
vaccine design problems in which only a subset of epitopes need be iden-
tified. The accuracy of these predictive methods needs to be established
better in vitro. More specifically, the prediction of MHC binding potential,
whether determined computationally or experimentally, is a useful
screen, but should not be the sole determinant of T-cell epitope selection.

An overview of these approaches would seem to suggest that develop-
ment of more accurate T-cell epitope prediction schemes, based on multi-
ple features correlated with both antigenicity and high peptide binding
affinity, is within reach. The future of T-cell epitope prediction may
depend on the design of a suitable ‘meta-algorithm” allowing the location
of multiple features which have been demonstrated independently to pre-
dict immunogenicity or high binding affinity. A hypothetical algorithm
may employ the subalgorithms such as EpiMatrix, or the algorithms of
Vadja et al., Hammer ef al., Marshall ef al. and Altuvia et al. to predict the
precise prediction of single-allele-binding peptides, implemented in an
EpiMer-like multiple motif-based prediction model. Such a model could
locate regions of a protein which contain ‘clusters’ of independently high
binding affinity for multiple alleles. This model could also include the
search for potentially amphipathic structures, and for peptides that are
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predicted to be transported to the ER by TAP (Van Endert et al., 1995) and
compare these structures with regions of ‘clustered’ potential binding
affinity, to select the peptides most promising to test, i.e. peptides with an
optimal combination of features. Such an ‘optimal combination’ may even
be determined by the nature of the pathogen in question, or by the vacci-
nation strategy.

Importantly, the models described above are not mutually exclusive. In
fact, the identification of novel structural features which are able to pre-
dict peptide binding or immunogenicity independently and their sub-
sequent synthesis into a robust algorithm with statistically verifiable
predictive capacity, will allow the discovery of more subtle sub- or super-
features, which will give further insight into the nature of antigenicity
(such as the clustering of motifs described by EpiMer). A suitable T-cell
epitope prediction algorithm would allow for a dramatic reduction in the
time and effort required to synthesize and test potential T-cell antigenic
sites, by allowing the prediction of sites with a high concentration of anti-
genic features. Newly discovered features could then be implemented as
part of the same algorithm, to hone its predictive capacity further, and
further the rational selection of peptides aimed at the generation of a cel-
lular immune response.
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INTRODUCTION

The field of immunology has increasingly developed over the last decades
and now requires a wide range of methods. Beginning with the
application of attenuated infectious agents for vaccine production in
integer animals, the majority of experiments today are performed in vitro,
(e.g. phagocytosis, cytotoxic activity, signal transduction). However, to
cover the complexity of the immune system, additional in vivo experi-
ments are indispensable.

In the last decade naturally occurring and artificially induced immuno-
deficient animals have been widely used to study different aspects of
immunity (Viney, 1994), such as autoimmunity (Benoist and Mathis,
1993), T-cell receptor repertoire (Mittruecker et al., 1995), B cell compart-
ment (Gu et al., 1991), effects of adhesins (Mayadas et al., 1993), functions
of cytokines (Kopf et al., 1995a,b; Trinchieri, 1997) and pathogenesis of
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infections (Kaufmann and Ladel, 1994). From these studies, the high
complexity and considerable redundancy of the immune system became
evident. In the context of managing immunodeficient animals, the finding
of a spontaneously developing chronic ulcerative enterocolitis (inflam-
matory bowel disease) in a T-cell receptor mutant (Mombaerts et al., 1993),
I1-2 (Sadlack et al., 1993; Mahler et al., 1996) and 11-10 deficient mice (Kithn
et al., 1993) is of interest.

A large number of the transgenic mutants used in particular in the field
of immunology are immunodeficient, being more or less susceptible to
infections. Therefore, optimal hygienic standards are indispensable for
these animals. We will try to point out here the special requirements for
the management, breeding and housing of immunocompromised and
infected animals, especially those for the mouse and rat.

MICROBIOLOGICAL STANDARDIZATION

The quality of laboratory animals, mainly rodents, has improved during the
last decade. The first attempts at eliminating disease were made in the 1950s.
At that time infectious agents were widespread in rodent colonies, and many
experiments were interrupted by infections. It became obvious that classical
veterinary approaches, such as improved husbandry, vaccination, anti-
biotics and chemotherapeutics, would not eliminate pathogens, and there-
fore gnotobiotic techniques such as caesarean derivation and subsequent
raising in isolation were established. This resulted in the elimination of
various organisms, such as Mycoplasma pulmonis, which had previously been
ineradicable. However, infections were still prevalent in many colonies.
More sophisticated experimental procedures were increasingly sensitive to
the influence of viruses. Some viruses had been tolerated in the past as they
have a low potential to induce clinical disease, but both scientists and
breeders were aware of their presence. It was shown later that many of these
agents, although clinically silent, can induce increased variation between
individuals and can influence biochemical or immunological functions.
Research complications occurred frequently, resulting in the need to
eliminate also those agents that cause clinically silent infections, and to
monitor colonies of rodents for the presence or absence of such organisms.

Today, it is generally accepted that good research requires animals that
are free from micro-organisms that might influence the health of the
animals (or humans) or the results of experiments.

Influence of Micro-organisms on Research Results

It is generally accepted that research complications due to overt infectious
diseases are significant and that clinically ill animals should not be used
for scientific experiments. The effect of clinically silent infections, how-
ever, may be devastating, because they often remain undetected.
Scientists in general are not well informed of such influences on their
research. Only a small percentage of detected complications has been

10



published. The literature is scattered across diverse scientific journals, and
many articles are difficult to locate. To address this problem, conferences
have been held on viral complications on research, and the knowledge
available summarized in conference proceedings (Bhatt et al., 1986a;
Hamm, 1986). The problem has been reviewed by Lussier (1988), the
National Research Council (1991) and Hansen (1994).

Research complications may occur in various ways. Although acute
clinical signs may not be observed, infected animals may show altered
behaviour, suppressed body weight, or reduced life-expectancy, which
may, for example, influence the tumour rate. Micro-organisms present in
an animal may lead to contamination of samples and tissue specimens
such as cells, tumours, sera and monoclonal antibodies. This may
interfere with experiments performed with cells or isolated organs.

The experiment itself may be a stress factor and increase the sensitivity
to an agent, and thus induce clinical disease or death. Environmental
factors, such as increased temperature or relative humidity (for example,
in metabolic cages), may induce stress which activates latent infections
resulting in lung complications caused by Pseudomonas aeruginosa,
Klebsiella pneumonine, Staphylococcus aureus or Pneumocystis carinii,
especially in immunodeficient animals. Naturally, various micro-
organisms can interact and lead to clinical disease or research compli-
cations, which are dependent on the combination of micro-organisms.

The disease rate is not only dependent on the host, but also on specific
properties of the infectious agents. There are different strains of many
viruses, with different organotropism (e.g. hepatotropic, enterotropic and
neurotropic strains of the mouse hepatitis virus (MHV)). This influences
the disease rate and the mortality, as well as the type and severity of
pathological changes. For example, the immunosuppressive variant of the
minute virus of mice (MVMi) replicates in lymphocytes, whereas the
prototype strain (MVMp) replicates in fibroblasts, thus resulting in differ-
ent effects on animals or experiments. Both variants usually do not induce
clinical disease, but may affect various parameters such as wound
healing, immunological reactivity, tumour growth and development,
embryonic development and birth rate.

Various effects are possible on the function or the morphology of
organs or cell systems. Histopathological changes that resemble
adenomas have been observed in the trachea or bronchioles during the
regenerative phase after a Sendai virus infection.

When pathogens infect laboratory animals, the immune system is acti-
vated regardless of the level of pathogenicity. Many micro-organisms
have the potential to induce functional suppression or stimulation of the
immune system. Sometimes, only T cells, B cells or specific subpopula-
tions are influenced. Therefore, most virus infections and infections with
bacteria or parasites are detrimental to immunological research and must
be avoided.

Some micro-organisms have a specific effect on enzymatic or haemato-
logical parameters. Lactate dehydrogenase virus (LDV) can induce an up to
100-fold increase in the activity of lactate dehydrogenase (LDH) and other
enzymes in the plasma. Numerous reports exist in the literature about
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modulation of oncogenesis. Infectious agents may induce cancer, enhance
chemical or viral carcinogenesis, or reduce the incidence of cancer. Some
organisms even influence the growth rate of transplantable tumours.
Immunosuppressed animals are usually more sensitive to infections
than are immunocompetent animals. Infections in immunodeficient
animals frequently result in increased mortality due to a reduced or
absent resistance to low pathogenic or even commensal micro-organisms.
It is important for various reasons that animals used for infection studies
are free from adventitious infections. The infection in question might be
influenced by an adventitious organism by means of immunomodulation
and, therefore, result in increased or reduced resistance to experimental

Table 1. Mouse hepatitis virus (MHV): examples of interference with research

Effect of virus

Reference

Immunology

Virus replication in macrophages, macrophage
dysfunction

Dysfunction of T and B cells

Activation of NK cells, alteration of immune
responsiveness

Immunosuppression or immunostimulation,
depending on the time of infection

Reduced levels of cytokines, y-interferon and
cytokines in spleen cells

Permanent decrease in skin graft rejection and
T-cell-dependent antibody responses after
recovery from infection

Microbiology

Reduced susceptibility to viral infections
(Sendai, PVM)

Enhanced resistance to Salmonella infections

Confusion about the origin of Tettnang virus
isolates

Physiology

Alteration of liver enzyme levels

Altered protein synthesis

Changes in peripheral blood

Increased monocyte procoagulant activity

Decrease in the incidence of diabetes in non-
obese diabetic mice

Oncology
Abnormal tumour passage intervals or tumour
invasion pattern

Boormann et al. (1982)

de Souza et al. (1991)
Schindler et al. (1982)

Virelizier et al. (1976)
de Souza et al. (1991)

Cray et al. (1993)

Carrano et al. (1984)

Fallon et al. (1991)
Smith et al. (1983)

Barthold (1986)
Lucchiari et al. (1992)
Piazza et al. (1965)
Levy et al. (1981)
Wilberz et al. (1991)

Manaker et al. (1961)

Rejection of human xenografts in the nude mouse Kyriazis et al. (1979)

Contamination of transplantable tumours

Nicklas et al. (1993a)

NK, natural killer; PVM, pneumonia virus of mice.
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infection. Micro-organisms resulting from a natural infection might conta-
minate viruses, bacteria or parasites that are passaged in laboratory ani-
mals. Spontaneous infections may lead to false conclusions. For example,
the first isolations of Sendai virus were made from mice that had been inoc-
ulated with diagnostic materials from humans and swine. In subsequent
years, evidence accumulated to show that an indigenous virus of mice had
been isolated (National Research Council, 1991).

Some examples of virus interference with research are given in Table 1
for a mouse virus (MHV) and in Table 2 for a rat virus (Kilham rat virus
(KRV)).

Table 2. Kilham rat virus (KRV): examples of interference with research

Effect of virus Reference

Immunology

Infection of T and B lymphocytes and McKisic et al. (1995)
suppression of various lymphocyte functions

Stimulation of autoreactive T lymphocytes Brown et al. (1993)

specific for pancreatic antigens
Altered susceptibility to autoimmune diabetes Guberski et al. (1991),

in rats Ellermann et al. (1996)
Altered cytotoxic lymphocyte activity Darrigrand et al. (1984)
Depression of lymphocyte viability and Campbell et al.

various T-cell functions (1977a,b)

Stimulation of interferon production Kilham et al. (1968)
Microbiology
Supports secondary colonization with other Carthew and Gannon

micro-organisms (1981)

Influence on the prevalence of Yersinia-induced Gripenberg-Lerche and

arthritis in rats Toivanen (1993, 1994)
Persistent infection of cell lines Wozniak and Hetrick

(1969)
Physiology

Inhibition of lipid formation in rat kidney cells Schuster et al. (1991)
in vitro

Increased leukocyte adhesion in the aortic Gabaldon et al. (1992)
epithelium

Congenital malformation Margolis and Kilham
(1975)

Death and resorption of fetuses Kilham and Margolis
(1966)

Oncology

Suppression of leukaemia induction by Bergs (1969)

Moloney virus

Containment of leukaemias or leukaemia virus Spencer (1967)
preparations

Contamination of tumours Campbell et al. (1977b)
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Principles of Health Monitoring

The microbiological quality of laboratory animals is a direct result of
colony management practices, and monitoring provides an after-the-fact
assessment of the adequacy of those practices. Monitoring is, therefore, of
greatest value in connection with maintenance of animals in isolation
systems where vigorous microbiological control is applied.

Health monitoring procedures in animal populations differ from the
procedures used in human medicine. Especially in populations of small
laboratory animals, such as mice and rats, a single animal has only a
limited value. Health monitoring of laboratory rodents aims at detecting
health problems or defining the pathogen status in a population rather
than in an individual. Therefore, systematic laboratory investigations
(health surveillance programmes) are necessary to determine the colony
status and, most importantly, to prevent influences on experiments.
Disease diagnosis differs from monitoring in that abnormalities are the
subject of testing. This testing is not scheduled, and tests are directed
towards identifying those pathogens most likely to cause the lesion.

Routine monitoring programmes will primarily focus on infectious
agents. Most infections are subclinical, but can nevertheless modify
research results. Therefore, detection of the presence of infectious agents,
whether or not they cause clinical disease, is necessary. Monitoring must
include animals in the colony and all relevant vectors by which micro-
organisms may be introduced into a colony. Therefore, it may be neces-
sary, particularly in experimental units, that monitoring is not restricted to
animals, and that other materials that pose a risk (e.g. biological materials)
be monitored to prevent the introduction of agents into a facility.

The need for health surveillance programmes is generally accepted, but
there is a great diversity of opinion about their design. Every institution
requires an individual programme that has to be tailored to the conditions
itis to serve. Most importantly, although the programme is dependent on
research objectives, numerous additional factors must be considered,
such as the physical conditions and layout of the animal house,
husbandry methods and sources of animals. The type of programme
further is influenced by the number as well as the quality of personnel,
and by finances. It may even be necessary in a multipurpose unit to have
a range of different programmes (e.g. one for isolator-housed and one for
barrier-housed animals).

There is always a risk that infectious agents might be introduced,
especially into experimental units. This risk has to be taken into consider-
ation when the monitoring programme is designed. More frequent
monitoring is reasonable if the risk of introducing unwanted organisms is
high (e.g. if animals or biological materials are frequently introduced or if
many personnel need access to the animals). Simulation experiments have
shown that small and frequent samples are more suitable for detecting an
infection than larger samples taken at less frequent intervals (Kunstyr,
1992).

Various designs of monitoring programmes have been published or
presented on scientific meetings. General aspects of health surveillance

114



Animals

are provided by the Committee on Infectious Diseases of Mice and Rats
(National Research Council, 1991). Recommendations exist about how
monitoring of breeding colonies (Kraft et al., 1994) or experimental
colonies (Rehbinder ef al., 1996) should be conducted. An overview of the
monitoring of experimental rodent colonies has been given by Nicklas
(1996).

In general, the animals are the most crucial point in a monitoring
programme. Their status has to be defined, and they are the most impor-
tant source of infection. Proper sampling is therefore necessary in order to
detect an infection in a given population as early as possible. Animals
coming from outside have to be checked to assess or exclude the risk of
introducing unwanted organisms, and animals already within the unit
are monitored to define their status and to obtain information on the
presence or absence of infectious agents in the colony. It is obvious that a
sufficient number of animals has to be monitored. Based on a recom-
mendation by the ILAR Committee on Long-Term Holding of Laboratory
Rodents (1976), it has become common practice to monitor at least eight
randomly sampled animals, which is (theoretically) sufficient to detect an
infection with a 95% probability if at least 30% of a population is infected.
Monitoring animals of different ages is useful, because younger animals
often have a greater parasite or bacterial burden, whereas older animals
(23 months) are more suitable for detecting viral infections.

Sentinels/‘control’ animals

Random sampling for monitoring is not a serious problem in breeding
colonies, but it is usually impossible in experimental units or not reason-
able in the case of immunodeficient animals. Immunodeficient animals
may not be able to produce sufficient amounts of antibodies, and so their
status can be evaluated only by the use of sentinels. It is therefore advis-
able to have sentinel animals in each experimental unit in order to
evaluate the status of a population. Such animals should be kept in such a
way that they receive maximum exposure to potential infections. If
sentinels are not bred within the colony that is being monitored, they
must be obtained from a breeding colony of known microbiological
status, i.e. they must be negative for all rodent pathogens. The sentinel
animals must be housed for a sufficiently long time in the population that
is to be monitored in order to develop detectable antibody titres (for
serology) or parasitic stages. It is common to house sentinels in a popula-
tion for at least 4-6 weeks prior to testing, longer periods are even better.
In most cases, outbred animals are used as sentinels, because they are
cheaper and more resistant to clinical disease than are inbred animals.
Inbred animals may in specific cases (e.g. for virus isolation) be more
valuable as sentinels, because they may be more sensitive to an agent and
thus more likely to develop clinical disease. In other cases, their extreme
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or even complete resistance to specific agents may be a reason to use
specific strains with known characteristics. For example, C57BL/6 or
DBA /2 mice are sensitive to clinical infections with MHV, whereas A/]
mice are resistant to this virus. On the other hand, C57BL/6 mice are
resistant to ectromelia virus (Bhatt and Jacoby, 1987). This virus causes
high mortality with typical skin lesions in C3H mice, and high mortality
but minimal skin lesions in CBA and DBA/2 mice. Use of immuno-
deficient animals, such as thymus-aplastic nude mice, as sentinels may
increase the sensitivity if specific bacterial pathogens such as Pasteurella
pneumotropica, parasites (e.g. Spironucleus muris) or viruses are to be
detected in a population. In the past, injection of cortisone to suppress the
immune system was recommended. Cortisone results in overgrowth and
thus makes it easier to detect bacterial pathogens directly. However,
cortisone tests have lost importance as the direct demonstration of micro-
organisms can now be performed more easily by means of molecular
methods such as the polymerase chain reaction (PCR).

A multitude of physiological characteristics can be influenced by intro-
ducing a transgene into the genome or by gene targeting. Changes of the
immune status frequently arise, resulting in immune defects or immuno-
suppression. As a consequence, there may not only be altered sensitivity
to pathogenic agents, but also suppression or lack of antibody response.
When monitoring an immunodeficient colony, to avoid false-negative
results in serological tests animals whose immune responsiveness is well
known (e.g. old vasectomized males, retired breeder females) should be
used as sentinels in order to obtain reliable serological results. It is advis-
able for classical barrier systems to have sentinel animals in each animal
room. The animals should be housed in various locations on the bottom
shelves, without filter tops. Each time the cages are changed, soiled bed-
ding from different cages should be transferred to sentinel cages.

During the last decade additional housing systems such as micro-
isolators, individually ventilated cages and filter cabinets (see pages
134-135) have emerged. These offer the advantage of separating small
populations from each other and are frequently used for housing
immunodeficient, immunosuppressed or infected animals, because they
very efficiently prevent transmission of infectious agents. Each isolator or
microisolator cage must therefore be considered as a self-contained
microbiological entity. Health monitoring under such housing conditions
as well as monitoring isolator-housed animals can only be conducted by
the use of sentinel animals. Due to limited space, less than the recom-
mended number of animals are available in many cases, which is accept-
able if sentinels are properly housed. In the case of isolators, a realistic
number of sentinel animals is housed in one or several cages (depending
on the isolator size) on soiled bedding taken from as many cages as
possible. In most cases, only 3-5 animals per isolator will be available for
monitoring.

If animals are housed in microisolators or in individually ventilated
cages, sentinels must be housed in filter-top units like other animals.
When cages are changed in changing cabinets, soiled bedding from
several cages is transferred into a separate cage which is used to house
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sentinels. Weekly changes of donor cages will give a representative
insight into the microbiological status of the whole population.

Frequency of monitoring

The frequency of monitoring will depend on various factors, but mainly
on the importance of a pathogen to the use of the population and on the
level of risk of infection for a population. Naturally, economic considera-
tions are important as well. Both of the recommendations of the
Federation of European Laboratory Animal Science Associations
(FELASA) (Kraft et al., 1994; Rehbinder et al., 1996) state that monitoring
should be conducted quarterly. Most commercial breeders of laboratory
rodents monitor more frequently (every 4-6 weeks). In most multi-
purpose units housing immunodeficient or infected animals, more
frequent monitoring is preferable as this will result in earlier detection of
an infection. As a general rule, it is advisable to monitor a small number
(e.g. 3-5) of animals from each unit every 46 weeks instead of 10 animals
every 3 months. Under practical conditions, not every animal may be
monitored for all micro-organisms. Depending on the factors already
mentioned, the frequency of testing may be different for different agents.
Monitoring for more frequently occurring organisms or for zoonotic or
otherwise important agents will be performed more frequently (monthly),
whereas testing for unusual organisms like K-virus or polyoma virus can
be done less frequently (e.g. biannually or annually). Results obtained
from monitoring of sentinels are valid for all animals of the same species
within a population, irrespective of the experiment or animal strain.
Independent from animals which are scheduled for monitoring, all
animals with clinical disease should be submitted for direct examination
for micro-organisms (bacteria, parasites, viruses) and for histopathology.

Biological materials

Agents

In addition to animals, other materials may carry unwanted micro-
organisms and may be important sources of infection. Immunodeficient
nude mice are often used for tumour transplantation studies and are at
risk of infections transmitted via the transplanted tissue. In many cases,
organisms have been introduced into animal populations by contam-
inated tumours or leukaemias (Collins and Parker, 1972; Nicklas et al,,
1993a). Monoclonal antibodies (Nicklas et al., 1988) and virus suspensions
(Smith et al., 1983) used for infection studies might also be contaminated,
and these must be monitored before use in animals.

A decision has to be made in each facility about which organisms are
acceptable or unacceptable. Lists of infectious agents to be monitored in
routine programmes have been published by various organizations
(Kunstyr, 1988a; National Research Council, 1991; Kraft et al., 1994;
Waggie et al., 1994) and can be used for guidance. Monitoring for all the
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agents mentioned (mycoplasmas, bacteria, bartonellas, fungi, spirochaetes,
protozoans, helminths, arthropods) on a routine basis is neither realistic
nor necessary. The most important micro-organisms are those that are
indigenous and pose a threat to the research or to the health of the animals
and humans and, in addition, those which can be eliminated. Therefore,
oncogenic retroviruses are excluded as they integrate into the mammalian
genome, and thus cannot be eradicated by presently available methods.
Other micro-organisms may be less important as they are unlikely to occur
in good quality rodents due to repeated rederivation procedures (e.g.
Brucella, Erysipelothrix). Most cestodes are unlikely to be found, since they
require an intermediate host. In the case of immunocompromised animals
or in infection experiments, however, monitoring for a comprehensive list
of micro-organisms (some examples are given in Box 1) is reasonable.
Various micro-organisms that usually do not cause clinical signs in
immunocompetent animals (e.g. Staph. aureus, Pseud. aeruginosa, Pneum.
carinii) may cause serious problems in immunodeficient animals. It is

Box | Examples of bacterial and fungal pathogens and parasites that
should not be detectable in barrier-housed colonies of mice and rats

Bacteria

Actinobacillus muris
Actinobacillus sp.

Bordetella bronchiseptica
CAR bacillus

Citrobacter rodentium
Clostridium piliforme
Corynebacterium kutscheri
Erysipelothrix rhusiopathiae
Haemophilus sp.
Haemophilus influenzaemurium
Helicobacter sp.

Klebsiella pneumoniae
Klebsiella oxytoca

Listeria monocytogenes/ivanovii
Pasteurella multocida
Pasteurella pneumotropica
Other Pasteurellaceae
Pseudomonas aeruginosa
Salmonella sp.
Staphylococcus aureus
Streptobacillus moniliformis
Streptococcus pneumoniae
B-Haemolytic Streptococci
Yersinia pseudotuberculosis

Mycoplasmas
Muycoplasma pulmonis
Muycoplasma arthritidis
Mycoplasma neurolyticum

Fungi
Trichophyton sp.
Microsporum sp.
Yeasts

Parasites (all parasites)
Aspiculuris tetraptera
Syphacia obvelata
Syphacia muris
Trichosomoides crassicauda
Hymenolepis sp.
Spironucleus muris
Coccidia

Giardia sp.
Trichomonads
Amoebae

Demodex sp.

Muyobia musculi
Myocoptes musculinus
Notoedres sp.

Polyplax spinulosa
Radfordia affinis
Radfordia ensifera




therefore necessary that immunodeficient animals are monitored not only
for strong or weakly pathogenic organisms, but also for opportunistic
pathogens or commensals. Micro-organisms with a low pathogenic poten-
tial can cause clinical signs of disease if animals are infected with several
agents (e.g. KRV and Past. pneumotropica (Carthew and Gannon, 1981)). In
other cases, different micro-organisms of low clinical importance may
interact and have a severe impact on research results such as oncogenic
viral expression (Riley, 1966).

Each institution should prepare a list of those organisms that are not
acceptable in the colony or in parts of it. The list is easiest to establish for
viruses (for an example, see Table 3). A large amount of information is
available on their pathogenic potential and on their ability to compromise
the object of research. Monitoring for viruses can be done selectively by
serological methods. Only a few exceptions exist, e.g. parvoviruses that
cross-react in indirect immunofluorescence or enzyme-linked

Table 3. Serologic tests for the detection of infectious agents in mice and rats

Recommended
Infectious agent methods Species
Viruses
Mouse hepatitis virus (MHV) ELISA, IIF Mouse
Rat corona viruses (RCV/SDAV) ELISA, IIF Rat
Kilham rat virus (KRV) HI, ELISA, IIF Rat
Toolan’s H-1 virus HI, ELISA, IIF Rat
Minute virus of mice (MVM) HI, ELISA, IIF Mouse
Pneumonia virus of mice (PVM) ELISA, IIF, HI Mouse, rat
Reo virus type 3 ELISA, IIF Mouse, rat
Sendai virus ELISA, IIF, HI Mouse, rat
Mouse encephalomyelitis virus (GD VII) ELISA, IIF, HI Mouse, rat
Mouse adenovirus (FL, K87) ELISA, ITIF Mouse, rat
K-virus HI Mouse
Polyoma virus ELISA, IIF, HI Mouse
Lymphocytic choriomeningitis virus (LCMV) ELISA, IIF Mouse
Ectromelia virus ELISA, ITIF Mouse
Hantaviruses ELISA, IIF Rat
Mouse rotavirus (EDIM) ELISA, IIF Mouse
Lactic dehydrogenase elevating virus (LDV) PCR, enzyme Mouse
test
Bacteria
Muycoplasma pulmonis ELISA, IIF, Mouse, rat
culture
Muycoplasma arthritidis ELISA, IIF, Rat
culture
Clostridium piliforme IIF Mouse, rat
CAR bacillus ELISA Rat

ELISA, enzyme-linked immunosorbent assay; HI, haemagglutination inhibition assay; IIF, indirect
immunofluorescence assay; PCR, polymerase chain reaction.
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immunosorbent assay (ELISA) tests (Jacoby et al., 1996) and sometimes
cannot be identified unequivocally. For some viruses (e.g. K virus,
polyoma virus) the only question is whether or not monitoring is neces-
sary, because they have been eradicated from the vast majority of rodent
colonies many years ago. Only few new rodent viruses have been
detected during the last few years, e.g. mouse parvovirus (MPV) and rat
parvovirus (RPV) (Jacoby et al., 1996), and it has to be expected that new
rodent viruses will be isolated, although only occasionally.

Less is known about the ability of most parasites to influence research
results. They are considered to be a hygiene problem and are therefore
eradicated from rodent colonies. Some protozoans, such as trichomonads,
are occasionally detectable in pathogen-free animals from commercial
breeders. They are considered to be apathogenic, and nothing is known
about their influence on the physiology of animals. They are, however,
likely to be species specific, and thus might be an indicator of a leak in the
system or of the existence of direct or indirect contact with wild rodents.
The most complex problems exist for bacteria. In contrast to viruses their
importance in laboratory animals is usually estimated on the basis of their
ability to induce pathological changes or clinical disease, since almost
nothing is known about most rodent bacterial species with regard to their
potential to cause other effects on their hosts and on experiments.
Insufficient information exists on the taxonomy and proper identification
for various rodent-specific bacterial species such as Past. pneumotropica or
other members of the Pasteurellaceae (e.g. Haemophilus influenzaemurium,
Actinobacillus muris). Lack of detailed information on the characteristics of
these organisms together with the presently unclear taxonomic situation
often leads to misidentification, and the lack of knowledge about species
specificity impedes their elimination. The FELASA working group on ani-
mal health (Rehbinder et al., 1996) therefore decided to recommend that
rodents should be monitored for all Pasteurellaceae. There is, however,
evidence, that some growth-factor-dependent Pasteurellaceae found in
rodents are closely related to Haemophilus parainfluenzae and might there-
fore be transmitted by humans (Nicklas et al., 1993b). It is unclear if these
bacteria can be eradicated permanently from barrier units, because
exposure of barrier-produced animals to humans represents a permanent
risk for reinfection. The same is true for several members of the
Enterobacteriaceae (E. coli, Klebsiella, Proteus), Staph. aureus and Pseud.
aeruginosa, for which humans are the reservoir. Another problem arises
from the fact that many bacteria are presently being reclassified, resulting
in changes in their names. For example, the mouse-specific organism
known as ‘Citrobacter freundii 4280’ has recently been reclassified as
Citrobacter rodentium (Schauer et al., 1995). Whole genera have been
renamed, and additional bacterial species have been detected, e.g.
Helicobacter hepaticus, Heli. muridarum and Heli. bilis (Lee et al., 1992; Fox et
al., 1994, 1995). Some of these fastidious organisms are not detected or not
properly identified by all monitoring laboratories. Adding such known
pathogens to a list for which animals should be monitored may be unre-
alistic as long as proper methods for their detection and identification are
not readily available in a monitoring laboratory.
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A list of pathogens should contain all indigenous micro-organisms for
which rodents are the infectious reservoirs and other micro-organisms
that might be of importance for the research conducted with such
animals. The list of these additional organisms may be long in the case of
immunodeficient animals. The whole spectrum of micro-organisms as a
concept is not a permanent list for all time, it rather represents a moving
boundary in which old pathogens are eradicated and new pathogens are
added. In practice, such lists of agents do not differ much between differ-
ent facilities or commercial breeders. Monitoring for micro-organisms is
usually done by commercial laboratories, and is thus determined by their
capabilities (some of the larger research institutes have dedicated diag-
nostic laboratories). It is important that all investigations should be per-
formed in laboratories with sufficient expertise in microbiology or
pathology of the relevant species. Serological tests also require technical
competence to ensure sufficient standardization of tests (including
controls) and accurate interpretation of results.

Testing of animals usually starts with necropsy and blood sampling for
serology, followed by microscopic examination for parasites and
sampling of organs for bacteriology, pathology and, in rare cases, viro-
logical examinations. For financial reasons, bacterial culture is often
restricted to very few organs. Monitoring more organs would, however,
increase the probability of detecting bacterial pathogens in an animal.
Bacterial cultures should be done for the respiratory tract (nasal cavity,
trachea, lungs), intestinal tract (small and large intestine} and urogenital
tract (vagina, prepuce, uterus, kidney). In the case of pathological
changes, additional organs (liver, spleen, mammary gland, lymph nodes,
conjunctiva, etc.) should be cultured.

Serology is easy and cheap to perform, and serum samples can be
mailed easily. Whole-body examinations including bacteriology and
parasitology are more expensive, and live animals must be shipped to the
monitoring laboratory. Therefore, many laboratories monitor only
serologically. Meanwhile, serological methods exist to detect some
bacterial infections, but these are not generally accepted, and only a few
laboratories apply these methods. At present, the method of choice for the
detection of most bacterial pathogens is bacterial culture, and thus should
be part of every monitoring programme.
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Sources of Infection

Keeping rodents free of pathogens in research facilities is a much more
complex problem than in breeding colonies. Animals and various experi-
mental materials need to be introduced into experimental facilities. In addi-
tion, more personnel must have access to animals due to the requirements
of the experiments. This results in a higher risk of introducing pathogens.
Effective measures must be taken to standardize laboratory animals
microbiologically as far as possible. Therefore, the design of modern
laboratory animal buildings is based mainly on microbiological concepts
aimed at the prevention of infections. These measures are responsible for
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Animals

a high percentage of the expense arising from planning and constructing
an animal house. Furthermore, high running costs are taken into account
for energy, hygienic precautions, and personnel to avoid infections
during operation.

In addition to constructive measures, an appropriate management
system is necessary for the prevention of infections, as well as for their
detection and control. It is a major task for the management of an animal
facility to understand how micro-organisms might be introduced or
spread under the specific conditions given. Management of all animal
facilities in an institution is best centralized. This warrants that all
information dealing with the purchase of animals, use of experimental
materials and equipment, as well as the performance of animal experi-
ments flows through one office. This reduces the opportunity for failures
of communication. Centralized management can best establish compre-
hensive monitoring programmes to evaluate important risk factors such
as animals and biological materials before they are introduced into a
facility. Contamination of animals can happen in two ways. One has to
distinguish between the introduction of micro-organisms coming from
outside and the transmission of micro-organisms within a colony. Both
can be influenced by the management and the housing system.

The greatest risk of contamination of any animal arises from another
animal of the same species. Most facilities are multipurpose, and must
therefore house a variety of strains coming from various breeding units.
In addition, many specific strains or transgenic animals are available only
from research institutes. Still, animals are the most important risk factor,
even if their quality has constantly improved during the last decades.

As a general rule, all animals coming from sources of unknown micro-
biological status should be regarded as infected unless their status has
been defined. This is especially important when transgenic animals are
introduced from other experimental colonies. These animals must be
housed separately from others. The risk of introducing pathogens via
animals from external sources is lower when animals are available from
very few sources of well-known microbiological status and if these
animals have been protected from contamination during shipment. In
many cases direct transfer of such animals without quarantine into an
experimental unit will be necessary; however, spot checks should be
performed from time to time to redefine the status upon arrival. In many
cases it is acceptable to introduce animals from microbiologically well-
known (external) colonies into experimental units, but never into a breed-
ing unit, especially if many different strains and/or transgenic lines are
co-maintained. In the latter case new breeders should only be introduced
via embryo transfer or hysterectomy (see pages 162-163). Outbred mice or
F1 hybrids are generally used as surrogate and foster dams and can easily
be bred in the transgenic unit, as is the case for the sterile males required
to induce pseudocyesis in the surrogate dams.

122



It must be emphasized that a specific risk of transmitting micro-
organisms may arise from immunodeficient animals. Many virus
infections (MHV, RCV/SDA, Sendai, PVM) are limited in immuno-
competent animals, and the virus may be eliminated completely.
Immunodeficient animals may, however, shed infectious virus for longer
periods of time, or may be infected persistently.

Like animals of unknown status, animals known to be infected must
always be housed in isolation. This can best be done in isolators or, if
proper handling is guaranteed, in microisolator cages or in individually
ventilated cages.

Biological materials

Humans

Biological materials represent a high risk if they originate from or have
been propagated in animals. In particular, tumours, viruses or parasites
that are serially passaged in animals often pick up pathogens, and there-
fore a high percentage of these are contaminated. Many murine viruses
(e.g. MVM, K virus, mouse encephalomyelitis virus and mouse adeno-
virus) were first isolated from contaminated virus pools or (e.g. polyoma
virus, Kilham rat virus (KRV), Toolan’s H-1 virus) from contaminated
tumours. Such materials can be stored frozen without loss of infectivity,
and may be hazardous to humans or laboratory animals even after
decades. The problem of viral contamination in biological materials
became obvious in the studies done by Collins and Parker (1972). They
monitored 475 murine leukaemias and tumours and found viral contami-
nation in 69% of the samples. The same percentage of contaminated
mouse tumour samples was found by Nicklas et al. (1993a) after animal
passages. Many organisms disappear under in vitro conditions, so that the
contamination rate after these passages is lower. Among the contami-
nants, lymphocytic choriomeningitis virus (LCMV) (Bhatt et al., 1986b)
and hantaviruses (Yamanishi et al., 1983) have repeatedly been found, and
outbreaks in humans associated with infected animals or with
contaminated tumour material have been reported (Kawamata ef al.,
1987).

Pathogenic micro-organisms can also be transmitted by other contami-
nated materials of animal origin, such as monoclonal antibodies (Nicklas
et al., 1988) and viruses (Smith et al., 1983). Contamination of biological
materials is not restricted to viruses. Myc. pulmonis and other bacterial
pathogens such as Past. pneumotropica have been found in tumours
(Nicklas, 1993). Additional pathogens (Eperythrozoon sp., Haemobartonella
sp., Encephalitozoon sp.) can contaminate biological materials after animal-
to-animal passage (National Research Council, 1991) and thus may be
transmitted to recipient animals.

Humans can act as mechanical or biological carriers of micro-organisms.
Humans are unlikely to be an appropriate host where murine pathogens

123

Managing
Immunocompromised and

=2
:
c
g
]
a
=
o
a
e
c




Vermin

can reside and replicate. However, the importance of humans as mech-
anical vectors should not be underestimated, and several human
pathogens can cause infections in rodents, at least in immunodeficient
animals. It has to be assumed that each micro-organism that is present in
humans who have access to a barrier unit might sooner or later colonize
the animals. Transmission certainly cannot be avoided in barrier-
maintained colonies, even by wearing gloves and surgical masks and
taking other precautions. It may only be avoided by establishing strict
barriers as provided by isolator maintenance. Inmunodeficient animals,
at least animals used for breeding or long-term experiments, which are
known to have an increased sensitivity to infection with bacteria of
human origin (Staph. aureus, Kleb. pneumoniae, Esch. coli, etc.) should,
therefore, be housed in isolators or microisolators (individually ventilated
cages).

Little published information is available on the role of humans as
mechanical vectors. There is no doubt that micro-organisms can be trans-
mitted by handling (La Regina et al., 1992). Micro-organisms can even be
transported from pets to laboratory animals by human vectors (Tietjen,
1992). Such examples emphasize the need for proper hygienic measures
and the importance of positive motivation of staff. It is an important task
of the management of an animal facility to ensure that personnel coming
into contact with animals have no contact with animals of lower micro-
biological quality.

Vermin are another potential source of infections. Flying insects do not
present a serious problem because they can easily be removed from the
incoming air by means of filters or insect-electrocuting devices. Crawling
insects such as cockroaches are more difficult to control, and cannot be
excluded with certainty. The most serious problem arises from wild
rodents, which are frequently carriers of infections. Wild, as well as
escaped, rodents are attracted by animal diets, bedding and waste.
Modern animal houses usually have devices that normally prevent entry
of vermin.

Possible routes of infection of laboratory animals have been discussed
in more detail by Nicklas (1993).

Present Status of Laboratory Animals

Since serological testing has been possible, many laboratories have
evaluated the murine viral status of rodent colonies. Managers of animal
facilities had to learn techniques to prevent, control and eradicate
infection and means of adapting the facilities for their own purposes. As a
consequence, the diversity of viruses and the frequency with which they
are detected has declined markedly. Virus infections have now been
almost entirely eradicated from most commercial breeding colonies. This
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gave animal care unit administrators and researchers the opportunity to
procure and maintain virus-free stocks, and researchers to use better
standardized animals for research. However, this progress of eradication
has not occurred without periodic shut-downs at breeders’ and users’
facilities.

Reports on the prevalence of virus infections in rodents throughout the
world have been published frequently. An overview given by the
National Research Council in 1991 demonstrates that the majority of
colonies were at that time infected with 34 viruses. It has to be expected
that more recent statistics would reveal that the prevalence of murine
viruses has declined further. However, most facilities house at least small
numbers of infected animals or animals of unknown status. Many small
or decentralized facilities do not monitor at all. Today, murine parvo-
viruses and MHYV are the most prevalent agents in rodents. Especially for
parvoviruses the situation is unclear, because recently described parvo-
viruses have not yet been sufficiently characterized, and only limited
knowledge exists about their prevalence. Various viruses are still
prevalent at a low level. These can emerge unexpectedly, as occurred a
few years ago when a sudden outbreak of ectromelia was observed in the
USA (Dick et al., 1996). This virus had not been detected in the USA for
many years.

The situation is very similar for bacterial pathogens and parasites.
Most of these were eradicated when the principles of gnotobiology were
introduced into laboratory animal science. A few parasites (pinworms,
mites, protozoans) are still endemic in various rodent colonies, but most
of the primary bacterial pathogens (Salmonellae, Corynebacterium
kutscheri, Leptospira, Streptobacillus moniliformis) are no longer detected in
well-run facilities, although they may re-emerge as shown recently
(Wullenweber et al., 1990; Koopman et al., 1991). Clostridium piliforme,
which is the causative agent of Tyzzer’s disease, and Myc. pulmonis, are
detected more frequently. Most experimental colonies and some com-
mercial breeders’ colonies are positive for Pasteurellaceae like Past. pneu-
motropica and Actinobacillus muris. The real prevalence of organisms
belonging to this family is not definitely known, due to difficulties in
identification. The situation is also unclear for Helicobacter species,
because these cannot be detected in all monitoring laboratories. It has to
be expected that these, too, are widespread in laboratory rodents. Such
organisms have in the past been spread by animals that had become
infected long before the organisms had been detected. It is, therefore,
extremely important that germ-free or gnotobiotic animals, rather than
SPF animals, are used for hygienic rederivation in order to avoid this
problem in the future.

A number of additional disease agents such as group B and G strepto-
cocci, Staph. aureus, Haem. parainfluenzae, Corynebacteria spp. inducing
scaly skin disease, and others have been found in so-called pathogen-free
rodents during the last few years. Rodents seem not to be the primary
hosts for these organisms, and they are likely to be transmitted by
humans. These infections have been named ’post-indigenous diseases’
(Weisbroth, 1996).
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The presence of infectious agents, even if they are of low pathogenicity,
may become a problem if animals from different sources are housed
together. This occurs often, as transgenic animals are frequently
exchanged between scientists from an almost unlimited number of
sources. This is associated with a high risk of introducing different
pathogens and thus of causing multiple infections. At present, infections
that were common decades ago are re-emerging.

60066 IMMUNOCOMPROMISED ANIMALS

Nature has produced quite a variety of mutations affecting the immune
system of mice and rats. Some of the deficiencies have been shown to be
complex, involving several genes rather than being determined by a single
point mutation (e.g. Prkdc*?, Hfh11™). Despite phenotypic similarities the
genetic basis of various mutations must not be the same. The genetic fac-
tors coding for similar phenotypes may act at different developmental
stages or differentiation steps (e.g. Prkdc**, Rag1/Rag2). However, it should
be kept in mind that the phenotypic appearance of a mutation might be
strikingly altered by the genetic background of the mutant-bearing strain,
as has been reported for a large body of examples. While db/db mice on a
C57BL/Ks background (strain of origin) develop an early-onset diabetes
that resembles in some respects human non-insulin-dependent diabetes
mellitus (type II), the C57BL /6] background has been shown to be diabetes
resistant (Coleman, 1978; Leiter et al., 1979). Another example is mice that
lack the epidermal growth factor receptor (EGFR). On the genetic back-
ground of 129/Sv, mutant fetuses are retarded and die at midgestation;
whereas on a mixed background like 129/Sv x C57BL/6 or 129/Sv x
C57BL/6 x MF1, fetuses survive until birth and to postnatal day 20, respec-
tively (Sibilia and Wagner, 1995). Mice carrying a null-mutation of the
interleukin-2 gene (IL2""*) on the original 129/0la x C57BL/6 back-
ground (129,B6) develop normally during the early postnatal period until
about weaning. Thereafter, inmunodeficiency becomes evident and the
mice die within the next 4 weeks or develop an inflammatory bowel dis-
ease (Sadlack et al., 1993). If this knock-out mutation is transferred onto a
BALB/c background the lifespan is considerably shortened, with none of
the mutants surviving the third week: in C3H/HeJCrl-IL2"™"*" death occurs
by 7 weeks and in C57BL/6]-IL2™"*" by 12-24 weeks of age (Mahler et al.,
1996). Such effects of the host genome on the expression pattern of genet-
ically defined single-locus mutations must always be considered, not only
when setting up experiments, but also when establishing a new mutation
by transferring it onto a given genetic background.

The relative ease of breeding small laboratory rodents also allows for
the combination of various mutations and thus of providing experimental
animals that are suitable for specific studies. It is not possible to sum-
marize here all the available information and key references on the genet-
ics, pathophysiology, husbandry and reproduction of the abundant
natural and induced hereditary immunodeficiencies in rodents — the latter
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are growing exponentially in number due to the establishment of new
molecular biology techniques. Thus only a rough outline is provided.

Investigators must also be aware that certain environmental factors,
both infectious and non-infectious, can lead to transient or persistent
suppression or stimulation of the immune system. Such factors (e.g.
chlorinated drinking water, tetracycline, infections with MHV or lactate
dehydrogenase virus) may complicate research results, regardless of
whether the animals are immunodeficient or of wild type (+/+), and
should be avoided.

Infected Animals
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Variants Produced by Nature

Naturally occurring immunodeficient mouse strains express a variety of
genetic defects in myeloid and/or lymphoid cell development. These
strains have served as, and still are valuable models for, studying immune
cell differentiation, mechanisms of transplant rejection, etc. Some of the
most commonly used mutants are nude (Hfh11™), severe combined
immunodeficiency (Prkdc), beige (Lyst®), and X-linked immuno-
deficiency (Btk™). Information about the different variants produced by
nature can be found in an ILAR guide (ILAR Committee on
Immunologically Compromised Rodents, 1989), Lyon et al. (1996) and
Hedrich (1990), or by searching for defined mutations in databases such
as Mouse Genome Database (http://www.informatics.jax.org) and
RATMAP (http://ratmap.gen.gu.se). Tables 4 and 5 give a selection of
immunodeficient mutants in laboratory rodents that are often used. Apart
from their immunodeficient status (i.e. their inability to eliminate or
neutralize foreign substances), some mutants also inherit a failure to
discriminate between self and non-self.

In addition to the action of defined genes on the immune function there
are several inbred strains or F1 hybrids harbouring genes that confer
susceptibility or resistance to infectious or other immune-system-related
diseases. As an example, C57BL/6 and related strains succumb to
infection with Streptobacillus moniliformis, AKR, BALB/c, DBA/2 and
other mice survive, while BALB/c mice never show any sign of disturb-
ance, nor even produce antibodies against this organism (Wullenweber et
al., 1990).

Variants Produced by Genetic Manipulation

The advent of transgenic rodent technology by transferring and over-
expressing foreign genes under the control of specific vectors as well as
directed mutagenesis by silencing specific genes has opened up new
avenues to study innumerable factors that affect the immune system.
One may search for these either by consulting literature databases, the
Mouse Genome Database (MGD; http:/ /www.jax.org/resources; check
Induced Mutant Resources’), or the Transgenic Animal Database
(TBASE; http://www.gdb.org/dan/tbase/tbase.html). Again, as indi-
cated above, identical phenotypes do not necessarily indicate identity of
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the genes. Prkdc™, Ragl™ and Rag2™ deficient mice, which in many
respects are phenotypically alike, have been shown to be different in
terms of the genetic factors that control the expression of these immuno-
deficiencies. On the other hand, silencing of exon 3 of the whn gene has
produced exactly the same phenotype as in Hf111™ mice, providing evi-
dence that the fork-head transcription factor is responsible for both the
nude and the athymic phenotype (Nehls et al., 1996). Table 6 lists a few of
the innumerable immunocompromised mutants that have been created in
the recent years. PCR protocols that can be used to distinguish between
mice carrying an induced mutation (maintained at the Jackson
Laboratory) and normal wild-type mice are available on the World Wide
Web (http:/ /www.jax.org/resources/documents/imr/protocols/index.
html) or through an e-mail inquiry to micetech@aretha.jax.org.

It should be noted that transgenic animals can only be maintained at or
be supplied to premises that comply with the national requirements of the
respective host country for the use of genetically modified animals.

0000606 MANAGEMENT OF COLONIES

Housing Systems

The original descriptions of housing systems for small rodents have not
lost their principal validity (see e.g. Spiegel, 1976; Otis and Foster, 1983;
ILAR Committee on Immunologically Compromised Rodents, 1989),
although many refinements have been introduced. In principle, the
following different hygienic levels are distinguished: conventional, with
no or low precautions; specified pathogen-free (SPF); gnotobiotic and
germ-free; presumed infected ‘quarantine’, and infected. The different
hygiene levels require different levels of precaution and presume ade-
quate housing systems, which are used in the opposite safety version for
quarantine and infected animals. The housing systems described below
have different prerequisites in terms of the construction of the building
and equipment. Their running is more or less labour and cost-intensive.
The decision about the scientific requirements to be met must be made
with respect to international standards.

Conventional

According to ‘Good laboratory animal practice’ (National Research
Council, 1996), climatization of rooms, light cycle, standardized food,
special bedding, adequate equipment, prevention of wild mice from
entering the animal rooms, food and bedding stores, acceptable animal
density and careful handling of the animals are inevitable prerequisites
for running a conventional colony. The conventional system should be
improved by basic hygienic precautions (e.g. overshoes, overalls, and
hand washing). The colony should be monitored regularly in order to
detect infections, which may influence the experimental results or the
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embryo-producing capacity. In addition, monitoring means that the risk
to other colonies within the animal facility can be better calculated and
precautions initiated.

Specified pathogen-free barrier units

By definition according to the international conventions (see pages
117-121, Box 1 and Table 3), specified pathogens cannot be found in a SPF
barrier unit. However, no statement on the residual microbiological status
is given, implying the possibility of extensive differences from one SPF
colony to another (Heine, 1980; O’'Rourke et al., 1988; Boot et al., 1996;
Rodrigue and Lavoie, 1996). When transferring animals from one SPF to
another SPF unit, it should be taken into account that by this action other
‘non-pathogenic’ microbes or variants may be introduced into the colony
which can disturb the microbiological equilibrium, especially in immuno-
deficient animals (Oshugi ef al., 1996).

The SPF level can be established in units of very different size —
individually ventilated cages, isolators, or a larger room unit within an
animal facility — and it can be run within a certain scale of restriction. In
the following we describe the highest standard of SPF, as required for an
SPF-breeding unit. A closed area with a strict hygiene barrier system with
respect to air supply, materials, food, bedding and personnel (Otis and
Foster, 1983; ILAR Committee on Immunologically Compromised
Rodents, 1989) is required. After disinfection of the SPF area, high-
standard animals can be introduced either directly from a germ-free or
gnotobiotic isolator or, when coming from an extramural source, via a
mini-isolator (e.g. HAN-Gnotocage) where the filters have been sealed by
a foil for the duration of the transfer through a peracitic acid, hydrogen
peroxide or otherwise disinfected lock.

A standardized diet can be sterilized by X-ray irradiation or by auto-
claving. In the case of X-ray irradiation the outside of the package has to
be disinfected. If food is sterilized by autoclaving, it has to be ‘fortified’,
i.e. heat labile vitamins have to be added in such an excess that sufficient
amounts remain intact after heat treatment. When changing to a new
batch, the hardness and the acceptance of the food after autoclaving
should be regularly controlled. It should be mentioned that deviations
from batch to batch cannot be avoided because of the naturally varying
origin of the food ingredients.

Drinking water should be sterilized by heat, filtration ultraviolet (UV)
light treatment, but without further precautions bacterial growth is still
very rapid in the bottles and also in automatic drinking systems.
Therefore, acid (e.g. hydrochloric or acetic acid) should be added to a pH
of 3.0-2.5, which will inhibit the growth of microbes, including that of
Pseudomonas spp. ILAR Committee on Immunologically Compromised
Rodents, 1989). One should note that acidified water may raise problems
when vitamins or drugs are to be added. While acidification may change
immune functions only marginally, extensive chlorination has been
reported to alter the immune response (Fidler, 1997; Herman et al., 1982).
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Bedding should be dust-free (<1% dust) and autoclaved after one or
two cycles of vacuum/steam exchange. Pregnant females, especially of
poorly breeding strains, should be provided with additional nesting
material such as autoclaved cellulose towels or nestlets (Sherwin, 1997;
Van de Weerd et al., 1997). The recommendations regarding the popula-
tion density (Weihe, 1978) and the maintenance of biological rhythm
(Wollnick, 1989) should be followed.

The microbiological status is to be regularly monitored, sick animals
should be removed from the unit and submitted to necropsy/micro-
biological examination, and sentinels should be regularly checked (see
pages 115-117). Single rooms should be emptied, sealed from the remain-
ing unit, cleaned and then disinfected (e.g. with formalin, hydrogen
peroxide or commercially available disinfectants), once or twice a year.

The highest risk for the system is, however, the personnel entering the
barrier unit. They should be well trained (FELASA, 1995) and aware of
hygiene risks. The members of the SPF-area staff should be as constant as
possible. If staff members have come into contact with rodents outside the
SPF area they should not be allowed to enter it until a certain period of
time (4-7 days) has elapsed. Members of the staff may be checked regu-
larly, especially after having had an infection (throat and stool specimen).
Persons entering the SPF area should shower and wear sterilized clothing
inside the barrier system. It must be stressed that within the SPF area strict

Box 2 Double-lock room
For SPF-containment:

1. Stationary position: room and lock doors are closed.

2. Place provisions from the clean floor in the lock; the animal care-
taker enters the lock and closes the door.

3. Flush the lock.

4. Opening to the animal room: after closing the inner lock door,

flush or disinfect the lock.

Working in the room.

Opening the inner lock door to the dirty corridor: waste is placed

in the lock; the animal caretaker enters the lock and closes the

door.

Flush the lock.

The door to the dirty corridor can now be opened.

After closing the door, flush or disinfect the lock.

Stationary position.

AR
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For experimental use:

Especially for experiments with infectious agents in immunocompro-
mised animals.
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hygiene rules must be followed. At least once a week the floor and all
equipment should be washed down with a non-volatile formulation of a
disinfectant.

If properly managed, such systems may stay ‘clean’ for many years,
although the permanent risk from personnel and technical accidents
should not be neglected. In addition, it should be realized that an out-
break of an infection is unlikely to be restricted to a single room (Boot et
al., 1996). Therefore, one-way direction animal rooms have been pro-
posed, equipped with a lock to the clean corridor and a lock to the dirty
one (see Box 2).

Laminar air flow cabinets

In this design a constant flow of HEPA-filtered air of at least 1.2fs™
(0.4 ms™) has to be achieved by mass air displacement within the space to
be used for setting up the animal cages (ILAR Committee on
Immunologically Compromised Rodents, 1989). Each hindrance within
the space, e.g. the cages themselves, may induce whirls and counterflow,
which increase the risk of contamination (Thigpen and Ross, 1983). For
this reason, exclusively filter covered cages should be used, which protect
the animals from cross-contamination within the flow and, in addition,
allow protected transfer to a working bench for changing of cages and for
experimental manipulation. For low-risk infection experiments, the
suckling version may be used. Altogether this housing system is not
economical and should only be used in exceptional cases.

Ventilated cabinets

These filter-equipped units, optionally equipped also with a climatization
facility, are used to protect small rodents from contamination in the room,
and personnel from exposure to dust, allergens, microbes and emissions
from the animals (the latter if linked to the exhaust from the room). The
uncontrolled status that occurs when doors are opened can be avoided by
using filter-covered cages, which will, in addition, protect the animals
against cross-contamination within the cabinet and during transmission
to the working bench. As in the mass air displacement system, the high
airflow over the filter top will prevent bad climatic conditions within the
cage. The same equipment switched to negative pressure offers consider-
able protection in animal experiments involving infectious agents.

Individually ventilated cages
Principal considerations

Microisolator cages (Kraft, 1958; Serrano, 1971) combine the advantages,
especially when working with transgenic and immunodeficient strains, of
accessibility and isolation at the cage level, and are discussed in more
detail below. The original problem encountered with isolator cages was to
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combine sufficient ventilation with effective filtration (Lipman, 1992). In
fact, it was found that in static (i.e. not forced) ventilation conditions the
exchange of air between the interior of the cage and the room was fairly
low, causing the humidity and the carbon dioxide and ammonia concen-
trations to increase to intolerable levels within the cage (Schoeb et al., 1982;
Lipman et al., 1992; Choi et al., 1994; Huercamp and Lehner, 1994). In
addition, residual air exchange was found to occur mostly via the space
between the filter top cover and the cage (Keller et al., 1989), implying a
break in the petri-dish barrier. Therefore, animals should not be housed in
filter top cages in static conditions other than for short-term transport
within a facility. A considerable improvement was achieved by the use of
individually ventilated cages (IVC) system. Various systems of this type
are now commercially available as a complete rack unit with HEPA-fil-
tered ventilation and exhaust (for a comparison of different systems see
Corning and Lipman, 1991; Hasenau et al., 1993; Perkins and Lipman,
1996; Tu et al., 1997). In the IVC system, the environmental conditions
within the cages are less variable and less stressful for the animals.
Temperature, humidity and ammonia levels comply with or are better
than those required by the Code of Practice for Housing and Care of Animals
used in Scientific Procedures (Home Office, 1989). Although the noise levels
are higher than the room background level, they are found to be tolerable
(Perkins and Lipman, 1996).

The major advantage of the IVC system with regard to immuno-
deficient animals is the protection of the animals from airborne contami-
nation at the cage level. We and others have found that mice can be
protected against MHYV infection by positive-pressure IVCs within a
room or rack that is also occupied by infected mice in unprotected cages
(Dillehay et al., 1990; Lipman et al., 1993). In addition to protecting
animals, the IVC system also reduces the levels of aeroallergens, which
may cause health problems for personnel (Hunskaar and Fosse, 1993;
Clough et al., 1995) and eliminates pollutants if connected to the
exhaust. However, it should be mentioned that, if not properly con-
structed, the exhaust of the cages can soil channels and obstruct pre-
filters.

Commercially available IVC-racks are equipped with a ventilation unit
that is mounted on the top, on the bottom or separately in the animal
room. A further development could be the integration of the IVC system
into the room ventilation, allowing ease of accessibility to the machinery.
The air supply to the residual room does not need to be ultrafiltered and
the air exchange rate can be reduced, saving costs by up to 50% and thus
compensating, at least partially, for the high cost of the IVC system
(Lipman, 1993; Clough et al., 1995). In the latter context it should be
remembered that the animals are exposed directly to fluctuations, espe-
cially in the temperature of the climatization machinery, without any
compensation from the air of the room.

Running the IVC system at negative pressure helps to protect the en-
vironment from contamination by quarantined or infected animals.
However, special requirements need to be considered when working with
immunocompromised animals (see pages 137-138).
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Handling

Isolators

This is the most critical and most underestimated part of running an IVC
system. Principally, three different hygiene levels have to be distin-
guished: (1) the high sterility level of autoclaved material, diet and water;
(2) the room and the outside of the cage; and (3) the inside of the cage, i.e.
the animals and their immediate environment. The latter may be different
from cage to cage. With regard to manipulation, the protocol in Box 3 is
recommended (Homberger, personal communication).

Box 3 Handling of IVCs

1. The laminar flow bench, class II (Biohazard), is switched on.
2. Dilute the sterilization compound (disinfectant)* for gloves.
Gloves must be kept moist during the whole procedure.
Place an autoclaved filter top cage in the flow bench.
The cage to be changed is placed in the bench.
The filter tops of both cages are removed and set aside.
Sterile diet and water bottle are placed in the clean cage.
The animals are transferred to the new cage by using a sterilized
forceps.
8. The filter tops are replaced and the cages are removed from the
bench.
9. The bench is disinfected occasionally.
10. In the case of infectious animals, the used cage is autoclaved.

NGk w

* Recommendation: Use a very fast-acting sterilization compound, e.g.
one based on glutardialdehyde (Chlidox) or chlordioxide (e.g. Chlidox
or Alcide). Alcohol and commercially available hand disinfectants are
not sufficient.

The procedure is very labour intensive, but this can be compensated for in
part by extending the cage changing interval (due to the high ventilation
rate, bedding is kept dry and the ammonia level low). Increasing the
change interval reduces the stress on the animals. An automatic watering
system saves time, but carries a higher risk of contamination due to the
interconnection of individual cages and bacterial growth in the pipes.

The IVC system, although expensive to establish and time consuming
to run can be used to breed and maintain animals in SPF conditions, and
is particularly useful when the structural prerequisites for an SPF unit are
lacking and easy access is indispensible for experimental reasons. The
negative-pressure version of the IVC system is ideal as a quarantine unit
for animals received from different sources and for experiments involving
low pathogenicity micro-organisms.

Isolators in the positive-pressure version are indispensible for germ-free
or gnotobiotic stocks, and in the negative-pressure version as a quarantine
station or for high-risk infection experiments. Isolators are made of
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flexible polyvinyl film, polycarbonate or stainless steel, the latter two
being physically more robust than the first.

In the positive-pressure version, the air supply is equipped with an
autoclavable HEP A-filter unit and an exhaust with a valve to prevent con-
tamination due to backflow, or a further HEPA-filter unit. A chemically
sterilizable lock is used to connect the interior of the isolator to a supply
chamber (Trexler, 1983). Depending on the construction, chemical steril-
ization of the interconnecting space is required, and this has to be flushed
with air from the isolator directly to the exhaust by a connecting tube.
Materials are autoclaved in loose packaging within the supply chamber,
and the water bottles (screw top, semi-stopped) are sterilized and cooled
in the autoclave below the seeding point. Each autoclaving process
should be controlled in the supply chamber by means of temperature
indicators (paper and/or maxima-thermometer) for immediate valida-
tion, and by using a bio-indicator (Bacillus stearothermophilus) for the ret-
rograde validation. It should be mentioned that there is some retardation
of the heating within the supply chamber with respect to the autoclave
chamber, which has to be compensated for by the sterilization process.

Dietary problems may result from the considerable reduction of the
nutritional value after thermal sterilization — the latter should be sufficient
to kill bacterial spores. Alternatively, an X-ray irradiated diet or, for spe-
cial investigations (e.g. endotoxin effects in germ-free animals), an X-ray
irradiated semi-synthetic diet (Enss et al., 1997) can be used after chemical
sterilization of the outside of the package.

In the negative-pressure version, the exhaust air is passed through a
HEPA-filter and the lock is used together with the autoclaving chamber
for the removal and treatment of waste. This system is used for experi-
ments involving high-risk pathogens.

A combination of both versions, where the inlet and exhaust air are
HEPA-filtered, offers the protection of the environment and of the
animals. If the protection of the environment is of primary importance,
the isolator should be run with an overall negative pressure. The lock and
the autoclaving chamber are used for both the sterile supply and the
disinfection of waste. The most serious disadvantages of this system are
that it is extremely labour-intensive and the difficulty of manipulating the
animals within the isolator.
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Special Considerations on Immunocompromised Animals
Propagation

The consequences of gene manipulatiomron susceptibility to disease cannot
be predicted fully (e.g. Fernandez-Salguero et al., 1995). Therefore, the aim
when creating a gene-manipulated animal should be to maintain the high-
est possible standards of hygiene, especially during the second part of the
procedure, when the foster mothers and the embryos to be reimplanted are
being handled, and during the further management of the colonies. Of
course this is of special importance when raising immunocompromised
animals. In practice, special staff should be available for these tasks. In
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Housing

addition, different people should be responsible for the manipulation and
experimentation on the low restricted side and on the clean side, respec-
tively. The risk of contaminating the clean side via the embryos is low if
proper washing is carried out (see page 163).

Adherence to a strict regimen offers the possibility of raising transgenic
animals at a level of hygiene that is adequate for immunocompromised
strains, thus avoiding time-consuming rederivation. In this context, it
should be mentioned that a clear-cut designation of the donor strain, the
construct and the ES cell line (if used) should be given according to inter-
national rules (Davisson, 1996).

The microbiological standards outlined above are of special importance
for immunodeficient animals because of their high susceptibility to
common as well as opportunistic infections (Mossmann, 1992). Immuno-
competent animals are able to overcome most infections owing to their
immune system; many immunocompromised lines, however, are unable
to eliminate the pathogens (Rozengurt and Sanchez, 1993). In addition,
when working with immunodeficient animals attention should be directed
to the translocation of bacteria from the gastrointestinal tract through the
epithelial mucosa and into the organism (Oshugi et al., 1996). The question
arises as to whether the SPF standard is adequate for severely immuno-
deficient animals, or if a more stringent contaminant standard (gnotobi-
otic, germ free) is necessary. However, it should be taken into account that
the immune response may depend on the general prestimulation of the
immune system, which is lower in gnotobiotic or germ-free animals.
Therefore, caution should be exercised when comparing experimental
results obtained in animals maintained at different hygiene levels.

Experiments with infectious agents

Immunocompromised animals in particular should be protected from the
environment and, at the same time, the environment should be protected
from the infectious agent used in the experiment. As already mentioned,
ventilated cabinets equipped with filter hood cages offer a far-reaching
solution, but cannot satisfy both these functions unless they are used in
combination with a barrier system. The development of sealed IVCs, i.e.
biocontainers at the cage level, offers a further improvement in this direc-
tion. The highest standard solution available is the use of isolators in the
combined version (see page 137).

Mating Systems

As mentioned earlier, the phenotype of a gene governing a state of
immunodeficiency - either ‘natural’, induced or transgenic — may be
seriously altered by its genetic background. While most of the established
natural and induced mutants have been established in or transferred to an
inbred background, many of the most recently developed transgenic and
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targeted mutants have a segregated mixed background, which should be
back-crossed to more than one defined inbred strain in order to be able to
make comparisons with the transgenic or targeted mutant and the modu-
lating effects of different genetic backgrounds. There are many mating
systems for breeding rodents (Green, 1981). Unfortunately not all of them
can be used either to propagate or to maintain a mutation resulting in
immunodeficiency in the bearer. Nevertheless, the major mating systems
are: (1) inbreeding by brother x sister matings, thus transferring the
mutant/mutated allele to a standard inbred strain background; and (2)
propagating the mutation without inbreeding. The latter is used only in
those cases where inbreeding is not successful. Assisted reproduction
such as in vitro fertilization (IVF; Box 4) with embryo transfer (Box 5)
might be required. If viability and fertility are reduced, specific measures
might be necessary. If the mutant females are unable to mate, or, although
being fertile in the sense that they are able to produce functional oocytes
are infertile in the sense that they are physically unable to bring offspring
to term (as is the case in mice carrying the obese mutation or muscular
dystrophy), transplantation of ovaries to unaffected syngeneic or, for
example, C.B. 17-scid females (Stevens, 1957).

Box 4 In vitro fertilization of mouse ova

The protocol described below is a modification of the one reported by
Hogan et al. (1994).

® Animals: 6- to 8-week-old females (superovulated); fertile males.
® Media: PB1 (Whittingham, 1971) for embryo collection; Whitten’s
medium (Whitten, 1971) for culture.

1. Cover Whitten’s medium with paraffin oil, preincubate overnight
(37°C, 55% CO,, 95% humidity).

2. 12.0 h after injection of the females with human chorionic gonado-
trophin (hCG), kill the males and collect sperm from the epididymis.
Suspend sperm in Whitten’s medium and incubate for 1.5 h.

3. 125 after injection of the females with hCG, kill the females and
collect oocytes in PB1 without removing the cumulus cell mass.
Incubate oocytes in Whitten’s medium for 1 h.

4. 13.5h after injection of the females with hCG, add the oocytes to
the sperm suspension.

5. 4h after adding the oocytes, change the medium.

Box 5 Embryo transfer to the oviducts of pseudopregnant
surrogate dams

Pseudopregnancy is induced by mating females with vasectomized
males of proven sterility, or genetically sterile males, heterozygous
for the T(X;16) 16H reciprocal translocation indicated by the Tabby
(Ta) marker (Lyon et al., 1964), or heterozygous in two pseudo-allelic

(cont.)
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Box 5 (cont.) ‘
variants of the mouse t complex (T/tw’) (Silver, 1985). Females
selected to be in oestrus will increase the yield of recipients. Note that,
in contrast to mice, it is difficult to produce timed pseudopregnant
surrogate rats — neither cervical stimulation with a vibrator nor the
application of a vaginal tampon has been very effective. However,
vasectomized male rats have provided reasonable results. Copulatory
plugs are easy to determine (in rats by means of an otoscope).
Induction of pseudopregnancy is timed such that a synchronous (i.e.
same chronological stage) or asynchronous (i.e. recipient stage minus
1 day of embryo development) transfer can be performed.

Although embryo transfer may be performed by one operator, two
are recommended, one to anaesthetize the recipient, exteriorize the
oviduct and the uterine horn, and close the abdominal wound (recipi-
ent operator), and the other to load the transfer pipette with the
embryos and perform the actual transfer (donor operator). This type of
procedure will cause only minimal distress to the recipient female and,
therefore, attain much better results.

All cleavage stages from zygotes to morulae can be transferred to
the oviduct of pseudopregnant recipients to complete their develop-
ment with a high rate of success. The timing of pseudopregnancy and
developmental stage of the embryo is less critical than in the case of
uterine transfers. Best results are achieved if 2- to 8-cell embryos are
transferred. With this technique the embryos must have an intact zona
pellucida. Normally only unilateral transfers are performed with 5-8
embryos per recipient. If more than 8 embryos are to be transferred to
one recipient, they are partitioned and transferred to both oviducts.

The surrogate dam is anaesthetized. After hair clipping and wiping
the recipient’s lower back with 70% ethanol, the animal is placed under
a stereomicroscope with strong incident illumination. An incision
about 1 cm in length is made at the level of the ovaries. The skin is slid
to either side toward the location of the ovary. The body wall is sev-
ered with fine scissors. The ovary, oviduct and proximal end of the
uterine horn are exteriorized and fixed with a microwire clamp. The
ovarian capsule is then disrupted by means of two No. 5 micro-for-
ceps. To avoid excessive haemorrhage from ruptured vessels (a regu-
lar occurrence in rats) one drop of epinephrine solution is applied
topically to the bursa ovarica. The infundibulum (always pointing cau-
dally) is located, the transfer capillary inserted and fixed in place with
No. 5 micro-forceps, and the embryos deposited by carefully blowing
into the mouthpiece. The 2-3 air bubbles drawn up into the pipette to
disrupt capillary suction before loading with embryos now serve as an
indicator of the amount of medium containing embryos that has been
ejected. Withdrawing the capillary the infundibulum should be com-
pressed with the micro-forceps to prevent any reflux and loss of
embryos. All exteriorized organs are replaced and the skin incision is
closed with wound clips. No suturing of the muscle incision is neces-
sary, providing it has been kept small.
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Inbreeding

A unique advantage in working with mice and rats is the availability of
standard inbred strains. By using this type of strain, including an F1
hybrid, rather than an outbred stock or a stock with a mixed genetic back-
ground, it is possible to eliminate genetic variability as a source of varia-
tion. This homogeneity within strains is obtained by continuous brother x
sister (B x S), or younger parent X offspring matings for a minimum of 20
generations. After this period, 98.02% of all loci within the genome of
either animal of the particular strain should be homozygous. After F12,
the remaining heterozygosity within the (incipient) inbred strain will
decrease by 19.1% per generation. The increase in homozygosity deviates
from the expected value if there is any selective force (inadvertent or
intended) towards a certain phenotype or mutation.
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Congenic strains

To identify the effects of a particular locus, the use of congenic strains is
obligatory. Congenic animals represent attempts of genetic identity with
the inbred partner strain, except for the alleles at a single locus. Congenic
strains can be produced by certain mating systems, depending on the
nature of the differentiating locus, i.e. whether the phenotype can be
determined in the heterozygous state and whether the locus affects
viability or fertility. Furthermore, as the phenotype of a gene may be
altered by other genes of the genetic background, it might be advisable to
transfer the variant or mutated allele onto a further standard inbred
strain. A detailed description and analysis of the various systems of trans-
ferring a mutation/mutated gene onto an inbred background has been
presented by Green (1981).

Most of the targeted mutations are induced in embryonic stem (ES)
cells, derived from a 129 strain, which are then injected into C57BL/6
blastocysts with a subsequent mating to C57BL/6 followed by B x S or
parent x offspring matings. This will result in strains that might be
considered as recombinant congenic with an unknown admixture of
finally fixed alleles (=F20) of the two progenitor strains. It is therefore
advisable to propagate the targeted mutation further by back-crossing to
C57BL/6 or 129, or another common inbred strain.

If ES cells derived from C57BL/6 or BALB/c are used and targeted ES
cells are injected into the blastocysts of the corresponding progenitor
strain, at least two cycles of back-crossing should be performed to
compensate for possible chromosomal defects acquired by the ES cell line
during in vitro culture.

The simplest approach for generating a congenic strain is to produce an
F1 hybrid from a cross between an animal carrying the allele of interest
with the selected inbred partner. The resulting progeny are back-crossed
to the inbred partner. This is repeated at least for a further nine back-cross
generations. With this scheme, one-half of the unwanted donor genome
not linked to the differentiating locus is lost at every generation. Since the
advent of PCR-typed DNA-markers which enable identification of the
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locus of interest or one closely linked to it, other mating systems are no
longer required. If the recessive allele in the homozygous state is lethal or
induces sterility, a known heterozygote (as defined by genotyping) is back-
crossed to the selected inbred strain. If genotyping is not possible, cross-
intercross matings are performed, whereby carriers are identified by the
production of mutant offspring. Once identified, the homozygote is crossed
with the inbred strain and the resultant progeny are again intercrossed.
There is a statistical probability that mice from an incipient congenic
strain developed by using the back-cross system continue to segregate in
loci derived from the (induced) mutant donor origin (Fig. 1). The amount
of residual genome retained (differential segment) depends on crossing-
over events near the locus of interest and thus on the number of back-
crosses performed. The probability (P,) of a contaminant gene of donor
origin other than the differentiating gene can be calculated as P, = (1),
where N is the number of back-cross generations (N = 1 = F1) and c is the
probability of crossing over between the differential and residual
passenger genes. When ¢ =0.5, i.e. when the passenger gene is not linked
to the differential locus, the probability of retaining such an allele is 0.002
after 10 generations of back-crossing. However, if linked genes are
considered, one has to expect that after 10 generations the probability of
retaining an allele of the donor strain within the 20 cM range is about 13%,
within the 10 cM range about 39%. For ’speed congenic’ production see
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Figure 1. Probability that a certain percentage of host genome has become fixed at

various back-cross generations for genes that are unlinked to the differentiating
locus (¢ = 0.5), are moderately linked (c = 0.2 to 0.005) or tightly linked (c = 0.01).
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Wakeland et al. (in press), who have used computer simulation to model
various strategies.

By applying marker-assisted selection protocols, i.e. a genome-wide
scan of genetic polymorphisms distinguishing donor and background
strain, the production of genetically defined congenic strains is possible
within a period of 1.5-2 years. Apparently, with low density marker spac-
ing (25 cM apart) and screening of four litters (only males) at every gener-
ation a sufficient back-crossing is achieved after only five generations of
back-crossing. In addition, the genome scan allows to identify the chro-
mosomal location of a transgene in N2 and does provide information on
(unwanted) donor-derived regions.
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Propagation without inbreeding

Certain mutants cannot successfully be inbred or transferred to a specific
inbred background. In these cases the mutation has to be maintained on a
hybrid background such as an outbred stock, or descendants of an F1
hybrid. It is thought that these animals with a heterogeneous background
are hardier, more productive, faster growing and have a longer life-
expectancy. For example, it is extremely difficult to maintain the athymic
nude mutation of the rat (Hfi11™, Hfh11™") on DA and LEW back-
grounds.

Many of the targeted mutants are maintained on the variable, mixed
background of the ES-cell donor and recipient strain and sometimes
another ‘prolific’ strain or stock. If an immunological mutant cannot
successfully be inbred due to effects on viability and fertility, there is no
other option but to maintain it on a segregating background or to back-
cross the mutant permanently to two different standard inbred strains
and to produce homozygous mutant offspring on an F1 background by
mating mutant-bearing animals of either strain.

In all instances where research is to be carried out using animals from
partially inbred or back-crossed strains or from non-inbred stocks, one
should be aware of the genetic variability of these experimental animals
and therefore use as controls unaffected (heterozygous and +/+) litter-
mates. If these littermates are not available, F2 offspring derived from the
two progenitor genomes provide the closest approximation to the back-
ground genotype; F1 hybrids, being genotypically identical, will be the
least suitable match.

Genetic Monitoring

Mutations and differential fixation of alleles at early generations of
inbreeding may alter the genetic constitution and thus the phenotype of
an inbred strain. Many of the phenotypic differences encountered
between substrains are due to these factors. Inadvertent outcrossing
(genetic contamination) will alter a strain seriously, making its further use
for research questionable, since the results are no longer comparable and
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repeatable. It is therefore of utmost importance to separate strains that are
not immediately to be distinguished by their phenotypic appearance. If,
however, due to shortage of shelf space and separate animal rooms one
has to co-maintain several strains in one room, regular screenings for the
mutant as well as strain-discriminating markers are indispensable.

Proper colony management is the first step towards the provision of
authentic laboratory animals (Box 6).

Box 6 Principles of proper colony management

1. During regular handling only one cage at a time should be
managed. This will prevent accidental exchange of animals from
different cages.

2. Animals that have escaped or dropped to the floor must never be
returned to the suspected cage unless the animal can be identified
by a non-interchangeable sign such as an ear tag, a tattoo or a
transponder signal specifying the animal by strain name (code)
and animal number. Traps should be set in larger animal rooms to
catch stray animals. Animals caught outside the cage should be
killed or isolated.

3. Cages and hoods should be in sufficient condition that no animal
can escape or enter another cage, a problem more often
encountered in mouse than in rat breeding units.

4. For ease of identification and in order to prevent an inadvertent
mix-up, cage tags should have a strain-specific colour code and a
strain-specific number (code).

5. Cage tags should always be filled out properly, including the strain
name, strain number, parentage, date of birth and generation.

6. If a cage tag is lost, one should not redefine the cage except in the
case of definite proof of identity through marked animals within
the cage.

7. If at weaning the number of animals is larger than that recorded at
birth the whole litter should be discarded or submitted to the
genetic monitoring laboratory.

8. If it is inevitable that several strains are housed together, care
should be taken to select strains that are easy to distinguish by their
coat colour and that will give rise to hybrid offspring different in
pigmentation to either parental strain. Strains or substrains that are
difficult to differentiate not only by phenotypic appearance but also
by laboratory tests must not be kept in the same quarters.

9. Any change in phenotype and/or increase in productivity should
immediately be reported to the colony supervisor. The latter
change should always be considered suspect for a possible genetic
contamination.

10. Regular training programmes on basic Mendelian genetics,
systems of mating and the reproductive physiology of the animals
maintained should make animal technicians and caretakers con-
scious of the consequences any mistake will impose on the
colonies. Further training should stress the importance of a search
for deviants as potentially new models for biomedical research.
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As repeated handling of animals during regular caretaking cannot be
avoided, there is always the risk of errors. An animal might inadvertently
be placed inthe wrong cage, or an incorrect entry put on the label. Assigning
this type of work to well-trained and highly motivated animal technicians
should be a matter of course. The colony set-up and the structuring of
nucleus colonies in a single (Festing, 1979) or parallel-modified line sys-
tem (Hedrich, 1990), pedigreed expansion colonies and multiplication
colonies should be self-evident, and strictly monitored. There are several
publications dealing with the set-up of colonies for maintenance and large-
scale production (Green, 1966; Lane-Petter and Pearson, 1971; Hansen et
al., 1973; Festing, 1979). In general, permanent monogamous mating is to
be given preference, as this provides a constant colony output with mini-
mal disturbance of the litters during the early postnatal period and by uti-
lizing the chance that females are inseminated at the post-partum oestrus.

The measures required for genotyping a strain have to be adjusted to
the specific needs and may depend on the scientific purpose, and on the
physical maintenance conditions and laboratory equipment used.
Nevertheless, there are specific demands (although unfortunately not
stringent rules) on how to authenticate a strain or to verify its integrity.

For any authentication it is necessary to determine a genetic profile that
is to be compared with published data (if available), and which allows one
to distinguish between (all) strains/stocks maintained in one unit. In gen-
eral, this profile is composed of monogenetic polymorphic markers,
which may be further differentiated by the method of detection into
immunological, biochemical, cytogenetical, morphological and DNA
markers. Due to the recent rapid development of microsatellite markers
(simple tandem repeats (STRs)), these have almost fully replaced the
classical genetic markers in routine applications. A large number of
primer pairs for mice and rats is available (e.g. through Research Genetics
Inc., Huntsville, AL, USA; http://www.resgen.com). Other sources of
primers are also available through the World Wide Web (e.g. markers
developed by the Wellcome Trust Centre for Human Genetics, Oxford,
UK; ftp://ftp.well.ox.ac.uk/pub/genetics/ratmap). However, as with
the classical markers it is indispensable to set up a genetic profile
representing a random sample of the genome, which should be evenly
spaced on the chromosomes, and which will allow one to discriminate
between all strains maintained per separate housing unit. Unfortunately
this information is only partially available and not yet compiled in an
accessible database. Conditions for PCR amplification and electrophoretic
separation of the amplicons are described in Box 7. These conditions devi-
ate from those provided primarily with respect to electrophoretic separa-
tion. As there is only one amplification protocol it could be necessary to
adjust the temperature conditions and Mg* concentration for each
microsatellite marker. For routine screening, separation on agarose gel
and visualization by ethidium bromide will suffice. If separation of the
amplicons is insufficient in agarose, one should run a polyacrylamide gel
electrophoresis (PAGE; see Box 7). As radioactive labelling is with *P
using a kinase reaction, and since the isotope half-life is relatively short, a
silver staining procedure is recommended (Box 7).
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Box 7 Protocol for characterizing and typing STRs with one
primer set per PCR reaction

The amounts needed are based on the quantities calculated for a single
reaction well plus a small excess. To work out the amount of the vari-
ous reaction mixtures, simply multiply by the number of DNA sam-
ples to be tested:

1. Add mineral oil (30ul) to each well of a 96-well plate (not
necessary when using hot bonnet).

2. Pipette 5 ul template DNA (20 ng pl™) into each well.

3. Centrifuge the plate briefly to collect the template in the bottom of
the wells; apply the plate at 96°C for 3 min, and then at 4°C until
adding the mastermix.

PCR:

1. Preparation of mastermix:
Forward primer (6.7 pM) 0.25ul
Reverse primer (6.7 pM) 0.25ul
dNTP (1.25 mM/dNTP) 25ul

10x PCR buffer 1.5l
H,O 4.75pl
Tag-polymerase (5Upl™")  0.15ul
Total 10.00 pl.

2.  Transfer 10 pl mastermix to each well.

3. Centrifuge and run the PCR reaction.

4. Add 3l BFB to each well.

5. Load on a 3% Nusieve or a 1.5% Sigma Type Il Agarose gel in 1 x
TBE; alternatively, use polyacrylamide gel (PAGE) (see below).

6. Run the electrophoresis for 34 hat 70 V.

7.  Stain with ethidium bromide (in case of PAGE, use silver staining;
see below)

PCR programme

1. 3 minat 94°C 1x

2. 15sat94°C

3. 1minat55°C 30x

4. 2minat72°C

5. 7 min at 72°C 1x

PAGE:

® 6-7.5% polyacrylamide/bis(acrylamide) in 1x TBE (13 x 16 cm)
(Sambrook et al., 1989).
® Spacer 0.4 mm.
® Probe volume 2-6 pl (gel loading buffer type 2 (Sambrook et al.,
1989).
(cont.)
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Box 7 (cont.)
Silver staining:

Note: Use only twice-distilled water for all solutions and washings and
prepare all solutions directly before use.
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® Fixing: 30 min, 10% acetic acid (v/v); 3 x 2-min wash in H,O bidest.

® Staining: 20-30 min, 0.1% AgNO, (w/v), 0.037% formaldehyde.
(The time of staining depends on the gel concentration and gel
thickness.) Rinse for 5-10 s with H,O bidest.

® Developing: 2-15 min in 2.5% Na,CO,; add 0.037% formaldehyde;
add 0.002% sodium thiosulphate (solution). (These solutions must
have a temperature of 4-5°C, maximum 10°C, and pH 12.0. Note:
Do not use any plastic container for developing procedure.)

® Desilvering: in 10% acetic acid.
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Nevertheless, the classical markers are still relevant and may need to
be verified. They may even allow for a faster and less expensive pheno-

typing.

Immunological markers

Immunological markers comprise cell surface markers, such as: major
histocompatibility antigens (H2 in the mouse and RTI in the rat);
lymphocyte differentiation antigens; red blood cell antigens; minor his-
tocompatibility antigens; allotypes (immunoglobulin heavy-chain vari-
ants), which can be determined by Trypan blue dye exclusion test (see
pages 189-204); flow cytometry (see pages 23-57); immunodiffusion,
ELISA (see pages 621-650); and immunohistochemistry ELISA (see
pages 257-286), using specific antibodies. The availability of antibodies
depends on the specific marker and the species, with a broader spectrum
available for mice. These markers may also be demonstrated by applying
molecular biology techniques, such as oligotyping of major histo-
compatibility complex (MHC) class I and class Il genes by reverse
transcriptase PCR (RT-PCR) and dot blot and reverse dot blot hybrid-
ization, respectively (see pages 148-149; for other specific markers check
also: http:/ /www.informatics.jax.org/mgd.html).

Biochemical markers

These are the classical electrophoretic markers, which almost have been
replaced by STR typing unless a specific allelic expression is to be verified
in an experiment. Apart from qualitative enzyme and protein poly-
morphisms, enzyme differences, such as Car2 in mice, may have to be
quantified to differentiate between homozygous Car2°/Car2°, hetero-
zygous Car2°/+ and wild-type (+/+) mice.
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Box 8 Identification of MHC class | and Il alleles by oligotyping
H 2D alleles of laboratory mice

The homologies of the MHC class I genes in the murine species do not
allow identification of each H2 class I allele using one specific oligo-
nucleotide. Three allele-specific oligonucleotides are required to
identify one of the H2D alleles. Two of these oligonucleotides are used
as a specific pair of primers to predifferentiate the alleles, indepen-
dently of the gene loci by enzymatic amplification of a relevant RNA
fragment. It is advisable to use a DNA polymerase that shows reverse
transcriptase activities, as this will reduce the time and cost of typing.
In the case of the H2D gene, the complementary sequences from the
specific forward and backward primers are located in the highly poly-
morphic exons 2 and 3 of the class ImRNA, so that the resulting ampli-
cons include further polymorphic areas (Fig. 2). The final identification
is performed by hybridization of an amplified fragment with the third
oligonucleotide that corresponds to an allele-specific sequence within
the amplicon.

1. Isolate total RNA from tissue.

2. Predifferentiate H2D alleles by RT-PCR using allele-specific
primer pairs. The optimal annealing temperature (Ta,,) of the
primer pairs should be calculated by the nearest neighbour
method, which takes into consideration the enthalpy and entropy
from each base pair (Rychlik and Roads, 1989; Rychlik et al., 1990).
It is recommended that ‘touch down PCR’ be run over all cycles in
order to increase the stringency of the PCR conditions.

3. The amplified fragments are visualized by agarose gel electro-
phoresis and ethidium bromide staining.

4. Identify H2D alleles by dot blot hybridization using allele-specific
oligonucleotides (Fig. 3). The dot blots are prepared by spotting
an aliquot of the denaturated PCR products onto a nylon mem-
brane. The DNA is immobilized by UV cross-linking or by baking
the membrane.

5. The allele-specific oligonucleotides are labelled with radioactive
or non-radioactive markers.

6. The hybridization procedure is carried out under absolute
stringent conditions. The dissociation temperature (T,) of oligo-
nucleotides should be calculated by the nearest neighbour
method, while the optimal hybridization temperature (Ty,,)
must be determined empirically. DNA/DNA hybrid detection
depends on the type of oligo-labelling.

MHC class Il RT1.B, and RT1.B, alleles of inbred rat strains by
oligotyping
The differentiation of the MHC class II alleles of laboratory rats is

based on the same principles as the H2D typing. Prior to hybridization
using specific oligonucleotides, a RT-PCR is needed to amplify the
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relevant allele fragments. In contrast to the MHC class I genes, the non-
orthologous MHC class II genes diverge clearly in their nucleotide
sequences within a species (Wakeland et al., 1990). For this reason the
two RT1.B genes can be differentiated by RT-PCR using gene-specific
primer pairs flanking the highly polymorphic exon 2. The final identi-
fication is followed by reverse dot blot hybridization of the amplicons.
In this case the hybridization partners change their function.
Compared to H2D typing the advantage of this procedure is that there
is only a limited number of protocols because the hybridization
temperature for each RT1.B, or RT1B;, allele is identical.

1. Isolate total RNA from tissue.

2. Differentiate the RT1.B, and RT1.B; genes by RT-PCR using gene-
specific primer pairs.

3. The optimal annealing temperature (T, ) of the primer pairs
should be calculated by the nearest neighbour method as for the
predifferentiation of H2D alleles (Rychlik and Roads, 1989;
Rychlik et al., 1990). It is recommended that a ‘touch down PCR’
be run over all cycles to increase the stringency of the PCR
conditions.

4. The amplicons should be labelled with Dig UTP during the PCR,
to reduce the number of protocols.

5. The amplified fragments are visualized by agarose gel electro-
phoresis and ethidium bromide staining,.

6. Identify the RT1.B, and RTI.B, alleles by reverse dot blot
hybridization using two sets of specific oligonucleotides for the
RT1.B, and RT1.B, alleles (Fig. 4).

7. The oligonucleotides should correspond to the hypervariable
areas of exon 2 of the RT1.B, and RT1.B; genes. It is important that
all oligonucleotides of one set hybridize at about the same
temperature.

8. Thereverse dot blots are prepared by spotting the tailed oligo dT
oligonucleotides onto a nylon membrane with a dot blot
apparatus. The oligonucleotides are immobilized by UV cross-
linking with the membrane.

9. The RT1.B, or RT1.B; allele can be identified by its hybridization
pattern (Fig. 4).

Amplicon
PFW S-be PBW
Exon 1 Exon 2 Exon 3 Exon 4 5 6 7

Figure 2. MHC class [ mRNA. Py,, forward primer; Py,, backward primer; S,
oligonucleotide.
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BALB/cJ CBA/J C57BL/6
DBA/2J AKR/N C3H/He

H 2D* Probe

H 20° Probe

H 2D Probe

Figure 3. Identification of H2D alleles by RT-PCR and hybridization using allele-
specific oligonucleotides.

(left) (right)

Figure 4. Identification of the RT1.B," (left) and RT1.B,’ allele (right) by reverse
dot blot hybridization. Columns A to E mark the variable areas in the exon 2 of the
RT1.B gene. The possible oligonucleotides for each variable area are fixed on lines
1-7 of the membranes. (#) A column that contains only one oligonucleotide spe-
cific for a 6 bp insertion in Rt1.B, alleles.
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Cytogenetic markers

These play a role if mice carrying numerical variants and structural
aberrations of chromosomes are being maintained (e.g. the T(X;16)16H
translocation; see page 139).

Morphological markers
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These include coat colour and pelage variants, but also markers control-
ling skeletal abnormalities and metabolicand neurological deviants. A rea-
sonable amount of coat colour genes show pleiotropic effects on the
immune system. For example, beige, which is an allele of the lysosomal
trafficking regulator (Lyst), is demonstrated by its pigment-reducing effect
(if not hidden due to an epistatic effect of albino, ¢/c), by a prolonged bleed-
ing time because of a platelet storage pool defect (20 min in homozygous
Lyst* vs 6 min in unaffected wild-type or heterozygous controls), and by
abnormal giant lysosomal granules detectable in all tissues with granule-
containing cells (histological sections, cytocentrifuge preparations of PBL).

Immunocompromised and

As the determination of a genetic profile is time-consuming and expen-
sive it is only feasible as an initial check. In the case of a variable segregat-
ing background, genetic profiling is pointless; the typing results may only
assist in determining the degree of heterogeneity, but may provide hints
about modifying genes if the stock is being inbred and almost homozygous.

PCR protocols used to demonstrate specific mutant genes are provided
for the respective marker in MGD (http://informatics.jax.org; check:
Genes, markers and phenotypes, see RFLP/PCR polymorphism) and for
induced mutations (maintained at the Jackson Laboratory) that can be
distinguished from normal wild-type mice on the World Wide Web
(http:/ / www jax.org/resources /documents/imr/protocols/index.html)
or can be obtained through an e-mail inquiry to micetech@aretha.jax.org.
Moreover, information on RFLP polymorphisms as determined by a
Southern blot (Sambrook et al., 1989) using a specific probe is also
provided in MGD, if applicable and available.

Simple measures are needed to distinguish between those strains that
are co-maintained and those that clearly identify an outcrossing event. A
critical subset of the markers (i.e. the least amount of differentiating
marker for a given strain panel) used to authenticate the strains main-
tained will provide reasonable information about the genetic quality of a
strain. Unfortunately, with each strain added to a unit the number of
markers in the critical subset increases. Critical subsets need to be verified
at regular intervals (every 3-6 months). The intervals and the number of
animals to be tested depends on the number of strains co-maintained and
the size of each colony.

One of the most powerful pieces of information about an inbred strain
is the demonstration of isohistogeneity. This is best demonstrated
through skin grafting, which is simple to perform, although time-
consuming because of an observation period of about 100 days (Box 9). In
specific immunodeficient mutants (e.g. Hfh11™, Prkdc, Ragl™, Rag2™) a
direct demonstration of isohistogeneity is impossible as these animals are
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incapable of mounting an allorecognition response. This can be circum-
vented by transferring grafts from these immunodeficient animals to their
syngeneic background strains.

Box 9 Orthotopic tail skin grafting

Animals aged 6-9 weeks serve best as recipients for orthotopic tail skin
grafting. The animals to be grafted are anaesthetized with a volatile or
injectable anaesthetic (ether inhalation or ketamine hydrochloride
supplemented with xylazine). The tail is scrubbed with antiseptic
solution. The animals are placed in ventral recumbency with the tail
pointing towards the operator. Thin sheets of skin are sliced with a
scalpel (blade No. 11 or 20) towards the tail base. The cut should be as
deep as possible but should not sever the dorsal tail artery or vein.
Occasional bleeding may be stopped by one or two drops of epi-
nephrine solution (1: 1000). For a regular reciprocal circle two (several)
grafts are taken per animal at the same time, providing the graft bed to
receive the grafts from two (several) other animals. Therefore, the
method requires meticulous sample preparation. All grafts have to be
of the same size (approximately 6 x 2 mm in mice and 8 X 3 mm in rats).
The grafts are placed in Petri dishes on saline-drenched filter paper,
and the excised graft beds are covered with gauze sponges moistened
in saline until grafts are transferred. Then the appropriate grafts are
positioned on the prepared beds such that the direction of hair growth
is reversed. Excessive fluid and blood is removed by pressing with
dental rolls. The grafts are then fixed with liquid surgical dressing and
secured by glass tube slipped onto the tail and fixed with a tape. The
tube should not exert any pressure on the tail base, as this could lead to
a severe oedema due to blocking of the venous drainage.

After recovery from anaesthesia the animals are housed separately
on large wooden shavings or on cellulose sheets for the first 2-3 days
until the tube is removed. Regular bedding may be scooped into the
tube to absorb moisture and scrape off the grafts (at least the proximal
ones) when the glass tube is removed.

Grafts are inspected daily for 2 weeks from day 8-10 onwards.
Thereafter a graft appraisal once weekly until day 100 post-grafting
will suffice. Genetic outcrosses cause the graft to be rejected in an acute
fashion and are thus immediately detected.

Technical failures become evident at the first appraisal. Either the
grafts are recorded to be dislodged or to be ripped off with the tube.
Orthotopic tail skin grafts are sometimes removed by the animal itself
during the first week by grooming. This technical failure (of the first
set grafts) is evidenced by the presence of an eschar at or before day 7.
Technical failures are in the range of 5-10%.

Scoring may vary from laboratory to laboratory, either by fully
describing the graft appearance or by defining scores. Skin grafts
should be recorded as rejected if and when they are reduced to a scar.

(cont.)
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Box 9 (cont.)

Other signs, such as a pasty appearance of the graft epidermis or less
than 50% of its original surface being intact, may also be taken as an
indication of graft rejection. With the latter two types of assessment the
median survival times of allogeneic grafts will be shorter by a few
days. Specific scores separately defining the graft by size and outward
appearance will ease the appraisal of skin grafts in a large number of
animals (Hedrich, 1990).

If there is any doubt about the success of graft acceptance, regraft-
ing is essential (usually within 2-3 weeks). In the case of true incom-
patibility (not technical failure), the second set graft will be rejected in
a hastened and more pronounced manner. Grafts are considered to
have been accepted when the entire graft has healed completely with
no clear indication of contraction (< 25% shrinkage). The final assess-
ment after 100 days must take account of previous ratings.

In the case of immunodeficient animals incapable of rejecting an
allograft, skin is grafted to the immunocompetent background strain.
If the mutation itself is not acting antigenically and no graft is rejected
this is proof of isohistogenicity within the strain and with the genetic
background.
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In order to reduce and simplify routine monitoring procedures, tech-
niques that are fast, reliable and cost-effective are preferred. Random
amplification of polymorphic DNA by PCR (RAPD) meets these
demands. With this method (Williams et al., 1990) anonymous stretches of
genomic DNA are amplified using arbitrarily designed single short
primer sequences of about 10 nucleotides. Recombinant inbred strains of
mice have been distinguished by using this method (Scott et al., 1992), as
have various inbred strains of rats including MHC congenics (D.
Wedekind and H.J. Hedrich, unpublished).

Box 10 Differentiation of inbred rat strains by PCR using a
random primer (RAPD)

1.  Genomic DNA is prepared according to the method described by
Miller et al. (1989) from ear or from blood, using a DNA extraction
kit (Quiagen, Hilden, FRG).

2. RAPD primers with arbitrary nucleotide sequences can be
purchased from, e.g., Roth, Karlsruhe, FRG. The 10-mer primers
are characterized by their GC content (60%, 70%, 80%).

3. The PCR is carried out in a 25-nul reaction volume containing
reaction buffer, ANTPs, one random primer, genomic DNA and
DNA polymerase. Amplification is performed on a thermal
cycler. The conditions for the PCR must be strictly standardized.

4. The amplified fragments are separated by horizontal gel electro-
phoreses on a 1-1.4% agarose gel in 1 x TBE (0.1 M Tris/borate,
2 mM EDTA), at constant current (100/80V, 70 mA) for 5-6 h. The
PCR products are visualized with ethidium bromide (Fig. 5).
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LEW.12B(TO)/Ztm LEW/Ztm

LEW.1LM1/Ztm SPRD/Ztm

Figure 5. The figure shows the differentiation by RAPD of three congenic inbred
rat strains (LEW.1LM1/Ztm, LEW.12B(TO)/ Ztm and LEW/Ztm) and one inbred
rat strain (SPRD/Ztm).

Another recently developed technique is the demonstration of ampli-
fied fragment length polymorphisms (AFLP™, Keygene n.v.,
Wageningen, Netherlands) (Zabeau and Vos, 1992). The technique is
based on the combined use of restriction enzymes and selective PCR
primers. Multiple polymorphisms are simultaneously visualized without
the need of prior information on genomic sequences. DNA is cleaved into
fragments using a set of two restriction enzymes: a rare cutter and a fre-
quent cutter. Adapters are ligated to the ends of the restriction fragments.
Adapters that stick to the site of the rare cutter carry a biotin label. Biotin-
carrying fragments are isolated by binding to streptavidin beads, result-
ing in an enormous reduction in the number of fragments. Only
fragments containing a rare-cutter end on one side and a frequent-cutter
end on the other side, or rare-cutter ends on both sides, will remain in the
fragment pool. Subsequently, a further selection will be performed by
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PCR using selective primers. The PCR primers overlap the adapters and
the restriction sites and are provided with a specific extension at their 3'-
ends causing the further selection. The resulting amplicons are separated
by PAGE. The AFLP pattern reflects multiple polymorphic markers of
presence/absence type, i.e. dominant/recessive markers (Otsen, 1995).

CRYOPRESERVATION AND REVITALIZATION
OF LINES

The high costs of animal care and maintenance often makes it difficult (for
a researcher) to maintain strains that are no longer actively used.
Furthermore, many individual research colonies are microbiologically
contaminated, so that virus-free facilities are reluctant to import mice
from unknown sources. Therefore, the freezing of preimplantation
embryos is considered to be the proper means to cope with the multi-
plicity of strains of mice and rats presently available, to serve as a safe-
guard against loss, to allow for eradication of infections if the embryo
transfer is performed under aseptic conditions onto barrier maintained
surrogate dams, and to reduce the costs for valuable strains presently not
used. Despite certain improvements, the freezing of murine embryos is a
time-consuming and cost-effective task. While outbred stocks and
hybrids in general respond to superovulation by gonadotrophins (see
protocols in Box 11) with a high ovulation rate, inbred strains show a
rather variable response. In addition revitalization results also vary
substantially on a strain by strain basis, and strongly depend on the skill
of the personnel. Therefore, it has not been possible to preserve as many
strains recently developed by molecular genetic methods as necessary.
Freezing of sperm, if sufficiently efficient, could assist in this task. As with
sperm freezing the protocols for in vitro fertilization (IVF) (see Box 4) also
need to be improved.

The original technique of embryo freezing as described by
Whittingham et al. (1972) and Wilmut (1972) requires a controlled slow
freezing and slow thawing procedure with dimethylsulphoxide (DMSO)
or glycerol as the cryoprotectant. Since this first description of successful
freezing of eight-cell mouse embryos, various modifications in the use of
cryoprotectants, freezing methods and freezing of other developmental
stages have been reported (for an overview see Hedrich and Reetz
(1990)).

Freezing of embryos at a slow speed (0.3-0.8°C min™) to -80°C permits
the embryos to undergo progressive dehydration, thus preventing intra-
cellular ice-crystal formation. Thawing has then to be slow (about 8°C
min™) in order to allow the blastomeres to rehydrate without deleterious
side-effects. This is the method established and used at The Jackson
Laboratory, Bar Harbor, ME, USA.

The procedure of freezing embryos at a low rate (0.4°C) to a subzero
temperature of only -30°C to -40°C with subsequent immersion in liquid
nitrogen requires thawing at about 300-500°C min™. The latter method is

155

Managing
Immunocompromised and

2
o
=
=
g
o
]
L
v
RS
c




less time-consuming, less expensive, and more practical types of freezer
are available. However, embryos frozen by a ‘fast’ technique are thought
to be in a metastable state and very slight alterations during warming and
cryoprotectant removal might damage the embryos seriously (Leibo,
1981). The success of revitalization not only depends on strain/species
and on the freeze-thaw technique (Rall et al., 1980; Rall, 1981), but also on
the embryo transfer and the skill of the practitioner. The two-step freezing
and vitrification procedures established in the authors’ laboratories,
which have been shown to give reasonable results with two-cell embryos
from mice and rats, are given in Boxes 12 and 13.

The selection of embryo donors depends on the type of strain to be
cryopreserved. In the case of an outbred stock the group of revitalized
breeding pairs required to build up a new colony should be genetically
equivalent to their colony of origin, i.e. the genotype distribution within
both populations should be equivalent. Furthermore, mating of close rel-
atives must be avoided to ensure that the coefficient of inbreeding is kept
at a low level. A random sample of breeders collected from the source
colony may fulfill this requirement and serve as donor parents. In practice
this can be realized if only embryos with different ancestors are frozen in
one single cryotube (subsequently termed ‘embryo batch’) and if a num-
ber n of independent batches is used to rederive a new colony. In dealing
with inbred strains it is to be differentiated whether a foundation colony
is to be restocked or whether the frozen embryos should serve in future as
breeders of an expansion colony. The former have to be derived from a
single pedigreed breeding pair, preferably originating from the founda-
tion colony. Restocking of an expansion colony also calls for pedigreed
embryos, but these can be derived from different donors as strict brother
x sister mating is not mandatory. In the case of congenic (CR) and mutant,
as well as most transgenic or knock-out lines, it is the primary objective to
maintain the differential or mutant/mutated gene. For this purpose a
pool of embryos (descending from different donors) may suffice. After
rederivation, however, one to four back-cross cycles to the background
strain are required.

It has been shown in mice as well as rats that all preimplantational
stages can be revitalized successfully upon freeze-thaw procedures. For
long-term storage eight-cell stages have been recommended, while two-
cell stages were considered to be less suitable. Results obtained in the
authors’ laboratories (see also Mendes da Cruz, 1991) show that frozen—
thawed two-cell embryos can be revitalized at a comparable rate. The
two-cell embryos are transferred into the oviducts of day-1 surrogate
dams, eight-cell embryos may be transferred into the oviducts of day 1-2
surrogate dams, or into the uterus after a 24 h culture period.

One embryo batch (inbred strain) derived from a single pedigree
donor pair may be regarded as a prospective breeding nucleus, if one
fertile breeding pair is obtained upon revitalization. Assuming an
average revitalization rate of 20% (fertile breeders), one embryo batch
should contain a minimum number of 10 embryos to obtain at least one
breeding pair with a 50% chance of revitalization (Table 7). According to
these figures, 100 cryopreserved embryos is to be regarded as the lower
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Table 7. Minimum number of embryo batches needed to obtain at least one
B x S breeding pair as progenitors for a new nucleus*

No. of batches needed

Expected no.
No. of embryos of weanlings (probability for <I B xS pair)
per batch after revitalization 99.0% 99.9%
10 2 6.7 10.0
15 3 3.5 5.0
20 4 22 3.3

* Based on an average revitalization rate (weaned and reproductive for inbred strains of about 20%).

limit to provide a safe backup of a strain. Nevertheless, a safe backup of
a strain is affected not only by the size and the number of embryo
batches frozen, but also by the revitalization rate significantly differing
between strains as well as according to the skill of the staff in embryo
transfer techniques. For routine embryo banking, therefore, 220 embryo
batches per strain, each containing 10-20 embryos, will be sufficient to
guarantee a safe backup.

Effective superovulation protocols thus are crucial. The average rate of
embryo batches per hormone-treated female (210 two-cell embryos per
batch per female) amounts to about 30% (range 10—43%). For eight-cell
embryos this rate drops to 20-25% (H. J. Hedrich and I. Reetz, unpub-
lished data). If a strain is refractory to superovulation (as it is for certain
inbred strains and even non-inbred transgenic stocks), the embryos are
obtained from normal mated donor females.

Embryos forming an embryo batch are frozen together in a freezing con-
tainer. Various types of container are in use, such as 2-ml polycarbonate
tubes with screw caps, glass or polypropylene ampoules, and plastic
straws. When sterilizing heat-labile embryo containers with ethylene
oxide, one has to consider the cytotoxic effect of the absorbed retained gas.
Containers sterilized by this method must not be used until a sufficient
post-sterilization aeration (approximately 3 weeks) has been completed
(Schiewe et al., 1985). There are, however, straws available that withstand
heat sterilization. To avoid mixing up embryo batches, each container must
be permanently marked with the strain name and strain code. This is facil-
itated by using a hand-driven printing device. In addition, each freeze run
must be monitored by means of a temperature recording, and its reliabil-
ity should be monitored by using a vitality test of an additional embryo
batch of an F1 hybrid or outbred stock highly responsive to superovula-
tion. After the freeze run the cryocontainers should be properly placed at
defined locations/compartments within the embryo repository in a prop-
erly controlled liquid nitrogen refrigerator. It is important to keep full
records, which should include the conditions of the freeze run (type, cryo-
protectant used, etc), a strain description, and an identification and storage
location. The physical conditions of the freezing procedure, including
results of viability tests obtained from the particular control batch, are
required as documentation of a correct freezing technique and to provide
further information on the thawing procedure to be applied. For each stock
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in the repository a description of the strain or mutant, with particular infor-
mation about phenotype, reproductive performance and strain history,
should be kept on a file. Information concerning identification requires
complete pedigree information, such as parentage, genotype, generation,
the code number of the embryo batch, the number and developmental
stage of embryos frozen, and a precise storage location.

The funds needed to run an embryo bank have to cover the personnel
expenditure (at least one scientist and one technician), the cost of basic
equipment (investment with 10 years amortization) and the running
costs. The estimated cost per year is about US$ 90 000-100 000. The cost of
maintaining a breeding nucleus of one strain under specified pathogen-
free conditions is about US$ 4500-5500. Thus cost equivalence is achieved
if approximately 20 strains have been deposited in the repository and are
no longer maintained as vital breeding nuclei in the animal quarter.

Sperm freezing, although not well established, could assist in all cases
where animal-holding space is limited and strains do not respond well to
superovulation. This primarily applies to colonies of mice bearing
mutations or transgenes. Recent attempts at sperm freezing (Table 8) asso-
ciated with IVF are promising.

Box |1
Superovulation protocol for the mouse:

The protocol given below is that described by Whittingham (1971).
® Animals: females aged 6 weeks to 4 months.

1. Day -2, 16.00 h: inject 5-10iu pregnant mare’s serum gonado-
trophin (PMSG).

2. Day +0, 16.00 h: inject 5 iu human chorionic gonadotrophin (hCG),
mate to males.

3. Day +1, morning: check for the presence of a vaginal plug.

4. Days +1 to +4: collect preimplantatory embryos.

Superovulation protocol for the rat:

The protocol given below is a modification of that described by
Rouleau et al. (1993).

® Animals: adult females, at least 59 days old.

1. Day —4, 08.00h: inject 40-60pg luteinizing hormone releasing
hormone (LHRH).

2. Day -3, 17.00 h: load the osmotic minipump with follicle stimulat-
ing hormone (FSH), so that 6.8 mg FSH is delivered daily. (The
pump is kept in sterile saline at room temperature until use in order
to reach the nominal steady state value.)

3. Day -2, 08.00 h: implant the osmotic pump.

4. Day 0, 16.00 h: inject 30 iu human chorionic gonadotrophin (hCG),

mate to males.

Day +1, 08.00 h: plug control and vaginal cytology.

6. Days +1 to +5: collect preimplantatatory embryos.

o
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Box 12 Two-step freezing of embryos

The procedure for freezing embryos at a low rate to a temperature
between -30°C and —40°C following the conventional protocol with
subsequent immersion in liquid nitrogen has certain advantages. For
instance it is less time consuming, less expensive, and more practical
types of apparatus are available or may be designed.

Consistent results have been obtained in the authors’ laboratory by
applying a two-step freezing technique. For freezing, plastic straws are
used instead of other containers because they can be better marked
and almost no embryos get lost during manipulation. The straws are
loaded, with the embryos being placed in the centre of the medium col-
umn. In a programmable automatic ethanol cooling bath the embryos
are equilibrated at 0°C in freezing medium with 2.0 M propanediol as
the cryoprotectant for 5 min, and then cooled to —6°C at a rate of 1°C
min™, seeded (induction of extracellular ice crystal formation by touch-
ing the straw at the air-medium interface with a metal rod precooled
in liquid nitrogen) and then slowly cooled to -32°C at a rate of
0.4°C min™, held for about 5 min at -32°C, and transferred directly to
the liquid nitrogen refrigerator. The straws are always handled hori-
zontally to keep the embryos in position, until seeding is finished.

Thawing at a rate of about 300°C min™ is achieved by warming the
straws at room temperature for about 40 s (Renard and Babinet, 1984;
Mendes da Cruz, 1991).

Box 13 Vitrification of embryos (quick freeze/fast thaw procedure)

There are a number of reports that mouse and rat embryos survive
freezing after rapid cooling by directly plunging into liquid nitrogen.
This quick freeze/fast thaw procedure requires the use of a highly
concentrated aqueous solution of cryoprotectants. At sufficiently low
temperatures, these solutions become so viscous that they turn into an
amorphous state without any formation of ice. This process has been
termed ‘vitrification’. Most groups use glycerol (3.0-4.0M) as a
permeable and sucrose (0.25-10M) as a non-permeable cryo-
protectant. Before freezing the embryos must be dehydrated. At
temperatures below 4°C embryos can tolerate exposure to a
concentrated solution of cryoprotectants and the associated osmotic
dehydration. The following method, based on the one reported by Rall
and Fahy (1985), has been shown to give reasonable results in mice and
rats.

The vitrification solution (VS1, pH 8.0) is composed of a mixture of
20.5% DMSO (w/v), 15.5% acetamide (w/v), 10.0% propanediol
(w/v), 6.0% polyethylene glycol (w/v) in PB1 (mice), or TCM 199
supplemented with 20% heat-inactivated rat serum (sTCM, rats).
Embryos are equilibrated at about 0°C (on ice) in four steps at different

(cont.)
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Box 13 (cont.)

concentrations of VS1. Each equilibration step with 12.5%, 25%, 50%
and 100% V51 is exactly timed for 10 min. Then the embryos are trans-
ferred to a straw (e.g. Minitiib) containing VS1. Immediately thereafter
the straw is sealed and exposed to -196°C (liquid nitrogen), care being
taken to keep the straw in a horizontal position during all
manipulations.

Although this method does not require an elaborate biofreezer and
appears to be rather simple, it has not yet replaced the more con-
ventional techniques. The conditions for pre-dehydration and cryo-
protectant removal require further optimizing. Post-thaw survival is
variable for the different developmental stages of the embryos, and
may depend on the type, concentration, temperature and equilibration
time of the cryoprotective solution used for vitrification. In contrast to
these requirements, dehydration and removal of cryoprotectant is less
critical for the survival of embryos frozen by the two-step method as
used routinely in the authors” laboratory (Box 12).

The requirements for thawing embryos are defined by the freezing
procedure and the cryoprotectants used. The manipulation depends
on the cryocontainer used. In tubes and ampoules a few embryos reg-
ularly get lost because they stick to the wall, whereas with straws all
embryos are usually recovered.

The straw containing the embryo batch to be revitalized is
removed from the liquid nitrogen container. Both tips holding the
sealing bulbs are cut off and the straw is attached to a syringe filled
with air. When all ice crystals have disappeared (after about 4045 ),
the cryoprotectant solution containing the embryos is gently flushed
into an equal amount of PB1 (mice) or sSTCM (rats) to reduce the con-
centration of the cryoprotectant by 50%. After two further stepwise
elutions (25%, 12.5%), always with a 10-min equilibration, the
embryos are put through five washes in sterile medium, and held for
up to 30 min. This permits the embryos to recover from osmotic dis-
tress. Embryos that appear to be morphologically unimpaired by
microscopic inspection are selected for immediate transfer to pseudo-
pregnant recipients.
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‘Natural Infections’
Quarantinel/infections

Animals with an unknown microbiological status have to be kept in isola-
tion until the examination is finished. This mostly concerns animals
received from other institutions. The state of isolation should be the same
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as for infected animals. Because, in general, a broad range of gene-manip-
ulated stocks, which are potentially infected with different pathogens, has
to be accepted from outside further isolation from each other should be
accomplished. Although ventilated cabinets, IVCs or isolators may be
used, the need for rederivation is obvious. The same is true for animals
with an unwanted microbiological status which are a risk to the whole
facility.

Rederivation
Hysterectomy

As shown for most infections, the vertical transmission of viral, bacterial
and parasitic pathogens can be avoided by this procedure. The protocol
originally recommended by Trexler (1983) is depicted in Box 14.

The most difficult part of this procedure is to achieve timed preg-
nancy, especially in poorly breeding strains. This method is recom-
mended if embryo transfer cannot be performed due to lack of
equipment and trained personnel, or eventually in the case of a donor
strain that is refractory to superovulation. Hysterectomy has the addi-
tional risk of intrauterine vertical transmission of micro-organisms,
which may be higher in immunodeficient than in immunocompetent
animals.

Box |14 Hysterectomy

1. Mate foster mother (outbred or hybrid strain) in the clean area
overnight; check for vaginal plug.

2. 2448 h later, mate animals of the microbiologically contaminated
strain; check for vaginal plug.

3. Install the dip tank filled with low-odour disinfectant before the
expected date of birth of the foster mother.

4. Shortly before delivery, kill the pregnant dam of the strain to be

rederived by cervical dislocation; carry out hysterectomy under

aseptic conditions.

Transfer the uterus to the clean side through the disinfectant (38°C).

6. Wash the uterus intensively in physiological saline, and develop
the pups.

7. As an extra safety precaution, the pups may be dipped again in
disinfectant and washed again in physiological saline.

8. After gentle massage with a swab to induce spontaneous breathing
and after warming up, transfer the pups to the nest of the foster
mother after disposing of her own offspring.

9. If coat-colour discrimination is possible, one or two of the foster
mother's pups may be retained to assist in the induction of
lactation.

o
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Embryo transfer

Embryo transfer has been shown to interrupt most vertically transmitted
infections of viral, bacterial or parasitic origin, with the exception of germ
line transmitted retroviral infections. The integrity of the zona pellucida is
of decisive importance, as shown for MHV infection (Reetz et al., 1988).
The hygiene status of the foster mother should be of the highest level,
especially when a new breeding unit is to be established. For routine pro-
cedures, two-cell stage embryos may be the most suitable, because fertil-
ization is no longer in question and a higher number of embryos can be
collected than at later stages. The animals are mated overnight without or
after previous superovulation (for details see Box 11) (Reetz et al., 1988;
Hogan et al., 1994; Schenkel, 1995). The latter method allows synchroniza-
tion of mating, and generally induces production of higher numbers of
embryos than by normal mating. The embryos are flushed from the
oviducts of plug-positive mice on day 1.5 and washed at least four times
in large volumes of media (approximately 2 ml) at a different location
before being transferred to the clean area where implantation into the
oviducts of pseudopregnant recipients is performed by other staff.
Pseudopregnancy is induced by mating with either surgically sterilized or
genetically sterile males (see Box 5).

Embryo transfer offers specific advantages over hysterectomy: it
avoids the risk of intrauterine vertical transmission of infections; it allows
easier timing, especially in the case of superovulation; and it allows
cryopreservation of surplus embryos. For special applications we have
developed a method for flushing embryos in vivo, allowing the use of
embryo donors for successive reflushing or ‘normal’ breeding. This pro-
cedure requires extreme skill and cannot be recommended for routine
manipulation.

Furthermore, new strains shipped as cryopreserved embryos can be
transferred to surrogate dams with the specific SPF status, avoiding time-
consuming quarantine and rederivation procedures. Moreover, acciden-
tal infection during shipment can be avoided.
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Therapeutic treatment

In general, the administration of drugs influences the outcome of animal
experiments and cannot be considered as a substitute for improving
hygiene standards. The success of treatment depends on several criteria: a
correct diagnosis, and consideration of species-specific toxicity, adverse
reactions, optimal dosage and regimen of application, accompanying
hygiene procedures, etc. Unfortunately, recommended dosages often
refer to man or larger animals. For extrapolation to small rodents allomet-
ric parameters should be used, which increase the body weight ratio by a
factor of approximately 6 and 12 for rat and mouse, respectively, in com-
parison to man (for a review see Morris, 1995). In addition, the half-life of
drugs is, in general, reduced, thus requiring more frequent administration
for an effective level of drug to be maintained.
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In general, the treatment of parasitic invasions has to be accompanied
by hygiene procedures (e.g. chemical and physical disinfection, change of
cage). Some commonly used antiparasitic drugs are listed in Table 9.
Chemotherapeutic and antibiotic treatment of infections may induce
resistance, overgrowth of other bacterial species (Hansen, 1995), or
adverse reactions by altering the gut flora (Morris, 1995). Commonly used
antibacterial treatments are listed in Table 10 (see also Hawk and Leary,
1995). It should be stressed, however, that the use of therapeutic drugs
will reduce, but only occasionally eliminate, parasites or micro-
organisms.

Preventive therapeutic treatment may be of help in providing a better
chance of transferring quarantined and accidently infected animals. In
immunocompromised animals drugs are used to suppress opportunistic
infections, especially those of human origin.

Experimental Infections
General precautions

The safe operation of an animal laboratory is one of the main management
responsibilities. Housing infected animals requires precautions to prevent
transmission of micro-organisms between animal populations and, in the
case of zoonotic agents, to humans. The zoonotic risk arising from
naturally infected rodents is low because most rodent pathogens do not
infect man. Only a few agents like LCMV, Hantaviruses or Streptobacillus
moniliformis have the potential to cause severe infections in humans and
might be prevalent in colonies of laboratory rodents. Severe disease out-
breaks in humans associated with infected colonies of laboratory rodents
have been reported (Bowen et al., 1975; Kawamata et al., 1987), and there-
fore safety programmes are necessary to prevent laboratory-associated
infections and infections transmitted by laboratory animals.

Experimental infections are more likely to pose a risk for humans. A
broad spectrum of infectious agents can be introduced accidentally with
patient specimens, and many laboratory animals are still used for
infection experiments. In general, health precautions are very similar for
clinical or research laboratories and for animal facilities. In many cases,
however, an increased risk may arise from experimentally infected
animals due to bite wound infections or when pathogens are transmis-
sible by dust or by aerosols.

A number of recommendations exist from federal authorities for
microbiological laboratories, aimed at the prevention of infection of
laboratory personnel. Many programmes were developed in response to
evaluations of laboratory accidents. Most laboratories have written
control plans that have been designed to minimize or eliminate risks for
employees.

Reduction of the risk of disease transmission can be achieved by very
general procedures which are common practice in most well-run facilities
housing animals behind barriers. Only major points can be discussed
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here; more details on general laboratory safety are given in many text-
books on clinical microbiology (Gréschel and Strain, 1991; Burkhart, 1992)
and in general recommendations for housing of laboratory animals
(CCAC, 1980; Bruhin, 1989; Kunstyr, 1988b; BG Chemie, 1990; National
Research Council, 1996).

Education is an important part of an effective safety programme. All
safety instructions should be in written form and must be readily avail-
able at all times.

The first point must be adherence to safety procedures and proper
behaviour, such as use of personal protective clothing. Prohibition of
eating, drinking, smoking, handling of contact lenses and the applica-
tion of cosmetics in the laboratory are other basic rules, as is the separa-
tion of food storage refrigerators from laboratory refrigerators. The most
likely route of infection is direct contact with contaminated animals or
materials. Micro-organisms do not usually penetrate intact skin. The
risk of infection can therefore be reduced by repeated hand decontami-
nation and by decontamination of surfaces or contaminated instru-
ments.

Working with infectious agents should not be permitted in cases of
burned, scratched or dermatitic skin. Needles and other sharp instru-
ments should be used only when necessary, and handling of infected
animals should be allowed only by experienced and skilled personnel, to
prevent bite wounds. Working in safety cabinets helps to avoid inhalation
of infectious aerosols and airborne particles which are easily generated in
cages when animals scratch or play. Other procedures that might bring
organisms directly onto mucous membranes are mouth pipetting and
hand-mucosa contact. Both must be strictly forbidden.

Most animal facilities are constructed in such a way that proper clean-
ing and disinfection can be performed easily, which helps to control
infectious animal experiments. In contrast to clinical laboratories, there is
usually no wooden furniture and sufficient space is provided to allow
access for cleaning and disinfecting whole rooms or areas.

Microisolator cages are often used in animal facilities for transportation
within the facility in order to avoid exposure of humans to allergens. Such
cages, too, help to reduce the risk of spreading micro-organisms during
transportation.

In most animal facilities containment equipment (microisolator cages,
isolators) is used if immunosuppressed animals have to be protected from
the environment or if infected animals might be a hazard to humans or
other animals. Experiments with infectious agents will usually be
conducted in separate areas that fulfil all safety requirements such as
ventilation (negative pressure in laboratories to prevent air flow into non-
laboratory areas) or, better, in isolators which represent the most stringent
containment system. For safety reasons, containment is generally neces-
sary if animals are artificially infected with pathogenic micro-organisms.
Various systems can be used, depending on the properties of the agents
(e.g. pathogenicity, environmental stability, spreading characteristics). In
the case of low pathogenic organisms, microisolator cages might be
sufficient. The risk of infection during handling is reduced if all work with
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Safety levels

open cages is conducted in changing cabinets or in laminar flow benches.
Individually ventilated cages operating with a negative pressure are more
suitable than microisolators to prevent spread of micro-organisms if they
are handled properly. The highest level of safety can be achieved by using
a negative-pressure isolator. If handling through thick gloves is not
possible, handling of animals can be performed in safety cabinets that can
be docked directly to the isolator.

An important part of safety programmes in laboratories, and especially
in laboratory animal facilities, is waste management. In contrast to
radioactive or chemical waste, infectious waste cannot be identified
objectively. In many cases judgement of whether waste from animals that
are not experimentally infected is infectious or not is dependent on the
person in charge. There is, however, no doubt if animals have been
infected experimentally. In such cases the presence of a pathogen allows
evaluation of the risk, which depends on the virulence and the expected
concentration of an agent together with the resistance of a host and the
dose that is necessary to cause an infection. The risk of pathogen trans-
mission is increased by injuries with sharp items such as needles, scalpels
or broken contaminated glass. Segregation of such sharp items and
storage in separate containers is necessary to keep the risk of infection to
a minimum.

Infectious waste from animal houses (bedding material, animal
carcasses) can be submitted to chemical or thermal disinfection, but
incineration and steam sterilization are the most common treatment
methods. Incineration has the advantage of greatly reducing the volume
of treated materials. The usually low content of plastic material in waste
from animal housing and the high percentage of bedding material (e.g.
wood shavings) resulting in a high-energy yield make incineration the
method of choice.

Classification of micro-organisms

Four different safety levels have been established (Centers for Disease
Control/National Institute of Health, 1993), which consist of combi-
nations of laboratory practices and techniques, safety equipment and
recommendations for operation of laboratory facilities. The classification
of an organism or parts of it (DNA, toxin) is based on various factors such
as the host spectrum, virulence for healthy humans and animals, minimal
infectious dose, mode of transmission, epidemiological situation
(prevalence in a given population), availability of antibiotics, vaccines or
other treatments, and tenacity (Table 11). The recommended levels repre-
sent those conditions under which the organism can ordinarily be safely
handled. Sometimes, more stringent practices may be necessary when
specific information is available to suggest that virulence, pathogenicity,
vaccine and treatment availability or other factors are altered. For
example, hantaviruses are typical BL-3 pathogens. Many researchers
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consider hantaviruses BL-4 agents when inoculated into laboratory
animals, especially into rats, since there is clear evidence of aerosol trans-
mission from infected animals. The safety instructions are applicable for
working with organs, tissues or cells that contain or may shed micro-
organisms. For example, many cell lines have been immortalized by SV40
virus and may shed this pathogen. Such cells, like the virus, should be
handled by using biosafety level 2 practices.

The biosafety level assigned to an agent is based on activities typically
associated with the manipulation of quantities and concentrations of
infectious agents required to accomplish its identification. If activities
require larger volumes or higher concentrations or manipulations which
are likely to produce aerosols, additional personnel precautions and
increased levels of containment are indicated. Details on all aspects of
biosafety have been published by the Centers for Disease
Control/National Institute of Health (1993) and BG Chemie (1990,
1991a,b,c, 1992).

® Biological safety level | (BL-1) applies to the use of characterized micro-
organisms not known to cause disease in healthy human adults. BL-I
organisms are, for example, attenuated viruses that are used for the
production of life vaccines (e.g. polio vaccine), or viruses that are apathogenic
for man and animals. Life vaccines for animals containing viruses that may be
pathogenic for humans may keep their pathogenic properties for humans.
Therefore, a Newcastle disease vaccine, although apathogenic for poultry, is
classified as level 2. Other level | pathogens are many plant viruses (e.g.
tobacco mosaic virus) and viruses of bacteria and fungi (phages). All bacteria
that do not multiply in warm blooded organisms, saprophytes and bacteria
that have been used for the production of foodstuffs (e.g. lactobacilli) or the
preservation of vegetables are also classified as class |. Fungi that do not infect
healthy humans (even if they have the potential to infect immunocompro-
mised hosts) are classified as level | (e.g. Saccharomyces cerevisiae, Malassezia
furfur, Aspergillus niger).

® Biological safety level 2 (BL-2) is used for work involving agents that represent a
moderate hazard for personnel and the environment, for farm or wild-living
animals, or for plants. This level is applicable to clinical, diagnostic, teaching and
other facilities in which work is done with a broad spectrum of agents that are
present in a population and are associated with human or animal disease of
varying severity. Most vertebrate viruses and a broad spectrum of bacteria (e.g.
E. coli, Staph. aureus, Clostridium tetani, Vibrio cholerae) are classified as BL-2
organisms. Fungi that may infect healthy humans or animals (e.g. Candida
albicans, Trichophyton mentagrophytes, Microsporum canis, Aspergillus fumigatus)
and for which efficient drugs are available are also classified as biosafety level 2.
Classification of parasites is in many cases dependent on additional factors
that may have impact on the risk. Most pathogenic parasites (protozoans,
trematodes, nematodes, mites and insects, including lice and fleas) are
classified as BL-2. For some protozoal parasites, the primary laboratory
hazard arises from transmission by arthropod vectors. For such parasites (e.g.
Trypanosoma cruzi, Leishmania donovani, Plasmodium falciparum) working is only
classified as BL-2 if vectors necessary for transmission are not used. For other
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parasites a different risk may arise from larval stages or from adult parasites.
For several trematodes the most serious risk arises from larval stages (e.g.
Fasciola hepatica, Dicrocoelium sp., Paragonimus sp., Opisthorchis sp., Schistosoma
sp.). Working with larvae, therefore, requires BL-2 practices, whereas work-
ing with adult worms is classified as BL-1. In contrast, working with
Echinococcus sp. should be conducted under BL-2 conditions only if it is
restricted to hydatid cysts, whereas working with adults requires a higher
safety level.

® Biological safety level 3 (BL-3) is used when working is necessary with
indigenous or exotic agents that may cause serious or potentially lethal
disease as a result of autoinoculation or ingestion or with a potential for
aerosol transmission. Among viruses, yellow fever virus, human immuno-
deficiency virus (HIV) or herpes virus B are classified as BL-3 pathogens. Only
few bacterial species (Mycobacterium tuberculosis, Yersinia pestis, Rickettsiae,
Pseudomonas mallei, Coxiella burneti, Brucella melitensis, Chlamydia psittaci) or
fungi (Blastomyces dermatitidis, Coccidioides immitis, Histoplasma capsulatum)
pose a serious risk to laboratory workers or animals or a moderate risk to the
population, and may therefore be classified as BL-3. Few parasites are classi-
fied as BL-3 organisms if working includes use of vectors (e.g. Trypanosoma
cruzi, several Leishmania species like L donovani, Plasmodium falciparum). In the
case of Echinococcus species (e.g. E. granulosus, E. multilocularis), working with
adult worms may be classified as BL-3, whereas BL-2 is applicable if working is
restricted to hydatid cysts.

® Biological safety level 4 (BL-4) practices are applicable for work with highly
contagious and pathogenic or exotic organisms that may cause lethal
infections, for which there is no available vaccine or therapy and which may be
transmitted by the aerosol route. Additional agents with a close relationship
should also be manipulated at the BL-4 level. Examples are Lassa fever virus,
Marburg virus, Ebola virus, or smallpox. Of the animal pathogens, rinderpest,
foot and mouth disease and African swine fever should be considered as class
4 pathogens. At present, no bacterial pathogens, fungi or parasites are
classified as BL-4.
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Safety precautions

® Biological safety level | (BL-1) requires basic laboratory facilities and the use of
standard laboratory practices. No additional safety precautions are necessary
if animals are infected with BL-1 pathogens.

® Biological safety level 2 (BL-2) requires level | practices plus additional measures
such as the wearing of laboratory coats and protective gloves. Access is only
allowed for persons having specific training in handling pathogenic agents (and
technical staff, if necessary); public traffic is not permitted. No protective
clothes should be used outside the BL-2 area and all clothes must be auto-
claved before washing. Biohazard warning signs must be posted at the
entrance door. Food is not allowed to be stored. All persons working in a BL-
2 unit should inform supervisors on specific incidents that might influence
their resistance to pathogenic micro-organisms (e.g. pregnancy, immuno-
modulation) as well as on bite or scratch wounds from infected animals.
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Persons who are at increased risk of acquiring infection are not allowed in the
animal room. All infectious waste must be decontaminated before leaving a
BL-2 unit.

Clinical specimens (blood, body fluids, tissues) that may contain micro-
organisms pathogenic for humans should be handled using BL-2 practices.
Standard precautions include the use of a biological safety cabinet or a bio-
hazard hood when working with any clinical material. These cabinets are the
most commonly used primary containment devices in laboratories working
with infectious agents. Biological safety cabinets offer the additional
advantage of protecting the clinical specimens from extraneous airborne
contamination.

® Biological safety level 3 (BL-3) requires level 2 facilities and practices supple-
mented by controlled access to the laboratory and use of special laboratory
clothing and partial containment equipment (e.g. a biological safety cabinet).
Work surfaces are decontaminated after any spill of infectious material or at
least once a day. Entering a class 3 area is possible only via a lock system (two
self-closing doors) that strictly separates the area from adjoining rooms.
Windows must be sealed or constructed in such a way that they cannot be
opened. Access is allowed only for authorized and trained persons who have
been instructed in the specific risk situation and whose presence is required.
All persons should be supervised by competent scientists who are
experienced in working with the agents handled in the laboratory. Technical
staff need to be accompanied by skilled persons. Laboratory personnel should
be immunized against the agents handled or potentially present in the
laboratory.

® Biological safety level 4 (BL-4) requires even more strict safety practices
than BL-3. BL-4 units are usually located in a separate building. Exhaust air
must be HEPA filtered. Entrance doors are usually supplied with access
control systems and a lock system (three rooms) with a ventilation system
that guarantees that the air stream is flowing into the BL-4 area.
Laboratories must be separated from common areas in such a way that
access is restricted to authorized persons and is impossible for non-
authorized persons. A logbook must be used, indicating the date and exact
time of entry and exit. The laboratories have to be disinfected before
access of other persons (e.g. technical staff) is allowed. Working alone is
not allowed. The laboratory worker must be completely protected from
aerosolized infectious materials, which is accomplished by working in a class
Il biological safety cabinet or a full-body, air-supplied positive-pressure
personnel suit. All persons have to take a decontaminating shower before
leaving the laboratory. A double-door autoclave and a pass-through dunk
tank must be available for decontaminating materials passing out of the
laboratory.

Housing systems and operational practices

Biosafety criteria for housing vertebrates have been defined in the USA by
the Centers for Disease Control (1988) for biosafety levels 2 and 3, and
later for all 4 biosafety levels (Centers for Disease Control/National
Institute of Health, 1993). Specific regulations for housing infected
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animals according to different safety levels also exist in other countries
(e.g. for Germany see Gentechnik Sicherheitsverordnung Anhang V).
Therefore, only general comments are given here.

Laboratory animal facilities may be organized in different ways.
Sometimes, animal facilities are extensions of laboratories and are
managed under the responsibility of a research director. Large research
institutions, companies or universities often have centralized laboratory
animal facilities that are managed by laboratory animal specialists. They
are usually separated from laboratories or institutes. Such facilities
usually easier fulfil the legal requirements (animal welfare, safety) due to
a more proficient management and specialized personnel, and their size.
Centralized animal facilities are usually multipurpose with a number of
animal species or strains that are used for a variety of different experi-
ments (short or long term) for different scientific disciplines (e.g.
toxicology, immunology, biochemistry, pharmacology, teratology,
surgery). Several housing systems (conventional units, barrier unit,
isolators) or microbiological quality standards (infected, pathogen-free,
gnotobiotic) can be found in large facilities (for more details, see pages
130-137). Therefore, strict separation of animals used for different experi-
ments (studies of infectious or non-infectious disease) or purposes
(production and breeding, quarantine) is usually self-evident, not only for
safety reasons, but also in order to avoid research complications or
influences between experiments. Traffic flow in centralized animal facili-
ties is usually reduced to a minimum, thus minimizing the risk of cross-
contamination. Such facilities are usually constructed in a way that
proper cleaning and personal hygiene is facilitated. Bedding material
from animal cages is removed in a way that formation of aerosols is
avoided, in order to minimize the risk of allergies and to reduce the risk
of airborne transmission of pathogens. Use of solid bottom cages helps to
reduce dust formation and is absolutely necessary if experimentally
infected animals are housed. The whole facility must be constructed in a
way that escape or theft of animals is impossible.

In general, biosafety levels recommended for working with infectious
materials in vitro and in vivo are comparable. Some differences exist,
because the activity of the animals themselves can introduce new hazards
by producing dust or aerosols, or they may traumatize humans by biting
and scratching. Therefore, the Centers for Disease Control/National
Institute for Health (CDC/NIH) (1993) established standards for activities
involving infected animals, designated ‘animal biosafety levels’ (ABSL)
1-4. These combinations describe animal facilities and practices appli-
cable to work on animals infected with agents assigned to the corre-
sponding BL1 to BL4.

Housing animals of ABSL-1 is usually no problem if an animal facility
as well as operational practices and the quality of animal care meet the
standard regulations (CCAC, 1980; Bruhin, 1989; ILAR, 1997). In contrast
to experiments with non-infectious materials, additional hygiene
procedures should be applied, such as decontamination of work surfaces
after any spill of infectious material and decontamination of waste before
disposal. Persons who may be at increased risk of acquiring infections
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should not be allowed to enter rooms in which infected animals are
housed.

Additional practices are necessary for ABSL-2. Careful hand dis-
infection is necessary after handling live micro-organisms. All infectious
waste must be properly disinfected (preferably by autoclaving), and
infected animal carcasses should be incinerated. Cages and other
contaminated equipment are disinfected before they are cleaned and
washed. Whenever possible, infected animals will be housed in isolation
to avoid the creation of aerosols. Physical containment devices are not
explicitly required by the CDC/NIH (1993) for ABSL-2. Microisolator
cages are not recommended because they do not reliably prevent
aerosol formation and transmission of micro-organisms. They should
only exceptionally be used for housing, and must be placed in venti-
lated enclosures (e.g. laminar flow cabinets). Therefore, the lowest level
of biocontainment should be ventilated cages with negative pressure. In
many institutions negative-pressure isolators are considered the only
suitable containment devices for housing animals infected with poten-
tial human pathogens. Special care is necessary to avoid infections dur-
ing necropsy of infected animals. Necropsies as well as harvesting
tissues or fluids from infected animals should therefore be carried out in
safety cabinets.

Like for work with BL3 materials, access to an ABSL-3 facility is highly
restricted. Laboratory personnel receive appropriate immunizations (e.g.
hepatitis B vaccine). Physical containment devices are necessary for all
procedures and manipulations. Animals must be housed in a containment
caging system. Individually ventilated cages might be acceptable in
specific cases, but negative-pressure isolators or class II biological safety
cabinets offer a maximum of safety because supply and removal of
infected materials is done in closed containers, thus reliably avoiding a
risk of transmission. Very few facilities house ABSL-3 animals. If this is
really necessary, much greater safety precautions will be taken than
recommended by CDC/NIH (1993) (e.g. one-piece positive-pressure suit
ventilated with a life-support system).

ABSL-4 is extremely uncommon and will be avoided whenever
possible because transmission of extremely pathogenic organisms to
humans is always possible by scratching or biting. Maximum access con-
trol and hygiene measures are necessary.
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INTRODUCTION

Lymphocytes are the cells that provide specificity to host defence.
Identifying the phenotype and antigen specificity of lymphocytes that
have been isolated from animals infected with microbial agents is integral
to understanding protective immunity. There are various methods of iso-
lating, purifying and characterizing lymphocytes from the tissues of
infected animals. Some of these are elegant and sophisticated procedures
that rely on expensive instrumentation (i.e. flow cytometry) to yield
highly purified and well-characterized cell populations. These proce-
dures are not the principal subject of this chapter, which will focus largely
on simple preparative techniques that can be used by nearly any micro-
biology laboratory. These techniques will yield populations of lympho-
cytes suitable for functional assessment in vitro, or adoptive transfer to
recipient animals in vivo. For detailed descriptions of more sophisticated
techniques, the reader is referred to specific chapters in this volume
dealing with these subjects.
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466006 SOURCES OF LYMPHOCYTES

Thymus

Spleen

Lymphocytes can be obtained from a variety of tissues of infected ani-
mals. The numbers of cells that can be recovered from each site vary
depending on the type of tissue, the age and physiological status of the
animals, the immune status of the donor, the virulence of the infectious
agent, and the time during the infection at which the tissue is sampled.
The investigator needs to decide what site is most relevant, convenient
and able to yield the required numbers of cells, before initiating a study.
For systemic immunization or infection studies, the most common
sources of lymphoid cells are the spleen, peritoneal cavity and draining
lymph nodes. If the investigator is interested in the mucosal immune
response, then relevant sites include the mucosal associated lymphoid tis-
sues (Peyer’s patches, etc.), mucosal epithelium and draining lymph
nodes.

The thymus is relatively large in young animals, and then involutes with
age. It is easily removed and disrupted, yielding large numbers of a rela-
tively pure population of T lymphocytes; few B lymphocytes are also pre-
sent. These T cells are largely immature cells (mostly CD4*CD8) that have
not yet been primed by exposure to antigen (Ritter and Boyd, 1993).

Unlike the thymus, the spleen does not involute as the animal matures.
The spleen can be readily disrupted, yielding mixed suspensions of T and
B lymphocytes, macrophages, some neutrophils, dendritic cells and stro-
mal cells (fibroblasts). The latter are usually a minority of the cells present.
Splenomegaly is common during many types of microbial infection. This
increases the numbers of cells that can be isolated, and changes the pheno-
types of the cell populations present (Haak-Frendscho and Czuprynski,
1992).

Peritoneal Exudate Cells

The unperturbed peritoneal cavity contains a mixed population of
mononuclear cells (both lymphocytes and macrophages). Neutrophils
and eosinophils should be present in very low numbers. Mast cells are
a minority population (generally 5% or less), but are conspicuous
because of their large basophilic granules. After intraperitoneal injec-
tion of microbes, microbial products or other sterile irritants, there is a
rapid influx of inflammatory cells into the peritoneal cavity. There is
temporal sequence to the leukocyte infiltration (Czuprynski et al.,
1984). The earliest to arrive are neutrophils, which predominate during
the early phase of inflammation (4-12h). These are later replaced by
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eosinophils and mononuclear cells (especially macrophages), although
neutrophils continue to be present in significant numbers up to 24h
after injection of irritants such as thioglycollate or proteose peptone.
The numbers and types of cells vary depending on the genetic pheno-
type and immune status of the recipient and the nature of the agent
injected. Injection of microbial antigens will elicit little cellular response
in a non-immunized animal, whereas it can initiate a significant influx
of inflammatory leukocytes in an immunized animal (Czuprynski et al.,
1985).

Isolation/Preparation of
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Lymph Node Cells

Lymph node cell suspensions contain B and T lymphocytes, as well as
macrophages, dendritic cells and stromal cells. The numbers of lym-
phocytes recovered from lymph nodes depend on which nodes are col-
lected, and whether there has been recent antigen stimulation. A single
mouse lymph node will yield relatively few cells (generally not more
than 1X10°. Thus, recovery of adequate numbers of cells requires care-
ful planning regarding the numbers of animals in each experimental
group, and the number of lymph nodes that must be harvested to
obtain the numbers of cells required. Lymph nodes contain a tough
capsule that must be mechanically disrupted with forceps, or a mesh
screen, to release the lymph node cells from the network of stromal
cells and extracellular matrix proteins.

Peyer’s Patch and Other Mucosal Associated Lymphoid Tissue

If one is interested in investigating the mucosal immune response, it is
important to obtain lymphocytes from mucosal-associated lymphoid
tissue (MALT) that has been exposed to the microbial agent or its anti-
gens. The specific mucosal site sampled depends on the nature of the
infectious agent being studied. Most investigations focus on the gut-
associated lymphoid tissue (GALT), since at least some of its lymphoid
aggregates (i.e. Peyer’s patches, mesenteric lymph nodes) are visible to
the naked eye and can be readily removed from the surrounding
mucosal tissue (Czuprynski et al., 1996). Similar principles would be
followed if working with lymphocytes from other mucosal sites (e.g.
respiratory or genitourinary tracts). These large lymphoid aggregates
can be excised and mechanically dispersed as described for lymph
node cells. In addition to the large lymphoid aggregates in the MALT,
there are also intraepithelial lymphocytes (IELs) scattered throughout
the mucosa. These can be released simply by incubating the tissue in
medium, allowing the IELs to emigrate out of the tissue into the
medium (Ishikawa et al., 1993).
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The following protocol has been reported for isolation of murine IELs
(Ishikawa et al., 1993).

1. Remove the small intestine and flush out the lumen contents. Invert
the intestine with a piece of polyethylene tubing, and then cut it into
three or four segments. Transfer up to 10 segments to a plastic box
containing 250 ml RPMI-1640 tissue culture medium with 2% fetal
bovine serum (FBS), 25mm N-[2-hydroxyethyllpiperazine-N-[2-
ethanesulphonic acid] (HEPES) and penicillin streptomycin
(100 units ml™ and 100 pg ml”, respectively).

2. Place the box on an orbital shaker (150 rpm) in a 37°C incubator for
45 min.

3. Remove the non-adherent cell suspension and pass through a glass-
wool column to remove debris and adherent cells (i.e. macrophages
and stromal cells).

4. Add the non-adherent cells to a discontinuous Percoll gradient
(44% and 70%) and centrifuge for 30 min at 400g. The IELs are
removed from the gradient interface and washed twice in RPIM-
1640 with 2% FBS.

4666600 ISOLATION OF LYMPHOCYTES FROM
TISSUES

One can use both mechanical and enzymatic techniques to disrupt and
release lymphocytes from normal tissue architecture. In most instances,
the lymphocytes remain non-adherent and can be easily removed from
the larger and more dense parenchymal and stromal cells. The lympho-
cyte-enriched cell suspensions then can be purified further to obtain the
cells needed. Specific procedures that can be used to release tissue lym-
phocytes are described below.

Mechanical Disruption

Tissue can be mechanically disrupted using several methods. The sim-
plest is to cut the tissue into conveniently sized fragments, and then push
these through a sterile nylon strainer using sterile forceps or the shaft of a
plastic syringe. Some investigators prefer to tease the tissue apart using
sterile forceps and scissors. With either procedure, the concept is the
same: break open the tissue capsule, disrupt the stromal architecture and
release the lymphocytes.

In the past, investigators frequently relied on the use of narrow mesh
stainless steel screens for tissue disruption. These are effective, but present
challenges regarding cleaning and sterilization. It is more convenient to
use the disposable sterile nylon mesh screens that can be purchased from
commercial suppliers (Falcon No. 2340, Becton Dickinson, Bedford, MA,
USA). The lymphoid tissue (e.g. spleen or lymph node) is rubbed across
and pushed through the screen with a syringe plunger into a small plastic
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dish that contains tissue culture medium or balanced salts solution. The
cell suspensions are then washed several times to remove debris and used
as an unseparated cell suspension, or subjected to further purification as
needed.
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Use of Density Gradients

The use of density gradients was initially described by Boyum (1968).
Employing a mixture of Ficoll (Sigma No. 8016, St Louis, MO, USA) and
sodium diatrizoate (Hypaque, a radiocontrast medium, Sigma No. S-
4506), one can obtain gradients of specified density and osmolarity suited
to the separation of cell types based on buoyant density. The specific den-
sity of the gradient that is needed for successful cell separation depends
on the species and cell type of interest. For example, human peripheral
blood cells can be purified from diluted whole blood (using phosphate
buffered saline (PBS) as diluent, generally at 2 or 3 parts per volume of
blood) using Ficoll-Hypaque of 1.077 density (290 mM osmolarity, Sigma
No. 1077-1). This can also be used for mouse peritoneal or spleen cells,
although some find that a 1.083 (320 mm osmolarity) density Ficoll-
Hypaque ('Lympholyte-M’, No. ACL-5030, Accurate Chemical,
Westbury, NY, USA) is better suited for this purpose. Determining the
optimum density for a particular cell from a given species is an empirical
process. Starting with a 1.081 density medium, and centrifuging at 400g
for 30 min at room temperature is a good starting point. By altering the
density, time and centrifugal force, a satisfactory separation can be
achieved for many cell types.

The following procedure can be used to isolate murine lymphoid cells.
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1. Suspend the cells in calcium and magnesium-free PBS or HBSS,
with 10 mM ethylenediaminetetraacetic acid (EDTA) added to pre-
vent cell clumping or fibrin deposition. The cells should preferably
be placed in a round-bottomed rather than a conical disposable
plastic polystyrene tube.

2. Using a long Pasteur pipette, or sterile needle with a syringe, under-
lay the diluted cell suspension with 0.5ml Ficoll-Hypaque per
millilitre of cell suspension. This should be added slowly, to avoid
mixing.

3. The tubes should be centrifuged at 400g for 30 min at 22°C. The G
force needed will vary depending on the density of the Ficoll-
Hypaque, and the type of cells being isolated. One should consult a
nomograph for your centrifuge to determine what speed is needed
to obtain the desired G force. It is important that the centrifugation
be done at 22-25°C, as the density of the gradient changes at refrig-
eration temperature (4-10°C).

193



4. The mononuclear cells (lymphocytes and mononuclear phagocytes)
will accumulate as a hazy white band at the gradient interface, from
which they can be readily aspirated.

5. Granulocytes (principally neutrophils) can be recovered from the
cell pellet. The pellet can also contain erythrocytes, mast cells,
eosinophils, immature leukocytes and, possibly, stromal cells.

6. Contaminating red cells can be lysed with dilute ammonium chlo-
ride (8.29 g NH,CI, 0.37 g Na, EDTA, and 1 g KHCO, in 11 distilled
H,O, pH 7.3). In some instances (i.e. bovine blood), red cells can be
lysed by a brief hypotonic shock using dilute phosphate buffer
(37 mmM phosphate, pH 7.20, no sodium chloride) for 45s, before
restoring isotonic conditions (by adding 0.1 volume 8.5% NaCl
buffered with 37 mm phosphate, pH 7.20).

7. Both the mononuclear and granulocyte populations should be
washed two or three times in Ca* and Mg* containing Hank’s bal-
anced salts solution (HBSS), or tissue culture medium, to remove
the contaminating Ficoll-Hypaque before the cells are used. Failure
to do so could result in loss of viability or functional activity, as the
Ficoll solution is somewhat toxic to cells.

8. Contamination with bacterial endotoxin can occur (Haslett et al.,
1985), which is a concern in many cell culture systems. Each inves-
tigator should check their stocks of reagents, and the distilled water
used to prepare them, with the Limulus assay (Biowhitakker,
Walkersville, MD, USA) to estimate levels of endotoxin contamina-
tion.

An alternative density gradient procedure involves the use of Percoll, a
polyvinylpyrrolidone coated colloidal silica in water. Percoll can be used
to produce discontinuous or continuous density gradients, which can be
used in a manner similar to Ficoll-Hypaque, to isolate various types of
leukocytes (Harbeck et al., 1982).

Use of Adherence to Remove Mononuclear Phagocytes

The tendency of mononuclear phagocytes to adhere to glass or tissue cul-
ture plastic, can be used to enrich for, or remove, macrophages from a
mononuclear cell suspension. Mononuclear phagocytes obtained from
different tissue sites are all adherent, but can differ in how strongly they
adhere. In general, cells activated at sites of inflammation in vivo are more
adherent than resident cells. The purity of the lymphocyte populations
obtained after adherence can vary, depending on the type of tissue culture
grade plastic used, and the presence or absence of additional coating (e.g.
serum proteins, poly(L-lysine)) on the surface. However, commonly avail-
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able tissue culture plates have all been designed to promote adherence, so
that the differences among manufacturers should not pose significant
problems in many applications. Adherence can be performed with or
without the addition of serum or other proteins (e.g. bovine serum albu-
min (BSA)). In general, mononuclear phagocyte adherence is higher in the
absence of serum, but non-specific adherence of lymphocytes is also
greater (Musson and Henson, 1979).

A general outline for depletion of mononuclear phagocytes, to yield
lymphocyte-enriched cell populations is described below (Czuprynski et
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1. The mononuclear cells are plated onto tissue culture flasks at a den-
sity not exceeding 2X10’ cells per 25-cm® flask, or 2X10° to 4 X 10°
cells ml™ (or per well), in a 24-well tissue culture cluster plate.

2. The cells are incubated at the appropriate temperature (usually
37-39°C) with 5% CO, for 1-2 h.

3. To recover a mononuclear-phagocyte-depleted population of cells
(i.e. largely lymphocytes), the non-adherent cells are gently
removed by carefully decanting them into a new tissue culture
flask. A second round of adherence can be performed, if needed, to
try to remove additional mononuclear phagocytes.

4. The non-adherent cells are then centrifuged, counted with a haemo-
cytometer and checked for viability (see later section on viability
and counting cells).

5. To confirm depletion of mononuclear phagocytes, a cytocentrifuge
smear is prepared on a clean glass slide and a differential stain per-
formed (Wright-Giemsa, or Diff-Quik). The esterase stain is a more
specific staining technique, mononuclear phagocytes will usually
stain darkly, whereas lymphocytes will be negative or exhibit a dis-
crete spot of staining (Koski et al., 1980).

6. Mononuclear-phagocyte depletion can be verified by staining with
a fluorochrome-conjugated antibody directed against a mono-
cyte/macrophage-specific cell surface antigen (i.e. F4380 in the
mouse) (Springer, 1981), followed by flow cytometry or fluorescent
microscopy. Assessing ingestion of latex beads, or opsonized yeast,
is an additional functional assay, that can be performed to identify
phagocytes. T

7. To recover a mononuclear-phagocyte-enriched population, the
adherent cells can be removed physically with a plastic cell scraper
after two or three gentle washes of the adherent cells with 10-15 ml
warm medium.

8. Alternatively, the adherent cells can be removed from the flask sur-
face by incubation for 5-10 min at 37°C with 0.1% trypsin in Ca*
and Mg" free PBS or HBSS with 10 mM EDTA. Because trypsin
treatment also removes proteins from the cell surface, caution must
be used when staining for surface antigens or performing functional
assays.
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al., 1983). To perform adherence, mononuclear cells are washed two or
three times in HBSS or tissue culture medium.

Differential staining (Wright-Giemsa or Diff-Quik) and estimation of
viability (i.e. Trypan Blue exclusion) should always be performed. If there
is a significant percentage of non-viable cells, these can be removed by
pelleting the cell suspension through a Ficoll gradient, as described ear-
lier. The viable mononuclear cells will remain at the gradient interface,
whereas the dead cells will pellet at the bottom of the gradient.

Use of Nylon Wool to Enrich for T Lymphocytes

Nylon wool has long been used as a rapid preparative method to enrich T
cells from complex mixtures of cells such as bone marrow, peripheral
blood and spleen (Julius et al., 1973). The technique takes advantage of the

1. The nylon wool (Polysciences, Warrington, PA, USA) is pretreated,
to remove toxic impurities, by boiling for 1h in distilled water
which has been made 0.2 N in HCIL. The wool is then rinsed exten-
sively with tissue culture grade (18 MQ2) water by boiling for 20
min, in three successive changes of water.

2. The nylon wool is dried, packed loosely (to the 8-ml mark) in 10-ml
polypropylene syringes, wrapped and autoclaved. A nylon-wool
column so prepared is sufficient to allow T-cell enrichment from a
starting cell suspension of no more than 5X 10’ cells. The nylon
wool can be removed from the column and reused by following the
cleaning procedure outlined above.

3. To enrich for T lymphocytes, resuspend up to 5X10” mononuclear
cells in 1.0 ml HBSS with 5% fetal bovine serum (HBSS-FBS). The
columns should be washed with at least 35 ml of warm medium
before the cells are added in a volume of 1-2ml. The cells are
washed into the column with an additional 2 ml of warm medium,
and the column incubated in a 37°C incubator for 45 min.

4. The T-lymphocyte-enriched cell suspension is eluted by slowly
washing the column with 20 ml of warm HBSS-FBS. The eluted cells
are then centrifuged and resuspended at an appropriate concentra-
tion in the medium of choice (usually RPMI-1640 or Dulbecco’s
modified Eagle medium (DMEM).

5. The efficacy of macrophage depletion should be verified by micro-
scopic examination of cytocentrifuge prepared smears that are dif-
ferentially stained with Wright-Giemsa or Diff-Quik. Monocyte
contamination can be determined by esterase staining, and T-cell
purity by fluorescent microscopy or flow cytometry, using FITC-
Thy1 monoclonal antibody (mAb).

6. Usually one can expect to obtain approximately 60-80% T cells
(Julius et al., 1973; Czuprynski et al., 1985). Multiple rounds of nylon
wool passage can improve this somewhat.
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relative “stickiness’ of mononuclear phagocytes, and B cells, which tend to
adhere when passed slowly through a column (usually a 10-ml syringe) of
loosely packed nylon wool.

Use of Complement-mediated Lysis to Remove Cell Populations

Complement-mediated lysis provides a powerful and convenient method
for eliminating specific cell populations (Hathcock, 1991). The chief limi-
tation is that you must use an antibody, specific for the surface marker of
interest, of an isotype that can fix complement. Lymphocytes are sus-
pended in RPMI (or HBSS) containing 5% FBS, at a cell concentration
ranging from 1X10"to 1X10° cells ml™. The total volume should be kept
small in order to conserve the amount of antibody used. The antibody
used can be a polyclonal or monoclonal, and either purified or unpurified
(ascites, antiserum or culture supernatant). Appropriate specificity con-
trols (an antibody of the same isotype that does not bind to the cell type of
interest), must be included in all cases. If the antibody concentration, and
complement-fixing activity are not known, these should be titrated
beforehand, to determine the minimum amount needed for effective lysis.

If the antibody for the marker of interest does not fix complement, then
a complement-fixing second antibody, which specifically recognizes the
heavy or light chains of the first antibody, can be used. Concern about
complement-fixing ability is less of an issue when using polyclonal anti-
bodies, since immunized rabbits or goats will generally produce some
antibodies that bind complement.

The complement source is important. Mouse serum is generally low in
complement lytic activity (Ooi and Colten, 1979), and hence a homolog-
ous system cannot be used. Baby rabbit serum (Low-Tox M, Accurate
Chemical, Westbury, NY, USA) is an excellent source of high-titre com-
plement, which generally works well with mouse and rabbit antibodies.
Guinea-pig complement also usually works well. It may be necessary to
absorb the complement source with agarose (see below) to remove non-
specific toxicity before it is added to the antibody-coated cell suspension
(Cohen and Schlesinger, 1970). Appropriate controls include use of an
irrelevant antibody of the same isotype, plus the complement source, to
demonstrate specificity of cell lysis.

To absorb rabbit or guinea-pig serum for use in complement depletion,
use the following procedure.

Isolation/Preparation of
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. Thaw the serum on ice.

. Add 1 g molecular-biology grade agarose per 10 ml serum.

. Incubate on ice, with occasional mixing, for 15 min.

. Centrifuge at 400g and carefully remove the supernatant. Store the
absorbed serum in aliquots at -70°C. To prevent loss of lytic
activity, avoid freeze-thawing, and keep on ice until used in an
experiment.

BN
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The following protocol could be used to perform complement-medi-
ated depletion of a T-cell subset:

1. Suspend mononuclear cells in RPMI containing 5% FBS at a cell
concentration of 5 X 10° to 50 X 10° ml™.

2. Include a control antibody tube (same isotype that does not bind the
cells of interest), and a complement-only control tube. Add the pri-
mary antibody at 1-2 pg per 10° cells (it is important to use a concen-
trated preparation of antibody to avoid excessive dilution of the cells).

3. Incubate on ice for 45 min, wash twice with media, and resuspend
the cells in the original volume of medium.

4. If the primary antibody does not fix complement, add 1-2 pg of the
second antibody (which recognizes the light or heavy chains of the
first antibody), and incubate 30 min on ice.

5. Wash the cells twice with ice-cold RPMI-FBS, and resuspend in the
original volume of the same.

6. Add an equal volume of the complement source (diluted to an
appropriate concentration in medium) and incubate in a 37°C water
bath for 30—45 min.

7. Wash the cell suspension twice with medium, and verify depletion
by staining with FITC-labelled antibody for the marker of interest,
followed by flow cytometry or fluorescent microscopy.

If cell depletion is not satisfactory, a second round of complement-
mediated lysis can be performed. If the cells exhibit clumping, strain
through a 40-pm nylon screen, or gently pipette up and down through a
5-ml pipette, to disperse the cell clumps. This is particularly important if
the cells are to be transferred to recipient animals, as intravenous injection
of cell clumps can cause thrombosis and death.

Use of Magnetic Beads

The use of magnetic beads coupled to specific antibodies is a rapid and
powerful technique to obtain highly purified cell subsets. The technique
requires mAbs against cell surface markers of interest, magnetic-bead-
coupled second antibodies and a high-flux-field magnet (Monk et al.,
1990). The latter can be in the form of either a magnetic plate that is placed
underneath a flask or tissue culture plate (Becton-Dickinson, Bedford,
MA, USA), or a magnetic column through which the cells pass (Miltenyi
Biotec, Auburn, CA, USA).

For a detailed description of these procedures, the reader is referred to
the appropriate chapter (1 in Section I). We have used the magnetic plate as
a bulk method for selecting or depleting cell types from a mixed cell sus-
pension. In brief, the cells are suspended in RPMI-FBS, or other appropriate
medium, incubated with the mAb of interest (1-3 pg per 10° cells) in a small
volume (0.2 ml) on ice for 45 min. The cells are washed twice with cold
medium, and resuspended in the original volume of fresh medium. An
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appropriate magnetic-bead-conjugated second antibody is then added, and
the cells incubated for 45 min on ice (to prevent capping). The resulting cell
suspension is then placed in a small tissue culture flask, which is placed on
amagnetic plate (Collaborative Research, Bedford, MA, USA) and incubated
at room temperature for 15 min. Those cells expressing the marker of inter-
est will quickly settle to the bottom of the flask, where they will be held by
the magnetic force exerted on the cell-associated beads. The negative (non-
adherent) cells are decanted to a sterile tube or flask, washed and then resus-
pended in medium before being tested for viability and depletion of the
subset of interest. Although recovery of the positively selected population
can be done by removing the plate from the magnet, the magnetic beads
must drop off before the cells can be used in a functional assay. In our ex-
perience the efficacy of the method depends on the surface marker and mAb
being used. Each investigator should verify their own experimental system.
Alternatively, antibody-labelled cells can be passed through a cell-perme-
able matrix in the presence of a high-flux magnet (Miltenyi Biotec, No. 42201,
Auburn, CA, USA) (Monk et al., 1990). This method can yield a high purity
negatively-selected population; recovery of the positive cell populationis also
possible. The method is well suited to the purification of large numbers of
cells, since several columns can be employed simultaneously, and sequential
passages through the column (using different mAbs) can be performed in a
few hours. Incubating the cells for 16-24 h in vitro, facilitates shedding of the
antibody-counted beads that are used in the separation process.

Petri dishes or plastic flasks coated with an antibody against a particular
cell surface marker can be used to immobilize that cell type on the plastic
surface (‘panning’) (Wysocki and Sato, 1978). The technique works best
for negative selection, but can be used for positive selection as well.

1. Use bacteriologic plastic Petri dishes to reduce non-specific adher-
ence of cells. Coat the dishes with 4-5 ml of a solution (150 mm NaCl
with 50 mm Tris buffer, pH 9.5) containing antibody (10 pg mi™)
specific for the surface marker of interest, and incubate overnight at
4°C.

2. Remove the fluid and wash the dish four times with PBS/1% FBS.
Block non-specific binding sites by incubating the dish with
PBS/1% FBS for 30 min at room temperature.

3. Wash the plate four times with HBSS/1% FBS. Add 20X 10° to
200X 10° cells per dish (depending on cell type) in 5ml cold
HBSS/1% FBS.

4. Incubate the dish at 4°C for 1h. Gently aspirate the medium and
remove the unattached cells. Wash twice with 3-5ml cold
HBSS/1% FBS.

5. Centrifuge the cells at 4°C. Wash twice with the medium that will
be used in subsequent experiments.
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Use of Flow Cytometry

14444 44

Viability
Trypan blue

Flow cytometric cell sorting can yield very high purity cell preparations.
For a detailed description of this method the reader is referred to the book
by Shapiro (1988) and to chapter 1 in Section I. The method involveslabelling
the subset of interest with a fluorochrome-labelled primary or secondary
antibody, and then sorting the cells after gating for cell density and fluo-
rescence. Cells (5 X 10° to 50 X 10°) are incubated with 1-3 pg antibody per
10° cells in a small volume (0.1-0.2 ml), at 4°C to prevent capping. Sorting
of two or more cell populations can be achieved using multicolour staining
with different antibodies, each of which recognizes a distinct surface marker
and is conjugated with a different coloured fluorescent probe. The draw-
backs of cell sorting include the time needed for sorting, the difficulty of
maintaining sterile cell suspensions and the limitations on the numbers of
cells that can be sorted. For these reasons, the less sophisticated preparative
methods already described (columns, adherence, lysis, etc.) are often used,
at least initially, when large numbers of cells are required.

QUALITY CONTROL

Once a cell suspension has been obtained it is important that it is assessed
for the purity of the cell populations present and the viability of those
cells. There are various ways this can be done. We briefly discuss some of
the simpler and more rapid methods.

Probably the most frequently used rapid method for assessing cell viabil-
ity is the exclusion of Trypan Bluedye. Viable cellsactively transport Trypan
Blue out of the cell and remain refractile and colourless. In contrast, cells
that are dead or have a damaged cell membrane cannot eliminate Trypan
Blue and will appear pale to dark blue (Caron-Leslie et al., 1994). Although
rapid, easy and inexpensive, the method suffers from several limitations.
First among these is the question of whether blue cells are truly dead or
merely exhibit membrane damage that might be reversible. Secondly, if
cells have been killed and completely lysed, then enumerating only the
percentage of cells that take up Trypan Blue may grossly underestimate
cell death, unless one incorporates a total cell count. A protocol for per-
forming Trypan Blue exclusion is given below.

1. Make up 0.4% Trypan Blue in isotonic saline.

2. Add one drop per 0.2 ml of cell suspension.

3. Load into a haemocytometer and count at least 100 cells at 100X mag-
nification. Score for both blue (dead) cells, and the total number of cells.

4. Calculate the percentage of dead cells, and the total number of cells
present.
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Propidium iodide staining

Propidium iodide is also excluded from viable cells. Dead cells become per-
meable to the dye, which then intercalates with their DNA. The resulting
staining can be detected by flow cytometry or fluorescence microscopy
(Shapiro, 1988). Using proper gating for the cell population of choice, this can
provide a useful estimate of the proportion of dead cells in a cell suspension.

Vital dye staining
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Some dyes (e.g. Neutral Red) are only taken up by viable cells. These dyes
can be used to stain the cells, and an estimate of the viability of the cell pop-
ulation (monolayer or cell suspension) can be made by using the relative
light absorbance (Kaufmann et al., 1987). Inclusion of appropriate controls
for background lysis, and maximum cell lysis, allows generation of stan-
dard curves from which one can extrapolate the number of viable cells.

Reduction of tetrazolium salts

Viable cells will take up various tetrazolium salts: 3-(4,5-dimethylthiazol-
2-yD-2,5-diphenyltetrazolium bromide (MTT) and 2,5-bis[2-methoxy-4-
nitro-5-sulfophenyl]-5-[(phenylamino)carbonyl]-2H-tetrazolium hydro-
xide (XTT). These compounds are reduced to a formazan compound in
the mitochondria of intact cells. This formazan product can be readily
detected with a spectrophotometer, thus providing a means of measuring
both cell viability and metabolic activity (Green et al., 1984; Scudiero et al.,
1988). For cells that proliferate (lymphocyte blast transformation), MTT or
XTT provide an attractive alternative to the use of radioisotopes such as
[Hlthymidine. For cells that are not proliferating, the absence of signal
(i.e. decreased dye reduction) is an indication of cell death, or at least
physiological inactivity. Inclusion of proper controls for background and
maximal cell lysis, allows estimation of the percentage of viable cells.

1. Add cells (2 X 10° ml™) to wells of a 96-well microtitre tissue culture
plate.

2. Prepare XTT (1mgml") in warm medium without sera, and
phenazine methosulphate (PMS) at 5 mm (1.53 mg ml™) in PBS.

3. Add PMS solution (1:20 by volume) to the XTT solution to make
0.25 mM PMS-XTT (both from Sigma, St Louis, MO, USA) solution.

4. Remove the medium from the cells and replace with the 0.25mm
PMS-XTT solution. Incubate fer4h at 37°C. It might be necessary to
incubate resting cells, that are metabolically less active for a longer
period.

5. Mix the medium, and read the absorbance at 450 nm using a micro
enzyme linked immunosorbent assay (micro-ELISA) plate reader
(e.g. Dynatech Model 600).
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Differential Staining

The types of cell present in a cell suspension can be estimated by staining
the cells with one of several commercial stains. If the cells are adherent to
a glass or plastic surface (i.e. coverslip), as for macrophages, this is a sim-
ple matter. If the cells are in suspension or non-adherent (as for lympho-
cytes), then it is first necessary to adhere the cells mechanically to a clean
glass slide before they are stained. To do this, one adds a small volume
(usually 0.1 ml) of a cell suspension at an appropriate density (usually
0.5%X10° to 2X10°ml”") to a chamber in a cytocentrifuge (Shandon-
Lipshaw, Sewickley, PA, USA). The centrifugal force exerted during oper-
ation forces the cells onto the surface of the slide, where they form a
circular ring that is readily visible. The slide is then air-dried, fixed with
methanol (by air drying or with ethanol) and stained with Wright-Giemsa
or Diff-Quik stains. With a little training, these cells can then be examined
microscopically at 400X magnification and scored for cell type (e.g. lym-
phocyte, neutrophil, macrophage). When so doing, at least 200 cells on
each slide should be scored, and the results expressed as the percentage of
each cell type in the total cell population. The absolute cell number should
also be determined using a haemocytometer or Coulter counter and the
results expressed as the absolute number of each cell type.
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List of Suppliers

Accurate Chemical Becton-Dickinson

300 Shames Drive Two Oak Park

Westbury Bedford

NY 11590, USA MA 01730, USA

Tel: +1 800 645 6264 Tel.: +1 800 343 2035

ax: +1 516 997 4948 Fax: +1 617 275 0043

-ympholyte M separation, Low-Tox M serum.  Falcon cell strainers, magnetic plate and mag-

netic beads.
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Biowhitakker, Inc.
8830 Biggs Ford Road
Walkersville

MD 21793, USA

Tel: +1 800 638 8174
Fax: +1 301 845 8291

Limulus reagents and kits.

Miltenyi Biotec, Inc.
251 Auburn Ravine Road
Suite 208

Auburn

CA 95603, USA

Tel: +1 916 888 8871
Fax: +1 916 888 8925

Magnetic cell separator and reagents.

Polysciences, Inc
400 Valley Road
Warrington

PA 18976, USA

Tel: +1 800 523 2575
Fax: +1 800 343 3291

Nylon wool.

Shandon-Lipshaw
515 Broad Street
Sewickley

PA 15143, USA

Tel: +1 800 245 6212
Fax: +1 412 788 1097

Cytocentrifuge.

Sigma

P.O. Box 14508
St. Louis

MO 63178, USA

Tel: +1 800 325 3010
Fax: +1 800 325 5052

Ficoll-Hypaque.
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2.2 Establishment of Murine T-cell Lines and
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4664466 INTRODUCTION

Most experimental systems benefit from simplicity. This certainly applies
to studies of the immune responses where complex cellular interactions
often make it extremely difficult to understand and appreciate the mech-
anisms underlying a particular effect. Early on, the need for simplified
experimental systems has led to the cloning of targets of the immune
response which, as transformed tumour cells, were more amenable to tis-
sue culture. However, the need for simplicity is even more apparent in
analyses of the responding cells of the immune system. The fact that both
B and T cells express clonally distributed antigen receptors, and therefore
carry clonal specificities, necessitates clonal analyses in studies on their
responses. This first led to the development of cloning systems for B cells
and their antibodies (Kohler and Milstein, 1975a,b; Shulman et al., 1978;
Kearney et al., 1979). Similar approaches for T cells were delayed, mostly
because our understanding of T cells has developed more slowly (Morgan
et al., 1976; Goldsby et al., 1977; Kappler et al., 1981; White et al., 1989).
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Cloning of T cells may have been even more crucial in attempts to under-
stand their functions. Because T cells express their antigen receptors on
their cell surface instead of secreting them, studies of T-cell specificity
more often depend on the isolation of the reactive cells themselves.

Cloning does not only represent an approach to studying individual T
cells, however. Collections of clones, mostly in the form of hybridomas,
have been used as representatives of mixed cell populations, for T-cell
receptor (TCR) repertoire studies and for following the development of an
immune response. Furthermore, cloned T cells readily permit one to
establish correlations between separately encoded properties, such as
cytokine secretion and the expression of cell surface markers, or the pair-
ing of chains in heterodimeric TCRs.

However, approaches to cellular analysis by cloning also suffer from
inherent problems. Perhaps the most troublesome is the lack of control
over selective forces in vitro which affect the population of clones that sur-
vive. Secondly, cloned cells, and especially hybridomas, are often un-
stable (Johnson et al., 1982). Instability combined with non-physiological
selection pressures can lead to misrepresentation because of changes in
specificity and loss, or occasionally even gain of cellular functions.
Thirdly, cloning has not been universally successful. Some types of T cells
have defied all attempts at cloning, without clear evidence as to how they
are different.

Methods of cloning T cells have become rather sophisticated. However,
recently developed techniques that provide access to individual cells in
different ways have gained in relative importance. Cell sorting has
become increasingly efficient, often obviating the need for cell cloning.
TCR transgenic mice permit studies on normal cells with uniform speci-
ficities in vivo, without the vagueries of in vitro systems. (It should be
noted, however, that the generation of most TCR transgenic mice is pre-
ceded by a cloning experiment to identify and make available cells of
desired specificities.) Cellular clones are no longer needed to provide
large quantities of cytokines or cell surface molecules, because of the
development of molecular cloning systems that permit not only gene
expression but also the production of large quantities of proteins with
normal or nearly normal post-translational modifications.

T-CELL LINES AND CLONES

Long term in vitro culture of normal lymphocytes became a possibility
with the improvement of tissue culture conditions in the 1970s.
Particularly important was the discovery that supernatants from stimu-
lated short-term lymphocyte cultures contain growth factors for T cells
(Morgan et al., 1976). The first well-defined T cell growth factor (TCGF) is
now known as interleukin-2 (IL-2) (Aarden et al., 1979). Further factors
directly or indirectly influencing the growth of T cells in vitro are IL-1, IL-
4, IL-7, IL-15, y-interferon (IFN-y), and various others (Coligan et al., 1993;
Okazaki et al., 1989; Nishimura et al., 1996).
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Most commonly, instead of purified growth factors, mixtures of
growth factors produced in other cell cultures are used to support long-
term growth of T cells. Such conditioned media may be derived from
mitogen- or alloantigen-stimulated cultures or from certain tumour cell
cultures. Different cell cultures produce different mixtures of growth fac-
tors, and consequently may support preferential growth of different T-cell
subsets. For example, secondary mixed lymphocyte cultures with mouse
splenocytes abundantly produce IL-4 and IFN-y but little IL-2, whereas
concanavalin A stimulated spleen cells preferentially produce IL-2
(Gajewski et al., 1989a,b).

Although long-term lines and clones of T cells were derived originally
by culture in the presence of growth factors without antigen stimulation
(Haas et al., 1985), this approach is now used only if the antigen is not
known, as is the case, for example, with most 8 T cells (Tsuji et al., 1996).
T-cell culture in the presence of antigen and antigen-presenting cells
(APCs), together with or alternating with growth factor stimulation, has
proved far more reliable in generating long-term lines and clones with rel-
atively normal features (Fathman and Hengartner, 1978; Glasebrook and
Fitch, 1980; Ziegler and Unanue, 1981; Chestnut et al., 1982; Johnson et al.,
1982; Kappler et al., 1982). Requirements are different for growing allo-
reactive and conventional antigen reactive af T cells and for cytotoxic T
lymphocytes (CTLs) and T-helper 1 and 2 cells (Thl, Th2) (see below).
However, in all cases, antigen stimulation is required for long-term
growth. Requirements for the culture of the far slower growing Y3 T cells
are not yet well established.

The description given below of culture conditions for the development
and cloning of long-term of T-cell lines closely follows the more detailed
protocols reported by Fitch and Gajewski (Coligan et al., 1993). With
minor modifications, these methods seem applicable to the cloning of
murine of T cells in general. By comparison, the culture conditions given
for ¥8 T-cell clones are less well established and may not be generally
applicable (Tigelaar et al., 1990; Tsuji et al., 1994).
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Alloreactive Th and CTL Clones

To obtain the highest frequencies of responding T cells, freshly isolated
cells are first stimulated in primary allogeneic mixed lymphocyte bulk
cultures (MLCs), and then cloned by limiting dilution.

1. Prime alloreactive T cells in vitro (e.g. mix 2.5 x 10’ responding
mouse spleen cells with an equal number of irradiated (2000 rad)
stimulating spleen cells in 20 ml supplemented DMEM-5 medium;
culture in an upright 50 ml plastic culture flask for 10-14 days at
37°C, 5% CO,).

2. Prepare secondary MLC by mixing 6 x 10° washed cells from the pri-
mary culture with 2.5x10’ irradiated splenic stimulator cells; incu-
bate for 36-48h under the same conditions as for the primary
culture.
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3. Prepare cloning by plating 10° allogeneic spleen cells (2000-3000
rad) in 0.1 ml supplemented DMEM-20 per well of 96-well flat-bot-
tomed microtitre plates.

4. Suspend T cells derived from the secondary MLC in conditioned
medium (see Notes below) at 1-10 cells ml”". Add 50 ul per well of
this cell suspension to the prepared cloning plates. Prepare several
plates with varying numbers of responding cells to account for pos-
sible differences in plating efficiencies. Incubate cloning plates for 4
days under the same conditions as for the primary MLC.

5. Add 50 pul conditioned medium and 50 ul supplemented DMEM-20 to

each well. Culture for 7-10 days until clusters of cells become evident.

. Screen for cytolytic activity or for proliferation.

7. To maintain the desired clones, transfer up to 10° cells in 100 pl fresh
DMEM-20 from the original microwell to a macrowell in a 24-well
microtitre plate containing 6 x 10° irradiated allogeneic spleen cells
in 0.9 ml supplemented DMEM-20. Add 0.5 ml conditioned medium,
to reach a final volume of 1.5 ml. Passage cells at weekly intervals.

)

Notes: For the cloning of alloreactive aff T cells, conditioned medium is
best derived from allogeneic primary MLCs (as described above). The
supernatant from the C57BL/6 anti-DBA /2 response is particularly rich
in the required co-factors. The heat-inactivated culture supernatant is
used at a concentration of 20% (v/v) for cloning. Using responder cells
from TCR-B “knockout” mice, the same conditions may be applicable for
the generation of alloreactive Y8 T cell clones (A. Mukasa, unpublished).

Th Clones Reactive with Soluble Protein Antigens

The isolation of such clones requires prior sensitization in vivo. Typically,
mice are immunized with soluble protein antigens in complete Freund’s
adjuvant. In vitro, syngeneic spleen cells are used as APCs. The following
protocols briefly describe the generation of Thl and Th2 clones reactive
with chicken ovalbumin, as described in more detail by Fitch and
Gajewsky (Coligan et al., 1993).

1. Immunize mice by subcutaneous injection of antigen (1:1 emul-
sion of antigen dissolved in Dulbecco’s PBS and Freund’s com-
plete adjuvant).

2. After 1 week, remove the draining lymph nodes and prepare a
single-cell suspension in Hank’s balanced salt solution (HBSS) or
Dulbecco’s modified Eagle’s medium (DMEM).

3. Culture2 x 10° lymph node cells for 6-8 days (37°C, 5% CO,) in the
presence of 6 x 10° irradiated syngeneic spleen cells plus antigen in
1.5 ml supplemented DMEM-5 medium (24-well microtitre plate).
For stimulation in vitro, protein antigens are typically used at con-
centrations of 50400 pg ml™.
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Th! clones

4a.

5a.

6a.

Prepare 96-well flat-bottomed microtitre plates by adding (per
well): 50 pl irradiated syngeneic spleen cells (10° per well) in sup-
plemented DMEM-5; 50 ul antigen (0.2-1.6 mg ml™) in the same
medium; 25 pl human rIL-2 (80U ml™) and 25 pl mouse rIFN-y
(4000 U ml™).

Suspend T cells to be cloned at approximately 2000 cells ml” in
supplemented DMEM-5; add 50 pl to each prepared well from step
(4a). Incubate for 1 week at 37°C, 5% CO,. (Because of variable plat-
ing efficiencies, T cells should be titred so that plates with 100, 30,
10 and 3 cells per well are generated.)

To each well, add 25 pl human rIL-2 (80 U ml") and 25 pl mouse
rIFN-y (4000 U ml™). Incubate for one additional week or until bot-
toms of positive wells are almost covered with cells. Wells that have
a single cluster of growing cells should be selected for expansion.

Th2 clones

4b

5b.

6b.

. Prepare 96-well flat-bottomed microtitre plates by adding (per

well): 50 pl irradiated syngeneic spleen cells (10° per well) in sup-
plemented DMEM-5; 50 pl antigen (0.2-1.6 mg ml™) in the same
medium; 25 pl human rIL-2 (40U ml") or 50 pl ConA-sup (40%).
Note that some Th2 cells require IL-1 for their growth.

Suspend T cells to be cloned at approximately 2000 cells ml™ in
supplemented DMEM-5; add 50yl to each prepared well from
step (4b). Incubate for 1 week at 37°C, 5% CO,. (Because of variable
plating efficiencies, T cells should be titred so that plates with 100,
30, 10 and 3 cells per well are generated.)

To each well, add 50 pl human rIL-2 (40 U mlI™) or 50 ml ConA-sup
(10% final). Incubate for one additional week or until the bottoms
of the positive wells are almost covered with cells. Wells that have
a single cluster of growing cells should be selected for expansion.

Maintenance of the Th Clones

7.

Add to each well of a 24-well microtitre plate (final volume 1.5 ml):
5x10* to 2x 10° cloned cells in 100 pl supplemented DMEM-5; 6 x 10°
irradiated syngeneic spleen cells in 0.9 ml supplemented DMEM-5;
50400 pg ml™ antigen; and, for Th1 clones, human rIL-2 (25 U mlI™)
and mouse rIFN-y (250U ml™"), and for Th2 clones, human rIL-2
(25U ml™). (For long-term cultures, use human rIL-2 at a final con-
centration of 10 U ml™.)

Culture cells at 37°C, 5% CO,, in a humidified incubator. Passage
every 7-10 days.

(Note: There are many variations to this basic protocol. For more detail,
consult Coligan et al. (1993).)
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Protective off T-cell clone from Plasmodium berghei sporozoite-immunized

mouse

Balb/c mice were immunized intravenously with Plasmodium berghei
sporozoites (Tsuji et al., 1990). Responder cells from immunized mice
were prepared from NH,CI treated splenocytes, by removing B cells on
anti-mouse immunoglobulin (Ig) coated Petri dishes. Enriched T cells
were adjusted to 3 x 10° cells ml™* of culture medium, and plated at 1ml per
well of a 24-well tissue culture plate. To generate APCs, NH,Cl treated
splenocytes of naive Balb/c mice were adjusted to 1x10’, pulsed with
antigen (1 h, 37°C), washed, irradiated (3300 rad) and plated at 5 x 10° cells
per well.

Responder and stimulator cells were incubated for 5-6 days in RPMI
1640 culture medium with the usual additives plus 0.5% normal mouse
serum, but without fetal calf serum (FCS). Thereafter, antigen-stimulated
T cells were purified with lympholyte M, resuspended at 3x 10° per well
(2 ml culture volume), and incubated for 2-3 days in RPMI 1640 culture
medium supplemented with 10% FCS, prior to re-stimulation with anti-
gen-pulsed APCs.

From such bulk cultures, a CD4* cytolytic T-cell clone (Al.6) was
derived by limiting dilution. This clone produces IL-2 and IEN-y in vitro,
and recognizes a plasmodial antigen in the context of the class II I-E* mol-
ecule. Passive transfer of this clone into naive mice resulted in a high
degree of protection against sporozoite challenge. In similar fashion, of§

T-cell clones with antiparasite activity have been generated after

immunization with peptide antigens representing epitopes of the circum-
sporozoite protein of Plasmodium yoelii (Takita-Sonoda et al., 1996).

Conditioned media as a source of growth factors

Concanavalin A-activated supernatant (ConA-sup) is a rich source of
IL-2, but contains little IL-4 or IFN-y; supernatant from secondary
MLC (MLC-sup) contains high levels of IFN-y, supernatant of EL-4
tumour cells (EL-4-sup) contains IL-2 but not IFN-y; some lines produce
IL-4 as well. EL-4-sup can usually be used instead of ConA-sup.

ConA-sup

1. Culture 1.25x10° cells ml" rat or mouse spleen cells 24-48h in a
humidified 37°C, 5% CO, incubator, in supplemented DMEM-5
medium (without 3-[N-morpholino]propanesulfonic acid (MOPS)),
in the presence of 2.5 ug ml” ConA.

2. Collect culture supernatant and remove cells by centrifugation.
Remove residual ConA by absorption with a slurry of Sephadex
G-25 (0.2 g ml™) with a-methylmannoside.

3. Assay ConA-sup for IL-2 content (e.g. with the HT-2 assay). Store
aliquots frozen at -70°C.
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MLC-sup

1. Mix 2.5 x 10" C57BL/6-responding mouse spleen cells with an equal
number of irradiated (2000 rad) DBA /2-stimulating mouse spleen
cells in 20 ml supplemented DMEM-5 medium. Culture for 10-14
days at 37°C, 5% CO,. (Note: This particular combination of mouse
strains is most effective in generating MLC-sup.)

2. Collect cells from primary MLC in a 50-ml tube and wash twice
with supplemented DMEM-5.

3. Prepare secondary MLC by mixing 6 x 10° primary MLC cells with
2.5 x 107 irradiated DBA /2-stimulating cells in 20 ml supplemented
DMEM-5 medium. Culture for 36 h at 37°C, 5% CO,.

4. Collect culture supernatant and process as for ConA (except for the
absorption step).
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EL-4-sup

1. Culture EL-4.IL-2 murine lymphoma cells (10° cells mI™) for 4 h in
supplemented DMEM-10 medium and 20 ng ml™ phorbol myristate
acetate (PMA). :

2. Collect cells and wash three times. Incubate for 36 h at 37°C, 5%
CO.,.

3. Collect culture supernatant and process as for ConA-sup (omitting
the absorption step).

T-cell Clones expressing TCR 10

Preparing human Y8 T-cell clones is not particularly problematic, but gen-
erating their murine counterparts has proved to be more difficult. At pre-
sent only a few stable murine lines and clones are available. Murine 3
T-cell clones have been isolated and propagated under conditions avoid-
ing possible competition with off T cells, presumably because a8 T cells
adapt better to tissue culture and grow faster. The first reported murine
clones were derived from congenitally thymus-deficient BALB/c nu/nu
mice, after repeated immunization with B10.BR spleen cells (Matis et al.,
1987, 1989). The nearly complete absence of af T cells in the thymus-defi-
cient mice allowed selective enrichment and cloning of the less thymus-
dependent Y3 T cells. The clones isolated in this and a similar study proved
to be specific for major histocompatibility complex (MHC) encoded cell
surface non-classical class I and class II molecules (Matis and Bluestone,
1991). They express Vy4 in association with V85, and TCR junctional dif-
ferences appear to dictate ligand specificities (Rellahan et al., 1991).

A natural tissue source of ¥3 T cells that lack contaminating o8 T cells is
the murine epidermis (Nixon-Fulton et al., 1986; Stingl et al, 1987;
Asarnow et al., 1988). y8 T cells, also known as Thy-1* dendritic epidermal
cells (DECs), are normally present in this tissue in rather large numbers,
forming a loose network. In contrast, o T cells extravasate into the
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epidermal layers only under pathological conditions. In partially enriched
preparation of epidermal cells, DECs grow slowly and eventually form
lines (Nixon-Fulton et al., 1988). This process may be facilitated by the
ability of DECs to recognize autologous keratinocytes (Havran et al.,
1991), which are still present in these cultures. The epidermal ¥ T cells
virtually all express V5 in association with V81 without junctional varia-
tions (Asarnow et al., 1988). The molecular nature of their ligands remains
unknown. Murine Y6 T-cell clones have also been derived from malaria-
immunized mice (Tsuji et al., 1994). Here, TCR-B ’knockout’ mice were
used as a source of Y3 T cells, thus eliminating competition from a3 T cells.
These spleen-derived Y8 T-cell clones express either Vyl in association
with V85, or VY7 together with V64 (Tsuiji et al., 1996). One clone protected
mice from challenge with P. yoelii sporozoites, and all responded to re-
stimulation with extracts of parasitized erythrocytes and spleen cells.
Nevertheless, the specific trigger for the response has not been identified.

To our knowledge, no clones have yet been generated that express
either Vy2 or V6 v TCRs. Only a few researchers have been success-
ful in cloning murine y8 T cells, so generally applicable rules have not
yet been developed, and the procedures given below must be regarded
as tentative. However, some of the peculiarities described, such as the
extremely long incubation period prior to the appearance of yd T-cell
clones, should be taken into consideration when starting a cloning pro-
ject involving murine ¥3 T cells. Detailed procedures for the isolation of
DEC clones and for y0 T-cell clones derived from malaria-infected mice
are given below.

DEC clones
Cell preparation

Several epidermal T-cell clones (Reardon et al., 1995) have been produced
using a method described by Nixon-Fulton et al. (1986), with some modi-
fications. Sacrificed mice are washed with a liquid antibacterial soap to
remove hair oils and rinsed with tap water. The wet intact trunk and ear
skin is covered with a depilatory (e.g. Nair without aloe vera), massaged
into the hair with a gloved finger, and incubated for 15 min, after which
the hair is removed gently with a #22 scalpel. The intact skin is washed
again with the soap to remove the depilatory and excess hair, and is
rinsed with deionized water. While holding the animal by the tail, the skin
is rinsed with 70% ethanol, and the mouse placed on ethanol treated
paper towels on a cork or styrofoam board. After the limbs have been
secured, the abdomen and chest skin is removed with sterilized scissors,
cutting the skin over the suprapubic areas, along the flanks and across the
neck area. Care must be taken not to cut into the peritoneal cavity. The
skin then is peeled off and placed into a sterile dry Petri dish where it is
rolled up with epidermis facing outwards to prevent desiccation of the
dermal side. The animal is turned over, and the skin is cut across the cau-
dal back and neck and again peeled from the fascia overlying muscle. The
skin is placed into the Petri dish as before, while other animals are being
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prepared. When all skin has been harvested, each piece of skin is turned
over with the epidermal side down.

Using scissors, the fat and small vessels are teased and trimmed off the
dermal side to reduce the possibility of contaminating the preparation
with blood-derived T cells. The trimmed skin is placed into new dry Petri
dishes with the dermal side facing down and left for about 15 min to
adhere to the dish. Trypsin (0.3% in phosphate buffered saline (PBS)) con-
taining glucose (0.1%) is gently placed into the dish until the epidermis is
completely covered. Sterile metal screens or other like materials can be
placed onto skin that has detached from the bottom to prevent it from
floating. The skin is left in trypsin overnight at 4°C.

The next day, the skin is removed from the Petri dish and placed der-
mal side down into new dry Petri dishes. Using a #22 scalpel or forceps,
the epidermis is very gently scraped from the dermis. This epidermal
paste is placed in a 50-ml polystyrene tube, covered with 10 ml of the
trypsin solution plus 0.1% DNase, and incubated at 37°C for 15 min, with
gentle agitation of the tube to produce a single-cell suspension. An equal
volume of balanced saline solution (BSS) containing 5% fetal bovine
serum (FBS) is added to this slurry of cells and is then passed quickly
through a small plug of sterile nylon wool in a 10-ml syringe to remove
the clumps of stratum corneum. The cells that are eluted from the nylon
wool are washed with BSS-FBS, and placed in a medium- to large-sized
flask in complete medium for overnight incubation to remove adherent
keratinocytes and fibroblasts.

The next day, the non-adherent cells are passed over a nylon-wool col-
umn and incubated for 30 min at 37°C for the cells to adhere before elu-
tion to remove non-T cells. (Note: The epidermal slurry can be incubated
on the nylon wool columns directly, bypassing the overnight incubation.)
Eluted cells are cultured in 24-well plates at 1 x 10° to 5 x 10° cells per well,
in wells previously coated with 10 pg ml” pan-anti-yd TCR monoclonal
antibody, 403A10 (Itohara et al., 1989) or GL-3 (Pharmingen), together
with 10 Uml" recombinant IL-2 (R and D Systems, Minneapolis, MN,
USA). Confluent wells are moved into six-well antibody-coated plates.
Clonal T-cell lines are isolated by limiting dilution in 96-well microtitre
plates by diluting an aliquot of cells to 10 cells ml" and adding 0.1 ml of
this to each well of one or more 96-well microtitre plates. Although anti-
body coating is no longer necessary, 10 units ml™ IL-2 must be added to
the medium. Clones are expanded into 24-well plates and stained by flow
cytometry to test for uniform TCR staining with 403A10 or GL-3 antibod-
ies. The cells also need to be stained with the anti-Vy5 (VY3 by other
nomenclature) antibody F536 (Pharmingen), to ensure that the cells are of
the epidermal type, since other cells derived from contaminating periph-
eral blood may have been selected.
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Y0 T-cell clones from P. yoelii sporozoite-immunized mice

Immunization of aff T-cell-deficient mice with P. yoelii sporozoites has
been described in detail elsewhere (Tsuji et al., 1994, 1996). Briefly, mice
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were immunized by bites of y-irradiated, malaria-infected Anopheles
stephensi mosquitoes (daily for 2 weeks). Five days after the last exposure
to the moquitoes, spleens and livers were removed, and clones were gen-
erated by the following procedure.

Bulk cell culture

Cloning

Responder cells from spleen and liver of immunized mice were cultured
in the presence of feeder cells. To prepare feeders, normal spleen cell sus-
pensions were depleted of erythrocytes by treatment with Tris-buffered
0.15M ammonium chloride, washed twice, counted, and irradiated (3000
rad). Irradiated spleen cells (4 x 10°) were added as feeders to each well of
a 12-well tissue culture plate.

Bulk spleen cells and non-parenchymal liver cells from immunized
mice were prepared in the same fashion, but omitting the irradiation.
Responder cells (6 x 10°) were added to each well, and the culture contin-
ued under standard conditions (37°C, 5% CO,). Approximately half of the
culture medium was exchanged every 2 days with fresh medium. One
week after beginning the culture, T-cell blasts were purified with lym-
pholyte-M (Cedarlane) and placed into new cultures (6 x 10° cells per well
of a new 12-well plate). One week later, the cells were collected and
counted.

Cloning was carried out by limiting dilution. Cells (10, 10* and 10°) were
placed in each well of a 96-well tissue culture plate (one plate for each
dilution), together with 10° irradiated and erythrocyte-depleted normal
spleen cells in each well as feeders. Approximately half of the culture
medium was replaced every 3 days. After 2 weeks, the feeder cells were
replenished, continuing to replace half of the culture medium every 3
days. After an additional 2 weeks, the feeder cells were replenished again,
and the culture continued with medium changes as before. After an addi-
tional 1-2 weeks, colonies of 3 T cells appeared. These were expanded
once or twice more in the presence of normal spleen cell feeders, then
transferred into 24-well plates at 10° cells per well. Cell culture was con-
tinued from here on by changing approximately half of the culture
medium every 3 days, re-stimulating with splenic feeders every 2 weeks.

Culture medium

RPMI 1640 plus sodium bicarbonate (2 g ™)

sodium pyruvate (100x)

Modified Eagle’s medium (MEM) non-essential amino acids (100x)
MEM vitamins (100x)

MEM essential amino acids (30x)

L-glutamine (100x)

2-mercapto-ethanol (2ME) (5 x 107 M)
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® penicillin/streptomycin (100x)

® gentamycin (10 pg ml™)

® 10% FCS

® 2% EL4 supernatant (equivalent to 100 units of IL-2 per millilitre).

Important details

® Erythrocytes must be lysed.

® The medium used for the initial bulk cultures should contain twice the con-
centration of EL4 supernatant compared to the medium used for expansion of
off T-cell clones.

® v3 T cells grow much slower than o T cells. Therefore, it usually takes 68
weeks or more for yd T-cell colonies to become visible after cloning.

® After the number of cloned Y& T cells reaches more than 10° cells per well
(24-well plate), purification of the 8 T cells one week after each stimulation
may accelerate the growth of these cells.

® Unlike off T cells, the morphology of ¥d T-cell clones is quite heterogeneous,
with large differences in cell sizes and shapes.
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Transfer Studies using Cloned T Cells

Like normal T lymphocytes, cloned T cells can be used for adoptive trans-
fer studies. In contrast, T-cell hybridomas tend to behave like lymphoid
tumours, having lost many of their effector functions. Numerous transfer
experiments have been carried out with off T-cell lines and clones. Such
clones are capable of completely changing the outcome of an immune
response. CD8" T cells specific for a single nonameric peptide epitope of a
bacterial protein provided protection against bacterial infection in a
mouse model (Harty and Bevan, 1992). Transfer of patient-derived, in
vitro antigen-stimulated and expanded T-cell clones is under develop-
ment for the treatment of both cancer and chronic autoimmune diseases.
However, a detailed description of such studies and experimental sys-
tems is beyond the scope of this chapter. Below, two examples are given
to illustrate the procedure of clonal transfer using both aff and y3 T cells,
and the possible outcome of such experimentation.

Host protection by Listeria-specific CD8+ T-cell lines

CD8* T-cell lines (Harty and Bevan, 1992) were derived from DBA /2 mice
after intravenous infection with a sublethal dose of Listeria monocytogenes
strain 43251 (5 x 10? colony-forming units (cfu)), 7 days before spleen har-
vest and in vitro stimulation. For primary in vitro stimulation, 35 x 10° to 40
x 10° immune spleen cells were cultured for 7 days with 3 x 10° target cells
(irradiated PHem3.3, a P815 mastocytoma (DBA /2, H-2, MHC class II
negative) derived transfectoma expressing bacterial listeriolysin O (LLO)).
Re-stimulations were carried out weekly using irradiated PHem3.3 in the
presence of 5% supernatant from ConA-stimulated rat splenocytes.
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CD8*, LLO-specific T-cell lines derived from these cultures were
then used in adoptive transfer experiments. CD8" T cells (1.5 x 10",
derived from the LLO-specific line 479-2, when injected intranvenously
just prior to infection with >1 LD, of L. monocytogenes reduced the bac-
terial load by >3 log, in spleens and by >1.5 log,, in livers, as com-
pared to control mice. The protective ability of these cells was dose
dependent and specific.

Another CD8" T-cell line, derived from mice immunized with the
LLO peptide 91-99 (line 603-1-2), also reduced bacterial titres in vivo by
>1 log,,, even when administered as late as 24 h after bacterial infection.

Neutralization of IFN-y in vivo exacerbates listeriosis, and treatment of
mice with IFN-y prior to infection results in partial protection against this
bacterium. However, in vivo protection by the listeria-specific T-cell line,
479-2, was not inhibited by neutralizing with anti-IFN-y monoclonal anti-
bodies (mAbs), suggesting that protection by these cells is independent of
IFN-y (Harty et al., 1992).

T-cell lines specific for another listeria protein, p60 (a secreted protein
involved in bacterial septation and implicated in infection of non-phago-
cytic cells), were also found to be protective (Harty and Pamer, 1995). In
this study, cells were harvested at day 8 or 9 after re-stimulation, washed
and injected intravenously (5x10° to 8x10° in 0.2ml PBS, 1h prior to
intravenous injection of 1x10° L. monocytogenes). In vivo protection as
measured by the number of colony forming units per organ was deter-
mined 72 h after infection.

Host protection by a yd T-cell clone

¥d T-cell clones were derived from P. yoelii -immunized TCR-o ‘knockout’
mice (described in detail above). One of these clones, 291-H4, inhibited
the development of liver stages of P. yoelii, following sporozoite inocula-
tion (Tsuji et al., 1994, 1996).

For adoptive transfers, Y8 T-cell clones were harvested 10-14 days after
re-stimulation. Cells (10") were washed and re-suspended in RPMI 1640
medium containing recombinant human IL-2 (2000 units ml™), at a con-
centration of 2x 10" cells ml™. Cell suspension (0.5 ml) was injected intra-
venously into each mouse. Mice were then challenged with 3x10°
sporozoites of P. yoelii, 4 h after the cell transfer.

Parasite development, when using clone 291-H4, assessed 42 h after
infection, was partially inhibited (in four independent experiments
inhibition varied between 46% and 67%), whereas other clones were
not inhibitory. The mechanism of inhibition remains unclear, but is
probably different from the protection seen with aff T cells, because
the protective clone 291-H4 does not exhibit specificity for the
pathogen.
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466006 T-CELL HYBRIDOMAS

Fusion Lines

The basic technique of immortalizing lymphocytes by fusion to tumour
cells was introduced about 20 years ago (Kohler and Milstein, 1975a;
Taniguchi and Miller, 1978; Kappler et al., 1981). The technique requires
selectable fusion lines, efficient fusion agents and reliable
selection/cloning protocols.

Although practically all cells can be forced to fuse with other cells, only
some are suitable for hybridoma generation (Shulman et al., 1978; Galfré et
al., 1979; Kearney et al., 1979). In fact, identifying a good fusion line is no
small undertaking, as can be appreciated by the fact that there is still no
efficient fusion line available for the generation of human T-cell hybrid-
omas, despite considerable efforts to identify such cells.

Fusion lines should be tumour cells that are capable of unlimited
growth in tissue culture, able to form stable hybridomas after fusion with
normal cells, and selectable. Among several selectable genetic markers,
irreversible deficiency in the enzyme hypoxanthine-guanine phospho-
ribosyl transferase (HGPRT) has proved to be the most reliable, and it is
currently the most widely used marker (Schreier et al., 1980). DNA syn-
thesis occurs essentially via two pathways: a main pathway of de novo syn-
thesis, and an alternative or rescue pathway reutilizing DNA breakdown
products. The rescue pathway depends on the enzyme HGPRT, which
uses hypoxanthine as a precursor in the synthesis of purine bases.
Selection is accomplished by blocking the de novo synthetic pathway with
the drug aminopterin. Because the rescue pathway is also lacking,
HGPRT-deficient fusion lines cannot grow in the presence of
aminopterin. Being unable to synthesize DNA, they rapidly die unless
they are rescued by fusion to an HGPRT-positive cell, the normal fusion
partner. (Because they do not divide without specific stimulation,
unfused normal cells will also die eventually, although more slowly.)
HGPRT-deficient cell lines can be obtained by selection for resistance to
the purine analogue 8-azaguanine. This drug is lethal to cells incorporat-
ing it as a precursor in the alternative pathway, despite ongoing DNA
synthesis via the main pathway. Cells surviving this treatment, therefore,
are typically HGPRT-deficient mutants. This selection is very efficient and
has worked very well with both B- and T-cell tumours. Revertants are not
normally observed. A similar selection procedure has been used to gener-
ate cell lines defective for the enzyme thymidine kinase (TK), which can
overcome the aminopterin block of the main pathway by using thymidine
(Schreier et al., 1980). In this case, enzyme loss variants are selected for
resistance to the pyrimidine analogue 5’-bromodeoxyuridine (BrdU).

The survival of a new hybridoma depends on its ability to switch to the
alternative pathway of DNA synthesis shortly after the fusion. To assist
with this transition, tissue culture medium must be supplemented with
precursors of the alternative pathways, hypoxanthine and thymidine.
Therefore, the selection medium for HGPRT" or TK" fusion lines is known
as HAT (hypoxanthine, aminopterin, thymidine) medium.
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For B-cell fusions, appropriate myeloma fusion lines were available by
1979, including Ig-negative mouse myeloma lines that could be used to
generate B-cell hybridomas exclusively producing antibodies derived
from the normal cell partner (Shulman et al., 1978; Galfré et al., 1979;
Kearney et al., 1979). T-cell fusion lines were developed with some delay,
concomitant with the somewhat slower progress of T-cell research.
Although several T-cell tumours have been tried, by far the most widely
used tumour partner cell in mouse T-cell fusions became the AKR strain-
derived thymus lymphoma BW5147, first described by Hyman and
Stallings (1974). HGPRT-negative variants of this cell line were used to
generate the first antigen-specific mouse T-cell hybridomas (Kappler et al.,
1981). However, this thymus-derived lymphoma contains its own func-
tionally rearranged TCR-a and TCR-B genes (Letourneur and Malissen,
1989; White et al., 1989), which are not expressed on the cell surface
because of a defect in CD3 complex protein genes. Upon fusion with a
normal, CD3" T lymphocyte, the tumour-derived TCR-o0 and TCR-f
chains are expressed on the hybridoma cell surface along with those of the
normal cell. Thus, early T-cell hybridomas could express, together with
the normal cell-derived TCR, up to four different TCR oy combinations,
or even more if one takes into account the fact that allelic exclusion at the
o gene locus is not absolute. Obviously, the expression of multiple TCRs
on a single hybridoma was a problem in studies concerned with ligand
specificities. In fact, a BW5147-derived contribution to specificities for I-A®
has been identified (Yeh et al., 1984). However, the multiple combinations
of TCR chains in such hybridomas provided an opportunity to test the
role of individual TCR chains in determining specificity. In particular, the
specificities of unselected, in vitro created pairs of TCR chains could be
examined.

To eliminate the problem of endogenous TCR gene expression in
BW5147, TCR gene loss variants were generated, lacking either functional
TCR-o rearrangements (BW /o), or both TCR-a and functional TCR-
gene rearrangements (BW o8”) (White et al., 1989). BW o still contains
non-functional TCR gene rearrangements for both o and f that give rise to
partial gene transcripts, but they no longer contribute to surface-
expressed TCR protein.

BW o~ has been modified for certain experimental requirements. For
example, the fusion line does not express CD8, and it tends to suppress
CDB8 expression in hybridomas generated with CD8" cells, whereas CD4
expression is not inhibited (Carbone et al., 1988). This has seriously ham-
pered specificity studies with MHC class I-restricted T cells, which typi-
cally are CD8 dependent. To overcome this problem, a CD8* variant of
BW oB~has been generated by gene transfection (Burgert et al., 1989).
Briefly, a vector containing the gene encoding murine CD8a (pSFSVn-
Ly2a, provided by Dr J. Parnes, Stanford University, CA, USA) was lin-
earized and transfected into BW o~ by electroporation. CD8" variants
were identified cytofluorimetrically. One of these, expressing high cell
surface levels of CD8, was chosen as a novel fusion line (BW Lyt2-4). It
appears that, in contrast to natural CD8, BW o8~ is not able to downregu-
late expression of the transgenic CD8a. gene. Because the isolation of BW
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Lyt2-4 depended on its acquisition of G418 resistance (pSFSVn-Ly2« con-
tains the neogene as a selectable marker), G418 selection must be main-
tained during the generation of hybridomas with this fusion line (see
below).

T-cell hybridomas are often used to measure the initial antigen recog-
nition event, i.e. the interaction between TCR and Ag/MHC complexes
that leads to T-cell activation. Conventional methods for measuring this
activation use bulk assays that yield an average read-out of T-cell activa-
tion (see below). This greatly limits sensitivity in detecting antigen recog-
nition, and responses of individual cells will go unnoticed. To overcome
this limitation, Karttunnen et al. (1992) and Sanderson and Shastri (1993)
have developed the ‘lacZ assay’. Briefly, based on the finding that the
‘nuclear factor in activated T cells’ (NFAT) DNA element within the IL-2
gene enhancer controls transcriptional regulation of the IL-2 gene, a trans-
fectable construct was developed in which the Escherichia coli B-galactosi-
dase (lacZ) gene was placed under the control of NFAT. In transfectants,
this leads to an increase in Esch. coli B-galactosidase activity when these
cells are activated to produce IL-2. Unlike secreted IL-2, B-galactosidase
remains sequestered within activated cells. B-Galactosidase activity can
be measured with chromogenic or fluorogenic substrates (see below),
thus allowing detection of activated T cells. Using the chromogenic sub-
strate and light microscopy, individual activated T cells can be distin-
guished by their blue colour. Initially, the lacZ T-cell activation assay was
used for the detection of rare antigen presenting cells. More recently, two
lacZ inducible fusion partners have been derived by transfecting BW o 8"
with the NFAT-lacZ DNA construct (Sanderson and Shastri, 1993). Fusion
of normal T cells with the lacZ-inducible cell lines allows for automatic
generation of lacZ-inducible antigen-specific T-cell hybridomas.
Measurement of T-cell antigen responses with the lacZ assays is faster,
more sensitive and less expensive than conventional IL-2 assays (see
below), and makes it possible to detect activation in single T cells, or rare
ligand binding APCs. Application of this cloning strategy may enable the
identification of unknown T-cell antigens involved both in pathological
and normal immune responses.

To generate lacZ-inducible fusion partners, BW o cells were trans-
fected withalinearized NFAT-lacZ DN A construct,and selected in medium
containing 400 U mI™ hygromycin. Because BW arf”does notexpressaTCR,
transfectants were selected based on their ability to express lacZ activity
after incubation with the mitogen PMA /ionomycin, which stimulates
NFAT transcriptional activity independently of the TCR. Potential fusion
partners were first selected based on high lacZ expression, using a fluoro-
genic lacZ substrate and cytofluorimetry (see below). Second, a small col-
lection of high lacZ expressors was tested for their ability to give rise to
lacZ-inducible T-cell hybrids. The transfectant BWZ.36 was chosen as the
optimal fusion partner, by measuring lacZ induction after CD3 cross-link-
ing. (Note: Hybridoma selection with the BWZ.36 fusion partner requires
culture in the presence of both aminopterin and hygromycin.) To allow
this fusion partner to be used for immortalization of MHC class I restricted
and allospecific T cells, theline was next transfected with a CD8a retrovirus,
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using a Lyt2a construct. Transfectants were selected in medium contain-
ing G418, and analysed cytofluorimetrically forsurface expression of CD8c.
One transfectant (BWZ.36 / CD8a), which expressed CD8 at levels compa-
rable to those of a normal CTL clone, was found to be an efficient fusion
partner for alloreactive and other MHC class I-specific T cells (Sanderson
and Shastri, 1993).

While BWZ.36 and BWZ.36/CD8a successfully circumvent the limitations
of bulk assays for T-cell activation (see below), they do not allow the isola-
tion and cloning of the antigen-reactive cells because these cells are destroyed
by the detection method (see below). An assay for detecting activation at the
single-cell level that does not result in cell death would therefore be much
more desirable. Using the gene encoding green fluorescent protein (GFP), a
protein originally isolated from the jellyfish Aequorea victoria and fluorescent
upon excitation with violet or blue-green light, this may indeed be possible
(Andersonet al., 1996). Engineered GFP variants adapted to the requirements
of cytofluorometry have already been found useful as reporter genes when
measuring murine cell activation. Witha GFP-transfected fusion line it should
thus be possible to isolate antigen-reactive hybridomas from mixed cell pop-
ulations, by sorting for fluorescence-activated cells.

BW o7, the most widely used T-cell fusion line for the generation of
mouse T-cell hybridomas, has also been used for the generation of rat T-
cell hybridomas, but it does not appear to be suitable for generating stable
hybridomas with human T cells.

A 8 T-cell tumour suitable for generating hybridomas with ¥8 T cells
has not been identified, but BW a” and BW o7, in contrast to the original
BW5147, can be used to generate hybridomas expressing y6 TCRs (Born et
al., 1987). Although BW o still contains its own endogenous TCR-y gene
rearrangements, they are non-functional and are not expressed on the cell
surface. The Y6 T-cell hybridomas generated with BW of8”, comparable in
stability to oy T-cell hybridomas, were used to isolate ¥ TCRs and to
obtain partial protein sequences of surface-expressed TCR-6 (Born et al.,
1987). Some of the first studies reporting vd T-cell responses to mycobac-
terial antigens utilized y8 T-cell hybridomas (Happ et al., 1989; O’Brien et
al., 1989). It should be noted, however, that hybridomas generated by
fusions of ¥ T cells with BW o~ are heterohybrids, probably combining
properties of of T cells with those of Y8 T cells.

Hybridization

A number of agents promoting the fusion of cell membranes have been
examined for cellular hybridization. Currently, the most widely used
fusion agent for T and B lymphocytes is polyethylene glycol (PEG) (Galfré
et al., 1977). Briefly, mixtures of cells to be fused are incubated with dis-
solved PEG, washed to remove the fusion agent, allowed to recover
overnight, and selected for acquisition of drug resistance starting the next
day (see below for specific hybridization protocols). Typically, only a
small fraction of the mixed cells undergo membrane fusions, and not all of
these proceed to nuclear fusions required to form selectable hybrids.
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Newly formed hybrids remain unstable for some time. Starting with two
sets of chromosomes, they begin to eliminate a portion of them in a more
or less random fashion. In fusions with normal human cells, human chro-
mosomes seem to be lost selectively. This process will stop eventually,
without a predictable end-point. Different hybridomas thus end up with
‘'’ plus a variable number of additional chromosomes. Typically,
hybridomas need to be selected several times before they become rela-
tively stable, and even then, markers of interest may be*rapidly lost if they
are not required for the survival of the cells. Even after repeated sub-
cloning, hybridomas tend to be less stable than clones of normal cells,
making it necessary to maintain frozen stock of early passages and to keep
periods of continued cell culture as short as possible.

A protocol for the hybridization of murine T cells with BW o~ is given
below. In modified form, this protocol is also suitable for use with any of
the variants of this fusion line.

Hybridization, hybridoma cloning and hybridoma maintenance

Tissue culture medium

Most of the media currently used for the long-term culture of mouse lym-
phocytes seem to be adequate. We prefer Iscove’s modification of
Dulbecco’s medium.

Polyethylene glycol

Cells

PEG 1540 (Sigma) is stored in 10-g aliquots (approximately 10 ml) in 50-ml
polypropylene tubes. Prior to each use, PEG is boiled for exactly 10 min
(in boiling water to avoid overheating), and the melted PEG is thorougly
mixed with 10 ml of culture medium (without supplements). Fifty percent
of the PEG solution (10 ml) is then filtered through a 0.22-m Nalgene ster-
ile filter and discarded (as a wash). The next 10 ml is passed through the
same filter and kept at 37°C until use. The pH of the 50% PEG solution
should be around 7.2. This relatively complicated procedure of preparing
the 50% PEG solution was introduced in the early 1980s, with highly vari-
able PEG 1540 lots and sterile filters that contained detergent. It is now pos-
sible to buy at a higher cost PEG lots prescreened for fusion efficiency, and
it may no longer be necessary to prewash the filters with warm PEG with
the advent of detergent-free filters. However, we still include this step.

For T-cell fusion experiments, we use approximately 2 x 10’ fusion line
cells, although the number of normal cells may vary. We have success-
fully carried out fetal thymocyte fusions with as few as 10° thymocytes,
with a yield of 0-20 hybridomas per fusion. Large numbers of hybrido-
mas (up to several thousand) are obtained with activated T cells (purified
T-cell blasts) in much larger numbers (up to 10° per fusion). Therefore, the
number of clones generated may vary greatly.
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Cloning

Fusion

1. Thorougly wash 2 x 10 BWarf~ (or derivative) cells, as well as the
normal fusion partners, using serum-free BSS. Then combine the
cells in a 50-ml conical polypropylene tube and wash once more.
Suction off the supernatant, spin again for a short period of time (3
min or s0), and remove all liquid supernatant.

2. Break up the wet cell pellet by gently tapping the tip of the tube,
and then place the tube in a beaker containing dH,O at 37°C in
order to keep the pellet warm during the fusion.

3. Add to the pellet 1 ml of warm (37°C) 50% PEG solution, dropwise
over a period of 45 s. While adding the PEG, continuously turn the
tube to ensure equal distribution of the fusion agent. Incubate the
tube for an additional 45 s at 37°C in the water beaker. After a total
of 90s in 50% PEG, slowly and gradually dilute PEG with culture
medium. We recommend the following method (adapted from John
Kappler). Add 1 ml of culture medium (without supplements or
serum) dropwise over 30 s, then 2 ml over the next 30s, then 3 ml,
then 4 ml, then, after a total time of 2min, add 40 ml of culture
medium, close the tube and incubate for an additional 5 min at 37°C
in a waterbath. During the dilution procedure it is necessary to gen-
tly turn or shake the tube to ensure that the 50% PEG solution is
actually diluted further. The pellet should stay more or less intact to
allow cell—cell contact in the presence of PEG for a prolonged period
of time.

4. Spin at normal cell speed (approximately 200g) for 5 min at 37°C or
room temperature, remove the supernatant, add 50 ml BSS (if possi-
ble without dislodging the pellet), and wash twice more. This is nec-
essary to remove as much as possible of the toxic fusion agent.

5. After the last wash, add 10ml of culture medium containing all
usual supplements and serum, and gently break up the pellet using
the same pipette. Add 2040 ml of additional culture medium,

depending on the subsequent cloning step (see below).

After this, the newly formed hybrids can be maintained in bulk culture
or immediately cloned. For most purposes, an immediate cloning step is
advisable and should be carried out before the actual selection begins.

Using 96-well microtitre plates for tissue culture, we distribute the newly
formed hybrids in 100-ul aliquots per well over several plates, depending
on the anticipated number of selectable hybridomas. For example, for 100
hybridomas, four or five plates are considered adequate. With less than
37% growth-positive wells, the Poisson distribution predicts that more
than 95% are derived from single cells in each well, i.e. clonal hybridomas.
Obviously, the choice of an appropriate number of plates requires some
experience. In general, it is better to anticipate a larger number of hybrids
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Selection

because it becomes very difficult to deal with fusion experiments with a
large predicted percentage of non-clonal hybridomas. Depending upon
the purpose of the experiment, it might be possible to recover from such a
problem by selecting a small number of potentially non-clonal cell lines
and to subclone each one of them.

Hybridomas are selected using HAT. At 24 h after cloning, 50 pl HAT
(diluted in culture medium with all supplements to make a 3x solution) is
added to each well. Four days later, the medium must be changed, using
1x HAT. HAT-selectable hybridomas tend to begin to appear after 5-6
days of culture, although some hybrids seem to require as long as 20 days
before they start to grow. The growing hybrids, filling part of the well bot-
tom (5x10* cells or more) can be picked and transferred into 24-well
plates. At this point, the culture medium used should no longer contain
aminopterin but should be supplemented with thymidine and hypoxan-
thine (HT medium) at the same concentrations as before, for the subse-
quent two passages (regardless of how fast the cells grow). This is
necessary because residual aminopterin can poison the new hybridomas
if precursors of the alternative pathway of DNA synthesis are not pro-
vided in sufficient quantities. Only after at least two passages with HT can
the new hybridomas be weaned into regular culture medium. If at this
point many of the hybridomas die, weaning was probably begun too early
and the cells should be transferred back into HT medium for several addi-
tional passages.

Repertoire Studies and the Problem of Representation

The primary purpose for generating hybridomas has been to immortalize
and multiply individual B or T lymphocytes with properties of particular
interest. However, cellular hybridization can also be used as a means of
obtaining ‘snapshots’ of mixed cell populations, in developmental studies
or when examining lymphocyte subset compositions during an immune
response. For example, the sequence of TCR gene rearrangements during
thymic maturation of T lymphocytes (both o8 and y0) has been analysed
using collections of thymocyte hybridomas representing subsequent
stages of thymocyte development (Born et al., 1985, 1986; Haars et al.,
1986). Incidentally, one such developmental study led to the discovery of
the gene locus for TCR-§, and the peculiarly interspersed organization of
TCR-o. and TCR-8 genes (Chien et al., 1987). Probably of lesser impor-
tance, it has also been documented that T cells partially rearrange
immunoglobulin genes in a developmentally ordered fashion (Born et al.,
1988). Developmental patterns found in these hybridoma studies are
reasonably well correlated with the findings of other studies based on
antibody staining or the analysis of mRNA derived from bulk T-cell
preparations (Raulet ef al., 1985; Snodgrass et al., 1985). However, it cannot
be assumed that this will always be the case. Hybridoma formation is
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clearly biased towards activated cells, so that within mixed cell popula-
tions such cells will be overrepresented after hybridization. It also seems
to be true that closely related cell types are more likely to form stable
hybridomas, suggesting that the fusion line BW5147 probably favours
certain types of o T cells. Finally, as already discussed above, some of the
properties of the normal fusion partner may be suppressed after
hybridization, leading to a distorted phenotype, even when the fusion
was unbiased.

Functional Competence

Although T-cell hybridomas have been used extensively to examine prop-
erties and functions of the T-cell receptor and other cell-surface molecules,
as well as to study signalling pathways and consequences of signalling
such as T-cell anergy and apoptosis (Evavold et al., 1994; Brunner et al.,
1995), there is little evidence that they retain the effector functions of the
normal cells from which they are derived (Haas et al., 1995; Gu and
Gottlieb, 1992; Gorczynski et al., 1996). With few exceptions, hybridomas
cannot substitute for freshly isolated cells or clones in adoptive transfer
experiments, since they typically lack cytolytic abilities (but see the excep-
tions referred to above) and do not exhibit clear Th1/Th2 phenotypes in
terms of cytokine production.

Hybridization of ¥3 T cells is still carried out with the same fusion part-
ner that is used for o T cells, BW of~. ¥8 T-cell hybridomas are therefore
likely to exhibit a mixed phenotype, combining properties of ¥ and o8 T
cells (O’Brien et al., 1989).

466066 T-CELLTRANSFECTOMAS

Retroviral gene transfer is gaining popularity as a means of introducing
foreign genes into many cell types, including haematopoietic and primary
cells (Miller et al., 1993). Recombinant retroviruses contain both selectable
markers and strong promoters, such as the cytomegalovirus (CMV) or
long terminal repeat (LTR), which drive the transcription of the desired
gene. Cells previously transfected with genes for the retroviral structural
proteins gag, pol and env (packaging cell lines such as GP +E-86) can pro-
vide these in trans when a retroviral vector is introduced, so that they pro-
duce replication-defective virions continuously. Retroviral vectors
commonly used have been described by Miller et al. (1993).

The murine stem cell virus vector (MSCV, versions 2.1 and 2.2), which
contains the murine stem cell virus LTR promoter/enhancer, works well
for infection of ¥d T-cell hybridomas (Hawley et al., 1992). High viral titres
(> 10°cfuml™), made by first transfecting the packaging cell with the
retroviral plasmid then infecting naive packaging cells with viral super-
natant harvested from the transfected cells, are needed to transduce
dividing recipient cells efficiently. Stable transfectants result when the
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viral sequences integrate into the target DNA. Precise integration of the
retroviral vector is also possible, making this method useful for genetic
studies (Miller et al., 1993). One disadvantage of the technique is the size
limitation of the gene that may be inserted in the retroviral vector
(approximately 2 kb), limiting transduction to small genes or cDNAs.

The technique described by Miller et al. (1993) has been adapted for
gene expression in T-cell hybridoma recipients.
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Preparation of Viral Supernatants

Calcium phosphate transfection of retrovirus-packaging cells

The most critical component of calcium phosphate transfection is the pH
of the transfection buffer, a N-[2-hydroxyethyl]piperazine-N’-[2-ethane-
sulfonic acid] (HEPES)-buffered saline solution, the optimum pH of
which is between 7.05 and 7.12. Most protocols recommend making this
reagent freshly (Graham and van der Eb, 1973), although we have
achieved good results using frozen aliquots stored at -80°C. The selection
system utilizing the bacterial neo gene (encoding aminoglycoside 3’-phos-
photransferase), which confers resistance to G418, is convenient, but the
sensitivity of cells to this drug varies greatly. The levels recommended
here for T-cell hybridomas are higher than have been used for fibroblasts.
A non-transfected control plate is always examined to ensure that positive
selection is due to gene integration and expression, rather than cell resis-
tance to the drug. We have used supplemented Iscove’s modified
Dulbecco’s medium for all cell culture under standard conditions (37°C,
5% CQO,), but the exact medium is probably unimportant.

Materials

® Retrovirus packaging cells (GP + E-86 cells are recommended)

® retroviral vector plasmid DNA (neoresistant) containing the gene of
interest (CsCl purified or equivalent)

® 5M NH,OAc/ETOH (1:5) for DNA precipitation

® 100 mg ml™ G418 in BSS

® trypsin (0.3% solution in PBS)

® 1x G418 medium (culture medium with 1 mg mI™ G418)

e 2MCa(l,

e HEPES-buffered saline (HBS)

® Coomassie Brilliant Blue stain/fix (CBB).

Procedure

1. Harvest retrovirus packaging cells, using 0.3% trypsin to detach
cells from the tissue culture plate, by removing culture medium and
covering cells with a small volume of trypsin solution for a few min-
utes at 37°C. Pipette to obtain a single-cell suspension. Dilute 10-
fold in media, spin cells and discard supernatant. Plate the cells at
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5 % 10° cells per 6-cm tissue culture dish, in 4 ml culture medium per
plate. Prepare one extra plate for a mock transfection (one plate
needed per DNA). Incubate overnight.

2. Precipitate 10 g of DNA with 5 volumes of NH,OAc/ETOH to
sterilize. Redissolve the DNA in 175 pl of sterile ddH,O. Add 25 pl of
sterile 2 M CaCl, to the DNA. Set up a tube with sterile water and
CaCl, for the mock transfection.

3. Place 200 pl of freshly thawed HBS into a 1.7-ml Eppendorf tube.
Add the DNA/CaCl, mixture dropwise to the HBS while gently
vortexing the tube. Repeat with the water/CaCl, tube. Allow the
tube to sit for 30 min at room temperature. A fine precipitate should
form (DNA and calcium phosphate co-precipitate).

4. Replace the medium on the retrovirus packaging cells with fresh
medium. Add the DNA precipitate to the medium dropwise, while
gently swirling the plates. Incubate cells for 16-20 h, and replace
medium. Incubate for a further 24 h.

5. Place culture supernatant in 15-ml conical tubes and spin at 3000g
for 5 min at 4°C to remove all cells and cell debris. This low titre
viral transient transfection supernatant may be used to infect naive
packaging cells, but this titre is generally too low to be useful.

6. Change 1x G418 medium every 3—4 days. By day 6, a difference
between the real and mock transfected plates should be obvious.
When a dilution becomes confluent, replace the G418 medium with
plain medium. Culture for 2-3 days more, place the supernatant in
a 15-ml conical tube, and spin at 3000 rpm to remove debris. This
intermediate titre viral supernatant may be stored at —70°C or used
immediately for viral infection of naive packaging cells. A good
transfection will produce as many as several thousand colonies, but
only one is really needed to proceed.

Viral infection of retrovirus-packaging cells

For infection and integration of the desired gene into T-cell hybridomas,
the viral titre needs to be high. Although high titres may be obtained from
the primary fibroblast transfectants, retroviral-producing fibroblasts gen-
erated by infection may produce higher titres. We describe here how these
can be produced. We recommend that you proceed with this step, but titre
primary virus at the same time (see next section), so that in any case you
will be ready for T-cell transfection. Here, the polycationic compound
polybrene is used to increase the efficiency of infection of both the pack-
aging cell and the gene-targeted cell, neutralizing the negative charges
present on the cell surface so that virus and cells do not repel one another
(Miller et al., 1993). Tunicamycin, an inhibitor of glycosylation, is used to
prevent viral envelope glycoproteins produced by the packaging cell line
from blocking the normal receptors for the retrovirus which would other-
wise occur (Rein ef al., 1982). The need for tunicamycin can be overcome,
if desired, by switching packaging lines.
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Materials

® Retrovirus packaging cells (GP + E-86 cells)

® supernatant from CaPO, transfected viral packaging cells

® 100 mg ml" G418 in BSS, 1x G418 (1 mg/ml” G418 in medium),
trypsin (0.3% solution)

® 100 pg ml™ tunicamycin (in sterile ddH,0)

400 pg ml” polybrene (in BSS, sterile filtered).

Procedure
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1. Seed four 10-cm tissue culture dishes with 2 x 10° packaging cells on
10 ml culture medium. Incubate overnight. (Note: Tunicamycin is
rather toxic, and a decrease in cell viability will probably be evident.
It may be necessary to experiment with the dose of this drug if too
many cells (>75%) die.)

2. Add 10pl of 100 pgml™” tunicamycin to each plate and incubate
overnight.

3. Replace medium. Add 100 pl of 400 pg ml" polybrene to each plate
and swirl gently. Add 1ml, 0.1 ml and 10 pl viral supernatant from
the CaPO, transfection to each of three plates. If the viral titre is
expected to be high, add two more dilutions. The fourth plate will
serve as the uninfected control. Incubate plates for 16-24 h before
replacing the media with 1 mg ml" G418 medium. Medium should
be changed every 2—4 days.

4. Colonies should be established in about 9 days and the non-infected
cells will have died off. Colonies can be picked if desired, but, if not,
when cells are confluent, replace the G418 medium with plain
medium and culture for 2-3 days. Place the supernatant in a 15-ml
conical vial and spin at 3000¢ for 5 min to remove all cell debris.
Supernatant can be kept at —70°C until needed, preferably in
aliquots to avoid repeated freezing and thawing.

Determining the viral titre in the supernatant

Supernatants with titres of >10°cfu ml” are required for efficient infection
of T-cell hybridomas. Determination of viral titres takes approximately 10
days, and repeated freezing and thawing of the viral supernatant can
decrease the titre of the virus.

Materials

® NIH-3T3 or Hela cells

® supernatant from virally infected packaging cells
® 100 mg ml" G418 in BSS

® 1x G418 medium (1 mg ml™ G418 in medium)

® trypsin (0.3%)

® 100 pg ml™" tunicamycin (in sterile ddH,0)

® 400 pg ml” polybrene (in BSS, sterile filtered)

® Coomassie Brilliant Blue stain/fix (CBB).
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Procedure

1. Plate six 6-cm tissue culture dishes each with 1 x 10° NIH-3T3 cells
in 4 ml medium. Incubate overnight. Five plates will be used to
dilute the viral titre, and the last plate as a non-infected control.

2. Add 40 ml of 400 pg ml” polybrene to each plate. Remove 0.4 ml
medium from the first plate and discard. Add 0.4 ml of viral super-
natant to this plate, swirl and serially transfer 0.4 ml medium to the
next plate. Repeat this for the next three plates. Discard the last
0.4 ml medium. Incubate plates for 1620 h, and then replace the
medium with 1x G418 medium.

3. Change the G418 medium every 3—4 days until the colonies are
mature. This normally takes 9-10 days.

4. To calculate the number of cfus per millilitre, visualize the colonies
by washing with 2 ml BSS and staining with Coomassie Blue. (Add
2ml CBB and swirl the plates until desired blueness is attained,
then remove the stain.)

Viral Infection of T-Cell Hybridomas with Retrovirus-containing
Supernatants

Once a high-titre viral supernatant has been made, infection of the target
cell can proceed. A number of amphotrophic viruses use the sodium
dependent phosphate symporters as cell surface retroviral receptors
(Miller and Miller, 1994), and for this reason target cells are first incubated
in phosphate free medium to upregulate the phosphate receptors. This is
particularly important for T-cell hybridomas, which are difficult to infect
compared to other cell types.

Materials

® Exponentially growing T-cell hybridoma recipient

® high titre viral supernatant from packaging cells (>10° cfu mlI™)

® RPMI medium 1640, sodium phosphate free (Gibco catalogue No.
11877-024)

® 100 mg ml" G418 in BSS

® 2x G418 medium (2 mg ml” G418 in medium)

® 100 pg ml™ tunicamyecin (in sterile water)

® 400 pg ml™ polybrene (in BSS, sterile filtered).

Reagents

® HEPES buffered saline (HBS), 50 ml: 5ml 0.5M HEPES, pH 7.1 (pH
is critical), 6.25ml 2M NaCl, 0.5ml 150 mM NaPO,, pH 7.0 (pH is
critical), 38.25 ml ddH,O (sterile); divide stock into 1-ml aliquots and
store at —70°C, or prepare fresh each time.
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® Commassie Brilliant Blue stain/fix, 11: 0.35 g Coomassie Brilliant Blue,
454 m] methanol, 92 ml glacial acetic acid, 454 ml1 dH,0; sterile filter.

Procedure

1. Culture 2 x 10° T-cell hybridoma recipient cells in 10 ml RPMI
(phosphate free) medium for 16-20h. (Note: TCR loss variants of
hybridomas often are generated spontaneously in culture, and can
be isolated by cloning. This is useful if TCR genes are to be
transfected.)

2. Transfer 1 x 10° hybridoma recipient cells into a 15-ml conical vial
for each infection. Prepare at least one extra tube as an uninfected
control. Spin cells, remove supernatant and resuspend cell pellet in
0.5 ml high-titre viral supernatant (> 10°cfu ml™) or in plain medium
for the negative control. Place in a single well of a 24-well tissue cul-
ture plate. Add 5l of 400 pg ml™ polybrene. Incubate for 4-8h. A
longer incubation time increases the infection rate, but decreases
cell survival.

3. Transfer the infected cells to a 15-ml conical tube, rinse the well with
1 ml medium and add this to the tube. Spin down the cells and wash
once with 1 ml medium.

4. Resuspend cell pellet in 7ml medium containing 2 mg ml" G418.
Dilute 6x10° cells into 20 ml 2x G418 medium (approximately
0.5 ml cells). Plate 100 ul per well on two 96-well plates. This will
result in approximately 30 cells per well. Place the remaining cells
into a small tissue-culture flask. Repeat steps (3) to (5) for the unin-
fected control cells. Incubate all cells for 3—4 days.

5. After 4 days of incubation, all uninfected cells should be dead and
can be discarded after checking. Flick the medium off the 96-well
plates and replace it with 1x G418 medium. After letting the cells in
the flask settle, remove approximately 5 ml medium and replace
with 5 ml 1x G418.

6. Check the flasks daily. By day 7, the bulk cultures should be mature
if the transfection worked well. On day 8 or 9, clones in the 96-well
plate should come up and can be screened for transgene expression.
For TCR transgenes, measuring IL-2 secretion following stimula-
tion on anti-TCR control plates is a convenient screening method
(HT-2 assay (Kappler et al., 1981; Hansen et al., 1989)). To maximize
gene expression, grow clones in antibiotic medium keeping the con-
centration of the cells low (2x10° cells ml™” or less).
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Although cells can be cloned from the bulk population flask, we have
found that they usually do not express the desired gene at high levels.
Also, different clones may not represent independent infection events.
Instead, the bulk flask is used to monitor the overall success of the trans-
fection before clones may be obvious. TCR transfectants may produce
only low levels of transfected genes, but can often be rescued by
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fluorescent cell sorting, sometimes requiring several successive rounds of
sorting.
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400000 INTRODUCTION

Cell-mediated cytotoxicity plays an important role in the host immune
defence against pathogens that reside within cells (Pamer, 1993).
Intracellular pathogens escape antibody-, complement- and neutrophil-
mediated defences and, therefore, in order to be cleared infected cells
have to be specifically identified and destroyed. This role is fulfilled by
CD8’ cytolytic T lymphoctes (CTLs), which recognize pathogen-derived
epitopes that are presented on the cell surface by major histocompatibility
complex (MHC) class I molecules (Zinkernagel and Doherty, 1974).
Pathogen-derived proteins are degraded into small peptides (8-10
residues), which are translocated via the transporter associated with anti-
gen processing (TAP) into the endoplasmic reticulum (ER) (Lehner and
Cresswell, 1996). Peptides with sufficient affinity for the peptide-binding
groove of newly synthesized MHC molecules stabilize MHC—peptide
complexes and are transported to the cell surface. CD8" CTLs detect pep-
tides presented by MHC class I molecules on infected cells with their spe-
cific T-cell receptor, resulting in activation of different effector
mechanisms that induce death of the infected cell. Two major cytotoxic
pathways have been described: (a) release of cytotoxins from secretory
granules that directly damage the host-cell membrane (perforins), and
(b) induction of programmed cell death (apoptosis) of the target cell by
secreted proteases (granzymes) or direct Fas/Fas-ligand binding (Berke,
1995).
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We have used the murine model of Listeria monocytogenes infection to
study the CTL response to infection with an intracellular pathogen. L.
monocytogenes is a Gram-positive bacterium that survives and multiplies
within the cytosol of infected cells. After phagocytosis by macrophages, L.
monocytogenes lyses the phagolysosomal membrane by secreting listerio-
lysin (LLO) and enters the host-cell cytosol (Bielecki et al., 1990).
Immunocompetent mice infected with a sublethal dose of L. monocyto-
genes clear the infection within a few days and develop long-lasting pro-
tective immunity. CD8* cytotoxic lymphocytes play a major role in this
rapid, extremely effective immune response (Kaufmann et al., 1985).

In this chapter we describe different strategies used to characterize
CTLs specific for L. monocytogenes, to identify pathogen-derived epitopes,
and to study the efficiency of MHC class I antigen processing. Although L.
monocytogenes is relatively easy to work with, we believe that the methods
described in this chapter can be readily applied to the study of CTL
responses to other intracellular pathogens. Thus, by taking into account
the specific characteristics of different intracellular pathogens (e.g. their
cell specificity, subcellular localization, persistence and intracellular
growth rate), these methods can be modified for detailed studies of CTL
responses to other intracellular infections.

0000606 CHROMIUM RELEASE ASSAY

Several assays have been established to detect and quantify CTL-medi-
ated cell lysis (see later). Because of its high sensitivity and specificity, the
standard chromium release assay (CRA) remains one of the best and most
convenient methods (Brunner et al., 1968). The principle behind the CRA
is to label target cells with radioactive *'Cr. Most cell types take up
Na,CrO, when exposed to high concentrations and, as long as they are
viable, release the chromium very slowly. Chromium-51 labelled cells can
be infected with a pathogen or coated with antigenic peptides and incu-
bated together with CTLs. If the T cells, referred to as effector cells in these
assays, detect their specific epitope on the surface of labelled target cells,
they induce cell death and damage of the cell membrane, releasing *'Cr
into the culture medium. The ratio of released to cell associated *'Cr is pro-
portional to the degree of cell lysis.

Chromium Release Assay using Infected Target Cells

As mentioned above, *'Cr labelled target cells can be infected with intra-
cellular pathogens and tested for lysis by specific CTLs (Kaufmann et al.,
1986). These assays can determine if pathogen-specific CTLs are elicited by
infection and, if epitope-specific T-cell clones or T-cell lines are available,
can characterize epitope presentation in actively infected cells. Although
different cell types can be used as target cells in CRA, the cell specificity of
the pathogen may limit the range of available target cells. An additional
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restriction on the cell type that can be used in the CRA is that the majority
of cells must be infected in order for the specific lysis to be interpretable.
In the case of L. monocytogenes, essentially 100% of bone marrow
macrophages and macrophage tumour cell lines can be reproducibly
infected. Wehavestudied Listeria-specific CTL responses inlaboratory mice
on the H2?background (e.g. Balb/c) and have used the H2¢ macrophage
tumour cell line J774 (ATCC TIB 67) as a target cell (Pameret al., 1991). J774
cellsarereadily infected with L. monocytogenes, and bacteria enter the cytosol
and multiply intracellulary. The cell line is grown in conventional culture
medium and does not require supplementary growth factors. Thus, nearly
unlimited amounts of target cells are available, and the homogeneity of the
tumour cell line makes this system highly reproducible.

A typical protocol for testing Listeria-specific CTL lines for specific lysis
of J774 cells infected with live bacteria is described below.
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Reagents and equipment

® Antibiotic-free culture medium (RP107): RPMI 1640 supplemented
with L-glutamine plus 10% fetal calf serum (FCS)

® [*'Cr]sodium chromate (Dupont, MA, USA)

® gentamicin sulfate (Gemini Bio-Products, CA, USA)

® 0.5% Triton X-100

® 96-well U-bottomed microtitre plates

® ]774 macrophage cell line (ATCC TIB 67), cultured in RP10-

® bacterial culture: virulent L. monocytogenes (e.g. ATCC 43251) grown
in trypticase soy broth (TSB)

® ycounter

® effector cells: Listeria-specific T-cell line.

Making chromium-51 labelled target cells

]J774 cells are labelled by short incubation in the presence of high concen-
trations of *'Cr. Chromium-51 has a relatively short half-life (28 days) and
is less hazardous to work with than most other isotopes. Nevertheless,
radiation safety training is necessary for every person working with *'Cr.
All objects must have radioactive material warning labels, and radioactive
waste must be collected and disposed of in specially designated
containers. A Geiger counter should be used to check for contamination.

—

. Pellet 1 x 10°J774 cells (500g, 5 min).

. Resuspend cells in 100 pl RP10~.

. Add 100 uCi [*'Cr]sodium chromate (usually equivalent to 100 pl,
but calculate the actual activity considering a half-life of 28 days).

. Incubate for 1 h at 37°C.

. Wash cells twice in 10 ml RP10".

. Resuspend cells in 10 m]l RP107 (=1 x 10° cells ml™).

. Add 100l (=1x10* cells) per well in a 96-well plate and allow
macrophages to adhere for 30 min at 37°C.
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Infecting labelled cells with intracellular bacteria

Mid-log-phase L. monocytogenes are added directly to *'Cr-labelled
macrophages. After incubation, the medium is replaced by RP10" contain-
ing gentamicin, a membrane-impermeable antibiotic, to kill extracellular,
but not intracellular bacteria.

1. Grow L. monocytogenes in TSB to early/mid-log-phase, to an A,,of
0.1. At this density there are approximately 2 x 10° bacteria per
millilitre.

2. Add 10l bacteria (=2x10°) to wells with *Cr labelled ]J774 cells

designated as infected target cells.

For uninfected controls add 10 pul TSB.

Incubate for 25 min at 37°C.

Carefully remove 80 pl of medium from each well and replace with

80 pl RP10" containing 10 pg ml™ gentamicin.

9w

Assaying for specific lysis with CD8" T cells using different effector/target ratios

To assay for specific lysis, CD8" T cells are incubated together with the
prepared target cells (generation of antigen-specific CTLs is described in
the chapter by Born et al.). The more antigen-specific T cells/effector cells
are added to the assay, the higher the expected extent of specific target cell
lysis. However, higher effector/target (E/T) ratios are often accompanied
by an increase in non-specific target cell lysis. Antigen-specific lysis is
determined by comparison of the degrees of lysis in parallel incubations
of effector cells with infected and uninfected target cells. Since the opti-
mum E/T ratio is difficult to predict, it is advisable to test for specific lysis
at several E/T ratios. Usually, the number of target cells is kept constant
(here 1 x 10* cells) and an E/T ratio titration is achieved by adding differ-
ent dilutions of effector cells. A titration of lytic activity by increasing the
number of effector cells that is clearly higher (>10-20%) than the unin-
fected control indicates antigen-specific lysis. A typical CTL assay con-
tains the following controls and titrations.

Spontaneous release

Infected and uninfected labelled target cells are incubated in the

absence of effector cells to control for the spontaneous release of

chromium.

1. Add 100 pl RP10" to four wells of uninfected and infected target
cells.

Maximum release

Labelled target cells are lysed by adding a detergent to estimate the
maximum radioactivity that can be released.
1. Add 100 pl1 0.5% Triton X-100 to four wells.
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CTLs plus infected or uninfected target cells

CTLs are tested for lysis of uninfected and infected *'Cr labelled target

cells at various E/T ratios to detect specific and background lysis.

1. Add 100 pl effector cells (in RP10") to infected and uninfected target

cells. Make several dilutions of effector cells to achieve E/T ratios

0f30:1,10:1,3:1,1:1and 0.3:1.

The final volume in all wells should be 200 pl.

Incubate the cells for 3 h at 37°C in a 5% CO, incubator.

4. Pellet the cells in the 96-well plate by gentle centrifugation at 400g
for 5 min.

5. Carefully harvest 100l of supernatant from each well with a
multichannel pipettor and count the released **Cr with a y counter.
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Determining the percentage specific lysis
Specific lysis is calculated by accounting for spontaneous chromium
release SR and maximum release MR using the formula:

100 x cpm sample — cpm SR
cpm MR - cpm SR

% Specific lysis =

where cpm is counts per minute. Lysis that is specifically related to the
presence of the pathogen can be estimated by comparing the values of
percentage specific lysis for infected versus uninfected target cells at the
same effector/target ratios (Fig. 1).

Limitations of direct CTL assays

Using target cells infected with intracellular pathogens as CTL targets has
certain disadvantages that often limit the utility of these assays. For
example:

® The pathogen continues to multiply inside the infected target cell. Pathogens
with a high intracellular growth rate might simply burst the infected cell within
a relatively short time period, resulting in a rapid increase in spontaneous *'Cr
release. Alternatively, some intracellular pathogens release lytic proteins that
can cause high degrees of spontaneous lysis in the absence of CTL. If the spon-
taneous release of *'Cr exceeds 30—40% of maximum release values, then the
specific lysis values become very difficult to interpret.

® Although the incubation time for CTL assays could be shortened to prevent
exceedingly high spontaneous release values, there is a certain delay until spe-
cific target cell lysis is detectable. Thus, this strategy is limited to curtailing the
length of incubation to a minimum of 2-3 h. Possible explanations for these
delayed kinetics are that specific CTLs need time to find their target cells and
to induce cell death, and that target cells may not immediately release all *'Cr
upon encounter with a specific CTL.
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Figure 1. CTL derived from L. monocytogenes immunized mice specifically lyse
infected J774 cells. Spleens cells from L. monocytogenes immunized Balb/c mice
were restimulated in vitro with infected ]J774 cells. Five days following in vitro
restimulation, CTL were assayed for specificity using L. monocytogenes infected or
uninfected *'Cr labelled ]J774 cells, as described in the text. The percentage specific
lysis was determined 3 h after addition of different CTL numbers to 10000 target
cells.

Chromium Release Assay using Target Cells coated with Peptide
Extracts of Infected Cells

Several years ago Rammensee and colleagues (Roetzschke et al., 1990)
exploited the ability to acid elute and purify by high performance liquid
chromatography (HPLC) MHC associated peptides from infected cells to
transfer them to uninfected cells and assay for antigen-specific CTL medi-
ated lysis. Although peptide-MHC class I complexes are relatively stable
at physiological pH, at low pH peptides rapidly dissociate. Pathogen-
derived epitopes can be eluted directly from infected cells by exposure to
a pH of 2.0 using 0.1% trifluoroacetic acid (TFA). Eluted peptides are sep-
arated from high molecular weight material and fractionated by reverse-
phase HPLC and *'Cr labelled target cells are coated with HPLC purified
peptide fractions and tested for specific lysis in a standard CTL assay.
This procedure has several advantages over direct CTL assays with
infected target cells (see above):

® Epitopes can be extracted from large numbers of infected cells and then added
in a relatively high concentration to target cells, increasing the sensitivity of
the assay.

® Target cells can be chosen (i.e. cells with high *Cr uptake, low spontaneous
release and a high capacity to bind exogenously added peptides) that optimize
sensitivity and result in highly reproducible results.
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® In the case of pathogens that infect cells that cannot be used in CTL assays,
peptides can be extracted and transferred to *'Cr labelled cells.

® Pathogens that lyse cells within the time frame of a conventional CTL assay
can be studied by extracting epitopes from cells that are damaged, since epi-
topes are protected from proteolysis by the MHC molecule even in dead
cells.

® HPLC fractionation of antigenic epitopes allows one to estimate the com-
plexity of the CTL response, assuming that most CTL epitopes will elute in
different fractions.

® By loading partially MHC-mismatched target cells, the MHC restriction for
individual epitopes can be determined.

® Purified peptides can be sequenced to obtain more detailed information about
the structure and origin of epitopes.
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Reagents and equipment (see above)

® Tissue culture plates (e.g. Falcon 3025, 150 mm).

® 0.1% trifluoracetic acid.

® Dounce homogenizer and sonicator.

® Centricon 10 (Amicon, MA, USA).

® Ultracentrifuge.

¢ HPLC with C18-300A column (Delta Pak, 3.9x300mm, 15mm
spherical beads).

¢ Lyophilization unit.

® A cell line that can be infected in vitro with the intracellular
pathogen (e.g. macrophage cell lines J774, IC21, PU51R, RAW264.7,
etc.).

® Target cells: usually a tumour cell line expressing the appropriate
MHC class I molecules (e.g. H2® positive mastocytoma cell line
P815/ATCC TIB64).

Harvesting large numbers of cells infected with pathogenic organisms

In the L. monocytogenes system we use the macrophage cell line ]J774,
which can be easily cultured and expanded in vitro. Large numbers of
cells are grown in tissue culture plates and infected with the pathogen.
After cellular infection, cells are incubated for various time intervals
before harvesting for peptide extraction. Analysis at different time points
is not only necessary to search for optimal epitope extraction times, but
also reveals important information about the kinetics of antigen presenta-
tion (see later).

1. J774 cells are grown to confluence (approximately 10° cells per
plate) in 150 mm tissue cultures plates in 27 ml RPP10" (one plate for
each time interval examined).

2. For infection with L. monocytogenes add 3 ml of mid-log-phase cul-
ture in TSB at A, of 0.1 (= 6 x 10°bacteria per plate).

3. Incubate for 30 min at 37°C.
(cont.)
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(cont.)

4. Replace medium with RP10" containing 5 pg ml™ gentamicin.

5. Incubate for different time intervals (e.g. 1, 3, 5,7 h).

6. Remove medium and harvest cells by scraping them into 5 ml phos-
phate buffered saline (PBS) (10 pl cells can be taken, diluted in PBS
containing 0.1% Triton X-100, and plated out on TSB agar to esti-
mate the number of bacteria per infected cell at a given time point).

7. Harvested cells are pelleted by centrifugation and pellets are stored
at -80°C.

Lysing infected cells and eluting peptides with TFA

Pellets are resuspended in 0.1% TFA and homogenized to extract peptides
from the infected cells. Insoluble material is pelleted by high-speed ultra-
centrifugation, and supernatants are depleted of high molecular weight
molecules by passage through a Centricon-10 membrane.

The following steps should be done keeping the samples on ice

1. Resuspend pellets in 10 ml 0.1% TFA.

2. Homogenize cell suspension by dounce homogenization (roughly

20 strokes) and sonication (twenty 1-s cycles at an intermediate

setting).

Centrifuge for 30 min at 100 000g.

Freeze supernatant and lyophilize.

5. Resuspend lyophilized material in 2 ml10.1% TFA and pass the sus-
pension through a Centricon-10 membrane (5000g).

Ll

HPLC fractionation of infected cell extracts

CTL assay

The material that passes through the Centricon-10 membrane is applied to
a reverse-phase HPLC C18 column. The C18 column is eluted with a
0-60% acetonitrile gradient in 0.1% TFA (0-5 min, 0% acetonitrile; and
5-45 min, 0-60% acetonitrile). Fractions (1 ml) are collected at 1-min inter-
vals and lyophilized. Most MHC class I associated peptides elute from the
C18 column between 24 and 40 min if this gradient is used. Of course, if
the gradient is changed the elution time for peptides will be altered. It is
possible to maximize the separation of different peptides by extending the
acetonitrile/ water gradient.

Peptide fractions are resuspended in PBS and used to coat target cells in a
standard chromium release assay. Generally, fractions obtained from 100
million extracted cells are resuspended in 200 pl PBS. Most tumour cell
lines express well characterized MHC class I molecules and many of them
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show excellent qualities for chromium labelling. Thus, a wide range of
possible target cells for different animal models and MHC haplotypes is
available. For our system, we take the mouse mastocytoma cell line P815
(ATCC TIB 64) to test for H2-K*-restricted epitope presentation (Fig. 2).

——&—— % Specific Lysis

------------------- % Ace[oni[rile

% Specific Lysis
% Acetonitrile

20 25 30 35

HPLC Fraction

Figure 2. CTL epitopes can be TFA extracted from L. monocytogenes infected J774
cells. 400 million ]774 cells were infected with L. monocytogenes for 6 h and then
harvested and TFA extracted as described in the text. Low molecular weight
material was applied to a C18 reverse-phase HPLC column and eluted with a shal-
low gradient of acetonitrile. HPLC fractions were lyophilized, resuspended in PBS
and assayed for recognition by an L. monocytogenes specific, non-clonal T-cell line.
P815 (H29) cells were labelled with *Cr and used as targets. The effector/target
ratio in this experiment was 10:1. It can be seen that this CTL line recognizes two
different peptides that elute from the C18 column with different acetonitrile
concentrations.

For detailed information, see earlier.

2. P815 cells are labelled with *Cr , and 1 x 10*cells in 50 ul RP10 are
placed in wells of a 96-well plate.

3. HPLC fractions are resuspended in 200 ul of PBS; 50 ul of each sam-
ple is added to a designated well of target cells.

4. Incubate for 45-60 min at 30°C.

5. Add CTLs at a constant E/T ratio in a volume of 100 ul RP10
medium to the well (to determine an optimal E/T ratio, different
effector cell dilutions should be tested in advance for specific and
unspecific lysis).

6. Incubate plates for 4-6h at 37°C and harvest supernatants as

described.

—
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Extraction of MHC class | associated peptides from infected spleens

Essentially all studies of antigen processing have been performed in vitro,
in systems that are, at best, approximations of in vivo events. Studies of in
vivo antigen processing are difficult, however, since the quantity and con-
centration of antigen is very low. It is possible, however, to isolate MHC
class I associated peptides from infected spleens and to identify among
these peptides pathogen-derived epitopes (Pamer et al., 1991). In the L.
monocytogenes system, these experiments are generally only successful
when mice are infected with a very high infectious dose and when pep-
tides are extracted from spleens 48 h after infection. Because of the great
potential of this method for directly correlating in vivo antigen processing
with T-cell responses, we briefly describe how to acid extract Listeria-
derived peptides from infected spleens.

1. Balb/c mice are infected intravenously with 1 x 10°virulent L. mono-
cytogenes (ATCC 43251).

2. At 48h after infection, one or two spleens are taken and homo-
genized in 10 ml 0.1% TFA with a ground glass tissue grinder fol-
lowed by dounce homogenization and sonication, as described
above for infected J774 cells. The pH should be checked with pH
paper, and if greater than 2.0 should be adjusted with 1% TFA to pH
2.0.

3. The homogenate is centrifuged for 30 min at 100000g.

4. The supernatant is lyophilized and then resuspended in 2ml 0.1%
TFA.

5. The resuspended extract is passed through a Centricon-10 mem-
brane. Because this extract can be quite viscous, passage through
the membrane may require 3—4 h of centrifugation.

6. The Centricon-10 filtrate is HPLC fractionated and individual frac-
tions are lyophilized and resuspended in PBS and used in CTL
assays as described earlier.

oo000¢ QUANTITATION OF MHC CLASS |
ASSOCIATED EPITOPES IN INFECTED CELLS

Falk et al. (1991) were the first to determine the number of virus-
derived epitopes in influenza virus infected cells by TFA extracting
and quantifying epitopes. This powerful method for quantifying the
end result of the MHC class I antigen-processing pathway has been
extended to L. monocytogenes infected cells (Villanueva et al., 1994) and
to cells expressing human immunodeficiency virus (HIV) proteins
(Tsomides et al., 1994). To quantify natural epitopes in infected cells
successfully, it is necessary to:
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® Obtain purified and precisely quantified synthetic peptides.

® Determine the efficiency of peptide extraction from cell pellets.

® Generate a standard curve that determines the percentage specific lysis with
a particular CTL clone relative to the peptide concentration in the CTL assay.

® |[solate natural CTL epitopes from a uniformly infected population of cells by
TFA extraction and. HPLC purification and determine the specific lysis
obtained with epitope containing HPLC fractions.

® Determine the concentration of epitope in the HPLC fraction by comparing
the percentage specific lysis to the synthetic peptide standard curve.

@ Using the starting number of infected cells that were extracted and correct-
ing for the extraction efficiency for the CTL epitope, calculate the number of
epitopes that were extracted per individual cell.

In the following sections we provide detailed information on each of these
steps.

Precise Quantitation of Synthetic Peptides

It is essential to use highly purified synthetic peptides for epitope quanti-
tation. Since synthetic peptides frequently contain truncated versions of
the peptide, HPLC purification is necessary following synthesis. This can
be accomplished by subjecting approximately 100-200ng of synthetic
peptide to reverse-phase HPLC fractionation, using a gradient of water
and acetonitrile with 0.1% TFA, as described in the previous section. The
synthetic epitope should be readily identified as the predominant peak
absorbance at 212 nm, collected and lyophilized. It is important to remem-
ber that CTL can detect very small quantities of synthetic peptide. Thus,
when purifying large quantities of synthetic peptide by HPLC, it is likely
that the HPLC apparatus will become contaminated with the peptide.
Subsequent runs on the same HPLC system will contain trace quantities
of epitope that will interfere with the analysis of TFA extracts from
infected cells. For this reason we advise always purifying synthetic epi-
topes on a separate HPLC system than the one used for fractionating TFA
extracts from infected cells.

The HPLC purified epitope should be assayed by mass spectrometry to
determine the purity and mass of the peptide. The most accurate way to
quantify the peptide is to subject it to hydrolysis and perform quantitative
amino acid analysis. Although other methods of quantifying peptides are
available, they are highly dependent on the amino acid content of the pep-
tide, and thus are difficult to standardize.

Determining the Extraction Efficiency of Epitopes from Cellular

Pellets

Different peptides, depending on their hydrophobicity, stability and sen-
sitivity to proteases are likely to be extracted from infected cell pellets
with different efficiencies. Furthermore, since different peptides elute in
different HPLC fractions, the antigenic peptides will be competing with
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different endogenous peptides for MHC class I binding in subsequent
CTL assays. Therefore, it is important to determine the overall efficiency
of peptide detection following TFA extraction from cells. This is accom-
plished by spiking a pellet of 100-200 million cells with a small quantity
of synthetic epitope (20, 50 and 100 pl of 107°M synthetic peptide) and TFA
extracting the spiked pellet, as described in the previous section.
Following HPLC fractionation, the amount of peptide that is present in
the epitope containing fractions is titrated and compared to the synthetic
peptide that was used to spike the pellet, and the yield can be estimated.
We have found that the yield for different peptides generally falls in the
range 20-80%. It is important to redetermine the efficiency of peptide
extraction and detection for individual epitopes if the HPLC gradient is
changed, since changes in the gradient will change the family of endogen-
ous peptide that the antigenic peptide travels with. In general, we find
that the extraction efficiency for epitopes improves as the acetonitrile gra-
dient is made shallower.

Preparing Synthetic Epitope Standard Curves

MHC class I restricted CTL clones detect target cells in the presence of
very low concentrations of synthetic peptide epitopes. However, the
sensitivity of CTL clones for their antigenic peptides varies. Some
clones are more sensitive than others. Depending on the length of time
since CTL clones were last stimulated, their sensitivity to peptide and
the percentage specific lysis they induce can also vary. Thus, when
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Figure 3. Percentage specific lysis correlates with the peptide concentration pre-
sent in the CTL assay. P815 target cells were labelled with *Cr and incubated in
different concentrations of precisely quantified p60 217-225, an H2-K* restricted
CTL epitope. Target cells were assayed for recognition by CTL clone L9.6, which
is specific for p60 217-225, at an effector/target ratio of 3 :1. After 4 h the percent-
age specific lysis was determined and plotted against the peptide concentration.
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quantifying the amount of epitope in TFA extracts from infected cells,
it is critical to determine concurrently the sensitivity of the CTL using
known concentrations of synthetic peptide. Our L. monocytogenes spe-
cific CTL clones detect their epitopes at concentrations as low as 107 M,
and generally maximally lyse target cells at concentrations greater than
5x10™ to 10x10™"'M epitope. Therefore, we have made dilutions of the
synthetic peptide in the range 107 to 107°M, which is a concentration
range where the percentage specific lysis correlates with the epitope
concentration used to coat the target cells. In a typical assay, we gener-
ate a standard curve using epitope concentrations of 100, 80, 60, 40, 20,
10, 8, 6, 4, 2 and 1x10™M, and assay in triplicate each of these concen-
trations with a specific CTL clone (Fig. 3).
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Calculating the Quantity of CTL Epitopes in TFA Extracts of
Infected Cells

The first step in quantifying epitopes in infected cells is to determine the
epitope concentration in HPLC fractions of TFA extracts of infected cells.
This is done by assaying, in triplicate, an amount of the HPLC fraction
(generally 2-50 pl) that gives detectable but less than maximal lysis in a
CTL assay. It is important that the percentage specific lysis obtained with
HPLC fractions falls within the range of the standard curve. By compar-
ing the percentage specific lysis obtained with HPLC fractions to that
obtained with the standard curve it is possible to determine the epitope
concentration in the HPLC fraction. By factoring in the volume that was
assayed, it is possible to determine the molar amount of epitope that is
present in a given HPLC fraction.

Estimating the Number of CTL Epitopes per Cell

The average number of CTL epitopes present per cell can be determined
by taking into account the starting number of infected cells, the extraction
efficiency of the epitope from infected cells, the concentration of the epi-
tope in the HPLC fraction and the volume of the HPLC fraction. Using
Avogadro’s number, it is possible to convert the molar amount of epi-
topes A into the absolute number. The following formula takes these fac-
tors into account:

A XY x(6.02x10%)
No. of J774 cells

Epitopes per cell =

where Y is a factor to correct for the extraction efficiency of the epitope.

Thus, if the extraction efficiency is 20%, Y =5. Alternatively, if the
extraction efficiency is 50%, then Y =2. Using this formula, it is possible
to determine the numbers of different epitopes that are present per
cell, at different times of infection or under varying circumstances (see
below).
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¢000¢¢ KINETIC ANALYSES OF MHC CLASS |

ANTIGEN PROCESSING IN INFECTED CELLS

The kinetics of antigen processing and presentation can be studied by
quantifying epitope numbers at varying time intervals during the course
of cellular infection. CTL epitope generation and presentation is a
dynamic process that requires degradation of pathogen-derived proteins,
transport of peptides into the endoplasmic reticulum (ER), loading of
empty MHC class I molecules and translocation to the cell surface. Each
step is characterized by distinct specificities, kinetics and efficiencies that
may differ from epitope to epitope. Furthermore, the overall number of
epitopes present in an infected cell at a given time point also reflects pep-
tide losses that may result from, for example, degradation by cytosolic or
ER proteases prior to binding by MHC class I molecules or from rapid dis-
sociation from MHC class I molecules following binding. To study the
kinetics of class I antigen presentation in more detail, the pathway can be
blocked at distinct points and the effect on epitope generation deter-
mined. An advantage of studying antigen processing in cells infected
with bacteria is that the prokaryotic and eukaryotic protein syntheses can
be inhibited independently. Thus, bacterial antigen synthesis can be
turned off at defined time points and the fate of the remaining antigen
investigated. Furthermore, specific inhibitors of host cell proteolysis, pro-
tein synthesis and membrane trafficking can be used to examine their
impact on the MHC class I antigen processing pathway, without affecting
the production of antigen by the intracellular bacterium.

Isolation and Quantitation of CTL Epitopes from Cells Infected for
Varying Time Intervals

The number of epitopes per cell can be calculated by acid elution and
HPLC fractionation as described earlier. Following this approach quanti-
tative analyses can be performed at different time points during infection
with the pathogen. We have used this approach to study antigen process-
ing in J774 cells infected with L. monocytogenes for 1, 2, 3, 4, and 5h
(Villanueva et al., 1994). Epitope numbers and numbers of bacteria per cell
were determined as described (see earlier), and it was demonstrated that
there is a direct correlation between the secretion of antigenic proteins
into the host-cell cytosol and the generation of CTL epitopes.

Use of Inhibitors of Bacterial Protein Synthesis to Examine MHC
Class | Antigen Processing

As mentioned above, prokaryotic protein synthesis can be specifically
inhibited without affecting host-cell metabolism. The antibiotic tetracy-
cline (TCN) is such an inhibitor with a wide spectrum for Gram-positive
and Gram-negative bacteria. Unlike gentamicin, which is membrane
impermeable and can be used to kill extracellular bacteria, TCN is mem-
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brane permeable and, therefore, inhibits protein synthesis of intracellular
bacteria. TCN rapidly inactivates bacterial ribosomes, terminating intra-
cellular bacterial protein synthesis within several minutes of addition to
the culture medium. To investigate the linkage between antigen synthesis
and epitope generation in macrophages infected with bacteria, J774 cells
were grown to confluence in 150-mm culture plates and infected with L.
monocytogenes, as described in the preceeding sections. After 3 h of infec-
tion, TCN (20 pg ml™) was added, and control plates were left untreated.
At different time intervals (e.g. 4, 5, 6 and 7 h post-infection) TCN-treated
and untreated cells were scraped into PBS and epitopes were extracted
and determined as described (see earlier). Using this system, we found
that in infected cells treated with TCN the generation of epitopes is
markedly and rapidly diminished, indicating that epitopes derive from
newly synthesized antigens (Villanueva et al., 1994).
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Using Inhibitors of Host Cell Proteolysis, Protein Synthesis and
Protein Transport to Study Parasite Interactions with the MHC
Class | Antigen Processing Pathway

Antigen processing and epitope presentation by the host cell is a multi-
step pathway that requires antigen degradation by cytosolic proteases,
transport of peptide fragments into the ER, synthesis of MHC class I mol-
ecules, and transport of epitope-MHC class I complexes to the cell sur-
face. Specific inhibitors that interfere with distinct steps in this pathway
are available and provide an opportunity to study the contribution of
these steps to the efficiency of epitope generation. In the following sec-
tions we briefly summarize some of these approaches.

Inhibitors of host cell proteolysis

Cytosolic degradation of pathogen-derived antigens is mainly mediated
by proteasomes, and distinct peptidase activities have been associated
with these multicatalytic enzyme complexes (Orlowski et al., 1993).
Peptide aldehyde protease inhibitors, e.g. N-acetyl-Leu-Leu-norleucinal
(LLnL) and (benzyloxycarbonyl)Leu-Leu-phenylalaninal (Z-LLF) have
been reported to inhibit specifically chymotrypsin-like activity of protea-
somes (Rock et al., 1994). These inhibitors are membrane permeable and
can be used to treat pathogen-infected cells. We have found, in cells
infected with L. monocytogenes, that these inhibitors do not impair host cell
or bacterial protein synthesis. To determine the impact of proteasome
inhibition on the generation of CTL epitopes in L. monocytogenes infected
J774, we infected cells as described in the preceding section and treated
infected cells with either 250 pM LLnL or 10 pM Z-LLF. Infected cells were
harvested at varying time points and epitopes were extracted, purified by
HPLC and quantified, as described in the previous sections. Using this
approach it was possible to determine that protein degradation of
secreted bacterial proteins is tightly linked to epitope generation (Sijts et
al., 1996). Furthermore, the fact that the generation of different epitopes
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varied in sensitivity to these protease inhibitors suggests that more than
one degradation pathway is used to generate different MHC class I asso-
ciated epitopes.

Inhibitors of host cell protein synthesis

As mentioned previously, MHC class I antigen processing involves mul-
tiple steps that occur in separate subcellular compartments. In order to
determine the requirements of host-cell protein synthesis for efficient CTL
epitope generation, it is possible to inhibit selectively host-cell protein
synthesis with 50 pg ml” cycloheximide (CHX) and 30 pg ml™ anisomycin
(ANM) without affecting intracellular bacterial protein synthesis (Sijts
and Pamer, 1997). As expected, inhibiting host-cell protein synthesis in
the L. monocytogenes system rapidly inhibits CTL epitope generation
because of the rapid depletion of available MHC class I molecules.
Surprisingly, however, inhibiting host-cell protein synthesis does not
impair either the degradation of bacterial proteins in the host-cell cytosol,
transport of peptides into the ER or trafficking of MHC class I molecules
to the cell surface.

Inhibitors of intracellular trafficking

L 4 4 4 4 2 4

After loading of MHC class I molecules in the ER, MHC-peptide com-
plexes are transported rapidly via the Golgi complex to the cell surface.
BrefeldinA (BFA) is an antibiotic that disrupts the Golgi complex, thereby
preventing the translocation of ER contents to the cell surface. In the L.
monocytogenes system, treatment of infected cells with 5 pgml™® of BFA
does not affect intracellular bacterial growth, protein synthesis or protein
secretion (Sijts and Pamer, 1997). Thus, it is possible to study and compare
the interaction of CTL epitopes with MHC class I molecules on the cell
surface or in the ER.

OTHER ASSAYS THAT ARE USEFUL FOR
INVESTIGATING INTRACELLULAR
PATHOGEN SPECIFIC CTL

In some systems it can be very difficult to infect target cells and concur-
rently label them with®Cr. Therefore, other methods have been estab-
lished to quantify CTL-mediated lysis of infected target cells. In the
following sections we briefly outline some of these methods, and refer the
reader to appropriate references for detailed protocols.

Serine Esterase Release

Activated CTLs release cytotoxins and proteases from secretory granules,
which induce death of the target cells. One of the proteases is the enzyme
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serine esterase, which can be detected in the culture medium upon its
release from CTLs (Taffs and Sikovsky, 1994). Enzyme activity correlates
with the extent of CTL activation in the presence of epitope-presenting
target cells. The detection of serine esterases is based on hydrolysis of N-
a-benzyloxycarbonyl-L-lysine thiobenzyl ester, which is detected in a
standard colorimetric assay using dithio-bis(2-nitrobenzoic acid). In this
assay the amount of enzymatically active serine esterase that is released
by antigen stimulation is compared to release in the absence of antigen
and the maximal release obtained with a mild detergent. Thus, this assay
is similar to conventional *'Cr release assays, except that the condition of
the target cell prior to interaction with CTL is less critical.
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Sensitivity to Membrane-impermeable Antibiotics

When CTLs attack a target cell, perforins damage the target cell mem-
brane and create pores that allow otherwise impermeable substances to
enter the cell (Berke, 1995). In the L. monocytogenes system it is possible to
take advantage of this to determine antigen-specific CTL activity.
Specifically, target cells are infected with L. monocytogenes and the CTL
assay is performed in medium containing the membrane-impermeable
antibiotic gentamicin (Bouwer ef al., 1992). In the absence of CTLs, or if the
CTLs do not detect L. monocytogenes antigens, intracellular bacteria sur-
vive inside target cells and can be quantified by plating on TSB culture
plates. If CTL lysis of infected cells occurs, however, the number of bac-
teria that can be cultured is diminished, since gentamicin enters the lysed,
infected cells and kills intracellular bacteria. Although this method is less
precise than most other CTL assays, it provides an alternative to *Cr
release assays and the problem of bacteria-induced *'Cr release. One
potential problem with this method is that infected cells can begin to
"leak’ after 4-5 h of infection, allowing the influx of antibiotics into target
cells (see earlier).

[’H]Thymidine-based CTL Assay

Cytolytic T cells induce apoptosis in target cells, and the fragmentation of
target cell DNA can be used to measure antigen-specific recognition
(Duke and Cohen, 1994). To perform this assay, the DNA of target cells is
labelled with ["H]thymidine prior to interaction with CTLs. DNA frag-
mentation of the target cells is measured as release of °H into the culture
medium following addition of CTLs. Specific lysis can be determined by
measuring soluble °H in the supernatant and cell-associated *H in the cell
pellet in the absence and presence of CTLs. The strength of this assay is a
relatively low spontaneous release, allowing incubations for
10h and more. Thus, direct lysis of cells by perforin mediated mecha-
nisms can be detected as well as lysis by Fas/Fas-ligand interactions,
which generally follows a longer time course. Utility of this assay will be
limited if the pathogenic organism induces apoptosis in the target cell.
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In general, CD4* T-helper (Th) cells are subdivided into at least two sub-
sets, namely Thl and Th2 cells, according to distinct cytokine profiles
which accounted for two major functions, cell mediated immunity (CMI)
and humoral immunity in host immune responses, respectively
(Mosmann and Coffman, 1989; Street and Mosmann, 1991). It is well
established that Th1 cells secrete interleukin-2 (IL-2), y-interferon (IFN-y)
and tumour necrosis factor  (TNFf) and function in CMI for protection
against intracellular bacteria and viruses. Th1 cells also provide limited
help for B cell responses, where IFN-y supports immunoglobulin G2a
(IgG2a) synthesis in mice. The Th2 cells preferentially secrete IL-4, IL-5,
IL-6, IL-10 and IL-13, and provide effective help for B cell responses, in
particular for IgG1 (and IgG2b), IgE and IgA synthesis (Bond et al., 1987;
Coffman et al., 1987; Murray et al., 1987; Beagley et al., 1988, 1989;
Harriman et al., 1988; Lebman and Coffman, 1988; Fujihashi et al., 1991).
For the generation of these two subsets of regulatory Th cells, several dif-
ferent cytokines can influence the process of development of Th1 and Th2
cells. For example, IL-12 and IL-4 may direct CD4" Th cell development
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down a Thl or Th2 pathway, respectively, while later in development
IFN-y and IL-10 (together with IL-4) can reinforce Th1 or Th2 phenotype
expansion (Seder and Paul, 1994).

It is now essential to measure the level of Th1 and Th2 cytokines in
order to elucidate the exact mechanism for the induction and regulation of
antigen-specific immune responses. The current technology allows the
detection of Th1l and Th2 cytokines at the level of the protein, the cell or
the mRNA. For the measurement of secreted cytokines, two distinct meth-
ods are currently available. Biological activity of cytokines can be mea-
sured by using certain cytokine-dependent cell lines (Slavin and Syrober,
1978; Watson, 1979; Helle et al., 1988; Sawamura et al., 1990). Although this
assay is the most sensitive way to detect biologically active cytokines, the
enzyme-linked immunosorbent assay (ELISA) system is a simple, rapid
and sensitive assay for the quantitative analysis of different cytokines
using appropriate combinations of cytokine-specific monoclonal antibod-
ies. Thus, cytokine-specific ELISA is now widely used for the quantitation
of cytokines in both in vivo and in vitro investigations. In addition to
cytokine-specific ELISA, enzyme-linked Immunospot (ELISPOT) assay is
also available for the elucidation of Th1 and Th2 cytokine producing cells.
An advantage of cytokine-specific ELISPOT assay is that it is able to deter-
mine the frequency of cytokine-producing cells in the single-cell prepara-
tion (Taguchi et al., 1990a,b; Fujihashi et al., 1993a). Thus, the frequency
and number of Thl and Th2 cytokine-producing cells in different cell
fractions (e.g. CD4" and CD8’) from various tissues (e.g. mucosal and
systemic) can be determined.

In addition to cytokine-specific ELISA and ELISPOT assays, which
detect cytokine at the protein and cellular levels, respectively, Thl and
Th2 cytokines can be analysed at the molecular level by detecting
cytokine-specific mRNA using northern blot, in situ hybridization, dot
blot, mRNA protection and reverse transcriptase polymerase chain reac-
tion (RT-PCR) assays. Of these assays, RT-PCR is the most rapid and effi-
cient method for the detection of Thl and Th2 specific mRNA, especially
when dealing with small numbers of specific subsets of lymphocytes.
Furthermore, the recent development and adoption of quantitative RT-
PCR has enhanced the capability to characterize increases or decreases in
specific cytokine message (Wang et al., 1989; Hiroi et al., 1995; Marinaro et
al., 1995). This chapter introduces the most up-to-date cytokine-specific
ELISA, ELISPOT and RT-PCR methods for murine and primate models,
which are routinely performed in our laboratories in order to detect
cytokine synthesis at the protein, single-cell or mRNA level. As a human-
specific assay is described on pages 621-650, this chapter focuses on the
cytokine-specific ELISA, ELISPOT and RT-PCR assays for non-human
primate systems, since these experimental animal models are important
and useful in characterizing acquired immune deficiency syndrome
(AIDS) specific immunity.
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60066 MEASURING MURINE CYTOKINES
Background

Cytokines are important immunoregulatory proteins that mediate dis-
tinct functions of different immunocompetent cells including T and B
cells, macrophages, dendritic cells and natural killer (NK) cel