
Smart Sensors, Measurement and Instrumentation 16

Subhas Chandra Mukhopadhyay    Editor

Next 
Generation 
Sensors and 
Systems



Smart Sensors, Measurement
and Instrumentation

Volume 16

Series editor

Subhas Chandra Mukhopadhyay
School of Engineering and Advanced Technology (SEAT)
Massey University (Manawatu)
Palmerston North
New Zealand
E-mail: S.C.Mukhopadhyay@massey.ac.nz



More information about this series at http://www.springer.com/series/10617

http://www.springer.com/series/10617


Subhas Chandra Mukhopadhyay
Editor

Next Generation Sensors
and Systems

123



Editor
Subhas Chandra Mukhopadhyay
School of Engineering and Advanced
Technology (SEAT)

Massey University
Palmerston North
New Zealand

ISSN 2194-8402 ISSN 2194-8410 (electronic)
Smart Sensors, Measurement and Instrumentation
ISBN 978-3-319-21670-6 ISBN 978-3-319-21671-3 (eBook)
DOI 10.1007/978-3-319-21671-3

Library of Congress Control Number: 2015944456

Springer Cham Heidelberg New York Dordrecht London
© Springer International Publishing Switzerland 2016
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission
or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, express or implied, with respect to the material contained herein or
for any errors or omissions that may have been made.

Printed on acid-free paper

Springer International Publishing AG Switzerland is part of Springer Science+Business Media
(www.springer.com)



Preface

Sensors are the most important component in any system and understanding the
fundamentals of operation, integration into a system and the selection are very
useful. There is a continuous advancement of sensing technology, embedded sys-
tem, wireless communication technology, nano-technology and miniaturization
which make it possible to develop smart wireless electronic systems to monitor
many phenomenon around us continuously.

This Special Issue titled “Next Generation Sensors and Systems” in the book
series of “Smart Sensors, Measurement and Instrumentation” contains the invited
papers from renowned experts working in the field. A total of 14 chapters have
described the advancement in the area of Sensors and Sensing Technologies, Signal
processing, Wireless Sensors and Sensor Networks, Protocols, Topologies,
Instrumentation architectures, Measurement Techniques, Energy Harvesting and
Scavenging, Design and Prototyping in recent times.

The first chapter by Mohamed Serry describes the new nanostructured Schottky
junctions based on graphene/platinum grown on different substrates which are
fabricated and investigated for sensing applications. The uniqueness of the research
is based on the process for growing the graphene layer on the M-S junction.

The design of a planar interdigital micro-sensor for the characterization of
biological mediums by impedance spectroscopy is presented in “Design and
Realization of a Planar Interdigital Microsensor for Biological Medium
Characterization” by T.-T. Ngo, A. Bourjilat, J. Claudel, D. Kourtiche and
M. Nadi. A theoretical optimization of the geometrical parameters of the sensor is
proposed allowing the extension of the measurement frequency range by reducing
the polarization effect manifested by a double layer.

In “Molecularly Imprinted Impedimetric Sensing of Phthalates: A Real-Time
Assay Technique”, a real-time, non-invasive detection of phthalates was performed
employing electrochemical impedance spectroscopy technique incorporating an
enhanced penetration depth interdigital capacitive transducer by A.I. Zia, Apeksha
Rao and S.C. Mukhopadhyay. The research was conducted to investigate the
application of pre-concentration extraction polymer with molecular imprinted
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recognition sites as an analyte sensitive coating for the sensor to introduce
molecular selectivity for di (2-ethylhexyl) phthalate molecules.

A. Zhukov, M. Ipatov, J.J. del Val, M. Ilyn, A. Granovsky and V. Zhukova have
developed a novel functional materials exhibiting giant magnetoresistance
(GMR) and reported on magnetic, transport and structural properties of
Cox-Cu100-x (5 ≤ x ≤30) and Fe37Cu63 glass-coated microwires prepared by the
Taylor-Ulitovsky method in “Magnetic and Transport Properties of M-Cu (M = Co,
Fe) Microwires”. In the next chapter the correlation of “Giant Magnetoimpedance
Effect of Amorphous and Nanocrystalline Glass-Coated Microwires” by A.
Zhukov, A. Talaat, M. Ipatov, J.J. del Val, L. Gonzalez-Legarreta, B. Hernando and
V. Zhukova. The outcomes of the research lead to the development of magnetically
soft thin wires for applications in magnetic field sensors.

Non-Faradaic Electrochemical Modification of Catalytic Activity (NEMCA) was
investigated for the first time for the activation and reactivation of the industrial
potentiometric oxygen sensor based on stabilized zirconia solid electrolyte, which
was reported in “Aged Zirconia Electrochemical Oxygen Sensor Activation and Re-
activation Using NEMCA” by P. Shuk and R. Jantz. The NEMCA has improved
the sensor response, impedance and stability.

In “A New Scheme for Determination of Respiration Rate in Human Being
Using MEMS Based Capacitive Pressure Sensor”, the development of a
MEMS-based capacitive nasal sensor system for measuring Respiration Rate
(RR) of humans has been reported by Madhurima Chattopadhyay and Deborshi
Chakraborty. Two identical arrays of diaphragms based MEMS capacitive nasal
sensors have been designed and fabricated. In the proposed scheme, the two
identical sensor arrays are mounted below Right Nostril (RN) and Left Nostril
(LN), in such a way that the nasal airflow during inspiration and expiration impinge
on the sensor diaphragms. A Finite Element Method based simulation study for
monitoring the condition of lungs and heart of acute respiratory distress syndrome
(ARDS) patients for monitoring their conditions ranging from dynamic shifting of
body fluids to lung aeration has been reported in “Monitoring of the Lung Fluid
Movement and Estimation of Lung Area Using Electrical Impedance Tomography”
by Deborshi Chakraborty and Madhurima Chattopadhyay. The chapter has pre-
sented a brief overview on application of EIT for monitoring of the lung fluid
movement and estimation of lung area in a human being along with physical and
mathematical aspect with a goal to achieve a system having higher potential to cater
medical challenges in lung oriented diseases.

A smart home’s monitoring system incorporating wellness’s context based on
daily activities of human beings will be very useful to predict future’s event for
pro-active medical treatment. The “Activity and Anomaly Detection in Smart Home:
A Survey” by U.A.B.U.A. Bakar, H. Ghayvat, S.F. Hasan and S.C. Mukhopadhyay
have reviewed the state-of-the-art dense sensing paradigm and anomaly detection
approaches including sensors, data, analysis, algorithms and comparison of
techniques.
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In “Real-Time Monitoring of Meat Drying Process Using Electromagnetic Wave
Sensors”, Magomed Muradov, Jeff Cullen and Alex Mason have investigated use
an electromagnetic (EM) wave sensor to monitor the meat drying process and
determine its suitability as a non-destructive and non-contact technique. The sensor
has been modelled using High Frequency Structure Simulation Software (HFSS)
and then constructed. Experimental work was conducted involving measurement of
meat weight and EM signature (namely the S11 parameter in the frequency range
1–6 GHz) over a period of approximately one week, with measurements recorded
every hour. The change in EM signature and weight loss has been analysed and
correlations drawn from the resultant data.

Arijit Chowdhury, Avik Ghose, Tapas Chakravarty and P. Balamuralidhar have
investigated the noise performance of a few smartphone based accelerometers in
“An Improved Fusion Algorithm For Estimating Speed From Smartphone’s Ins/
Gps Sensors”. The noise analysis has been used for improving the estimation of the
speed of moving vehicle, as captured by GPS. A number of experiments were
carried out to capture the vehicle’s position and speed from On Board Diagnosis V2
(OBD2), GPS as well as 3-axes accelerometer. The authors have also demonstrated
a method by which the phone’s orientation is compensated for while calculating
speed from the measured acceleration. A new method of INS/GPS fusion has been
proposed to enhance the accuracy of speed estimation. It is envisaged that with
increasing estimation accuracy, the application of multi-sensor fusion in autono-
mous vehicles will be greatly enhanced.

The “Monitoring Water in Treatment and Distribution System” by Joyanta
Kumar Roy and Subhas Chandra Mukhopadhyay has reviewed and explained the
importance of water quality monitoring and its technology from generation to the
distribution. They have reported a SCADA-based intelligence sensing system
which is utilising the Internet of Things to improve easy access to monitor water
quality, treatment process and plant health in real time. Internet of Things is a new
era of computing technology and a smart connect, machine to machine, machine to
infrastructure, machine to environment intelligent system, which can talk to each
other and make operational functions in universal network in the cloud.

A novel way for the recognition and classification of objects inside a scene,
inspired by the well-known frame theory is described in “An Application of the
Frame Theory for Signature Extraction in the Analysis of 3D Point Clouds” by F.
Martino, C. Patruno, R. Marani and E. Stella. Three-dimensional (3D) point clouds
have been obtained using a laser triangulation system of high resolution to achieve
low noise datasets for the validation.

The last chapter by K. Tashiro, A. Ikegami, S. Shimada, H. Kojima and
H. Wakiwaka presents the design of self-generating component powered by mag-
netic energy harvesting. A magnetic field alarm has been developed to demonstrate
the devices. It consists of an energy harvesting module, Cockcroft-Walton circuit
and piezo buzzer. The energy harvesting module is composed of coil and magnetic
flux concentration core. It can generate 200 µW from an environmental magnetic
field of 200 µT at 60 Hz.
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I do sincerely hope that the readers will find this special issue interesting and
useful in their research as well as in practical engineering systems. We are very
happy to be able to offer the readers such a diverse special issue, both in terms of its
topical coverage and geographic representation.

Finally, I would like to wholeheartedly thank all the authors for their contri-
bution to this special issue.

Subhas Chandra Mukhopadhyay
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Graphene Based Physical and Chemical
Sensors

Mohamed Serry

Abstract New nanostructured Schottky junctions based on graphene/platinum
grown on different substrates are fabricated and investigated for sensing applica-
tions. The integration of graphene layer (s) on regular M-S junctions was only
possible by using an ALD-grown platinum thin film (*40 nm) and then growing
graphene in PECVD at temperatures lower than platinum silicide formation tem-
perature (i.e., <700 °C). The electrochemical and radiation sensing behaviors were
investigated using two different substrate types. The first is a moderately-doped
n-type (e− conc. ≈ 2 × 1015 cm−3) silicon substrate in which a Schottky rectifier
response with different threshold voltages was observed. An order of magnitude
increase in generated current was observed with the use of high-resistivity silicon
substrates (ρ ≥ 10,000 Ωcm). By adding a dielectric layer to form a
graphene-metal-insulator-semiconductor junction (Graphene–MIS) a linear ohmic
response was observed. The obtained responses were explained by studying the
band diagrams for the different processes with the aid of XPS and Raman analyses
that clearly indicated the p-doping of the graphene layer in response to γ-ray
radiations, which resulted in a strong reversed current tunneled through the ultrathin
platinum layer. In the case of high-resistivity silicon substrates, the reversed current
is much stronger due to the weak forward current from the substrate, which resulted
in a stronger reverse response and, ultimately, higher sensitivity. The uniqueness of
the research is based on the process for growing the graphene layer on the M-S
junction. Exfoliated graphene results in increased contact resistance and low e−
mobility, which will not yield the desired effects.
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1 Introduction

Nanostructured materials on MEMS-integrated devices could replace most current
conventional sensors. They provide the advantages of utilizing nanostructured
materials’ surface-to-volume ratio and the materials can be engineered for increased
selectivity. MEMS provides an integrated platform for detection, signal processing
and sample handling. Combined, the distinct advantages of nanomaterials could
potentially overcome the limited detection range, low sensitivity, and large sample
size of conventional sensors.

MEMS-integrated nanotmaterials, including carbon nanotubes, silicon nano-
wires, and metal oxide nanowires, have been successfully implemented in several
sensor applications including gas sensors [1–4], infrared detectors [5, 6], temper-
ature sensors [7, 8], pressure sensor [9], humidity sensor [10], and chemical and
biochemical sensors [11–14]. However the monolithic integration of graphene on
MEMS platforms is currently facing several challenges due to the high temperatures
required to grow graphene layers (more than 1000 °C on a Cu catalyst layer) and
the difficulty of aligning exfoliated graphene on a specific device site. Therefore,
practical application and optimal use of nanomaterials will require a process that
facilitates the integration of graphene layers on MEMS leading to enhanced sensor
functionality, sensitivity, and selectivity.

2 Motivation

In past decades, scaling down of solid-state sensors resulted in improved device
efficiency and capacity. However, along with the ability to scale down devices
come challenges with designing and developing nanostructures that must operate
properly in an increasingly smaller environment. Schottky diodes can replace
conventional PN junctions and bipolar transistors in scaled down solid-state sen-
sors, offering faster response and lower threshold voltages as shown in Fig. 1.
Schottky diode-based sensors generally consist of a metal-semiconductor (M-S)
junction. The most common choices of metals are catalytic type noble metals (e.g.,
Au, Pt, and Pd) [15–18]. Schottky diodes have been implemented for developing
highly efficient sensors, solar cells and electrochromic devices [19–23]. Graphene
ultrathin sheets are emerging as ideal candidates for thin-film devices and combi-
nation with other semiconductor materials such as silicon. They have been pro-
duced in the form of ultrathin sheets consisting of one or a few atomic layers
directly grown by chemical vapor deposition (CVD) [24–26] or by solution pro-
cessing [27, 28] and then transferred to various substrates.

In this work, we have implemented a direct, simple, reusable, isotropic, wide
range, and ultrahigh sensitive range of physical and chemical sensors based on
graphene-Schottky junctions. The sensor is based on a nanostructured array of
graphene grown on a platinum/n-Si substrate. The new sensor structure (Fig. 2) is a
Schottky barrier diode based on forming an M-S junction of n-type silicon substrate
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and ultrathin film platinum integrated with a graphene layer. In this chapter, two
examples covering the physical and chemical aspects of our proposed structure will
be presented. The first is related to a gamma-photon sensor and the second is a label
free glucose sensor [29–32]. Enhanced performance of both sensors is demonstrated
mainly due to the band interaction at the graphene-platinum-silicon junctions, which
yields stronger forward/reverse currents in response to stimulus. An added feature of
the glucose sensor is the increased surface-to-volume ratio at the graphene surface,
which enhances sensitivity and allows for direct interaction between the glucose OH
groups and graphene surface without the need for surface functionalization (e.g.,
glucose oxidaze as commonly used in glucose sensors [33–36]).

Fig. 1 Comparing the IV response of PN versus M-S junctions

Fig. 2 Schematic of the developed sensor

Graphene Based Physical and Chemical Sensors 3



3 Operating Principle of Graphene-Schottky Sensors

The working principle of our new device design is based on the interaction of γ-
photons with the graphene layer, which changes the local electric field distribution
and thus the variation of the Schottky barrier’s height (SBH) and width, resulting in
a detectable current change. We refer to it as a Graphene-Schottky junction. As
schematically shown in Fig. 3, as graphene is positively biased and in contact with
Pt it becomes p-doped and its Fermi level (Ef) is lowered. Therefore, as γ-photons
penetrate through the bulk of the whole device, there are no graphene electrons
available for interband transition, especially at lower radiation doses (Fig. 3a).
Meanwhile, at the Pt/n-Si interface, when a forward-bias voltage is applied to the
Schottky diode depicted in Fig. 4, the work function of Pt (*5.7–5.98 eV) is
greater than that of the n-Si (4.5 eV), therefore the contact potential is reduced.
Thus, the electrons move from the conduction band across the depletion region to
the metal, creating a forward current (Ifwd) through the junction (Fig. 5).

The current across a Pt/n-Si junction is mainly due to majority carriers.
Moreover, there are three mechanisms by which current can flow: (1) diffusion of
carriers, (2) thermionic emission, and (3) quantum mechanical tunneling.
According to the thermionic emission theory of Schottky diodes, the dependence of
forward current on the applied voltage is given by the expression [37]:

I ¼ Is exp
qV
kT

� �
� 1

� �
; ð1Þ

where q is the charge of one electron, V the applied voltage, T the absolute tem-
perature in Kelvin, k is the Bolstmann’s constant, and Is is the saturation current as
defined by:

Is ¼ AA��T2exp � qU
kT

� �
; ð2Þ

in which A is the junction’s surface area, A�� the Richardson constant and U is the
zero bias Schottky barrier hight in eV. Therefore, the Schottky barrier heigh
(SBH) can be extracted from Eq. (2) as:

U ¼ kT
q
ln

AA��T2

Is

� �
; ð3Þ

where, Is can be obtained from the current density at the zero voltage. As the Pt/n-Si
junction is exposed to γ-photons, more bonds are broken in the Si lattice, which
results in the freeing of more electrons and shifts the Fermi level up. The flowing
current is increased as a result of two main effects: (i) an increase in thermionic
emissions due to excess electrons in the conduction band, and (ii) an increase of the
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Fig. 3 Schematic of the energy band diagram at the interface of the Schottky junction showing the
interactions between gamma-photons and the sensor. a The graphene-Schottky device at lower
doses, when graphene is positively charged, the Fermi level (Ef) is lowered. Upon gamma
irradiation, e-h pair is formed in Si lowering the SBH, while in graphene there is no electron
available for the interband transition, a strong forward current will flow from Si to Graphene. b at
higher doses graphene electrons are excited to higher states increasing the reverse current and
therefore reduce the overall net current, c for the conventional Pt/n-Si Schottky junction, forward
current is induced at lower doses but the response is saturated at higher doses due to the
counterbalancing induced reverse current

Fig. 4 Schematic of the energy bands at the Pt-Si junction
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tunneling current due to a decrease in the depletion layer thickness (i.e., barrier’s
width). Consequently, the change in SBH can be determined from the following
equation:

DU ¼ ðUc � U0Þ; ð4Þ

where Uc and U0 are SBH before and after exposure to γ-irradiation. Therefore, the
intimate junction with the p-doped graphene layer coupled with interaction with γ-
photons results in shifting the SBH down as expressed in Eq. (4). As a result, a
forward current (Ifwd) is induced in the Si-G direction thermionically and by dif-
fusion through the thin Pt layer. Using Eqs. (1)–(4) the SBH differences of the
sensor with graphene layer towards γ-photons exposure were calculated and pre-
sented in Table 1. As can be seen in the table, the Graphene-Schottcky junction
(i.e., G/Pt/n-Si) gives the largest change in barrier height especially at low doses (as
explained earlier), as compared to conventional junctions (i.e., Pt/n-Si). Meanwhile,
the released electrons reduce the thickness of the depletion region resulting reverse
current (Irev) induced in the G-Si direction (Fig. 3a, b). The net current flow can be
determined according to:

Inet ¼ Ifwd � Irev: ð5Þ

At low radiation doses, the forward current is much larger than the reverse
current because half of the photon energy excites most graphene electrons to states
lower than the Si conduction band (Ec). However, at higher radiation doses,

Fig. 5 Schematic of the forward and reverse currents at Pt-Si junction

6 M. Serry



half-photon energy excites electrons to higher levels, resulting in a stronger reverse
current and reducing the SBH change (Table 1) and lowers device’s sensitivity.

The sensing behavior at low and high radiation doses can be summarized with
the aid of Figs. 3a, b as follows: Graphene layer is p-doped as contact is established
with Pt, in addition to further lowering of the graphene’s Fermi level due to positive
biasing. Both effects combined result in further lowering of the SBH of the junction,
which results in a stronger forward current as compared to the conventional junc-
tion. In response to γ-irradiations, SBH is reduced further, resulting in a stronger
forward current, whereas at the graphene interface, the half γ-photon energy is
insufficient to excite the graphene electrons for interband transition, which results in
a weak reverse current.

This phenomenon is also responsible for the increase in the detection range of
graphene-based devices as compared to their conventional counterparts due to an
increase in vacant states for the source electrons, which get saturated faster in
conventional junctions under very high radiation doses (Fig. 3c).

The effect of radiation dose on the SBH for the Graphene-Schottky device at low
and high doses is shown in Fig. 6. The figure clearly shows that at lower radiation
doses, change in SBH is more pronounced. Further, the figure clearly shows that the
change in SBH (DU) can be linearized as:

DU ¼ DUmaxDc: ð6Þ

where, DUmax is the maximum barrier height before excitation and Dc is the nor-
malized parameter that is the function of radiation dosage, which is equal to
−292 × 10 − 6 eV/kGy in case of low radiation doses and −1.67 × 10−4 eV/kGy in
case of high radiation doses. This linear relationship between the stimulus and the
change in SBH is hardly observed in conventional Schottky sensors, which adds to
the advantages of the sensor described here.

It should be noted that in the set of devices in which high-resistivity (i.e.,
low-doped) silicon substrates (ρ ≥ 10,000 Ωcm) were used, the forward current
became significantly lower due to the low carrier concentration. Therefore, the net
current in the reverse direction is larger than in the case of a low-resistivity silicon
substrate, which was verified experimentally. The authors are currently investi-
gating new devices that incorporate graphene on lowly doped Si substrates, which
will be the subject of future reports.

Table 1 SBH change under different irradiation doses for the three devices

Device structure SBHa (eV) versus Raditaion dose

3 kGy 15 kGy 25 kGy 30 kGy 60 kGy

G/Pt/n-type Si −0.0161 −0.0534 −0.0740 −0.0327 −0.0381

G/Pt/high resistivity Si −0.2666 −0.2828 −0.2858 0.0166 0.0405

Pt/n-type Si −0.0219 −0.0043 −0.0544 −0.0278 0.0925
aSchottky Barrier Height
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In the case of glucose chemical sensing, when a forward-bias voltage is applied
to the Schottky diode depicted earlier, i.e., an n-type Si where the work function of
Pt (i.e., 5.98 eV) is greater than that of the n-Si (4.5 eV), the contact potential is
reduced. Thus, the electrons move from the conduction band across the depletion
region to the metal, creating a forward current (metal to semiconductor) through the
junction. The current across a Pt-n-Si junction is mainly due to majority carriers. As
noted above, there are three mechanisms by which current can flow: (1) diffusion of
carriers, (2) thermionic emission, and (3) quantum mechanical tunneling.

As the junction is exposed to more radiation, more bonds are broken in the Si
lattice, which results in the freeing of more electrons and shifts the Fermi level
up. The flowing current is increased as a result of two main effects: (i) an increase in
thermionic emissions due to excess electrons in the conduction band, and (ii) an
increase of the tunneling current due to a decrease in the depletion layer thickness.
The sensing mechanism can be summarized as follows (Fig. 7):

As glucose molecules are adsorbed at the graphene surface, OH− molecules
adsorb on graphene surface. OH− p-dopes graphene layer, shifting Dirac point to
positive potential. OH− molecules diffuse into the bulk of Pt metal and land on Pt/Si
interface and form thin dipole layer. The barrier height is reduced by the formation
of thin dipoles:

Fig. 6 Effect of Radiation Dose (RD) on Schottky Barrier Height (SBH) in low and high
irradiation regimes
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DUb ¼ DUbmaxCG: ð7Þ

where, DUb is the new barrier height, DUbmax is the maximum barrier height before
excitation (i.e., *5.98 eV in case of Pt/n-Si), and CG is the normalized parameter
that is a function in glucose concentration, which can be determined experimen-
tally. As a result, a net current flow can be determined according to Eq. 5, where,
Ifwd is the forward current from the substrate to graphene direction mainly due to the
thermionic effect, and Irev is the reverse current flow in the direction from graphene
to substrate due to electrons tunneled through the ultrathin platinum layer to the
conduction band of the substrate.

In devices where low-resistivity n-type silicon were used (e−

conc. ≈ 2 × 1015 cm−3), the forward current is higher than the reverse current due to
the p-doping of the graphene layer and the high mobility of the graphene holes (up
to 200,000 ms/V), which results in a net current in the forward direction that is
proportional to the glucose concentration, which was verified experimentally.

Fig. 7 Adsorption of glucose molecules on graphene surface
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4 Material Development and Characterization

Three device variations were fabricated to compare their different responses
(Fig. 8). Graphene high-uniformity film with small flake size embedded with
platinum particles was synthesized using two deposition steps. The first deposition
step of the platinum catalysis was performed in Atomic Layer Deposition
(ALD) using Cambridge NanoTech Savannah ALD deposition system. The pre-
cursor used was Trimethyl (methylcyclopentadienyl) platinum (IV) with high purity
O2 used as an oxidizing agent. Deposition temperature was 275 °C for 50–300
cycles to produce the catalysis Pt thin film of around 40–300 Å in thickness. The
second deposition step utilized Plasma-Enhanced Chemical Vapor deposition
(PECVD) using an Oxford Instruments Plasma Lab 100 PECVD System at 600 °C.
The pressure was maintained at 1500 m Torr and the chamber was heated to 600 °C
in a methane (CH4) rich environment.

X-ray Photo-electron Spectroscopy (XPS) characterization data were performed
on a K-Alpha XPS from Thermo Scientific in the range of 1–1350 eV to inspect the
surface chemistry of the Graphene. Raman spectra of the graphene thin film were
obtained by Enwave Optoronics Raman Spectroscope (λex = 532 nm, P = 500 mW,
acquisition time = 10 s). Atomic Force Microscopy (AFM) from Bruker, and Field
Emission Scanning Electron Microscopy (FE-SEM) from Zeiss were used for
structural and morphological characterizations.

The SEM images of the top view of Pt catalysis layer after ALD deposition is
presented in Fig. 9b. The thickness of the film in this figure is *120 Å. From
Fig. 9b it is observed that the Pt film is made of fairly organized hexagonal
close-packed particles with diameters ranging from 30 to 40 nm. Figure 9a shows
the top view image of the graphene film. It is observed from the figure that the film
is made of a highly packed columnar nanostructured network close to the structure
of the underlying Pt catalysis layer.

Figure 9c shows the AFM image of the graphene layer with a maximum height
of 5 nm above the surface. The XPS analysis was carried out in order to investigate
the elemental composition of the film. As depicted in Fig. 10a XPS survey spectra
of the graphene surface shows the presence of C, with very little O2 as a con-
taminant. This is evident by the C1 s peak at a binding energy of 285.11 eV and the

Fig. 8 Schematic of the three types of devices fabricated for comparison a the conventional
Schottky device; b the high resistivity Si substrate device; and c graphene-platinum-SiN-Si junctions
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O1 s at a binding energy of 533 eV. It is observed that the peaks obtained were in
agreement with previous reports, indicating that the film consists of graphene.
Figure 10b depicts the XPS survey after etching the surface for 10 s. The peaks in
this figure can be resolved into three main peaks with binding energies of 75.08 eV
for Pt, 285.08 eV for C, and 520.08 eV for O2 contaminants, respectively. The
presence of Pt within the layer is the main source of p-doping of the graphene layer.
Figure 10c shows the Raman spectrum of the graphene surface.

The figure displays the graphene’s D, G, D+D″ bands, and a slightly flat 2D
band. The shift in the G band can be attributed to the doping of the graphene with
the platinum layer [38, 39].

5 Experimental Setup

All the fabricated samples were subsequently irradiated with γ-photons from a cobalt
60 (Co60) source; the irradiation dosages were adjusted through exposure times at an
approximate rate of 25 min per 1 kGy. The samples were connected according to the
circuit show in Fig. 11 and the I–V characteristics for different samples were

Fig. 9 a SEM image of graphene layer, b SEM image of the platinum layer, c AFM images of the
graphene surface

Fig. 10 a XPS survey of the suface, b XPS survey after 10 s etching, c Raman spectrum of the
graphene surface
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measured using the 4156C high-precision semiconductor parameter analyzer before
and after irradiation. All samples were irradiated with 2–5 kGy dose, then measured
for their I–V characteristic and re-irradiated with another 5 kGy dose. This process
was repeated several times up to a cumulative dose of 120 kGy.

6 Gamma Irradiations Sensing Behaviors

Figure 12 shows the I–V characteristics of the Graphene-Schottky device at room
temperature after exposure to low (Fig. 12a) and high (Fig. 12b) radiation doses,
respectively. In order to exhibit the role of the proposed structure more clearly,
devices with a conventional contact were also irradiated simulateneously for
comparison. These devices are referred to as Pt/n-Si devices. Comparison between
the I–V curves at room temperature for the Graphene-Schottky and Pt/n-Si devices
at different radiation doses are demonstrated in Fig. 13.

From the figure, it is observed that the sensors with conventional Pt/n-Si contact
gave the lowest forward current value at all voltages in comparison to
Graphene-Schottky contact. This is due to the high Schottky barrier height
(SBH) for Pt/n-Si device and stresses the fact that the current is mainly goverened
by the SBH. Figure 13 clearly illustrates the advantage of our proposed device as up
to an order of magnitude increase in the output current could be obtained as

Fig. 11 Schematic of the forward and reverse currents at Pt-Si junction
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compared to the conventional Pt/n-Si junction. The responses of the sensors with
high resistivity Si devices after being exposed to 5 and 10 kGy of γ-irradiations are
demonstrated in Fig. 14. The sensors exhibit higher output current but a significant
drop in sensitivity. It is estimated that reverse current is more significant in this
class of sensors.

Figure 15 shows the output current versus irradiation dose at different bias
voltages for Graphene-Schottky (Fig. 15a), and Pt/n-Si (Fig. 15b) devices,
respectively. The curves in Fig. 15a clearly indicate higher response at lower doses
while the curves flatten at higher doses due to the increased reverse current, as
discussed in the previous section. Conversely, for the conventional Pt/n-Si devices a
significant drop in the current is observed at higher doses, which can be attributed to
the saturation of the forward current, as described above.

Fig. 12 I–V characteristics of Graphene-Schottky device at room temperature in response to a low
radiation doses; b high radiation doses [31]

Fig. 13 Comparison of the I–
V characteristics of the
proposed Graphene-Schottky
versus a conventional
Schottky junction in response
to different radiation doses
clearly indicating higher
output current for the
proposed device [31]
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Figures 16a–d demonstrate the sensitivity of the Graphene-Schottcky device at
low and high doses. Figures 16a, b show that a sensitivity of up to
3.259 μA/kGy cm2 at 1 V bias can be realized at low irradiation doses, while the
devices are not comparably sensitive at higher doses. As shown in Figs. 16c, d, a
drop in sensitivity to 0.3463 μA/kGy cm2 at 1 V bias is observed at higher radiation
doses. It was demonstrated that sensitivity of the device can be linearized with
respect to the applied voltage at both higher and lower doses, which is inline with
the linearization in SBH that was noted earlier.

Fig. 14 I–V characteristics of the high resistivity Si substrate device at room temperature

Fig. 15 Effect of radiation dose on current density at different bias voltages for a conventional
Pt/n-Si Schottky junction, indicating insensitive response at higher radiation doses; and,
b Graphene-Schottky devices indicating high sensitivity at higher doses [31]

14 M. Serry



Several samples of each device were irradiated and re-irradiated, Fig. 17 sum-
marizes the sensitivity of conventional schottky and graphene based schottky
devices at low and high radiation doses. Study of the I–V characteristics of the
devices revealed acceptable drifts that are estimated at an average of
±0.2422 μA/kGy cm2 at 0.25 V and low radiation doses which is equivalent to
*10.8 % of the device’s sensitivity at that specific bias. The average drift is
estimated to be ±0.2156 μA/kGy cm2 at 1 V bias, which is equivalent to *6.61 %
of the device’s sensitivity at that specific bias. The drift can be attributed to vari-
ations in CVD and ALD processes, deposition uniformity across the Si wafer,
temperature variations, and Co60 source variations.

7 Glucose Sensing Behaviors

By investigating the bonding attachment of glucose on a graphene surface, we will
find that by rotating the carbon-carbon bonds to make the ring resemble a beach
chair in shape, all of the carbon-carbon bonds are able to assume tetrahedral

Fig. 16 Effect of Radiation Dose on output current at bias of a 0.25 V, low doses, b 1 V, low
doses, c 0.25 V, high doses, d 1 V, high doses. The curves indicate Sensitivity up to 3.259 μA/kGy
in case of low radiation doses at 1 V bias voltage [31]
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bonding angles. This ‘chair’ conformation provides the lowest possible energy
conformation for cyclohexane and other six-membered rings. Moreover, as stated in
[40]: “As a general rule, the most stable chair conformation of a six-membered ring
will be that in which the bulkier groups are in the equatorial position.”

The predominant solution form is shown on the right, β-D-glucopyranose
(Fig. 18). The tetrahydropyran structure is common in nature, showing up most
frequently in the form of sugars such as glucose. Glucose has a number of different
forms that exist in equilibrium, the predominant form in aqueous solution being β-
D-glucopyranose [41].

Fig. 17 Comparing the
Sensitivity of the
Graphene-Schottky devices
versus Pt/n-Si indicating up to
11 times enhancement of
sensitivity at 0.5 and 0.25 V
bias

Fig. 18 Schematic of bonding between β-D-glycopyroanose and the graphene surface
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The anomeric effect was initially defined as the preference for an electronegative
substituent, at the anomeric carbon in a carbohydrate, to be in an axial rather than
equatorial orientation. A more modern definition of the anomeric effect has come to
include not only carbohydrates, but also saturated heterocycles and acyclic systems
containing heteroatoms. In cyclohexane, it is well known that substituents attached
to the ring tend to prefer the equatorial position over the axial position due to
unfavorable steric interactions in the axial conformer. However, contrary to steric
predictions, electronegative substituents at the anomeric position of carbohydrates
and other heterocycles have been observed to exist predominantly as the axial
conformer. This phenomenon is known as the anomeric effect. In 1955, Chu and
Lemieux discovered the first example of the anomeric effect. 4 They determined
that in aldohexopyranoses the conformation with the axial orientation of the acet-
oxy group at position C(2) is favored.

The equilibrium between the axial and equatorial conformers lies in favor of the
axial position (Fig. 19). Calculations of Δ G (kcal/mol) confirmed the equilibrium
shift toward the axial position. Since the equilibrium lies opposite of the outcome
predicted by sterics, researchers have used stereoelectronic arguments to rationalize
the apparent anomaly in conformational selectivity. Two rationales exist that
explain the origin of the anomeric effect, the electrostatic model (also known as the
rabbit ear and dipole-dipole model) and the molecular orbital model (also known as
the double-bond/no-bond model and hyperconjugative model) [42].

The output of the graphene schottky sensor is used as an input to the active area
of an SAW device, which can be used as a wireless transmitter to a nearby central
mobile device. The device continuously reports glucose blood levels. However,
appropriate passive unique device identification techniques are essential. A possible

Fig. 19 Schematic of the bonding between alpha-d-glycopyroanose and the graphene surface
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technique would be using uniquely spaced reflector slots for each device, thus
forming a unique code via decoding received RF wave phase differences [43].
The SAW platform was numerically simulated using COMSOL™ with a Lithium
Niobate (LiNbO3) substrate as the piezoelectric substrate (Fig. 20). LiNbO3 was
chosen for the piezoelectric substrate because of its high SAW propagation velocity
of 4792 m/s and large electromechanical coupling factor. The experimental mea-
surements of the Graphene/PT response to Glucose are shown in Figs. 21a, b, the

Fig. 20 Top Schematic of the Surface Acoustic Wave (SAW) device showing the active sensing
area containing Graphene-SBD structure active sensing material, Bottom Autonomous insulin
feedback system scheme adopted in this research

Fig. 21 a Graphene-SBD transient response (current difference) to 25 mM glucose concentration
at room temperature, b Graphene-SBD current versus glucose concentration response at room
temperature after 5 min
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linear fit equation of electrical current versus glucose concentration was used as the
input to the simulation model. The measurement output of Graphene/Pt response to
glucose drops of different concentrations was fitted into a linear Equation (Eq. 7).

The final Sensitivity of the graphene/PT device coupled with the SAW platform
is demonstrated in Fig. 22. Average Sensitivity = 0.268 dB/mM for the range of 0–
25 mM of Glucose concentrations.

8 Conclusion

In this chapter, we have described and demonstrated two examples of
graphene-based physical and chemical sensors with numerous practical applica-
tions. A new device concept has been demonstrated for achieving highly sensitive
and wide detection range nanostructured radiation sensors by integrating Graphene
to a Schottky junction. The key idea is that the current flowing through the Schottky
junction is dominantly controlled by the junction’s characteristics (i.e., SBH, and
barrier’s width), which is highly sensitive to the stimuli around the junction, such as
γ-photons in our case. We have demonstrated an overall enhancement in sensitivity
of up to 11 times and detection range of more than 5 times as compared to con-
ventional Schottky junctions. It was further demonstrated that our proposed devi-
ce’s SBH modulation could be linearized as a function in the radiation dose unlike
conventional junctions, which further demonstrates that this sensing principle can
be effective in sensing other sorts of radiations or other biochemical species. The
proposed sensor operates on low power, is isotropic (i.e., independent of the
radiation exposure angle), easy to fabricate, can operate wirelessly, and can be
seamlessly integrated in wearable detection devices for ultrahigh sensitivity online
monitoring of γ-radiations. Finally, a new set of devices based on Graphene-MIS

Fig. 22 Device sensitivity
(SAW Insertion loss vs.
Glucose Concentration),
Average
Sensitivity = 0.268 dB/m
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(i.e., Metal-Insulator-Semiconductor) and Graphene/Pt/high resistivity Si are cur-
rently under investigation by the authors and will be the subjects of further reports.
The sensing methodology introduced here, together with ongoing research and
further development, will result in devices that can be used in a wide range of
applications, including biochemical, gas, infrared, and temperature sensors.

References

1. J.F. Creemer, S. Helveg, P.J. Kooyman, A.M. Molenbroek, H.W. Zandbergen, P.M. Sarro, A
MEMS Reactor For Atomic-Scale Microscopy Of Nanomaterials Under Industrially Relevant
Conditions. J. Microelectromech. Syst. 16(2), 254–264 (2010)

2. X. Zang, Q. Zhou, J. Chang, Y. Liu, L. Lin, Graphene and carbon nanotube (CNT) in
MEMS/NEMS applications. Microelectron. Eng. 132, 192–206 (2015)

3. L.F. Velasquez-Garcia, B.L.P. Gassend, A.I. Akinwande, CNT-Based MEMS/NEMS gas
ionizers for portable mass spectrometry applications. J. Microelectromech. Syst. 16(3),
484–493 (2010)

4. Z. Hou, J. Wu, W. Zhou, X. Wei, D. Xu, Y. Zhang, B. Cai, A MEMS-based ionization gas
sensor using carbon nanotubes. IEEE Trans. Electron. Devices 54(6), 1545–1548 (2007)

5. H. Chen, N. Xi, B. Song, L. Chen, J. Zhao, K.W.C. Lai, R. Yang, Infrared camera using a
single nano-photodetector. IEEE Sens. J. 13(3), 949–958 (2013)

6. M. Lapisa, G. Stemme, F. Niklaus, Skolan för elektro- och systemteknik (EES), KTH &
Mikrosystemteknik (Bytt namn 20121201), “Wafer-level heterogeneous integration for
MOEMS, MEMS, and NEMS”. IEEE J. Sel. Top. Quantum Electron. 3(3), 629–644 (2011)

7. J. Han, P. Cheng, H. Wang, C. Zhang, J. Zhang, Y. Wang, L. Duan, G. Ding, MEMS-based Pt
film temperature sensor on an alumina substrate. Mater. Lett. 125, 224–226 (2014)

8. C. Hierold, A. Jungen, C. Stampfer, T. Helbling, Nano electromechanical sensors based on
carbon nanotubes. Sens. Actuators, A 136(1), 51–61 (2007)

9. J. Pekarek, R. Vrba, J. Prasek, O. Jasek, P. Majzlikova, J. Pekarkova, L. Zajickova, MEMS
carbon nanotubes field emission pressure sensor with simplified design: performance and field
emission properties study. IEEE Sens. J. 15(3), 1430–1436 (2015)

10. S. Wang, C. Hsiao, S. Chang, K. Lam, K. Wen, S. Young, S. Hung, B. Huang, CuO
nanowire-based humidity sensor. IEEE Sens. J. 12(6), 1884–1888 (2012)

11. E. Comini, C. Baratto, G. Faglia, M. Ferroni, A. Ponzoni, D. Zappa, G. Sberveglieri, Metal
oxide nanowire chemical and biochemical sensors. J. Mater. Res. 28(21), 2911 (2013)

12. S. Xi, T. Shi, D. Liu, L. Xu, H. Long, W. Lai, Z. Tang, Integration of carbon nanotubes to
three-dimensional C-MEMS for glucose sensors. Sens. Actuators, A 198, 15 (2013)

13. R. MacKenzie, C. Fraschina, T. Sannomiya, V. Auzelyte, J. Vörös, Optical sensing with
simultaneous electrochemical control in metal nanowire arrays. Sens. (Basel, Switz.) 10(11),
9808–9830 (2010)

14. S.J. Patil, A. Zajac, T. Zhukov, S. Bhansali, Ultrasensitive electrochemical detection of
cytokeratin-7, using Au nanowires based biosensor. Sens. Actuators: B. Chem. 129(2), 859–
865 (2008)

15. L. Wang, H. Dou, Z. Lou, T. Zhang, Encapsuled nanoreactors (Au@SnO2): a new sensing
material for chemical sensors. Nanoscale 5(7), 2686 (2013)

16. A. Lajn, H.v. Wenckstern, Z. Zhang, C. Czekalla, G. Biehne, J. Lenzner, H. Hochmuth, M.
Lorenz, M. Grundmann, S. Wickert, C. Vogt, R. Denecke, Proper- ties of reactively sputtered
Ag, Au, Pd, and Pt Schottky contacts on n-type ZnO. J. Vac. Sci. Technol. B 27, 1769–1773
(2009)

17. I. Weber, Influence of noble metals on the structural and catalytic properties of Ce-doped SnO2

systems. Sens. Actuators B: Chem. 97(1), 31–38 (2004)

20 M. Serry



18. L. Wang, Z. Lou, R. Wang, T. Fei, T. Zhang, Ring-like PdO-decorated NiO with lamellar
structures and their application in gas sensor. Sens. Actuators B: Chem. 171–172, 1180–1185
(2012)

19. A. Rani, A.S. Zoolfakar, J.Z. Ou, R. Ab Kadir, H. Nili, K. Latham, S. Sriram, M. Bhaskaran,
S. Zhuiykov, R.B. Kaner, K. Kalantar-zadeh, Reduced impurity-driven defect states in
anodized nanoporous Nb2O5: the possibility of improving per- formance of photoanodes.
Chem. Commun. 49, 6349–6351 (2013)

20. G. Ramírez, S.E. Rodil, S. Muhl, D. Turcio-Ortega, J.J. Olaya, M. Rivera, E. Camps, L.
Escobar-Alarcón, Amorphous niobium oxide thin films. J. Non-Cryst. Solids 356(50), 2714–
2721 (2010)

21. M. Lopez-Garcia, Y.-L.D. Ho, M.P.C. Taverne, L.-F. Chen, M.M. Murshidy, A.P.Edwards,
M.Y. Serry, A.M. Adawi, J.G. Rarity, R. Oulton, Efficient out-coupling and beaming of Tamm
optical states via surface plasmon polariton excitation. Appl Phys Lett 104(23), 231116 (2014)

22. X. Fang, L. Hu, K. Huo, B. Gao, L. Zhao, M. Liao, P.K. Chu, Y. Bando, D. Golberg, New
ultraviolet photodetector based on individual Nb2O5 nanobelts. Adv. Funct. Mater. 21, 3907–
3915 (2011)

23. J.Z. Ou, R.A. Rani, M.-H. Ham, M.R. Field, Y. Zhang, H. Zheng, P. Reece, S. Zhuiykov, S.
Sriram, M. Bhaskaran, R.B. Kaner, K. Kalantar-zadeh, Elevated temperature anodized Nb2
O5: a photoanode material with exceptionally large photocon- version efficiencies. ACS Nano
6, 4045–4053 (2012)

24. A. Reina, X.T. Jia, J. Ho, D. Nezich, H. Son, V. Bulovic, M.S. Dresselhaus, J. Kong,
Large-scale arrays of single layer graphene resonators. Nano Lett. 9(8), 3087 (2009)

25. K. Keun Soo, Y. Zhao, H. Jang, S.Y. Lee, J.M. Kim, K.S. Kim, J.-H. Ahn, P. Kim, J.-Y. Choi,
B.H. Hong, Large-scale pattern growth of graphene films for stretchable transparent
electrodes. Nature 457(7230), 706–710 (2009)

26. X.S. Li, W.W. Cai, J.H. An, S. Kim, J. Nah, D.X. Yang, R. Piner, A. Velamakanni, I. Jung, I,
e. tutuc, sk banerjee, l colombo, rs ruoff. Science 324(1312), 14 (2009)

27. X. Li, G. Zhang, X. Bai, X. Sun, X. Wang, E. Wang, H. Dai, Highly conducting graphene
sheets and Langmuir-Blodgett films. Nat. Nanotechnol. 3(9), 538–542 (2008)

28. Y. Hernandez, V. Nicolosi, M. Lotya, F. Blighe, Z. Sun, De Sukanta, I.T. McGovern et al.,
High-yield production of graphene by liquid-phase exfoliation of graphite. Nat. Nanotechnol.
3(9), 563–568 (2008)

29. A. Sharaf, A. Gamal, M. Serry, New nanostructured Schottky diode gamma-ray radiation
sensor. Procedia Eng. 87, 1184–1189 (2014)

30. M. Serry, A. Gamal, M. Shaban, A. Sharaf, High sensitivity optochemical andelectrochemical
metal ion sensor, Micro & Nano Lett 8(11), 775–778 (2013)

31. M. Serry, A. Sharaf, A. Emira, A. Abdul-Wahed, A. Gamal, Nanostructured graphene–
Schottky junction low-bias radiation sensors. Sens. Actuators A: Phys. (2015). 10.1016/j.sna.
2015.04.031

32. A. Sharaf, A. Gamal, M. Serry, High performance NEMS ultrahigh sensitive radiation sensor
based on platinum nanorods capacitor, IEEE Sensors 2013, Baltimore, USA, 3–6 Nov 2013

33. C. Malitesta, F. Palmisano, L. Torsi, P.G. Zambonin, Glucose fast-response amperometric
sensor based on glucose oxidase immobilized in an electropolymerized poly
(o-phenylenediamine) film. Anal. Chem. 62(24), 2735 (1990)

34. B.J. White, H. James Harmon, Novel optical solid-state glucose sensor using immobilized
glucose oxidase. Biochem. Biophys. Res. Commun. 296(5), 1069–1071 (2002)

35. S. Park, T.D. Chung, S.K. Kang, R. Jeong, H. Boo, H.C. Kim, Glucose sensor based on
glucose oxidase immobilized by zirconium phosphate. Anal. Sci.: Int. J. Jpn. Soc. Anal. Chem.
20(12), 1635 (2004)

36. M. Mathew, N. Sandhyarani, A highly sensitive electrochemical glucose sensor structuring
with nickel hydroxide and enzyme glucose oxidase. Electrochim. Acta 108, 274–280 (2013)

37. S.M. Sze, K.K. Ng, Physics of Semiconductor Device (Wiley, New York, 2006)
38. M. Shaban, A.G.A. Hady, M. Serry, A New Sensor for Heavy Metals Detection in Aqueous

Media, IEEE Sensors J 14(2), 436–441 (2014).10.1109/JSEN.2013.2279916

Graphene Based Physical and Chemical Sensors 21

http://dx.doi.org/10.1016/j.sna.2015.04.031
http://dx.doi.org/10.1016/j.sna.2015.04.031
http://dx.doi.org/10.1109/JSEN.2013.2279916


39. V. Yu, E. Whiteway, J. Maassen, M. Hilke, Raman spectroscopy of the internal strain of a
graphene layer grown on copper tuned by chemical vapor deposition. Phys. Rev. B 84(20),
205407 (2011)

40. UC Davis Organic Chem, http://chemwiki.ucdavis.edu/Organic_Chemistry/Organic_
Chemistry_With_a_Biological_Emphasis/Chapter_03%3A_Conformations_and_
Stereochemistry/Section_3.2%3A_Conformations_of_cyclic_organic_molecules. Accessed 31
Jan 2015

41. CSBSJU.edu, http://employees.csbsju.edu/cschaller/Principles%20Chem/conformation/conf%
20otherB.htm. Accessed 1 Feb 2015

42. R.U. Lemieux, P. Chu, Conformations and Relative Stabilities of Acetylated Sugars as
Determined by Nuclear Magnetic Resonance Spectroscopy and Anomerization Equilibria.
Abstracts of Papers, (133rd National Meeting of the American Chemical Society, San
Francisco, CA, American Chemical Society: Washington, DC, 1958, 31N)

43. F. Schmidt, O. Sczesny, C. Ruppei, V. Magori, Wireless interrogator system for
SAW-identification marks and SAW-sensor components, in IEEE International Frequency
Control Symposium, Honolulu, 1996

22 M. Serry

http://chemwiki.ucdavis.edu/Organic_Chemistry/Organic_Chemistry_With_a_Biological_Emphasis/Chapter_03%253A_Conformations_and_Stereochemistry/Section_3.2%253A_Conformations_of_cyclic_organic_molecules
http://chemwiki.ucdavis.edu/Organic_Chemistry/Organic_Chemistry_With_a_Biological_Emphasis/Chapter_03%253A_Conformations_and_Stereochemistry/Section_3.2%253A_Conformations_of_cyclic_organic_molecules
http://chemwiki.ucdavis.edu/Organic_Chemistry/Organic_Chemistry_With_a_Biological_Emphasis/Chapter_03%253A_Conformations_and_Stereochemistry/Section_3.2%253A_Conformations_of_cyclic_organic_molecules
http://employees.csbsju.edu/cschaller/Principles%2520Chem/conformation/conf%2520otherB.htm
http://employees.csbsju.edu/cschaller/Principles%2520Chem/conformation/conf%2520otherB.htm


Design and Realization of a Planar
Interdigital Microsensor for Biological
Medium Characterization

T.-T. Ngo, A. Bourjilat, J. Claudel, D. Kourtiche and M. Nadi

Abstract In this work, we present the design of a planar interdigital microsensor
for the characterization of biological mediums by impedance spectroscopy. We
propose a theoretical optimization of the geometrical parameters of this sensor. The
optimization allows to extend the measurement frequency range by reducing the
polarization effect which is manifested by a double layer (DL). We present also a
new method for a planar interdigital transducer to determine the parameters (relative
permittivity, capacitance) of the double layer (DL) on the surface of the electrode
loaded by a biological medium. The CoventorWare® software was used to simulate
the model design of interdigital transducer in three dimensions (3D). The simulation
results are coherent with the method proposed. Therefore, this method can be used
to determine the parameters of double layers of a planar interdigital sensor in order
to match its frequency band to the intented application.

1 Introduction

Public health problems related to the electromagnetic (EM) interactions with living
matter as well as therapeutical or diagnostic aims based on these interactions could
take benefit from bioimpedance spectroscopy for the determination of dielectric
properties of biological tissues.

It is well known that the dielectric and conductive properties of biological
medium depend on frequency. However, their determination is difficult for several
reasons (heterogeneity and anisotropy of tissue, difficult access, … etc.). Biofluids
for example have very complex and difficult to determine electrical properties,
because of their composition and their structure. Then, using bioimpedancemetry
and an equivalent electric circuit we can deduce the conductivity and the permit-
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tivity of the medium. Consequently, the spectroscopy of bio-impedance allows us
to obtain a data bank of the values of the specific conductivity and the permittivity
of biologic tissues. The bio-impedance macroscopic measurement techniques were
used to characterize several organs, to characterize nerve tissues [1]. Microscopic
technices were developed since the 90s for biological cell level for the blood and
the erythrocytes [2], to study suspensions of cells in the culture [3], the culture of
the dependent cells of anchoring [4], etc.

Numerous structures and design of microelectrodes were developed for micro-
scopic spectroscopy of bio-impedance. Borkholder used planar electrodes by
developing his own measurement system [5]. Heushkel measured electric imped-
ances with electrodes designed to penetrate into an in vitro culture of neurons [6].
Popovtzer realized a device, including eight systems of three micrometric electrodes
arranged at the bottom of micro-basins [7], etc. Since the early 70s, many
researchers have studied and published on sensors with planar interdigital structure
for various applications like surface acoustic wave devices (SAW) [8], the design of
microwave filters [9], optically controlled microwave devices [10], etc. More
recently, the planar interdigital sensors were used notably in biomedical applica-
tions such as: bio-impedance Spectroscopy [11–14] and impedimetric biosensing
[15], to detect Salmonella typhimurium [16] or Escherichia coli O157:H7 in food
samples [17], avian influenza virus H5N1 [18], to assess different chemicals related
to food poisoning [19], to study the cellular activities of B16 melanoma cell line
C57BL or the flow of a fluid [20], to detect and characterize cancer cells [21], to
study the humidity of the skin and the detection of the humidity of environment
[22], to improve the tanning process of sheep skin to produce better quality leather
[23], to determine the conductivities of near-surface material [24], electroplate
materials [25], etc.

The use of the interdigital coplanar sensors gives the advantage of fast mea-
surement process and its compatibility for a continuous operation [26]. An additional
advantage is that it is also non-destructive and non-intrusive; the tested samples are
not destroyed. When an electric voltage is applied to the sensor loaded by a bio-
logical medium double layer (DL) appears at the interface between the electrodes
and the medium. This result on an additional interface impedance that is necessary to
reduce as much as possible. For this reason, the precise determination of double
layer’s parameters is important in order to allow us to optimize the geometric
structure of the interdigital sensor and, thus, to reduce the interface impedance.

The geometry of a sensor is one among the parameters to optimize bio-impedance
measurements. Pejcic [27] pointed out that the optimized structure of a sensor is one
of the most crucial steps in the realization of a bio-impedance measurement device.
Pejcic’s experiments were performed to optimize electrode design for various
applications. Igreja and Dias [28] have represented new analytical expressions for
the capacitance between two comb electrodes of a periodic interdigital capacitive
sensor based on conformal mapping techniques. The effect of the interdigitated
electrode geometry (electrode width and spacing) and electro ceramic substrate
thickness on the developed strain for bulk PZT substrates was modeled by Bowen
[29]. They have described in detail the optimization of interdigitated electrodes for
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piezoelectric actuators and active fibre composites. Alexander [21] have optimized
an interdigital sensor for impedance based evaluation of HS 578T cancer cells. Wang
et al. [30] have determined the sensitivity and frequency characteristics of coplanar
electrical cell–substrate impedance sensors. All these microelectrodes optimizations
were made for specific applications.

In this work, we present a new approach of physical and electrical modeling
system of a planar interdigital microsensor. We propose a theoretical optimization
of the sensor’s geometrical parameters by developing total impedance equations
and modeling equivalent circuits. Furthermore, this work demonstrates a theoretical
calculation to determine the relative permittivity, thickness and capacitance
parameters of the double layer generated by the contact between the electrodes and
the solutions. The electrical and physical models of an interdigital sensor were
designed using ConventorWare® software. In the following, we studied the influ-
ence of the biological medium’s physical properties on the frequency sensor
response. Moreover, this research also describes the correlation between the design
parameters and the frequency behavior in coplanar impedance sensors.

2 Theoretical Analysis and Optimization

2.1 Basic Concepts and Definitions of the Dielectric
Material

Basically, the dielectric theory is explained starting from the concept of the elec-
trical capacitor. In a capacitor, the electrical properties of the dielectric material are
maintained between two planar parallels electrodes are characterized by the
capacitance (C) and the conductance (G) corresponding (see Fig. 1). When an
electric voltage is applied between the electrodes, the C and the G can be deter-
mined by the following equations:

C ¼ A � C0 with C0 ¼ e0er
d

ð1Þ

σ, ε
medium

A(a) (b)

d GCE

Fig. 1 a Dielectric biological medium between two metallic plates. b Equivalent circuit of a
capacitor with a conductor
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G ¼ A
r
d

ð2Þ

where, A is the surface of the planar electrodes (µm2); d is the distance between the
electrodes (µm); σ is the electrical conductivity of biological medium (S/m); ε0 is
the permittivity of vacuum and equal to ε0 = 8.8542 × 10−6 (pF/µm2); εr is the
relative permittivity of biological medium; C0 is the capacitance per unit area (pF/
µm2).

It is well known that when a metal electrode is immersed into a biological
medium, a double layer is formed at contact interface between electrode and bio-
logical medium. The determination of the parameters (relative permittivity, thick-
ness) of double layer is necessary to obtain impedance measurement, which
provides us with opportunity to calculate the relative permittivity and the electrical
conductivity of biological medium. Furthermore, the capacitance per unit area (C0)
of the DL can be calculated by Eq. (1). According to Pajkossy [31] the capacitance
per unit area C0 of single crystal Pt(111) surface is similar to other metals, C0 is
approximately equal to 0.2 (pF/µm2).

In the work of Stern, the Gouy-Chapman model and the Helmholtz model are
combined together [31–33]. Thus, the C0 is the series combination of both
capacitances (C0.H and C0.G):

1
C0

¼ 1
C0�H

þ 1
C0�G

ð3Þ

where, C0.H is the Helmholtz’s capacitance per unit area (pF/µm2) and C0.G is the
capacitance of Gouy-Chapman’s model per unit area (pF/µm2). For most physio-
logical systems, according to Borkholder [32], Bard and Faulkner [33], the value of
C0.H is around 0.14 (pF/µm2) and C0.G – 0.07 (pF/µm2). Hence, C0 = 0.047(pF/
µm2).

2.2 Model of the Equivalent Electric Circuit

Figure 2 represents the schematic of the sensor’s structure and its geometrical
parameters. The equivalent electric circuit is adopted for the sensor immersed in a
biological medium and is represented on Fig. 3.

Two metallic electrodes form the interdigital sensor with a comb shape, and each
electrode has a width W (µm), a length L (mm) of electrodes and a distance
between two consecutive electrodes S (µm). This sensor is deposited on a substrate.

The various components of biological impedance Z in this circuit is described by
the electric components Csol and Rsol. Where, the capacity of the solution is rep-
resented by the capacitance Csol; and the resistance Rsol describes the conductive
properties of the solution under the influence of an electric field is described and is
the resistance of the electrolyte solution.
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According to Olthuis [34, 35], the Rsol is related to the conductivity σsol of the
biological medium and the cell factor Kcell which depends completely on the
geometry of the sensor according to the following formulas:

Rsol ¼ Kcell

rsol
ð4Þ

Kcell ¼ 2
L(N� 1Þ :

K(k)

K
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� k2

p� � ð5Þ

where : σsol is the electric conductivity of the biological medium (S/m), N is the
number of the electrodes of the sensor, L is the length of an electrode (mm), W is
the width of an electrode (μm), S is the distance between two consecutive electrodes
(μm), Kcell is the factor of cell (m−1).

The function K(k) is the complete elliptic integral of first kind given by the
following formula:

L

W

Z

+ -S

Fig. 2 Geometrical structure
of an interdigital sensor

W
S L

Solution

Cint.n
Cint.n

Cint.n
Cint.n

Cint.p
Cint.p

Cint.p
Cint.p

Rsol

Csol

Fig. 3 Equivalent circuit
model of an interdigital
sensor. The Csol, Rsol present
the dielectric properties of the
bio fluids, and Cint.p, Cint.n

indicate the properties of the
double layer
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K kð Þ ¼
Z1

0

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� t2ð Þ 1� k2t2

� �q dt where: k ¼ cos
p
2
� W
SþW

� �
; ð6Þ

Let α = W/(S + W), α is the metallization ratio (for example α = 0.7 means that
70 % metallization). Therefore, we have: k ¼ cos p

2 � a
� �

:

2.3 Impedance Interface (Polarization Impedance)

In Fig. 3, the capacitance at the contact surface of each positive electrode with the
biological medium is represented by the capacitance Cint·p; and the capacitance at
the contact surface of a negative electrode with the solution is represented by the
capacitance Cint·n. They are determined by:

Cint�p ¼ Cint�n ¼ A � C0 ¼ LW � C0 ð7Þ

where, A is the surface of the each electrodes (µm2); C0 is the capacitance per unit
area (pF/µm2).

Since the number of negative electrodes and the number of positive electrodes
are the same (N/2) in parallel, the total capacitance in the negative electrode and the
positive electrode is calculated by:

N
2
Cint�p ¼ N

2
Cint�n ð8Þ

Thus, the total capacitance at the contact surface of the sensor is determined by:

Cinterface ¼ N
4
LWC0 ð9Þ

The polarization appears at the contact surface between electrodes and solutions,
it is a cause of measurement errors at low-frequency. The impedance of polarization
is determined by the following expression:

Zp ¼ 1
jxCinterface

ð10Þ

2.4 Impedance of the Solution

We know that for a linear, homogeneous and isotropic material medium, the
impedance depends not only on its electrical properties (conductivity and
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permittivity), but also on the cell factor of the sensor Kcell [36, 37]. The impedance
and the admittance are described by the following expressions:

Z ¼ Kcell

rsolþjxe0er
Y ¼ Gþ jx C

(
)

G ¼ r
Kcell

C ¼ e0er
Kcell

(
ð11Þ

where, j is the imaginary symbol, ω is the angular pulsation (rad/s), Z is the
complex impedance (Ω), Y is the complex admittance (S), G is the conductance (S),
C is the capacitance (F).

On the other hand, the total impedance and the total admittance in the equivalent
electric circuit (see Fig. 3) are calculated by:

Z ¼ 1
GsolþjxCsol

þ 1
jxCinterface

Y ¼ 1
Z ¼ Gþ jx C

(
ð12Þ

By simplifying the Eq. (12), the capacitance C can be determined as presented
below:

C ¼ CinterfaceG2
sol þ x2CsolCinterface Csol þ Cinterfaceð Þ
G2

sol þ x2 Csol þ Cinterfaceð Þ2 ð13Þ

From (13), where ω is approximately zero, the value of the total capacitance
(C) can be determined by:

lim
x!0

C ¼ Cinterface ð14Þ

The Eq. (15) is the result of the substitution C from (11) and Cinterface from (9) in
(14):

e0er:low frequency

Kcell
¼ N

4
LWC0 ) C0 ¼ 4e0er:low frequency

NLWKcell
ð15Þ

From the Eq. (15), we observe that the value of C0 depends not only on the
relative permittivity of the low frequency εr·low-frequency, but also depends on the
sensor dimensions (N, L, W and Kcell). Therefore, the parameters of the double
layer (εr·DL and dDL) are determined according to Fig. 4.

The relative permittivity or dielectric constant of blood at low frequency is
approximately equal to 5300 decreasing around 60 at high frequency [39].
Consequently, the capacitance per unit area C0 is determined by formula (9). The
parameters of the double layer and the capacitance per unit are indicated C0C0 in
Table 1.
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2.5 The Cut-Off Frequency

The main objective of this work is the geometrical optimization of the sensor
structure to widen the cut-off frequency. This frequency at which the impedance of
the solution equals the interface impedance is given by [40]:

fcut ¼ 1
2pRsolCinterface

ð16Þ

dDL

εr.DL

0

0

DL

r.DL

DL

r.DL0
0 ε

C

d

ε
d

εε
C

Fig. 4 Parameters of double-layer

Table 1 Parameters of interdigital sensors and DL

N W (μm) S (μm) Kcell (m
−1) C0 (pF/μm

2) εr · DL/dDL (μm−1)

10 120 80 94.4502 8.3 × 10−4 93.52

12 100 66.667 77.2774 1.0 × 10−3 114.31

14 85.71 57.143 65.3886 1.2 × 10−3 135.09

16 75 50 56.6701 1.4 × 10−3 155.87

18 66.67 44.444 50.003 1.6 × 10−3 176.66

20 60 40 44.74 1.7 × 10−3 197.44

22 54.55 36.364 40.4786 1.9 × 10−3 218.22

24 50 33.333 36.9588 2.1 × 10−3 239

26 46.15 30.769 34.0021 2.3 × 10−3 259.79

28 42.86 28.571 31.4834 2.5 × 10−3 280.57

30 40 26.667 29.3121 2.7 × 10−3 301.35

32 37.5 25 27.421 2.9 × 10−3 322.14

34 35.29 23.529 25.7591 3.0 × 10−3 342.92

36 33.33 22.222 24.2872 3.2 × 10−3 363.7

38 31.58 21.053 22.9744 3.4 × 10−3 384.49

40 30 20 21.8 3.6 × 10−3 405

42 28.57 19.048 20.733 3.8 × 10−3 426.05

44 27.27 18.182 19.7686 4.0 × 10−3 446.84

46 26.09 17.391 18.89 4.1 × 10−3 467.62

48 25 16.667 18.0862 4.3 × 10−3 488.4

50 24 16 17.35 4.5 × 10−3 509

30 T.-T. Ngo et al.



In this research, we use a square structure of L × L. Figures 2 and 3 describe the
structure of a planar interdigital sensor. From these figures, the total width of the
structure is given by:

L = N(W + S) - S: ð17Þ

Because the dimension L is much larger than S, we assume the following
approximation:

L � N(W + S) ) N ¼ L
Wþ S

ð18Þ

By replacing Rsol from the Eq. (1) equation (4), the factor Kcell from (5), the
capacitance Cinterface from (9), N from (18) and α, the equation of cut-off frequency
(16) is thus rewritten as:

fcut¼ r
pC0

:
N - 1
L:a

:
K

ffiffiffiffiffiffiffiffiffiffiffiffi
1 - k2

p� �
K kð Þ ð19Þ

2.6 Optimization of the Geometry of Electrodes

From the formula (19), the relation between the cut-off frequency and the metal-
lization ratio α is presented in Fig. 5 with the calculated parameters as follows:
N = 20, L = 2 mm, σ = 0.7 × 106 (pS/μm).

We observe in Fig. 5, that the cut-off frequency of the sensor passes through a
minimum for α = 0.6 corresponding to the sensor with N = 20 electrodes. Using the

Fig. 5 Cut-off frequency of the sensor as a function of the metallization ratio α
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relationship given above, we also study the sensors for different number of
electrodes.

Figure 6 shows the cut-off frequency of different interdigitated electrodes as a
function of the metallization ratio, with the calculated parameters given on Table 2.

According to Fig. 6, we see that in all cases, the number of sensor electrodes are
different, the cut-off frequency always crosses through a minimum corresponding to
α = 0.6. From these results, we choose the metallization ratio α = W/(S + W) = 0.6
as a rule to optimize the structure of the interdigitated electrodes sensor.

2.7 Optimization of the Thickness of the Biological Medium

One important parameter in bio-impedance measurement, is the thickness of the
biological medium under test. Igreja and Dias [28] proposed a model for calculation
of capacitance between electrodes in an interdigital sensor, based on conformal
mapping techniques [41] (see Fig. 8).

where εr is the relative dielectric constant of the measured solution, εr·air is the
relative dielectric constant of the air.

Fig. 6 Cut-off frequency of five different sensor electrodes (N = 10, 16, 30, 40, 50) as a function
of the metallization ratio α

Table 2 Parameters of
interdigital sensors and DL

N L (mm) C0(pF/μm
2)

10 2 8.3 × 10−4

16 2 1.4 × 10−3

30 2 2.7 × 10−3

40 2 3.6 × 10−3

50 2 4.5 × 10−3
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The capacitance CI in Fig. 7 is half the capacitance of one interior electrode
relative to the ground potential and CE is the capacitance of one outer electrode
relative to the ground plane next to it. Table 3 describes the expressions used to
calculate the capacitances CI and CE according to [25].
where,

K(k) is the complete elliptic integral of first kind with modulus k
sn(z, k) is the Jacobi elliptic function of modulus k
t2ð0; q) and t3ð0; q) are the Jacobi Theta functions

Based on the equivalent circuit of Fig. 8, where N > 3 one finds the total
capacitance between the positive and negative electrodes by the following formula:

Ctotal ¼ N� 3ð ÞCI

2
þ 2

CICE

CI þ CE
ð20Þ

CE CI CI CI CI CI CI CI CI CE

EI

EI

C+ +C

CC
2

CI

EI

EI

CC

CC

2

CI

2

CI

+V -V +V -V +V -V

h

Fig. 7 Equivalent circuit for the evaluation of the capacitance with six electrodes [28]

Table 3 Detailed equations needed for the calculation of CI and CE

Capacitance CI Capacitance CE

CI ¼ e0er:L:
K kIð Þ
K kI

0� �
kI = t2

ffiffiffiffiffiffiffiffiffiffiffi
t24�1

t24 - t
2
2

r

k0I ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
1 - k2I

q
8><
>:

t2 ¼ snðz2; kÞ
t4 ¼ 1

k

	

k = t2ð0;q)
t3ð0;q)

� �2

z2 ¼ a:KðkÞ

(

q ¼ expð�4prÞ
r ¼ h

k
k ¼ 2ðWþ SÞ
a ¼ W

SþW

8>>>>>>><
>>>>>>>:

CE ¼ e0er:L:
K kEð Þ
K kE

0� �
kE ¼ 1

t3

ffiffiffiffiffiffiffiffiffi
t24�t23
t24�1

r

k0E ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� k2E

q
8><
>:

t3 ¼ cosh p 1�að Þ
8r

� �
t4 ¼ cosh p 1það Þ

8r

� �
8<
:
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The capacitances CI and CE in Fig. 7, they can also be determined for a planar
interdigital sensor having one or more layers (of different permittivities and
thickness) on the top of the electrodes.

The capacitance of a sensor taking into account the different layers is the sum of
the partial capacitances as follows:

Ctotal ¼ Cair þ Ch þ Cs ð21Þ

where, Ctotal is the total capacitance of the upper half plane and Ch is the geometric
capacitance of the measurement layer, which depends on its height h and on the
particular electrode geometry and CS is the capacitance of the substrate.

Using the equations in Table 3 and the technique of partial capacity, we obtain
the total capacitances CI·total and CE·total by the following expressions:

)
CI:total ¼ e0eair:L:

K kI1ð Þ
K kI10ð Þ þ e0 er�eairð Þ:L: K kI:hð Þ

K kI:h0ð Þ þ e0es:L:
K kI1ð Þ
K kI10ð Þ

CE:total ¼ e0eair:L:
K kE1ð Þ
K kE10ð Þ þ e0 er�eairð Þ:L: K kE:hð Þ

K k0E:h
� �þ e0es:L:

K kE1ð Þ
K kE10ð Þ

8>>><
>>>:

with:

kI1 ¼ sin
p
2
a

� �

kE1 ¼ 2
ffiffiffi
a

p
1þ a

8>><
>>:

Finally, the total capacitance of the planar interdigital sensors is given by:

Ctotal ¼ N� 3ð ÞCI:total

2
þ 2

CI:total:CE:total

CI:total þ CE:total
ð22Þ

As analyzed above, we apply the Eqs. (21) and (22) to optimize the thickness h
of the biological medium for planar interdigital sensors with a glass substrate. The
solution under test and glass substrate have the relative permittivities: εr = 80 and
εS = 5.4, respectively.

Figure 9 shows the relationship between the total capacitance of the planar
interdigital sensors and the thickness h of the biological medium by two sensors
optimized: sensor 1 and sensor 2. According to this figure, we see that the values of
the total capacitance Ctotal very greatly for the thickness h < 100 μm. Then, these
values do not change for a thickness greater than 100 μm.

h εr εr.air
hε r - εr.air

εr.air

Fig. 8 Splitting of a half plane according to the partial capacitance technique
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Figure 10 represents the relationship between the total capacitance of the sensor
1 and the thickness h of the biological medium by the two biological medium
having different permittivities: εr = 80 and εr = 84.

According to this figure, we see that the values of the total capacitance Ctotal vary
greatly for the thickness h < 100 μm. Then, again for the thickness h > 100 μm
these values are almost constant.

We can conclude, by analyzing Figs. 9 and 10, the thickness of the biological
sample influences largely the results of the measured bioimpedance. Thus, when we
measure the bio-impedance, it is necessary to have a medium thickness h greater
than 100 µm

Consequently, we can choose the thickness of the biological sample as an
optimization theory for the measuring bio-impedance

Fig. 9 The total capacitance as a function of the thickness of the biological medium

Fig. 10 Total capacitance as a function of the thickness of the biological medium
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3 Simulation and the 3D Modelling of the System
by Coventorware® Software

CoventorWare® is an integrated suite of software tools for designing and simulating
MicroElectroMechanical Systems (MEMS) and microfluidics devices.
CoventorWare supports two distinct design flows, as shown in Fig. 11, which may
be used separately or in combination. The ARCHITECT module provides a unique
system-level approach to MEMS design, whereas the DESIGNER and ANALYZER
modules work together to provide a more conventional physical design flow. Both
design flows require information about the fabrication process as a starting point, and
this information is provided via a Process Editor and the Material Properties
Database [42].

In this section, we describe the design of the physical model of the sensor loaded
by a biological medium (for example the blood). We used the MEMS
electro-quasistatic module proposed by the library of this software. In this simu-
lation, we use the structure of the sensor at the micrometric scale. A top view is
shown in Fig. 12.

3.1 Modeling of Substrate

The substrate is a glass layer of a 5000 × 5000 µm square shape and a thickness of
1000 µm.

The glass is very good insulator with a conductivity of approximately
10−17 S m−1 and a permittivity very small around 5–7. Thus, we do not need to put
an insulating layer between the substrate and the electrodes of the sensor.

Fig. 11 Design flow [41]
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3.2 Modeling of Electrodes

Figure 12 describes the structure of the sensor. It is formed by two metallic elec-
trodes in a comb shape. In the simulation, we chose the mask electrodes of platinum
with a thickness of 1 µm deposited on the substrate. The total surface occupied by
electrodes corresponds to that of a square with L = 2000 µm. The geometrical
parameters of this sensor include the width of electrode W, the length of electrode
L, the distance between two consecutive electrodes S and the number of electrodes
N represented on Fig. 2. The platinum is one of the best materials to fabricate a
sensor with interdigitated electrodes, it’s conductivity being of 9.66 × 106 S/m.

3.3 Modeling of the Double Layer

As presented above, when electrodes in metal are loaded by a biological medium, a
double layer is formed at their contact interface. In Fig. 3, Cint·p, Cint·n model the
properties of the phenomena of the double layer on the surface in contact between
electrodes and biological medium. In Fig. 14, this double layer is presented by the
layer 3.

The parameters (relative permittivity, thickness) of double layer are determined
in a section above (see Table 1). For example, for the sensor forming N = 50
electrodes, the width of electrode W = 24 µm, the length of electrode L = 2000 µm,
the distance between two consecutive electrodes S = 16 µm, from the report of
choose εr·DL/dDL = 509 μm−1, one can choose εr·DL = 590 and dDL = 1 μm. The
choice of these values do not affect the results of the simulation because the ratio
εr·DL/dDL = 509 μm−1 is always constant.

1000µm

5000µm
5000µm

The glass substrate

The interdigitated electrodes 
in platinum 

Fig. 12 Model of a coplanar
interdigitated electrode sensor
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3.4 Modeling of the Biological Medium

The layer 4 in Figs. 13 and 14 models the electric properties of the biological
solution. The thickness of this layer is equal to 500 μm, it follows the theory of
optimization in the section above (the thickness h of the biological solution must be
greater than 100 μm). The values of the conductivity and permittivity of human
tissue is taken from [38] or [39]. For example, the conductivity of the blood of
0.7 S/m; the relative permittivity of blood at low frequency is approximately equal
to 5300 at high frequency and is 60 [38] in the frequency range 10÷109 Hz.

3.5 Simulation and Results Obtained

3.5.1 Process Simulation

According to the simulation steps mentioned above, after choosing materials,
designed 2D sensor geometry and created a 3D model, we make the meshing

Layer 1

Layer 2
Layer 4

Fig. 13 The modeling 3D with CoventorWare®; the layer 1 indicates the glass substrate, the layer
2 represents the interdigitated electrodes in platinum, and the layer 4 represents the biological
medium

Layer 4

Layer 3

Layer 2

Fig. 14 3D view, zoomed
from Fig. 13, the layer 3
describes the double layer DL
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process. The meshing is created by using bricks of Manhattan of linear elements of
1 µm in the directions X, Y, Z. If the analysis of simulation does not converge, the
mesh size is increased to 1 µm and the process of simulation starts. Figure 15
presents bricks of Manhattan of linear elements.

After meshing, a sinusoidal voltage 1 V is applied between the positive and
negative electrodes. The frequency range of 10÷109 Hz is used for the simulation.

As indicated in Fig. 11, from the analyzing by a simulation software, the
available data are the results of capacitance C, conductance G between positive and
negative electrodes, and the range of frequencies f. From these data, one can
determine the measured quantities (the admittance Y, the impedance Z) following:

x ¼ 2pf
Y ¼ Gþ jxC
Z ¼ 1

Y

8<
: ð23Þ

From the impedance Z given in (23), the conductivity and the permittivity values
of the biological research are calculated by the following expressions:

Z ¼ Kcell

rþ jxe0er
) rþ jxe0er ¼ Kcell

Z
)

r ¼ Rel Kcell

Z

� �

er ¼
Im Kcell

Z

� �
xe0

8><
>: ð24Þ

where: j is the imaginary symbol, ω is the angular pulsation (rad/s), ε0 is the
permittivity of vacuum, εr is the relative permittivity of the biological medium, Z is
the complex impedance (Ω); Y is the complex admittance (S), G is the conductance
(S), C is the capacitance (F), Kcell is the cell factor of the sensor.

Fig. 15 3D view, the
meshing of Manhattan bricks
1 µm
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3.6 Results

3.6.1 Determination of the Parameters of Double Layer

In the previous section, we have mentioned that the value of capacitance per unit
area C0 do not only depend on the relative permittivity of the medium, but also on
the dimensions (geometry) of the sensor (N, L, W and Kcell).

According to Pajkossy [31], Borkholder [32] and Bard et Faulkner [33], the
value of C0 is constant and is presented in Table 1.

We choose different interdigitated electrodes sensor for simulations and com-
parisons with other authors. We choose an optimized sensor with N = 40,
W = 30 µm, = 20 µm, Kcell = 21.8 m−1 and the value of capacitance per unit area
C0 = 3.6 × 10−3 pF/μm.

From the capacitance per unit area, we can determine the ratio between the
relative permittivity and the thickness of double layer. This ratio is shown in
Table 4.

The simulation for these three different cases are presented in Fig. 16.
Figure 16 shows the relative permittivity as a function of the frequency. In this

figure, the curve of the relative permittivity is more similar to the curve obtained in
[39]. The result of blood’s relative permittivity is approximately equal to 5260 at
low frequency and 65 at the high frequency. This confirms that the proposed

Table 4 Parameters of double layer

Authors C0 (pF/µm
2) εr · DL/dDL (μm−1)

Pajkossy [1] 0.2 22588

Borkholder [2], Bard and Faulkner [3] 0.047 5308

Our results 3.6 × 10−3 405

Fig. 16 Relative permittivity of blood as a function of the frequency

40 T.-T. Ngo et al.



method to determine the parameters of the double layer of a planar interdigital
sensor is correct.

3.6.2 Optimization of the Metallization Ratio

Figures 5 and 6 presented the relation between the cut-off frequency and the met-
allization ratio α. According to these figures, the cut-off frequency always crosses
through a minimum corresponding to α = 0.6 in all cases of the sensor’s different
electrodes. Thus, the main result of this simulation is to check the metallization
ratio. In the following we study the influence of this ratio by impedance
spectroscopy.

A sinusoidal signal (1 volt) is applied between the terminals of interdigitated
electrodes for 10 Hz to 1 GHz frequency range. We used the Manhattan mesh for
this physical model with linear elements 10 microns of size in three directions (X,
Y, and Z). The model is presented in Fig. 15.

In Fig. 17, we present the simulation results of the impedance as a function of the
frequency for three types of sensors (α = 0.3, α = 0.6 and α = 0.8). One must notice
that the volume of the medium in all the simulation cases is the same. The geo-
metrical parameters of the sensor used to make the simulation are given on Table 5.

The results indicated in Fig. 17 and Table 6 shows that the sensor 2 with a metal
ratio of

α = 0.6 has the lowest cutoff frequency confirm in also our theoretical approach.

Thickness of the Biological Medium Sample

Using bioimpedance spectroscopy we have determined the better thickness of the
biological medium, which governs directly the quality of the measurement. From

Fig. 17 Impedance as a function of the frequency
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analysis of Fig. 9 and Fig. 10, one can see, as previously shown theoretically, that
the thickness h of the biological sample must be greater than 100 μm.

In this section, we simulate an optimized sensor measuring a biological sample
(blood) for various thicknesses. The thickness values of the biological sample under
test are: 20, 40, 100, and 300 µm respectively. The sensor is formed by N = 40
electrodes; α = 0.6; L = 2 mm; W = 30 μm; S = 20 μm.

Figure 18 shows the relation between the measurement impedance and the
thickness h of the biological sample. According to this figure, one can observe that
the impedance decreases when the thickness h of the biological sample increases.
However the impedance do not decrease and remains constant over 100 μm.

Figure 19 shows the relation between the total capacitance and the thickness h of
the biological sample for the same conditions as for Fig. 18. We can see that the
total capacitance increases when the thickness h increases. And again, this increase
stop for 100 μm.

These results are entirely consistent with the proposed theory for choosing the
best thickness of a biological medium sample to put on the sensor.

4 Design and Realization of Micro Sensors

The realization of our interdigital sensors, was made in association with and by the
competence center MINALOR of the Institut Jean Lamour (IJL) of the University
of Lorraine. To study empirically the various geometries of interdigitated structures,
in order to verify the optimization theory developed, five geometries of different
electrodes were realized. The geometric parameters of the sensor manufacturing are
described in Table 7.

Table 5 Simulation parameters of the interdigital sensor

Sensor L
(mm)

N W
(µm)

S
(µm)

α Kcell

(m−1)
C0 (pF/
µm2)

εr.DL dDL
(µm)

1 2 40 15 35 0.3 35.8 4.37 × 10−3 493.5 1

2 2 40 30 20 0.6 21.8 3.6 × 10−3 405 1

3 2 40 40 10 0.8 15.1 3.9 × 10−3 438.74 1

Table 6 Results of the
simulation of the cut-off
frequency for three cases

Sensor L
(mm)

N W
(µm)

S
(µm)

α fcut (Hz)

1 2 40 15 35 0.3 7 × 106

2 2 40 30 20 0.6 2.5 × 106

3 2 40 40 10 0.8 4 × 106
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4.1 Structuring of Layers and Masks Realization

The design is an important step in achieving our sensors. We define the necessary
layers to complete the final system in three dimensions. They must also be com-
patible with available micro-manufacturing techniques.

The biological sample reservoir forms a square well (see Fig. 20) where a drop
of biological sample for measure is deposited.

The realization of our sensors with interdigitate electrodes and their design using
three layers (substrate, electrodes and reservoir) are presented on Fig. 21.

Once all the layers and geometrical sensor are defined, we realize the complete
design of the sensor using CoventorWare®. The format “.GDS” is used as standard
for the realization of masks.

(a)

(b)

Fig. 18 a Impedance as a function of the frequency; b display zoomed in of (a)
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(a)

(b)

Fig. 19 a Impedance as a function of the frequency; b display zoomed in of (a)

Table 7 Parameters of the
interdigital sensor
manufacturing

Sensor L
(mm)

N W
(µm)

S
(µm)

α Kcell

(m−1)

1 2 40 30 20 0.6 21.8

2 2 20 60 40 0.6 44.74

3 2 50 12 28 0.3 28.5

4 2 40 15 35 0.3 35.8

5 2 40 40 10 0.8 15.1
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4.2 Manufacturing Process

Steps to fabricate a sensor are shown in Fig. 22:

(a) The glass sample is first hand cleaned, with ultrasounds, hanging 10 min with
a solution of NaOH, 10 min with a cleaner (RBS), 10 min with acetone then
rinsed with isopropanol.

(b) Deposit of a layer of catcher of tantalum about 10 nm then 150 nm of platinum
by cathodic pulverizing.

(c) Deposit of a layer of positive resin (S1813) by spreading with a spinner (SPIN
COATING). With a positive resin, the parts exposed to UV radiation become
more soluble and disappear during the development. The sample is placed on a
heating plate to evaporate the solvent of the resin. We obtain a solid layer.

(d) Exposure to the radiation UV
(e) Development of the resin with a solvent (here the MF319). Only the parts of

the resin which were not exposed to UV radiation resist the solvent. We obtain
the negative of electrodes.

Fig. 20 Biological sample reservoir

substrate electrodes reservoir

(a) (b)

(c)

Fig. 21 Schematic representation of the layers. a The electrodes deposited on the substrate; b the
reservoir layer deposited on the substrate carrying the electrodes; c the sensors consist of three
layers
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Mask 1 Radiation
UV

Mask 2
Radiation

UV

Substrate Platinum

Resin S1813

Mask 1

Mask 2

Adhesion promoter PRIMER-80/20 

Resin SU-8

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

(i)

(j)

(k)

Fig. 22 Realization steps of our sensors.a Glass sample, b Deposition of the metal layer(150 nm
platinum on 10nm Tantalum),c Deposit of a resin layer S1813,d Exposure to radiation UV,
e Development of resin S1813, f Platinum etching, g Removal of the photosensitive resin, h
Coating the adhesion promoter andevaporation, i Deposit of a resin layer SU-8, j Exposure to
radiation UV, k Development of resin SU-8
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(f) The next step is the ion etching. The platinum electrodes are etched by an
etching machine (Ionic beam etch – the IBE 4 Wave). A plasma is created, and
the present ions in this plasma are accelerated towards the sample to come to
pulverize the surface. The resin also is etched during the process, but its
thickness is rather big to resist during the etching of the platinum.

(g) After etching the rest of the resin (S1813) is removed with acetone.
(h) Coating of the sample with an adhesion promoter (primer MMC 80/20). Once

spread and evaporated on a heating plate, we can consider that the promoter
does not form a layer unlike to a resin.

(i) Depositing a layer of negative resin (SU-8) in the same way as in the step c).
In the case of a positive resin, the part exposed to the radiation UV will
become more resistant in solvents.

(j) Exposure to the radiation UV
(k) Development of the resin with a solvent (here the MF319). Only the parts of

the resin which were not exposed to radiation UV resist the solvent. We obtain
the negative of electrodes. After development of the resin we obtain the shape
of reservoir.

Figures 23 and 24 present the results of the realization of our electrode sensors
without reservoir.

Fig. 23 Structures of the electrodes after the realization

Design and Realization of a Planar Interdigital Microsensor … 47



We have designed a printed circuit board (PCB) to connect the sensor to the
impedance meter (see Fig. 25). A four points method was used to make the
impedance measurements. This method is used for the characterization of biological
medium at frequencies below 100 MHz. It permits to eliminate the problems related
to the impedance interface. This method requires the measurement of the current
through the biofluids and the voltage at these terminals (Figs. 26 and 27).

Fig. 24 Image of the sensors
after the realization without
reservoir

LCur LPot HPot HCurFig. 25 Printed circuit board
(PCB) to connect the sensor
with a measuring instrument
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5 Experimental Measurement

The experimental device consists on the following elements (Fig. 28):

• A drop of the sample solution with a conductivity of 12.88 mS/cm placed
directly on the sensor (Figs. 29 and 30).

• A micropipette (Socorex Micropipette Acura 825) is used to add or remove the
fluid volume.

• A thermometer to measure the ambient temperature.
• A microscope to observe the position of the liquid volume.
• A current amplifier HF2TA that converts 2 input currents to output voltages in a

frequency range up to 50 MHz. This device is an active probe which can be
conveniently placed close to the measurement setup. It supports most applica-
tions where a current must be converted to a voltage. The advanced design of
the HF2TA ensures stability and a smooth operation over the entire frequency
range. The HF2TA transimpedance current amplifier with the HF2 Series signal

Z interface

Z m

I

σ, ε
biofluid~ V

I

~ VV V

Z interface

Z interface

Z interface

Fig. 26 The method of 4 points

(a)

(b)

Fig. 27 Photo of the
micro-sensor (b) connected to
the PCB (a)
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analyzers allows for very high performance measurements and very low sen-
sitivity to interferences.

• An impedance spectroscope HF2IS covering a frequency range from 100 Hz to
10 MHz

• The biosensor with interdigitated electrodes.
• A computer for observation and data processing.

A sinusoidal signal (1 volt) is applied between the terminals of interdigitated
electrodes and a frequency range of 10 Hz to 10 MHz is used for the experimental
measurements.

Fig. 28 Element of empirical measurement system: a the sample biofluids; b the micropipette;
c the thermometer; d the microscope; e the current amplifier HF2TA; f the impedance spectroscope
HF2IS

Fig. 29 A drop of the sample solution is placed directly on the sensor
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In Fig. 31, we present the results of the impedance measurements as a function
of the frequency for several types of sensors. The geometry of the sensor 1 is
optimized, whereas the geometries of the sensor 2, 3, 4 and 5 are not optimized.

The results of experimental measurements indicated in Fig. 31 and Table 8
shows that the sensor 1 with a metal ratio of α = 0.6 and the number of electrodes
N = 40 has the lowest cutoff frequency. This confirms our theory and simulated
results as presented above.

Data Acquisition

HF2TA Amplifier
Sensor

HF2IS Impedance Spectroscope

22°C

Thermometer

Fig. 30 Experimental set up for experimental measurements

Fig. 31 Impedance amplitude as a function of the frequency
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6 Conclusion

In this work, we have proposed a new method to theoretically determine the
parameters (relative permittivity, thickness and capacitance per unit area) of the
double layer at the surface contact between the electrodes and the biological
medium. Using an equivalent electrical circuit and the impedance formulae, we can
estimate the capacitance per unit area C0 according to the geometry (dimensions) of
the sensor (N, L, W) and to the biological sample thickness. From this impedance
we can deduce the values of the permittivity and the conductivity after having
defined the cell factor Kcell.

We have described in detail the theoretical optimization method of the sensor’s
geometric parameters with interdigitated electrodes to widen the useful frequency
band and decrease the impedance interfaces. The optimization results allow us to
choose the sensor with interdigitated electrodes existing the parameters: α = 0.6,
N = 40, L = 20 mm.

On the other hand, the thickness of the biological medium also influences the
process of measure bio-impedance. So, it is necessary to ensure that a thickness of
the biological medium is greater than 100 μm according to our optimization theory.

These results were defined theoretically in the first part, checked by simulation
using CoventorWare®, and also verified by measurement with a home-made
experimental set up. The results are in good agreement with these three approaches.
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Molecularly Imprinted Impedimetric
Sensing of Phthalates: A Real-Time Assay
Technique

A.I. Zia, Apeksha Rao and S.C. Mukhopadhyay

Abstract Phthalates are the most ubiquitous chemicals that are used as plasticizer
in almost every plastic product manufacturing including food packaging, toys, and
pharmaceutical consumables. The carcinogenic and teratogenic nature of these
synthetic chemicals has been well cited in published research as a potential health
threat for all living beings on earth. Contemporary phthalates detection techniques
require high level of skills, expensive equipment and extended analysis time as
compared to the rapid assay method presented in this chapter. A real-time,
non-invasive detection of phthalates was performed by employing electrochemical
impedance spectroscopy technique incorporating an enhanced penetration depth
interdigital capacitive transducer. A research was conducted to investigate the
application of pre-concentration extraction polymer with molecular imprinted rec-
ognition sites as an analyte sensitive coating for the sensor to introduce molecular
selectivity for di (2-ethylhexyl) phthalate molecules. Self-assembled monolayer
with embedded imprinted polymer was used to functionalize the sensing surface in
order to capture phthalate molecules spiked in the water samples and commercial
drinks. Equilibrium rebinding experiments were conducted to demonstrate the
adsorption capabilities of the molecular imprinted polymer coating. Impedance
spectra were obtained over a frequency range by applying frequency response
analyzer (FRA) algorithm to observe impedance change that occurred for various
concentrations of the analyte. Complex nonlinear least square (CNLS) curve fitting
spectrum algorithm interpreted the experimentally obtained impedance spectra into
electrochemical equivalent electric circuit and corresponding parameters. Analysis
of the equivalent circuit was used to explain the kinetics of chemical bindings
taking place at the electrode-electrolyte interface in the electrochemical cell in terms
of electrical component parameters. The results from the proposed detection system
were validated by high-performance liquid chromatography (HPLC-DAD).
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1 Background

Phthalates, the esters of 1-2-Benzenedicarboxylic acid, have been declared as
ubiquitous environmental pollutants and endocrine disruptors by several health
monitoring agencies all over the world for carcinogenic and teratogenic effects
observed as reproductive and developmental defects in rodents [1, 2]. The ortho
phthalate diesters are commercially manufactured by alcoholic esterification of
phthalic anhydride. Among all synthetic phthalates, DEHP constitutes more than
80 % of the total phthalate production all over the world. The low-cost synthesis
and mechanical strength induction capability to produce flexibility in Polyvinyl
Chloride (PVC) products renders it a potential candidate for unlimited industrial
applications. Published research concludes that phthalates pose highest toxicity and
endocrine disruptive threat to the human race, especially to young children, infants,
pregnant and nursing mothers [3]. Recent researches have suggested declining trend
in the human reproductive hormonal levels, damage to sperm DNA and reduced
sperm count in males [2]; whereas, elevated risk of altered breast development and
breast cancer, premature puberty and prostate changes in females [4, 5] has also
been indebted to its regular oral intake from different sources.

Phthalates with higher molecular weight i.e. DINP (Diisononyl phthalate) and
DEHP are used as plasticizer in almost every plastic product including food and
beverage packaging and even in the medical consumables. The phthalates with low
molecular weight, such as diethyl phthalate (DEP) and dimethyl phthalate (DMP),
are used in cosmetics, insecticides, paints and pharmaceutical applications [6] hence
penetrating into human chemisty through inhalation and dermal absorbtion.
Phthalates added as plasticizers in plastics; do not covalently bond to the molecular
structure of the resulting product. Therefore, their potential for non-occupational
exposure to the environment is high. They leach and migrate into packaged food
and beverages, gas out in the atmosphere or enter directly into human body fluids
through medical products [7]. Figure 1 provides an insight into the molecular
structures of synthetic phthalates used as plasticizers and solvents in the industrial
sector. In the recent years, the abundance of phthalates in our ecosystem has raised
many public health concerns. These concerns transformed into alarming state
especially after endocrine disrupting properties of these estrogenic compounds were
highlighted by research [8]. The penetration of these teratogenic and carcinogenic
compounds into the food chain, waste water, and human ecosystem occurs not only
during their production phase but during their usage and even after their disposal
via leaching, migration and volatilization. Their presence in the atmosphere has
become so ubiquitous that even the best lab setup is unable to measure it below a
concentration level of 2 parts per billion [9]. The extensive use of phthalates in
medical products have paved their way to infuse directly into body fluids via
medication and through the use of disposable medical plastic consumables in
transfusion [10].

Human beings come in contact with phthalates by three major routes; Dermal,
Inhalation and oral (dietary) intake [11]. The oral ingestion is the most efficient
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intake among all as it contributes the highest phthalate exposure rates to the human
beings. [11]. Dietary exposures occur by accumulating phthalates either during the
food processing and packaging from processing equipment or leaching into fatty
foods, including dairy products, and from packaging during storage. Dairy products
consumption by children per kilogram body weight is higher as compared to the
adults that pose a greater risk of reproductive and developmental toxicities for
young children [7]. Polymer toys softened with DINP were estimated exposures
ranged from 5 to 44 µg/kg body weight/day with 99th percentiles up to 183 µg/kg
body weight/day for infants via mouthing activities [8]. Leaching of phthalates into
food from packaging [12]; from PET (PETE, polyethylene terephthalate) bottles

Dibutyl Phthalate (DBP) Diethylhexyl Phthalate (DEHP) 

Diisononyl Phthalate (DINP) Diethyl Phthalate (DEP) 

Dimethyl Phthalate (DMP) Benzyl Butyl Phthalate (BBP) 

Fig. 1 Types of phthalates used in industrial sector as plasticizers
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into beverages and mineral water [9] and from corks of glass bottles has been
published [13]. United States Environmental Protection Agency has declared the
limit of 6.0 µg/L as ‘safe intake’ limit for drinking water. The guideline for safe
drinking water, published in a list of priority compounds, by World Health
Organization (WHO) and European Union sets 8.0 µg/L as a maximum safe limit
for DEHP presence in fresh and drinking water [14]. Wang et al. [15] experi-
mentally demonstrated the phthalate concentration that leached into the orange juice
from tetra pack plastic liner shoots to 110 times higher above the tolerable daily
intake limit (TDI). Table 1 shows the risk assessment for phthalate intake (mg/kg
bodyweight/day) declared by world health agencies.

2 International Context

In May 2011, Ministry of Health Taiwan reported the illegitimate addition of
phthalates by a beverage company into its products to replace expensive palm oil.
DEHP was added as a clouding agent in the juice drinks to provide a more
appealing natural appearance to the juice products [16]. Later, on investigations,
phthalates were found in 965 products classified as sports drinks, concentrated
juices, tea drinks, jams and jellies, medicines and powdered foods supplements
manufactured in Taiwan added at concentrations extremely dangerous for human
health. Use of DEHP as plasticizers has been allowed in manufacturing of PVC
food packaging disposable plastic products all over the world, but its use as a food
additive in food products has never been legitimatized due to the health risk
involved. It is worth noting here that the maximal DEHP intake limit referred to as
the reference dose (RfD), the minimal risk level (MRL), and the tolerable daily

Table 1 Risk assessment for phthalate intake (mg/kg bodyweight/day) by world health agencies

Phthalate
type

Risk assessment of phthalates

Country,
region

Committee/year mg/kg
bodyweight/day

MRLa/TDIb/
RfDc

DEHP USA US-EPA, 1993b 0.02 RfD

DEHP USA ATSDR, 2002 0.1 MRL

DEHP Canada Health Canada,
1994

0.044 TDI

DEHP EU CSTEE, 1998a, b 0.050 TDI

DINP EU CSTEE, 1998a, b 0.25 TDI

DEP USA ATSDR, 1995 7 MRL

DBP USA ATSDR, 2001 0.5 MRL

DBP USA US-EPA, 1990 0.1 RfD
aminimal risk level
btolerable daily intake
creference dose levels
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intake (TDI) limit for DEHP by government agencies in the United States (US-EPA
and ATSDR), Canada and European Union respectively, recommended a range of
0.02–0.06 mg/kgbw/day as “safe” for human consumption [6, 17]. Ingested DEHP
is broken down into its metabolites by the human digestive system and is excreted
in the urine. Long-time regular ingestion of DEHP with food at levels above the
TDI can become a body burden and could create hormonal imbalance in the human
body that may result in the decrease of male reproductive ability, and female
precocious puberty, breast cancer and loss of gender uniqueness [5, 18–20]. This
incident named as “Taiwan Food Scandal” raised public concerns about the
potential adverse health outcomes from the raised exposure to DEHP and created a
huge wave of suspicion for all packed beverages throughout the world. Importers
demanded testing certifications from the manufacturing companies that caused
massive workload on the test laboratories. Due to expensive and time-consuming
testing, manufacturers had to face production loss and paid additional costs to get
their products certified against phthalate tainting.

Phthalates’ detection and measurement are purely laboratory based procedures.
The ubiquitous presence of this compound as a contaminant severely limits its
minimal detection level. Even in most controlled laboratory setup it cannot gen-
erally be accurately quantified below about 2 ppb [21]. Gas chromatography
(GC) is the most commonly used technique for detection and quantification of
phthalates metabolites [22]. High-performance Liquid Chromatography (HPLC) is
used to measure phthalate concentrations in blood plasma and urine sample at low
detection limits [15, 23]. Chromatography technique is used to separate complex
mixtures of organic compounds with each compound quantified by its particular
detector. DEHP is measured using Electron Capture Detector (ECD) [22] and
Flame Ionization Detector (FID) [24]. Liquid Chromatography (LC) coupled with
mass spectrometry (MS) and ultraviolet (UV) detections are also a few commonly
used techniques for detection of phthalates. Almost all contemporary analytical
techniques described here are highly sensitive due to the requirement of measure-
ment of trace levels of phthalates present in food and beverage samples.
Unfortunately, on the other hand, these are time-consuming, expensive, compli-
cated, produce laboratory waste, need the expertise of highly trained professionals
in addition to the submission of samples to laboratories worth millions of dollars.
Blood and urine are the most common matrices used for biomonitoring of phtha-
lates, but the results of these bio-monitors do not provide the complete picture of
phthalate intake, rather just provide the quantity of metabolites excreted, losing
information about the amount of phthalate that has become the body burden.
Therefore, it is necessary to have a rapid assay which may detect the quantity of
phthalates present in food and beverages as initial intake via the oral route which is
deemed to be the biggest source of human phthalate exposure due to the extensive
use of plastics in our everyday lifestyle. The requirement of instant screening of a
batch of products manufactured at an industrial setup still requires attention of the
researchers to devise an assay which may be simple enough to be handled with
minimal training needs and does not involve bulky and expensive support
electronics.
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3 Development of Smart Interdigital (ID) Sensors

Conventional ID capacitive sensors are structured as repeated patterns of single
sensing and single excitation (working) finger-like electrode pairs fabricated on one
side of solid substrate to achieve unique side access and non-invasive testing.
Capacitive reactance is produced, as a function of analyte properties, consequent to
the applied alternating electric field perturbations exposed as frequency sweep to
the sensor. The penetration depth of the fringing electric field is a function of the
spatial wavelength (distance between sensing and working electrode) of the thin
film electrodes [25]. In situ testing capability, single side access, field penetration
depth control, signal strength control, simplified modeling, and low cost renders
planar ID capacitive sensors the most suitable candidate for chemical and biological
sensing applications [26–28]. These type of sensors have already been used for
hormone detection [29, 30], quality monitoring of dairy, meat and leather products
[31–35] humidity sensors [36], chemical sensing [37], and position sensors [38].
Figure 2 displays the layout of conventional planar ID capacitive sensor.

3.1 Smart Sensor Design for ID Capacitive Sensors

In order to maintain system linearity and reversibility, very small amplitude per-
turbation is applied to the ID sensors therefore; the spatial wavelength has to be
kept in the range of few microns, consequently limiting the penetration depth of the
fringing electric field. The penetration depth of the fringing electric field was
achieved by employing a smart design with multiple sensing electrodes between
working electrodes. The design optimization and performance evaluation was
carried out by finite element modeling (FEM) software COMSOL® Multiphysics
using its AC/DC module in 3D quasi-static mode. The simulated mathematical
model depicted that new sensor design is better as compared to the conventional
sensor design with respect to size, design, performance, and sensitivity. The designs

Fig. 2 Conventional Planar
Interdigital Capacitive Sensor
configuration
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with eleven and five sensing electrodes owing pitch length (distance between two
neighboring electrodes) set at 50 µm showed better sensitivity for the analyte in the
simulation results. Table 2 FEM simulated capacitance and energy density values
for two types of sensor geometries gives the FEM analysis results for the two types
of sensors shows the sensor’s geometric layout with multiple sensing electrodes in
comparison to the conventional sensors as displayed in Fig. 2.

The new sensor was designed by keeping the substrate material and thickness,
electrode material and thickness and effective sensing area constant. Design
geometry drawn in eleven sensing electrodes between two working electrodes with
pitch length set at 50 µm (Fig. 3). Sensing area was fixed to 2.5 × 2.5 mm, electrode
area 25 μm × 2.425 mm and electrode thickness to 520 nm was taken as standard.

Table 2 FEM simulated capacitance and energy density values for two types of sensor geometries

Sensor type Vrms (V) Freq. (Hz) Electrostatic energy
density (J)

Capacitance (pF)

MilliQ er
= 80.1

DEHP er
= 5.1

MilliQ er
= 80.1

DEHP er
= 5.1

1-11-50 1 1000 6.9e-12 7.6e-13 13.94 1.52

1-5-50 1 1000 4.2e-12 4.9e-13 8.46 0.92

Fig. 3 New design Silicon substrate based ID sensor (1-11-50)
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COMSOL® Multiphysics software estimated an average penetration depth of 437.6
microns for eleven electrode design therefore it was selected for the fabrication.
Figures 4 and 5 show the penetration depth of quasi-static electric field as theo-
retically calculated by FEM for proposed designs with five and eleven sensing
electrodes. Detailed analysis and comparison results for the new smart model have
been discussed elsewhere. [39–41].

4 Sensors’ Fabrication

36 workable sensors were patterned and fabricated on a single crystal 4 in.
(diameter) single crystal Silicon wafer (thickness 525 µm). Photolithography and
plasma enhanced etching of photoresist were used to transfer sensors’ patterned
from soda lime mask over the native SiO2 layer onto the wafer. A 20 nm DC
magnetron sputtered seed layer of Chromium was used to provide better adhesion
for gold electrodes on the substrate surface. Argon gas plasma DC magnetron
sputtering was used to deposit 500 nm gold thin film to fabricate the new design of
multiple sensing interdigital electrode structures. Gold has been the most preferred
electrode material used for sensing applications for its excellent physicochemical

Fig. 4 Electric potential and field penetration depth for five sensing electrodes’ sensor simulated
by COMSOL FEM
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stability, bio-affinity, low electrical resistivity and minimal oxidation [36]. After
lift-off, the wafer was coated with a 1 µm layer of Parylene C in order to provide a
uniform pinhole free layer of polymer on the sensor which enables it to withstand
continuous exposure to air at high temperatures. It provides a protective layer of
polymer to prevent thickening of silicon dioxide layer due to the further oxidation
of silicon substrate at high temperatures. Plasma etching process was used to etch
Parylene C from the connection pads and the sensing area in order to apply DEHP
selective coating on the sensing surface (electrodes). Figure 6a displays sensors in
fabricated wafer form and Fig. 6b displays individual sensor showing scale for
sensors’ dimension observation.

5 Sensor’s Selectivity for DEHP

Molecular imprinted polymer (MIP) with DEHP recognition sites was used to
introduce selectivity for the target molecule. Molecular imprinted polymers (MIPs)
are specially synthesized polymerized materials having valuable molecular recog-
nition capabilities for a particular molecule. These possess distinct cavities designed
for a target molecule, privileged by unique advantages like high selectivity,

Fig. 5 Electric potential and field penetration depth for eleven sensing electrodes’ sensor
simulated by COMSOL FEM
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physiochemical stability, bonding interaction and explicit recognition of analyte
with a unique quality of regeneration and rebinding. These polymers could be
synthesized by applying a number of approaches like precipitation, bulk, suspen-
sion, swelling, miniemulsion and core-shell polymerizations depending on the
application [37]. This molecular recognition selectivity has proved to be an
attractive predominant advantage for separation and analyses of complicated
samples and has been applied in several contexts e.g. solid phase extraction (SPE),
chromatography, electro-chromatography, membrane filtration and sensing. It has
obvious advantages over biological receptors and antibodies of number of target
molecule capturing sites [38]. MIPs are intrinsically stable robust and reusable. The
entrapment of target molecules is achieved by two established strategies using
covalent or non-covalent interactions of the target molecule with the functional
monomer. The non-covalent approach makes use of instinctive intermolecular
forces present in the target and monomer molecule. These relatively weak forces
could be hydrogen bonding, ion pair, dipole-dipole interactions or van der Waals
forces between the monomer and the target molecule.

6 Experimental Setup

6.1 Materials

Di(2-ethylhexyl) phthalate (DEHP). N, N-methylene-bisacrylamide, meth acryl-
amide, ammonium persulfate, Methanol, ethanol, acetonitrile, chloroform,
dimethylformamide (DMF), dichloromethane and 3-aminopropyltrietoxysilane
(APTES) were procured from Sigma-Aldrich, Germany. Deionized water
MilliQ® was obtained from MILLIPORE water system (USA)- 18 MΩ cm.
Gravimetrically prepared di (2-ethylhexyl) phthalate (DEHP) solution at a

Fig. 6 a Fabricated wafer of ID thin film electrode sensors. b Individual sensor’s design and
connection pad
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concentration of 200 µg/mL (200 ppm) in ethanol (99.5 %) purity was ordered and
received from ChemService® USA. Other working samples of lower concentra-
tions were achieved by serial dilution method in deionized water MilliQ®. Pure
deionized water with a 200 ppm concentration of ethanol was used as control
solution for the experiments. pH meter from IQ Scientific Instrument Inc. USA was
used to measure pH levels of the test and control solutions. The device was cali-
brated with buffer solutions provided by the manufacturer.

6.2 Synthesis of DEHP-Imprinted Polymer

A solution of 2.5 ml DMF, 7.5 ml MilliQ water, 14.5 mmol meth acrylamide and
1 ml DEHP was prepared in an ice bath and functional monomer and template
(DEHP) molecules were allowed to generate hydrogen bonds between DEHP and
meth acrylamide (monomer) in the presence of nitrogen atmosphere. 5.3 mmol N,
N-methylene-bisacrylamide (cross-linker) and 0.7 mmol ammonium persulfate
(initiator) were added to the mixture and stirred until dissolved in the solution in a
flask installed with a reflux condenser and a magnetic stirrer. The solution was kept
at 50 °C for 6 h in order to complete the polymerization reaction. Figure 7 shows
the MIP after polymerization. MIP was filtered, washed with deionized water and
dried under nitrogen flow. MIP was ground and sieved to obtain 90 micron particle
size. DEHP (template) was extracted out of the MIP powder encapsulated in 0.22
micron filter caplet by Soxhlet extraction in 12 h with methanol. MIP powder was
dried under nitrogen at room temperature. Figure 8 shows the procedure of Soxhlet
extraction.

A self-assembled monolayer of 3-aminopropyltrietoxysilane (APTES) was used
to immobilize MIP functional coating on the sensing surface of the sensor by dip
coating method. 2 g MIP powder was mixed with 2.5 ml APTES and 1.5 ml of DI
water to prepare coating suspension. The sensor was dipped in the suspension and
was withdrawn at a slow rate of 2.5 mm per min to achieve a uniform coating on the
sensing surface. The dip coated sensor was dried for 18 h under nitrogen at room
temperature prior to the adsorption investigation. Figure 9 shows the MIP synthesis
process and Fig. 10 displays the magnified image from the confocal microscope of
the MIP coated sensor showing porous surface of the molecular imprinted polymer
embedded in APTES.

7 Adsorption Studies of DEHP to MIP

The extraction of adsorbed DEHP from the sensor’s functionalized coating was
carried out in an equal volume (2 ml) of dichloromethane by sonication process of
15 min at all instances. The solvent was evaporated and 50 µl dichloromethane was
used for HPLC testing of the eluent. Luna C 18 column was used in
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DIONEX HPLC system to test the samples at a wavelength of 224 nm for diode
array detector (DAD) with a mobile phase of methanol/acetonitrile (1:9 v/v). The
binding isotherms of DEHP to MIP were determined in the concentration range of
1–100 µgml−1. The static adsorptions of MIP were calculated using following
relation.

Fig. 7 DEHP imprinted
polymer after polymerization

Fig. 8 Soxhlet extraction of
the template (DEHP)
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Q ¼ Ci� Cfð ÞV
m

ð1Þ

Where Q (mgg−1) is the mass of DEHP adsorbed per gram of MIP, Ci (mgl−1) is
the initial concentration of DEHP; Cf (mgl−1) is final concentration of DEHP after
adsorption. V(l) is the total volume of the adsorption mixture and m(g) is the mass
of the polymer used.

Fig. 9 Schematic diagram for MIP preparation [42]
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7.1 Static Adsorption of DEHP to MIP

The isotherm for the static adsorption studies of DEHP to MIP is shown in Fig. 11.
The plot depicts that the amount of DEHP bound to the polymer increases with the
increase in concentration of the DEHP in the test samples below a concentration
level of 50 mgl−1 (50 ppm). The polymer saturates as the concentration level
increases above the said limit, and the curve becomes parallel to concentration axis.
This is because the miniature size of the sensor allows very less MIP immobilized

Fig. 10 Confocal micrograph
image of MIP coated sensor
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Fig. 11 Static adsorption
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on the sensing surface. Since the targeted range of detection is lower to the satu-
ration limit, therefore, it is acceptable.

7.2 Uptake Kinetics of DEHP to MIP

Figure 12 presents the plot for adsorption kinetics of DEHP to MIP. This study was
helpful to determine the adsorption time required by DEHP present in the sample to
get trapped at the molecular recognition sites in the MIP. The coated sensor dipped
in 5 ml test solution with a concentration of 50 µgml−1. The concentration level was
chosen in the light of static adsorption studies undertaken in Sect. 7.1. The results
depicted that the molecularly imprinted polymer owns fast entrapment kinetics, and
the binding equilibrium were reached in almost 7 min. The rapid absorption
capability of the MIP is an advantage for using the polymer with electrochemical
impedance spectroscopy where rapid impedance measurements are mandatory for
non-stationary systems.

8 Electrochemical Impedance Spectroscopy Experiments

With an enormous research in the field of impedance measurements, the frequency
response analyzer (FRA) has achieved a de facto standard for electrochemical
impedance measurements. A dc potential overlaid by a small amplitude (5–15 mV)
a sine wave applied to the excitation electrode and the consequent analysis of
resulting a current made is commonly termed as FRA. Despite being highly sen-
sitive, this method has a limitation of being viable only for stable and reversible
systems in equilibrium [39]. The outcome of an impedance measurement is
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Fig. 12 Uptake kinetic study
of DEHP to MIP
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represented as Bode and Nyquist (Cole-Cole) plot which is further analyzed on
basis of Randle’s equivalent circuit model in order to infer electrical equivalent of
exchange and diffusion processes describing the system kinetics by complex non-
linear least square curve fitting (CNLS) of the experimental data. The algorithm
performs statistical analysis to calculate the residual mean square ramplitude2 for
experimentally observed values in measured spectra by complex nonlinear least
square using following relation.

ramplitude
2 ¼

XN
i¼1

Z 0
iobs � Z 0

icalcð Þ2þ Z 00
iobs � Z 00

icalcð Þ2
Z 0

iobs
2 þ Z 00

iobs
2 ð2Þ

where

Z
0
iobs is the observed real impedance.

Z
0
icalc is the calculated real impedance.

Z
00
iobs is the observed imaginary impedance.

Z
00
icalc is the calculated imaginary impedance.

ramplitude2 determines the deviation of the experimentally observed data from the
optimal solution.

EIS experiments were carried out room temperature and at the slow mode of the
Hioki hi precision 3522-50 LCR Hi Tester (Japan) to keep error rate of <0.05 % as
specified by the manufacturer. A 1 Vrms constant voltage sinusoidal signal with a
frequency sweep of 1 Hz to 10 kHz was applied to the sensing system. The data
acquisition was made at 20 data points per decade on log scale that was written in
an excel file by the automatic data acquisition algorithm. Reproducibility and
reliability of the results were assured by averaging data from a set of three
experiment carried out under same environmental conditions using temperature and
humidity controls in the laboratory environment. Figure 13 shows the schematics
for the impedance data acquisition system.

Fig. 13 Schematics of
Laboratory set up for EIS
experiments
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The sensor was tested in air under identical temperature (20 °C) and humidity
(44 %) conditions before and after immobilization of selective MIP coating in order
to investigate the effect of coating on the sensor.

The impedance data was analysed by CNLS algorithm to obtain the equivalent
circuit for the system with and without coating. It should be noted that ramplitude2 for
each fitting is of 1 the order of magnitude 10−4 achieved with 300 iterations.
Figure 14a, b show the deduced equivalent circuit by CNLS algorithm without
coating and with coating respectively.

On comparing the equivalent circuits, it is observed that coating has introduced
two additional circuit components C2 and W2 in the equivalent circuit of MIP
functionalized sensor. Table 3 and Table 4 show the values of the deduced circuit
parameters. This is due to the fact that the self-assembled mono layer of APTES
behaves as a dielectric layer introducing additional circuit capacitance, whereas,
Warburg resistance is introduced due to the presence of non-conductive MIP
coating on the sensing surface.

Fig. 14 a CNLS equivalent circuit for uncoated sensor. b CNLS equivalent circuit for MIP
functionalized sensor

Table 3 Equivalent circuit parameters for the uncoated sensor

C1 (F) R1 (Ohm) R2 (Ohm) R3 (Ohm) W1 (Ohm) CPE1

4.416E-10 2.39E-13 55058 3.25469 4.042E-14 3.261E-09

6.669E-10 2.236E-13 56898 4.25698 8.02E-14 1.503E-08

4.898E-10 1.241E-13 55078 1.9333 2.454E-15 6.967E-09
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8.1 DEHP in Deionized Water Samples

Three different concentrations of DEHP; 1, 10, and 50 mgl−1 (ppm) in deionized
water were tested at initial temperature (20 °C) and humidity (44 %) conditions.
The control solution was 18 MΩ cm deionized MilliQ water with pH 6.71. It was
observed that the addition of DEHP in the working solutions did not alter the pH
level and the average pH value measured was 6.52 at 20 °C. The sensor was
profiled in the air before its exposure to the different DEHP concentrations to create
an experimental reference curve for the sensor’s performance. The immobilized
MIP sensor was pipetted with 10 µl of MilliQ water, and the test was run to
generate the control reference curve, later the MIP functionalized sensor was
pipetted 10 µl 1 ppm solution on the sensing area. A 7 min time period was allowed
to the polymer to entrap DEHP molecules from the test sample. The MIP was
washed with acetone and rinsed with distilled water in order to remove excess /
un-bound DEHP molecules, and the EIS testing was executed thrice under same
initial temperature and humidity conditions. The MIP was sonicated in dichloro-
methane for half an hour to remove the entrapped DEHP molecules and regenerate
the functionalized MIP coating. The sensor surface was dried with nitrogen and
profiled in the air in order to evaluate and ensure the presence of initial conditions
for the EIS testing system before each run.

Each concentration was tested with the proposed system following the described
procedural steps. Figure 15 shows the Nyquist plot for the experimentally obtained
real and complex impedance. The control reference was plotted by executing
experiment after pipetting 10 µl control solution on the MIP functionalized sensing
area of the sensor. The decreasing diameter of the Nyquist plot indicates the
increasing concentration of the phthalate in the sample.

It was observed that the sensor was sensitive to adsorbed phthalate molecules at
low frequencies. The real part of impedance curve dominates due to the presence of
ionic concentration in the sample. The diffusion of ions on the electrode surface is a
slow kinetic process which is taking place at the low-frequency range, on the other
hand the capacitive behavior of the sensor is observed at the relatively higher
frequency range.

Figure 16 shows the HPLC chromatograph for eluent after testing each sample.
A DEHP peak is observed at 6.91 min with few initial noise peaks. The noise
observed before the appearance of the DEHP peak is predominantly due to the
presence of traces of solvent in the eluent that appears even in the HPLC

Table 4 Equivalent circuit parameters for sam-mip functionalized sensor

C1
(nF)

C2
(nF)

R1
(Ohm)

R2
(Ohm)

R3
(kOhm)

W1
(Ohm)

W2
(Ohm)

CPE1

1.07 1.28 1.39 6.33 24.0 1.15E-15 1.49E+06 2.93E-05

1.80 9.23 3.12 0.0217 4.99 2.19E-18 2.06E+06 4.40E-05
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chromatograph obtained for the control solution. The insolubility of DEHP in polar
medium dictates the requirement for use of a solvent in the molecularly imprinted
polymer.

9 DEHP in Energy Drink- MIP Coated Sensor

The energy drink (Lift Plus) sold in glass packaged bottles was selected for testing.
Therefore, the possibility of addition of leached DEHP from the packaging was
ruled out. The selected drink was spiked with DEHP at a 1, 5, 10 ppm concentration
level. The spiked drink samples were tested using the MIP coated sensor.

The impedance spectra from the experimental results depicted that electrode and
electrolyte are related by a mixed kinetic and diffusion processes at the electrode
surface which causes a polarization at the interface. Rct is, therefore, sometimes
referred as polarization resistance, denoted as Rp, in EIS literature. The value of
‘charge transfer resistance Rct, or polarization resistance Rp’ can be calculated from
bode or Nyquist plot. The rate of an electrochemical reaction can be strongly
influenced by the diffusion of reactants towards, or away from the
electrode-electrolyte interface. This situation can exist when the electrode is cov-
ered with adsorbed solution components or a selective coating. An addition element
called Warburg impedance, ZW, appears in series with resistance Rct.
Mathematically Warburg impedance is given by;

ZW ¼ wffiffiffiffiffi
jx

p ð3Þ

Where, σw is called Warburg diffusion coefficient. It appears that the charac-
teristic of the Warburg impedance is a straight line with a slope of 45° at a lower
frequency. This refers to low-frequency diffusion control because the diffusion of
reactants to the electrode surface is a slow-paced process which can happen at low
frequencies only. At higher frequencies, however, the reactants do not have enough
time to diffuse. The slope of this line gives Warburg diffusion coefficient. The
Nyquist plot in Fig. 17 for the impedance data measured by the MIP functionalized
sensor shows a diagonal line for diffusion process (Warburg impedance) at low
frequencies. The charge transfer process at higher frequencies is illustrated by a
single time constant semi-circle curve.

The change in impedance read by EIS system depicted that change of the con-
centration of the analyte in the spiked drink. The tail line with a semi-circular curve at
45o showed the presence of Warburg resistance of the equivalent circuit. The
Warburg resistance showed the presence of the ions in the spiked samples that are
attributed to the presence of electrolytes in the energy drink. The current flowing
through the circuit due to conductive medium dictated the value of the resistance. The
equivalent circuit parameters are shown in Table 5 evaluated for all three
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concentrations of the tainted drink. Figure 18 displays the equivalent circuit proposed
by complex nonlinear least square curve fitting (CNLS) method. It was observed that
the system pointed out an adsorption capacitance in series with the polarization
resistance that appeared due to the presence of the selective polymer coating on
sensing surface.

The results of the prposed system were validated by using HPLC analysis. The
chromatogram shows DEHP peaks at 6.91 min in Fig. 19. The peaks before the
DEHP peak were due to the presence of the other chemicals in the eluent which
might get attached to the MIP due to its porous nature.

This problem can be overcome by increasing the density of the DEHP recog-
nition sites in the MIP matrix by addition of template molecules. The quantity of the
template compound added in the pre-polymerisation complex determines the den-
sity of the recognition sites formed in resulting MIP.
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The imaginary reactance (X) read by the proposed smart system provided a good
correlation for DEHP concentrations in the standard solutions of the spiked drink as
read by HPLC system. Figure 20 shows a convincing correlation of 0.9529 that

Table 5 Equivalent circuit parameters evaluated by CNLS fitting for DEHP detection in ‘Lift
Plus’ drink by MIP functionalized sensor

Equation circuit parameters (unit) DEHP spiked energy drink- MIP functionalized
sensor

1 ppm 5 ppm 10 ppm

Cad (F) 1.813E-07 1.359E-07 1.466E-07

Rs (Ω) 1.145E+02 1.33E+02 1.58E+02

Rct (Ω) 8.2304E04 6.21E+04 5.57E+04

Zw (Ω) 2.431E06 1.92E+06 1.64E+06

Cdl (F) 7.95E-09 8.79E-09 9.25E-09
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shows the potential of the system to rapidly quantify the phthalate contents in
beverages.

10 Conclusions

Real-time non-invasive selective detection of phthalates by EIS has been reported.
The molecular imprinting technique has been used to introduce molecular recog-
nition for the phthalate molecules in the test samples. A functional polymer with Bis
(2-ethylhexyl) phthalate (DEHP) recognition sites has been polymerized. The
polymer has been converted to micrometer size particles in order to embed the
phthalate recognition sites into the self-assembled monolayer formed at the SiO2
sensing surface for better adhesion of the functionalize coating on the sensing
surface. HPLC has been used to study the adsorption capabilities and kinetic intake
of the MIP in order to fine tune the experimental procedures and evaluate the
performance of the proposed technique. Effects of the functionalized polymer
coating on the smart sensor have been studied by complex nonlinear least square
curve fitting to evaluate the performance of the proposed functionalized smart
sensor. Various concentrations (1–200 ppm) of DEHP in deionized MilliQ water
have been tested using the functional polymer to entrap the analyte. Impedance
spectra have been obtained using EIS in order to determine sample conductance for
evaluation of phthalate concentration in the solution. Experimental results comply
with the fact that the immobilization of the functional polymer on sensor introduces
selectivity for phthalates in the sensing system. The results were validated by
testing the samples using High-Performance Liquid Chromatography
(HPLC-DAD).
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Magnetic and Transport Properties
of M-Cu (M = Co, Fe) Microwires

A. Zhukov, M. Ipatov, J.J. del Val, M. Ilyn, A. Granovsky
and V. Zhukova

Abstract We report on magnetic, transport and structural properties of Cox-Cu100−x
(5 ≤ x ≤ 30) and Fe37Cu63 glass-coated microwires prepared by the Taylor-Ulitovsky
method. The objective of the reported work is to develop a novel functional materials
exhibiting giant magnetoresistance (GMR). For Co-Cu microwires with x = 5 we
observed the resistivity minimum at 40 K associated with the Kondo-like behaviour
but magnetoresistance is small. For x ≥ 10 magnetoresistance reaches 9 % at low
temperatures. Temperature dependence of susceptibility shows considerable differ-
ence for x > 10 and x ≤ 10 attributed to the presence of small Co grains embedded in
the Cu matrix for x ≥ 10. By X-ray diffraction we found, that the structure of Cox-
Cu100−x microwires for x ≥ 10 is granular consisting of two phases: fcc Cu appearing
in all the samples and fcc α-Co presented only in microwires with higher Co content.
Structure of Fe37Cu63 microwires consists of Cu nanograins with average grain size
of around 40 nm and α-Fe nanocrystals with average grain size ranging between 6
and 45 nm depending on samples geometry. These microwires also exhibit GMR (up
to 7.5 % at 5 K).
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1 Introduction

Thin metallic wire produced by rapid quenching technique attracted attention of
researchers and engineers owing to excellent magnetic properties and inexpensive
fabrication process. Recent industrial applications require miniaturization of the
devices and sensors. Consequently considerable attention is paid to fabrication of
novel magnetic materials with reduced dimensionality and simultaneously with
improved magnetic properties [1, 2]. Particularly, studies of soft magnetic wires
with reduced dimensionality and outstanding magnetic characteristics, such as melt
extracted wires (typically with diameters of 40–50 μm) [3] and glass-coated mi-
crowires with even thinner diameters (between 1 and 40 μm) [4–7] recently
attracted much attention. The advantage of the Taylor-Ulitovsky method allowing
the fabrication of glass-coated metallic microwires consists of controllable fabri-
cation of long (up to few km long continuous microwires), homogeneous, rather
thin and composite wires. Glass-coated microwires produced by Taylor-Ulitovsky
method with metallic nucleus of the order of 1–30 μm in diameter covered by an
insulating glass coating (with thickness of 0.5–20 μm) are known along many years
[8–11], but has been widely employed for fabrication of ferromagnetic amorphous
microwires coated by glass only since middle of 90th [4–7]. The fabrication method
denominated in most of modern publications as a modified Taylor-Ulitovsky and/or
quenching-and-drawing method is actually well-known since 60th and well
described in Russian in 60th [8–10] as well as in recent publications [7, 12].

In the laboratory process, an ingot containing few grams of the master alloy with
the desired composition is placed into a Pyrex-like glass tube and within a high
frequency inductor heater. The alloy is heated up to its melting point, forming a
droplet. While the metal melts, the portion of the glass tube adjacent to the melting
metal softens, enveloping the metal droplet. A glass capillary is then drawn from
the softened glass portion and wound on a rotating coil. At suitable drawing con-
ditions, the molten metal fills the glass capillary and a microwire is thus formed
where the metal core is completely coated by a glass shell (see Fig. 1).

The microstructure of a microwire (and hence, its properties) depends mainly on
the cooling rate. Chemical and metallurgical processes related with interaction of
the ingot alloy and the glass, electromagnetic and electro-hydrodynamic phenom-
ena in the system of inductor- ingot, thermal conditions of formation of cast mi-
crowire, parameters of the casting process and their limits affecting the casting rate
and the diameter of a microwire were describe in details for non-magnetic micro-
wires [8–10] and overviewed in relatively recent book [7, 12].

As mentioned above the great advantage of these microwires is that the obtained
diameter could be significantly reduced as-compared with the case of conventional
wires produced by in-rotating water method. Glass-coated microwires prepared
from the alloys presenting deep eutectic on the phase diagrams can be prepared in
amorphous state. Amorphous glass-coated microwires present few unusual and very
attractive magnetic features, like magnetic bistability observed in Fe-rich compo-
sitions with positive magnetostriction constant and excellent soft magnetic
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properties and Giant magnetoimpedance effect in Co-rich compositions with van-
ishing magnetostriction constant [7].

In the case of glass-coated microwires, the fabrication process involves simul-
taneous solidification of metallic nucleus surrounded by the glass coating. This
introduces an additional magnetoelastic contribution to the magnetic anisotropy
acting as a new parameter determining the magnetization process [4, 5]. The origin
of these additional stresses is determined by significant difference of the thermal
expansion coefficients of the glass and the metal [4, 7, 12].

Recent studies demonstrated that essentially the same fabrication technique
allows obtaining of microwires with granular structure exhibiting giant magneto-
resistance (GMR) effect [7, 13, 14], Heusler-type microwires [14, 15] and micro-
wires with magnetocaloric effect [15, 16]. In latter cases the composition of metallic
nucleus was different from the case of amorphous magnetically soft microwires.
Consequently studies of thin magnetic wires gain more and more attention.

In this book we are paying attention on overview of fabrication, magnetic
properties and GMR effect in microwires with granular structure.

2 Motivation

Studies of various materials containing small nano-sized magnetic particles or
grains or even magnetic impurities in non-magnetic matrix attracted great attention
owing to a number of interesting properties, such as giant magnetoresistance
(GMR) effect or Kondo effect [17–22]. Granular materials consisted of small grains

Fig. 1 Schematic picture of
the fabrication process
allowing preparation of
glass-coated microwires
(Reproduced from [13],
Fig. 1)
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distributed inside a non-magnetic matrix exhibiting giant magnetoresistance
(GMR) effect attracted considerable attention since beginning of 1990th [17, 19].
Mostly granular materials have been obtained in systems of immiscible elements
(like Co-Co, Co-Ag…), when the structure consisting of small ferromagnetic grains
embedded in paramagnetic matrix is formed. Like in the case of multilayered thin
films, GMR effect has been attributed to spin-dependent scattering of conduction
electrons within the magnetic granules as well as at the interfaces between magnetic
and nonmagnetic regions [17, 19, 23]. Therefore, the size and the spatial distri-
bution of nano-sized ferromagnetic grains (usually of Co or Fe) inside the metallic
matrix (typically Cu, Ag, Au or Pt) are crucial for obtaining high GMR effect. On
the other hand, if the size of magnetic grains is small and even if they can be
considered as magnetic impurities, the scattering of conduction electrons in a metal
due to magnetic impurities give rise to a Kondo effect [21, 22, 24]. Development of
novel materials (like graphene) allows extending the systems where Kondo effect
can be realized [24]. On the other hand, Kondo effect has become a key concept in
condensed matter physics in understanding the behavior of metallic systems with
strongly interacting electrons. Development of nano-scaled electronic devices
requires the understanding and the control of electron behavior, in particular, of
correlation effects at the atomic scale. The Kondo effect related to the resonant
scattering of conductive electrons by quantum local centers is one of the key
correlation effects in condensed matter physics.

In the case of immiscible alloys the nano-sized ferromagnetic grains randomly
distributed in metallic matrix can be realized by the recrystallization of metastable
alloys produced by various techniques. One of the common and the most conve-
nient methods for obtaining such microstructure is a melt spinning technique
involving rapid quenching from the melt [25–27].

As mentioned above during last years studies of composite microwires consisted
of metallic nucleus surrounded by glass coating and prepared by rapid quenching
Taylor-Ulitovsky technique attracted considerable attention [7]. Obtained by this
method microwires consist of metallic nucleus surrounded by glass coating
[28, 29]. Fe- and Co-based microwires containing metalloids (Si, B) obtaining by
aforementioned technique in most of cases present amorphous structure and exhibit
soft magnetic character [30–35]. But simultaneous rapid solidification of the
composite wire consisting of metallic nucleus surrounded by the glass coating
induces additional internal stresses. In fact it is well established that the strength of
the internal stresses, σ, is related to the glass coating thickness through the differ-
ence in the thermal expansion coefficients of metallic nucleus and outer glass
coating solidifying simultaneously. The estimated values of the internal stresses in
these glass coated microwires arising from the difference in the thermal expansion
coefficients of metallic nucleus and glass coating are of the order of 100–1000 MPa,
depending strongly on the ratio between the glass coating thickness and metallic
core diameter [33–36], increasing with the increasing of the glass coating thickness.
These internal stresses can affect the crystallization process of amorphous micro-
wires and the grain size of precipitating grains.
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In this chapter we review results on preparation of glass-coated microwires from
immisible elements exhibiting Kondo-like behaviour andGMR effect in Cox-Cu100−x
(5 ≤ x ≤ 40 at.%) and GMR effect in Cu63Fe37 microwires.

3 Experimental Details

We prepared a number of Cox-Cu100−x (5 ≤ x ≤ 40 at.%) and Cu63Fe37 glass-coated
microwires (typical total diameters, D, from few to 30 μm) consisted of metallic
nucleus (typical diameters, d, 9–20 μm) covered by outer glass shell (typical
thickness from 3 μm till 10 μm) using the Taylor-Ulitovsky technique (see the
scheme of fabrication process in Fig. 1) [4–7]. Within each composition of metallic
nucleus we produced microwires with different ratio of metallic nucleus diameter,
d, and total diameter, D, i.e. with different ratios ρ = d/D. This allowed us to control
residual stresses, since the strength of internal stresses as described above is
determined by the ratio ρ [4, 7].

Structure and phase composition have been checked using a BRUKER (D8
Advance) X-ray diffractometer with Cu Kα (λ = 1.54 Å) radiation.

We used PPMS device for measurements of magnetic and magneto-transport
properties in the temperature range 5–300 K.

The magnetoresistance (MR) has been defined as:

DR=R %ð Þ ¼ R Hð Þ � R 0ð Þð Þ � 100=R 0ð Þ ð1Þ

4 Co-Cu Microwires

For Cox-Cu100−x microwires at 10 ≤ x ≤ 30 we observed considerable MR effect
(Fig. 2).

In the case of lowest Co content (Co5Cu95 microwires) the MR effect is much
lower. We observed a well pronounced minimum on the temperature dependence of
resistance, R, at about 40 K (Fig. 3), which should be attributed to Kondo-like
behaviour. Few different mechanisms might be considered to explain an increase of
the resistivity of a metallic microwire at low temperatures: magnetic Kondo effect,
weak localization, enhanced electron-electron interaction, scattering of conduction
electrons by structural two-level system (TLS) and scattering of strongly
spin-polarized charge carriers on diluted magnetic moments [36–39]. Figure 4
shows that in the present case the temperature dependence of the resistivity below
40 K has a form typical for the Hamann model [40]. Furthermore, magnetic field
sufficiently affects the logarithmic grows of resistivity making it much weaker.

Magnetic field significantly affects temperature dependence of resistivity, as
shown in Fig. 4. MR is negative in this temperature range that also corresponds to
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suppression of Kondo effect in strong magnetic fields. On the other hand the
resistivity minimum is not completely suppressed even at 7 T, the temperature of
resistivity minimum is rather high for the diluted Kondo alloys, the concentration of
randomly distributed Co ions in Cu matrix is not low (that can lead to interaction
between magnetic ions and, consequently to partial suppression of Kondo effect).
Therefore we cannot exclude the role of TLS mechanism.

Consequently, we assume that the most appropriate explanation of observed
minimum on the temperature dependence of resistance, R, at about 40 K is the
Kondo effect and/or TLS.

In fact, Co5Cu95 alloy is not a classical diluted Kondo system not only because
of large Co single–ion concentration but also because a part of Co ions forms
magnetic clusters and these clusters will create local magnetic fields and
spin-polarization of current carriers [41]. The presence of such clusters can be
considered from the magnetization measurements at different temperatures,
exhibiting saturation al low temperatures (Fig. 5).
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Figure 6 shows that in contrast to the samples with higher content of Co,
Co5Cu95 and Co10Cu90 microwires do not present blocking temperature down to
5 K and do not present non vanishing susceptibility, χ, at higher temperature typical
for multi-domain cobalt clusters. Apparently this interaction is strong enough in the
sample with x = 10 to allow significant suppression of magnetic disorder in
moderate fields giving rise to considerable negative magnetoresistance (see Fig. 2).
Co clusters must be small enough to have a blocking temperature below 5 K, but
their interaction is appreciable and affects M versus H curves at low temperatures.

At the same time the local fields of the clusters seem to be quite strong and cause
the ordering of the moments of nearby Co atoms suppressing Kondo-type scattering
(sample with x = 10 does not have minima at its temperature dependence of
resistivity).

Interaction between the clusters in the Co5Cu95 sample is weaker, that results in
very low magnetoresistance. Pronounced Kondo-type minima in resistivity shows
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that considerable part of Co atoms is not magnetically ordered and therefore not
affected by the local fields of clusters.

In order to analyse the origin of GMR effect we compared temperature depen-
dence of ΔR/R and M2 for Co10Cu90 with ρ = 0.728 and for Co20Cu80 microwire
with ρ ≈ 0.7 (see Fig. 7). We observed qualitative correlation for all temperature
range.

X-ray diffraction (XRD) has been employed for structural studies. For x ≥ 5 the
structure of the metallic core is granular with two phases: the main one, fcc Cu
(lattice parameter 3.61 Å), found in all samples and fcc α-Co (lattice parameter 3.54
Å) which presents in microwires with higher Co content. In Co5Cu95 sample Co
atoms and ultra-small Co clusters are distributed within the Cu crystals (Fig. 8). The
quantity and the crystallite size of the formed phases strongly depend on the
geometry of the microwires. The residual concentration of Co dissolved in the Cu
matrix and size of Co grains depend on the quenching rate and on internal stresses
determined by the ρ-ratio. Consequently, strong internal stresses induced during the
simultaneous rapid solidification of the thin metallic wire and glass coating layer
affect magnetic properties and structure of glass coated microwires.

X-ray diffraction (XRD) results reveal that the structure of the metallic core in of
Cox-Cu100−x for x ≥ 10 is granular with two phases: the main one, fcc Cu (lattice
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parameter 3.61 Å), found in all samples and fcc α-Co (lattice parameter 3.54 Å)
which presents in microwires with higher Co content. In the case of low Co content
XRD indicates that Co atoms are distributed within the Cu crystals. The quantity
and the crystallite size of the formed phases strongly depend on the geometry of the
microwire.

Figure 8b shows XRD for Co40Cu60 and Co10Cu90 microwires. We can see that
in microwires with x = 40 α-Co phase has been observed. At the same time we did
not observed this phase in the sample with x = 10.

This is consistent with the Co-Cu equilibrium phase diagram and the method of
microwires fabrication involving rapid quenching from the melt. Indeed, the Co-Cu
phase diagram exhibit at room temperature almost immiscibility, although at ele-
vated temperature there is solubility of Co in Cu of about 13 at.%. Therefore we can

(a)

(b)

Fig. 8 XRD of Co5Cu95
microwire (ρ = 0.64) (a) and
of Co40Cu60 (ρ = 0.62) and
Co10Cu90 (ρ = 0.75)
(b) measured at room
temperatures (Reproduced
from [13], Fig. 8)
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assume that rapid quenching results in quenching of high temperature structure
consisting in supersaturated Co solution in Cu matrix.

Additionally, our data can be interpreted considering, that for Co5Cu95 sample
Co atoms are distributed between the matrix and very small clusters (Fig. 8). For
concentrations x > 10 partial coalescence of granules was observed. The anisotropic
contribution to MR has been observed for x ≥ 30, giving rise to non-monotonic
magnetic field dependence of MR (Fig. 1b).

It is worth mentioning, that previously Kondo-like behaviour in Co-Cu system
has been observed only in clusters consisting of a single Co atom and several Cu
atoms fabricated by sophisticated technique using atomic manipulation with the
microscope tip [41]. On the other hand previously resistivity minimum versus
temperature has been observed in Co-Ag thin films prepared by electron gun
evaporation under ultrahigh-vacuum conditions [42]. Like in our case,
weak-localization effects have not been considered for interpretation of the
observed resistivity minima because of low absolute values of the residual resis-
tivity [42]. An interpretation associated with loose spins proposed by Slonczewski
[43] and the decreasing of the spin-dependent scattering responsible for the GMR
overwhelming an increasing spin fluctuation scattering have been also discussed,
although further theoretical analysis is suggested for the case of the granular sys-
tems. On the other hand, the logarithmic temperature dependence of resistivity has
been observed for the case of Au/Fe superlattices [21]. The authors considered two
types of loose spins (within the non-magnetic spacer layer the “loose interfacial
spins” comprising the ferromagnetic layers). But since magnetic field strongly
affects the logarithmic temperature dependence of resistivity, Kondo-like scattering
is considered for the interpretation of results. In the latter case the logarithmic
temperature dependence of resistivity has been considered as an intrinsic of the
multilayer samples, since similar dependence has been observed by the same
authors in Al/Ni and Al/Ag multilayers with low thicknesses of layers (below 5 nm)
[44].

On the other hand, quite recently for interpretation of temperature dependence of
resistivity of nano-scale granular Aluminum films, with Al grains weakly coupled
through thin Al oxide barriers it was suggested that small metallic grains weakly
coupled to their environment can behave like magnetic impurities in a metallic
matrix [45]. It is also pointed out, that the weak electron localization also results in
a negative magneto-resistance if spin-orbit scattering is negligible.

Low interaction between the magnetic particles is proved by good correlation
ΔR/R and M2 for Co10Cu90 presented in Fig. 7a. Usually deviations from ΔR/R and
M2 correlation are interpreted as the existence of interaction among the magnetic
particles [25, 46]. Some deviations from good correlation ΔR/R and M2 observed
for Co20Cu80 microwire might be related with more considerable interaction
between the magnetic particles for this microwire with higher Co content.

Fabrication method involving rapid quenching from the melt of composite mi-
crowire and microstructure of studied Co5Cu95 microwires are quite different from
that of thin films and multilayers studied before. The similarity might be originated
by the existence of ultra-small Co grains and clusters distributed within the Cu
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crystals, as observed by the X-ray diffraction (Fig. 7) and recently reported by us
[47]. In this case similar results, as a pronounced minimum on the temperature
dependence of resistance and considerable effect of magnetic field might be
interpreted in similar way.

It is worth mentioning, that here we report on using of rather simple and fast
(few meters per minute) preparation of the Co-Cu microwire, where local structure
can be manipulated through the control of the internal stresses.

5 Fe-Cu Microwires

In the case of Fe37Cu63 microwires we observed three X-ray diffraction peaks are
characteristic of the Cu phase (face centered cubic FCC, lattice parameter: 3.61 Å
with atomic spacings of 2.09, 1.81 and 1.28 Å). The other two peaks are related to
α-Fe phase (body centered cubic BCC, lattice parameter: 2.87 Å corresponding to
atomic spacing of 2.03 and 1.43 Å). Note that the peak corresponding to 1.43 Å (α-
Fe) is rather small and hardly observed.

The observed X-ray peaks have been identified by means of the Bragg’s law,
2d sin hð Þ ¼ k, within an accuracy of 0.01 Å. The influence of the wire geometry on
the X-ray patterns has been then studied. It is easy to see in Fig. 9a–d that with
increasing the ratio ρ the intensity of X-ray peaks increases and its shape is more
regular.

The structural information for the microwires is extracted once the crystalline
peaks of each pattern are identified and the background contribution of the amor-
phous phase in the microwires (mainly from the glass coating) subtracted. An
average grain size of the crystals formed in each case is derived from Scherrer’s
equation:

D ¼ K � k
e � cos hm ð2Þ

where 2hm is the scattering angle corresponding to maximum of the peak and ε is its
half height width [48]. The parameter K is assumed to be around 0.9 (or almost 1)
in most of cases [49].

Figure 10 shows the size of the Cu and α-Fe grains obtained for Cu63Fe37
microwires. As it is seen, Cu nano-grains with the average grain size of 40 nm are
roughly independent of the sample geometry (represented by the ratio ρ), as found
elsewhere [50]. On the other hand, the average size of Fe nanocrystals depends on
the geometrical parameter varying between 6 and 45 nm, exhibiting a maximum at
intermediate ρ ratio.

It should be indicated that X-ray diffraction allows estimating only the average
grain size. The details of grain size morphology and grain size distribution might be
obtained by means of high resolution SEM or TEM.
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Magnetization curves measured at different temperatures are shown in Fig. 11a,
b. At room temperature the coercivity is of the order of 30 Oe. Significant
dependence of the hysteresis loops on the geometrical parameter has been found.

Fig. 9 XRD patterns for
Fe37Cu63 microwires with
different ρ values: 0.46 (a),
0.31 (b), 0.16 (c), 0.063
(d) (Reproduced from [55],
Fig. 1)
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All curves display both superparamagnetic and ferromagnetic features. A small
hysteresis area of the measured loops and the absence of saturation indicate the
presence of a superparamagnetic phase, especially significant for ρ = 0.06. The
ferromagnetic behaviour is evidenced by the values of remanence and coercivity,
which are indeed rather low. Such behaviour can be attributed to the combined
superparamagnetic-ferromagnetic phases due to co-existence of the ferromagnetic
and superparamagnetic particles. Such co-existence occurs due to a wide size
distribution of Fe-grain and/or concentration distribution of Fe in Cu. At the same
time, temperature dependences of the saturation magnetization, Ms(T), shown in the
inserts of Fig. 11a, b, exhibit decreasing with temperature but did not present well
defined Curie temperature typical for ferromagnetic materials. This probably related
with Fe nanocrystals size distribution and inhomogeneity of ferromagnetic phase.

The magnetization measured under applied magnetic field (FC) and without
magnetic field (ZFC) exhibit significant difference (see Fig. 12). From the com-
parison between the two curves seen in Fig. 12a, b it is possible to roughly
determine the average blocking temperature and distribution f(TB) following a
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standard procedure [51]. The obtained f TBð Þ ¼ d MZFC�MFCð Þ
dT confirms the inhomo-

geneous magnetic structure assumed by analysing the magnetization curves, con-
sistent with previous works [52]. It follows from the analysis of Fig. 12a,
corresponding to Fe37Cu63 microwires with the geometrical parameter ρ = 0.46, the
existence of a large number of small particles with a diameter less than 30 nm and
just a few large particles. On the other hand, for Fig. 12b (Fe37Cu63 microwires with
a geometrical parameter ρ = 0.06) the estimated averaged crystal size is around
5 nm. ZFC/FC measurements performed on microwires with different geometrical
parameters exhibit an intermediate behaviour. However, it is worth noting that
ZFC/FC analysis in this case is only indicative, and it gives a rather rough per-
spective of the nanostructure. In fact, the observed ZFC/FC behaviour resembles
the one expected for a rather narrow distribution of grain sizes. This apparently
contradictory result was previously observed in several granular samples (see, for
example, ref. 53). In fact dipolar interactions and magnetic cluster formation can
lead to spurious structural data indirectly obtained from ZFC/FC curves, and thus
such results are only valid when analysed together with direct structural data, such
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as X-Ray diffraction and TEM analysis. Furthermore, it is worth noting that the FC
curve displays an additional peak at lower temperature, indicating a more complex
magnetic behaviour, probably a reentrant spin (or cluster) glass-like transition. This
magnetic phase is usually present in complex granular systems, and can be related
to both dipolar interactions and/or surface effects (see, for example, [54]). Although
a careful analysis of this extra peak can lead to interesting results, it goes far beyond
from the scope of the present chapter.

The behaviour of the main magnetic phase (α-Fe) is very important in this type
of materials. Note that the content of α-Fe phase and the average grain size is lower
for the sample Fe37Cu73 with ρ = 0.063. The obtained content of α-Fe phase varies
around 1 % for ρ = 0.06, 8 % for ρ = 0.16 and ρ = 0.31, 7 % for ρ = 0.46, as was
deducted from Fig. 1 and can be found elsewhere [50, 55]. It should be noted, that
following the previously proposed scheme for these type of samples [56], the loops
show a superparamagnetic character for ρ = 0.063 and a ferromagnetic one for
ρ = 0.46. This ferromagnetic character could be related to the aforementioned
higher content of α-Fe phase and larger average grain size for this sample and, in a
certain way, there is a correlation between magnetic measurements and structural
results.

It should be noted also that the field at which the saturation is roughly achieved
is quite large (around 6 kOe) (see Fig. 11). But complete saturation of the sample
with lowest ρ-ratio is not reached even at this magnetic field (Fig. 11b).

One of the possible explanations is that the axis of the microwires is the hard
direction. But this assumption contradicts to the logics, since the demagnetizing
factor of the sample with lowest ρ- value when applied magnetic field is along the
microwire axis takes lowest values. Additionally, from the experimental data on Fe
nanowires it is known that usually Fe nanowires have easy axis along the nanowire
axis [57]. We assume that higher contribution of superparamagnetic behaviour of
the thinnest microwire related also with the dependence of the structure on ρ-ratio
can be attributed to the higher internal stresses induced by the difference in thermal
expansion coefficients of simultaneously solidifying glass and metal [33–35]. In
fact as mentioned above it is well established that the strength of the internal
stresses, σ, is related to the glass coating thickness through the difference in the
thermal expansion coefficients of metallic nucleus and outer glass coating solidi-
fying simultaneously. These internal stresses can affect the grain size of Fe
nano-grains precipitating during the devitrification of amorphous matrix [35, 36].
Such behaviour has been observed in Finemet –type microwires when the nano-
crystallization process has been affected by the ρ-ratio. To explain this, it was
suggested [35, 36], that the internal stresses in the metallic nucleus hinder the
segregation of crystalline phases. It is also consistent with Fig. 10, where lowest Fe
grain size is observed for the lowest ρ-ratio.

The MR effect in the range of 7 % has been also observed for ρ = 0.46 and
ρ = 0.31 Fe37Cu73 glass coated microwires (Figs. 13, 14 respectively). The shape of
magnetic field dependence is typical for the GMR effect, when resistance decreases
with increasing magnetic field. Decreasing the temperature MR increases (from
0.05 % (300 K) up to 7.6 % (5 K) for the sample with ρ = 0.31 and from 1 % till
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7 % for the sample with ρ = 0.46). In most systems exhibiting GMR the GMR ratio
increases decreasing the temperature [17, 18]. Usually this increase is attributed to
the superparamagnetic origin of grains responsible for the GMR behaviour as well
as related with temperature dependence of resistivity [17, 18].

The field dependent resistivity in granular materials is related to a
spin-dependent scattering of conduction electrons within the magnetic particles as
well as the interfaces between magnetic and non magnetic regions (however, it is
assumed that the interfacial effect contributes to a dominant extent to GMR [17, 18,
58]). Because of the complex structure of the granular materials, the relationship
between microstructure and GMR is still not fully understood.

In the case of glass-coated microwires the internal stresses induced mostly by the
difference of thermal expansion coefficients of glass and metal are quite significant
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[33–35]. Therefore studies of abovementioned composition with different geometry
can be interesting in order to reveal the internal stress contribution in magnetic and
magneto-transport properties. Similar studies in Co-Cu microwires allowed us to
find that indeed crystalline structure and GMR effect is affected by the glass coating
thickness and metallic nucleus diameter [58]. These internal stresses can affect the
structure and magnetism of small Fe grains inside the Cu-matrix, as has been
previously observed for the case of epitaxially grown Fe films on Cu(100), where
bcc- and fcc—like structures were observed depending on the film thickness [59].

It is worth mentioning that similarly to Fe-Cu microwires we observed MR effect
in Cu50(Fe69Si10B15C5)50 and Cu70(Co70Fe5Si10B15)30 glass-coated microwires (see
Fig. 15) [60, 61], although ΔR/R values were smaller (Fig. 15).

Similarly to the case of Fe37Cu63 microwires the structure of as-prepared Cu50-
(Fe69Si10B15C5)50 and Cu70(Co70Fe5Si10B15)30 microwires consisted of small
wither Fe or Co and Cu grains. But in these cases the presence of amorphous phase
has been detected.

6 Conclusion

We observed GMR and Kondo-like behaviour in CoxCu100−x microwires prepared
by the Taylor-Ulitovsky method. For x = 5 % we observed resistivity minimum at
40 K. Magnetic field significantly affects temperature dependence of resistivity in
Co5Cu95 microwires. Additionally in Co5Cu95 microwires by XRD we observed,
that Co is distributed in the Cu- matrix. For x > 10 partial evidences of granular
structure have been observed and GMR effect is considerable higher. ZFC and FC
and χ (T) dependence show considerable difference for x ≥ 20 % at low temper-
atures, related with the presence of small Co grains embedded in the Cu matrix.
Anisotropic MR is observed in CoxCu100−x microwires for x ≥ 30. It is demon-
strated that the local structure and magneto-transport properties can be manipulated
through the control of the internal stresses. Similarly to Co-Cu microwires Fe37Cu63
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microwires with granular structure have been produced by rapid quenching using
Tailor-Ulitovsky method and characterized using X-ray diffraction and SQUID
magnetometer technique. Structure of Fe37Cu63 microwires structure consists of Cu
nanograins with average grain size of around 40 nm and α-Fe nanocrystals with
average grain size ranging between 6 and 45 nm depending on samples geometry.
The resulting content of α-Fe phases also strongly depends on the sample geometry.
Magnetic characterization has been performed and it was found that the temperature
dependence of magnetization (ZFC and FC curves) and hysteresis loops behaviour
depend on geometrical parameters. Experimental data are interpreted assuming the
mixed ferromagnetic-superparamagnetic behaviour of the fabricated samples.
Significant Magnetoresistance (about 7 %) has been found in studied samples. The
shape of observed dependences is typical for GMR effect.
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Giant Magnetoimpedance Effect
of Amorphous and Nanocrystalline
Glass-Coated Microwires

A. Zhukov, A. Talaat, M. Ipatov, J.J. del Val, L. Gonzalez-Legarreta,
B. Hernando and V. Zhukova

Abstract In this chapter we are reporting on correlation of Giant magnetoim-
pedance (GMI) effect and magnetic properties of amorphous and nanocrystalline
Co-Fe rich glass-coated microwires. We measured the GMI magnetic field, fre-
quency dependences and hysteresis loops of composite microwires produced by the
Taylor-Ulitovsky technique. We observed that GMI effect and magnetic softness of
glass-coated microwires produced by the Taylor-Ulitovsky technique can be tai-
lored either controlling magnetoelastic anisotropy of as-prepared microwires or
controlling their internal stresses and structure by heat treatment. High GMI effect
has been observed in as-prepared and annealed Co-rich microwires. In the case of
Fe-rich Finemet-type microwires we observed considerable magnetic softening of
studied microwires after annealing. This magnetic softening correlates with the
devitrification of amorphous samples. Amorphous Fe-rich microwires generally
exhibited low GMI effect (GMI ratio below 5 %). Considerable enhancement of the
GMI effect (GMI ratio up to 100 %) has been observed in heat treated microwires
with nanocrystalline structure. The objective of this reported work is to develop
magnetically soft thin wires for applications in magnetic field sensors.
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1 Introduction

Studies of Giant magnetoimpedance (GMI) effect attracted considerable during last
two decades since its discovery in 1994 [1, 2]. It is worth mentioning that in fact
GMI has been first reported in 1936 by Harrison et al. [3]. But intensive research of
GMI effect in various materials began only after the publication in 1994 of a few
papers on GMI effect in amorphous wires [4–8].

Phenomenologically, GMI effect consists of a large change of the impedance of
a magnetically soft conductor under an applied magnetic field.

GMI effect is particularly interesting for magnetic sensors applications basically
due to the extremely high magnetic field sensitivity suitable for low magnetic field
detection [9, 10].

GMI effect has been successfully explained in the terms of classical electrody-
namics through the influence of a magnetic field on the penetration depth of an
electrical current flowing through the magnetically soft conductor [1, 2]. Cylindrical
shape and high circumferential permeability observed in Co-rich amorphous wires
with vanishing magnetostriction constant are quite favorable for achievement of
high GMI effect [1, 2, 4].

The magnetic field dependence of impedance is intrinsically related to the
magnetic anisotropy of magnetic materials [5, 7]. Magnetic materials with cir-
cumferential easy axis exhibit the maximum of the real component of wire
impedance (and consequently of the GMI ratio) on magnetic field dependence.
Although, magnetic materials with longitudinal easy axis present monotonic decay
of the GMI ratio with increasing axial magnetic field, the maximum value of the
GMI ratio corresponds to zero magnetic fields [5]. On the other hand, for optimi-
zation of the GMI effect, the magnetic anisotropy should be as small as possible.

The extremely high sensitivity of the GMI effect to even low magnetic field
attracted a great interest in the field of applied magnetism, basically for applications
for low magnetic field detection.

Usually, for the characterization of the GMI effect the magneto impedance ratio,
ΔZ/Z, is used. Aforementioned GMI ratio, ΔZ/Z, is defined as:

DZ=Z ¼ Z Hð Þ � ZðHmaxÞ½ �=Z Hmaxð Þ; ð1Þ

where Hmax is the applied axial DC-field with a maximum value up to a few kA/m.
Like the magnetic permeability, GMI effect has a tensor character [11–14]. From

the point of view of industrial applications, the anti-symmetrical magnetic field
dependence of the output voltage with a linear region obtained for pulsed GMI
effect, that is based on the detection of the off-diagonal GMI component of
amorphous wires is very suitable [5, 12]. Such pulsed scheme for GMI measure-
ments results quite useful for real GMI sensors development [8].

The highest GMI effect is reported for the case of amorphous wires with high
circumferential permeability [1, 2]. Moreover, after optimizing the magnetic
anisotropy of Co-rich amorphous microwires a few researchers reported on an
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achievement of about 600 % GMI ratio [15, 16]. The magnetic field dependence of
the GMI ratio is mainly determined by the type of the magnetic anisotropy of the
wire [5, 17]. Moreover, the AC and DC currents are the important parameters that
affect the GMI effect. The main reason is that like magnetic permeability, GMI
effect presents tensor character [13, 14]. The AC and DC currents flowing through
the sample create a circumferential magnetic field. Additionally, the current pro-
duces Joule heating [18]. Depending on the frequency f of the driving AC current
Iac flowing through the sample, different GMI regimes can be considered:

1. At a low frequency range (1–10 kHz) the skin depth is usually larger than the
radius or the sample (a rather weak skin effect). The impedance changes at these
frequencies are of inductive character due to a circular magnetization process
exclusively and might not be considered properly as the GMI effect.

2. At the frequency range from 10–100 kHz to 1–10 MHz (where the GMI effect
has been first reported and described) the GMI originates basically from vari-
ations of the magnetic penetration depth due to strong changes of the effective
magnetic permeability caused by a DC magnetic field [1, 2, 19]. It is widely
believed that in this case both domain walls movement and magnetization
rotation contribute to changes of the circular permeability and consequently to
the skin effect.

3. For the MHz band frequencies (from 1–10 to 100–1000 MHz depending on the
geometry of the sample), the GMI effect is also originated by the skin effect of
the soft magnetic conductor, i.e. must be attributed to the GMI. But at these
frequencies the domain walls are strongly damped. Therefore the magnetization
rotation must be considered as responsible for the magnetic permeability change
induced by an external magnetic field [1, 2, 19].

4. At GHz frequencies the magnetization rotation is strongly influenced by the
gyromagnetic effect. With increasing the frequency the GMI peaks are shifted to
higher magnetic fields values for being the sample magnetically saturated. At
this frequency range, strong changes of the sample’s impedance have been
attributed to the ferromagnetic resonance (FMR) [20, 21].

It is also predicted that the diameter reduction must be associated with the
increasing of the resonance frequency and therefore the increasing of the optimal
GMI frequency range: a tradeoff between dimension and frequency is required in
order to obtain a maximum effect [20].

Consequently, the major attention is recently focused on high frequencies (GHz
range) GMI applications owing to the development of thin magnetically soft
materials and the recent tendency in miniaturization of magnetic field sensors
[7, 21].

Aforementioned GMI effect is considered as one of the most promising for
applications in low magnetic field detection [8, 10, 22]. Magnetic sensors devel-
oped using amorphous wires with GMI effect allow achieving pT magnetic field
sensitivity with low noise [22].
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The aim of this chapter is to review recent efforts on the optimization of soft
magnetic properties and GMI effect in amorphous and nanocrystalline glass-coated
microwires fabricated by the Taylor-Ulitvosky technique.

2 Motivation

Nowadays, soft magnetic wires are considered as one of the most promising
magnetic materials for industrial applications in various industrial sectors such as
magnetic sensors, microelectronics, security, etc. [7, 9, 10, 19–22]. Extremely soft
magnetic properties and Giant Magnetoimpedance effect are the features of mag-
netic wires that have been proposed for already existing and proposed industrial
applications. Miniaturization of magnetic sensors requires reduction of the magnetic
wires diameters. Thinnest magnetic wires can be produced using the
Taylor-Ulitovsky method allowing the preparation of glass-coated microwires with
metallic nucleus diameters from 0.05 to 50 μm coated by glass with a thickness
ranging from 0.5 up to 30 μm. The fabrication method essentially consists in the
melting of the metallic alloy ingot inside a glass tube and the rapid quenching from
the melt of the metallic nucleus completely coated by the glass [4].

From the physical point of view, the interest in studying this kind of materials is
related to its amorphous structure, therefore, such microwires are characterized by a
low magnetic anisotropy (since the most important magneto-crystalline anisotropy
is missing). Hence, their magnetic properties are determined mainly by the mag-
netoelastic and shape magnetic anisotropies. The latter can be significant if the
microwire has thickest diameters (above 50 µm) in which the sample length affects
their magnetic properties, particularly the hysteresis loop [4, 23]. Consequently, the
main magnetoelastic anisotropy arises from the interaction of the local magnetic
moments with the internal stresses induced during the microwire production, as
well as from the difference between the thermal expansion coefficients of the
metallic nucleus and the glass coating. Aforementioned magnetoelastic energy is
given by:

Kme � 3=2 ksri; ð2Þ

where λs is the saturation magnetostriction and σi is the internal stress. The mag-
netostriction constant depends mostly on the chemical composition and is vanishing
in amorphous Fe-Co based alloys with Co/Fe ≈ 70/5 [24–26].

The magnetic anisotropy of amorphous microwires in the absence of mag-
netocrystalline one has mostly a magnetoelastic origin, i.e., determined by the
metallic nucleus composition and by the internal stresses [27–30]. The strength of
internal stresses is mostly determined by the ratio, ρ, between the metallic nucleus
diameter and total composite wire diameter, D (ρ = d/D). Such stresses arising
during the simultaneous solidification of the composite wire originated from the
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difference in thermal expansion coefficients of metallic alloy and glass coating
[27–30] as has been above mentioned.

Consequently, the magnetic properties could be modified by either the heat
treatment and/or chemical etching of the glass coating, or by selecting the adequate
chemical composition of the metallic nucleus [4, 26].

On the other hand, it is well known that, the so-called “nanocrystalline mate-
rials”, that is, two-phase systems consisting of nano-sized grains randomly dis-
tributed in an amorphous matrix, attracted a great attention owing to extremely soft
magnetic properties. These family of soft magnetic materials have been introduced
in 1988, when Yoshizawa et al. [30], reported that the presence of small additions
of Cu and Nb in certain Fe-Si-B alloys allows the creation of a two-phase material
by the devitrification of the conventional amorphous alloy after adequate annealing
(i.e., at temperatures between respective ones for the first and second crystallization
processes) [30]. After crystallization, such material consists of small (around 10 nm
grain size) nano- crystallites embedded in the residual amorphous matrix. In
addition, the devitrification process of these amorphous alloys (with trademark
FINEMET) leads to the possibility of obtaining rather different microstructures
depending on the annealing parameters as well as on the chemical composition.
These features are the basis to achieve the excellent soft magnetic properties
indicated by a high value of permeability of about 105, and correspondingly a low
coercivity. Such soft magnetic character is thought to be originated because the
magnetocrystalline anisotropy vanishes and a very small magnetostriction value
results when the grain size approaches 10 nm [30–33]. As was theoretically esti-
mated by Herzer [32, 33], the average anisotropy for randomly oriented α-Fe(Si)
grains is negligibly small when grain diameter does not exceed about 10 nm. Thus,
the resulting magnetic behavior can be well described with the random anisotropy
model [32, 33]. According to this model, the low coercivity in the nanocrystalline
state is ascribed to the small effective magnetic anisotropy Keff around 10 J/m3.

GMI effect in amorphous microwires with positive magnetostriction constant
exhibiting rectangular hysteresis loop is usually quite small because of their low
initial permeability [34]. Recently, successful attempts for the improvement of GMI
effect either by nanocrystallization of amorphous precursor or by induction of a
transverse easy magnetization direction under special heat treatment (under stress
and/or magnetic field) have been reported [34–38].

Meanwhile, substitution of Co-rich amorphous microwires by less expensive
Fe-rich microwires can be essentially promising from industrial application’s point
of view. Therefore, optimizing high GMI effect in Fe-rich glass-coated microwires
is nowadays one of the major subjects of research.

In this chapter we present our last results on optimization of GMI effect in
amorphous and nanocrystalline glass-coated microwires. This will help in
improving the sensitivity of the magnetic sensors based on GMI effect.
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3 Tunning of GMI Effect in Amorphous Glass-Coated
Microwires

As mentioned above, the development of thin soft magnetic wires with amorphous
and nanocrystalline structure is essential for the creation of magnetic sensors based
on GMI effect. Therefore, the understanding of the main factors affecting magnetic
properties of thin wires is of critical importance for the optimization of their
magnetic properties.

The Taylor-Ulitovsky method allows producing of thinnest metallic wires (with
typical diameters of the order of 1–30 μm) covered by an insulating glass coating
[23, 26]. In fact, this method is known from many years [39–42], but since the 90s
it has been widely employed for fabrication of ferromagnetic amorphous micro-
wires coated by glass (see photo in Fig. 1). The fabrication method denominated in
most of modern publications as a modified Taylor-Ulitovsky and/or
quenching-and-drawing method is actually well-known since the 60s and well
described in Russian in 60s [39–41] as well as in more recent publications [26, 42].

As described elsewhere the fabrication method consists of melting of an ingot
containing a few grams of the master alloy with the desired composition placed into
a Pyrex-like glass tube inside a high frequency inductor heater. Once the alloy is
heated up to its melting point, forming a droplet and a glass capillary is then drawn
from the softened glass portion and wound on a rotating spool. At suitable drawing
conditions, the molten metal fills the glass capillary and a microwire is thus formed
where the metal core is completely coated by the glass shell [4, 23, 26].

The microstructure of the microwire (and consequently its magnetic properties)
depends mainly on the cooling rate. Chemical and metallurgical processes related to

Fig. 1 Micrograph of the
glass-coated microwire.
Reprinted with permission
from [26] (Fig. 2)
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the interaction of the ingot alloy and the glass, electromagnetic and
electro-hydrodynamic phenomena in the system of inductor-ingot, thermal condi-
tions of formation of cast microwire, casting process parameters and their limits
affecting the casting rate and the diameter of the microwire were described in details
for non-magnetic microwires [39–41] and overviewed in a relatively recent book
[43]. From the point of view of magnetic properties of thin magnetic microwires
and properties related to its surface layers (like is the case of GMI effect), the
interfacial layer between the metallic nucleus and glass coating is especially rele-
vant [43]. The features of the interfacial layer between the metallic nucleus and
glass coating (its thickness, structure and physical properties) depend on the origin
of the interfacial layer. Thus, the thickness of the interfacial layer might have from a
few μm for the case of the formation of series of solid solutions or stable chemical
compounds, to less than 0.1 μm in the case of the origin related to the uncom-
pensated molecular forces on the interface between the glass and the metallic
nucleus [43]. Recently an interfacial layer thickness for the case of Fe-rich mi-
crowires of about 0.5 μm has been reported [44].

The other source of instability of properties of as-prepared microwires is related
to the gas content inside the microwire. The sources of the gas are: the atmosphere,
gas impurities in the alloy and in the glass [43, 44].

The great advantage of these microwires is that the obtained diameter could be
significantly reduced in comparison with the case of amorphous wires produced by
the in-rotating water method. But their magnetic properties are also quite different
from “thicker” amorphous wires. Thus although like in the case of “thicker wires” it
was observed that Fe-rich compositions with positive magnetostriction constant
show generally rectangular hysteresis loop, Co-rich negative magnetostrictive
compositions present a completely different character of hysteresis loops. Co-rich
microwires have almost non-hysteretic magnetization curves and glass coating
removal results in the appearance of magnetic bistability [4, 23, 26, 43]. This is
because the glass coating introduces additional internal stresses due to the differ-
ence between the thermal expansion coefficients of glass coating and metallic
nucleus. Therefore, microwires of the same composition can show different mag-
netic properties arising from different magnetoelastic energy.

As already mentioned in the introduction, the GMI effect usually observed in
soft magnetic materials phenomenologically consists of the change of the AC
impedance, Z = R + iX (where R is the real part, or resistance, and X is the imaginary
part, or reactance), when submitted to an external magnetic field, H0. The GMI
effect was well interpreted in terms of the classical skin effect in a magnetic con-
ductor assuming the dependence of the penetration depth of the AC current flowing
through the magnetically soft conductor on the DC applied magnetic field [1, 2].

The electrical impedance, Z, of a magnetic conductor in this case is given by
[14–16]:
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Z ¼ RdckrJ0ðkrÞ=2J1ðkrÞ ð3Þ

with k = (1 + j)/δ, where J0 and J1 are the Bessel functions, r is the wire’s radius and
δ the penetration depth given by:

d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
prl/f

q
ð4Þ

where σ is the electrical conductivity, f the frequency of the current along the
sample, and μϕ the circular magnetic permeability assumed to be scalar. The DC
applied magnetic field introduces significant changes in the circular permeability,
μϕ. Therefore, the penetration depth also changes through and finally results in a
change of Z [1, 2].

In ferromagnetic materials with high circumferential anisotropy (the case of
magnetic wires) the magnetic permeability possesses the tensor nature and the
classic form of impedance definition is no valid. The relation between electric field
(which determines the voltage) and the magnetic field (which determines the cur-
rent) is defined through the surface impedance tensor [11, 12]

e ¼ 1̂h or
ez ¼ 1zzhu � 1zuhz
eu ¼ 1uzhu � 1uuhz

� �
ð5Þ

The circular magnetic fields hφ is produced by the currents iw running through
the wire. At the wire surface hz = i/2πr, where r is the wire radius. The longitudinal
magnetic fields hz is produced by the currents ic running through the exciting coil,
hz = N1ic, where N1 is the exciting coil number of turns.

Various excitation and measurement methods are required to reveal the
impedance matrix elements. The longitudinal and circumferential electrical field on
the wire surface can be measured as voltage drop along the wire vw and voltage
induced in the pickup coil vc wound on it [11, 12, 26, 45].

vw � ezlw ¼ ð1zzhu � 1zuhzÞlw ð6Þ

vc � eult ¼ ð1uzhu � 1uuhzÞlt ð7Þ

where lw is the wire length, lt = 2πrN2 the total length of the pickup coil turns N2

wounded directly on the wire.
The methods for revealing the different elements of impedance tensor are shown

in Fig. 2. The longitudinal diagonal component ςzz is defined as the voltage drop
along the wire and corresponds to impedance definition in classical model (Fig. 2a).

1zz �
vw
hulw

¼ 2pa
lw

� �
vw
iw

� �
ð8Þ
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The off-diagonal components ςzφ and ςφz (Fig. 2b, c) and the circumferential
diagonal component ςφφ (Fig. 2d) arose from cross sectional magnetization process
(hφ → mz and hz → mφ) [11, 12, 26, 45].

From the point of view of industrial applications low hysteretic GMI effect with
linear magnetic field dependence of the output signal are desirable [11, 12].
Anti-symmetrical magnetic field dependence of the output voltage with linear region
has been obtained for a pulsed GMI effect based on the detection of the off-diagonal
GMI component of amorphous wires [11, 12, 45]. Such pulsed scheme for GMI
measurements resulted quite useful for real GMI sensors development [11, 12].

As mentioned above, the shape of magnetic field dependence of the GMI effect
(including off-diagonal components) is intrinsically related to the magnetic anisot-
ropy and the peculiar surface domain structure of amorphous wires [4, 5]. Magnetic
anisotropy of amorphous microwires in the absence of magnetocrystalline anisot-
ropy is determined mostly by the magnetoelastic contribution [4, 26]. As mentioned
above, the internal stresses, σi, arising during simultaneous rapid quenching of
metallic nucleus surrounding by the glass coating are the source of additional
magnetoelastic anisotropy. The strength of such internal stresses can be controlled
by the ρ-ratio. The strength of internal stresses increases with the decreasing of
ρ-ratio (i.e., increases with the increasing of the glass volume) [27–29].

We measured magnetic field dependences of impedance, Z, and GMI ratio,
ΔZ/Z, for various as-prepared and annealed Co- and Fe-rich microwires.

A Schematic picture showing principles for revealing the impedance matrix
elements: diagonal, ςzz, and off-diagonal, ςzφ, is shown in Fig. 3.

We used a specially designed micro-strip sample holder (see the image in
Fig. 3b). The microwire was placed inside a sufficiently long solenoid that creates a

(a) (b)

(c) (d)

Fig. 2 Methods for revealing
the impedance matrix
elements: a ςzz, b ςzφ, c ςφz,
d ςφφ. Reprinted with
permission from [14] DOI 10.
1002/pssa.200778133,
Copyright © 2008
WILEY-VCH Verlag GmbH
& Co. KGaA, Weinheim
(Fig. 1)
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homogeneous magnetic field H. The sample impedance Z was measured using a
vector network analyzer from the reflection coefficient S11. The DC bias current IB
was applied to the sample through a bias-tee element. All experimental graphs show
both ascending and descending branches of the field dependencies of the real part of
impedance Z so that the magnetic hysteresis can be evaluated. More details on
experimental technique can be found in Refs. [46–48].

Below we overview a few recent results on GMI effect in microwires paying
attention on it suitability for magnetic sensors applications.

It is worth mentioning, that usually the DC magnetic field that corresponds to the
maximum GMI ratio, Hm, is attributed to the static magnetic anisotropy field, Hk.
Consequently, the parameter ρ must be considered as one of the factors that affect
both soft magnetic properties and GMI response.

Figure 4 shows the influence of the ρ-ratio on hysteresis loops and magnetic
anisotropy field of Co67.1Fe3.8Ni1.4Si14.5B11.5 microwires with the same composi-
tion of the metallic nucleus, but different ρ-ratio.

As can be appreciated, Co-rich microwire with appropriate geometry and
composition present excellent magnetically soft properties with low coercivities
(between 4 and 10 A/m) [4, 23, 26, 48]. Magnetic anisotropy field, Hk, is found to

Fig. 3 Schematic picture of the experimental set-up for measurements of GMI effect (a),
principles for revealing of the diagonal, ςzz, and off-diagonal, ςzφ, impedance matrix elements
(b) and the image of the micro-strip line (c). Reprinted with permission from [46], International
Journal on Smart Sensing and Intelligent Systems, Copyright © 2014 (Fig. 3)
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be determined by the ρ-ratio, decreasing with ρ (Fig. 4b), as has been reported
elsewhere [23, 26].

Consequently, one can expect that the ρ-ratio must affect the GMI effect of
studied samples.

Figure 5 presents results on magnetic field dependences of ΔZ/Z measured in
Co-rich microwire samples with different ρ-ratios.

Indeed both maximum values of the GMI ratio, ΔZ/Zm, and the magnetic
anisotropy field present a considerable dependence on the samples geometry. It is
worth mentioning, that for microwires with the lowest glass coating thickness
(largest ρ-ratio) a value of ΔZ/Zm ≈ 600 % has been observed [23, 26]. Considering
that the magnetoelastic energy, Kme, is determined by both internal, σi, and applied
stresses, σa, the GMI effect has been measured under tensile stresses in various
Co-rich microwires. Figure 6 presents tensile stress dependence measured in
Co67.05Fe3.85Ni1.4B11.33Si14.47Mo1.69 and Co68.5Mn6.5Si10B15 microwires. It was
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Fig. 4 Hysteresis loops of
Co67.1Fe3.8Ni1.4 Si14.5 B11.5

Mo1.7 microwires with
different geometry (a) and
dependence of Hk on ρ-ratio
(b). Reprinted with
permission from [48], DOI:
10.1051/epjconf/
20122900052, Owned by the
authors, published by EDP
Sciences, 2012 (Fig. 4)
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observed, that ΔZ/Z and Hm are quite sensitive to the application of external tensile
stresses, σa: here the magnetic field, Hm corresponding to the maximum of (ΔZ/Z)
shows a roughly linear increase with σ (Fig. 6c).

As mentioned above, the value of the DC axial field Hm, that corresponds to the
maximum GMI ratio should be attributed to the static circular anisotropy field, Hk.
This argument allows us to estimate the magnetostriction constant using the
dependence Hm(σ) presented in the Fig. 6c and the well known expression for the
stress dependence of anisotropy field [23, 24, 49], given by

ks ¼ ðloMs=3ÞðdHk=drÞ; ð9Þ

where μο Ms is the saturation magnetization.
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Fig. 5 Effect of ρ-ratio on GMI effect in Co67.05Fe3.85Ni1.4B11.33Si14.47Mo1.69 microwire samples
with different ρ-ratios (a, b) and dependence of field of maximums on ρ-ratio (c). Reprinted with
permission from Ref. [21] DOI 10.1007/s10948-012-1962-x, Copyright (2013) with permission
from Springer (Fig. 6)
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A comparison with the reported values measured from the stress dependence of
initial magnetic susceptibility (λs,0 ≈ −3 × 10−7 for such composition) and the
magnetostriction values measured in amorphous wires of similar compositions has
been reported [49].

In fact, the tendency on the change of Hm under the application of tensile stresses
(Fig. 6c) and the change of Hm and Hk with the decreasing of the ρ-ratio (Figs. 4, 5
and 6) is the same confirming then the effect of magnetoelastic anisotropy on
hysteresis loops and GMI effect.
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The Hm(σ) dependence (see the Fig. 6c) exhibits a slope of around 0.7 A/
(m × MPa), that allows an estimation of the unstressed value of the saturation
magnetostriction constant, λs,0. The estimated value for λs,0 was −2 × 10−7, which is
rather reasonable for the studied samples.

According to the usual definition, the complex impedance of a linear electronic
element at the circular frequency w is given by:

ZðwÞ ¼ Uac=Iac ¼ Z1 þ iZ2; ð10Þ

where Iac is the harmonic current with frequency w flowing through the element and
Uac is the harmonic voltage of the same frequency, measured between its terminals
[1, 2].

In fact as has been already mentioned, see for example [11], the Eq. (10) is not
fully applicable to ferromagnetic conductors because usually such materials are not
linear. This occurs because Uac is generally not proportional to Iac and it is not a
harmonic function of time (it contains higher order harmonics) [11, 46].

Additionally, although widely used, the definition of the GMI ratio ΔZ/Z,
mentioned above, may be useful for quantifying the huge attained variations of
impedance, but the information about the phase shift is lost; it depends on the
ambiguously chosen H0 max (although the sample might be apparently magneti-
cally saturated it does not mean that GMI is also saturated). But in any case, most of
published papers use ΔZ/Z or longitudinal impedance change when the frequency
dependence of GMI effect is studied.

The magnetic field dependence of real part Z1 of the longitudinal wire impedance
Zzz (Zzz = Z1 + iZ2), measured up to 4 GHz in Co66Cr3.5Fe3.5B16Si11,
Co67Fe3.85Ni1.45B11.5Si14.5Mo1.7 and Co67.71Fe4.28Ni1.57Si11.24B12.4Mo1.25C1.55

microwires is shown in Fig. 7. The general feature of this dependence is that the
magnetic field value corresponding to the maximum impedance shifts to the higher
field region with the increasing f. A high enough magnetic field sensitivity, i.e.,
GMI effect till GHz- range frequencies should be also underlined. On the other
hand, if the maximum applied magnetic field is not high enough, impedance change
induced by applied magnetic field at high frequencies starts to decrease at some
frequency. For example, most of the microwires show the highest GMI ratio at
frequencies between 100 and 300 MHz (see for example Fig. 8 for
Co66.87Fe3.66C0.98Si11.47B13.36Mo1.52 microwires). Another interesting features
observed in Fig. 8a, b are that the frequency dependence of maximum GMI ratio,
ΔZ/Zm(f), measured in microwires of the same composition with different diameters
presents an optimum frequency (at which ΔZ/Zm versus f exhibits the maximum) at
different frequency values. Thus, for metallic nucleus diameters ranging between
8.5 and 9.0 μm, the optimal frequency is about 100 MHz, while for microwires with
metallic nucleus diameters between 9 and 11.7 μm, the optimal frequency is about
200 MHz.

116 A. Zhukov et al.



-15 -10 -5 0 5 10 15 20 25
0

10

20

30

40

50

 Z
1 (

oh
m

)

H (kA/m)

f100M
f500M
f1.00G
f1.25G
f1.50G
f2.00G
f2.50G
f3.00G
f3.25G
f3.50G
f4.00G

(a)

-20 -10 0 10 20 30

40

60

80

100

Z
1, 

O
hm

H, kA/m

f500M
f1.00G
f1.25G
f1.50G
f1.75G
f2.00G
f2.25G
f2.50G

(b)

-10 -5 0 5 10

100

200

300

400

500

600

700

D478

Z
,O

hm
 

H (A/m)

f100M
f300M
f1.00G
f1.50G
f2.00G

(c)

Fig. 7 Z(H) dependences of Co66Cr3.5Fe3.5B16Si11 (a) Co67Fe3.85Ni1.45B11.5Si14.5Mo1.7 (b) and
Co67.71Fe4.28 Ni1.57Si11.24B12.4Mo1.25C1.55 (c) microwires measured at different frequencies.
Reprinted with permission from [46], Copyright©2014, with permission from International
Journal on Smart Sensing and Intelligent Systems, http://www.s2is.org, (Fig. 5)

Giant Magnetoimpedance Effect of Amorphous … 117

http://www.s2is.org


As regarding to the origin of the frequency dependence of Hm, observed in Fig. 8
for both microwires, there are different points of view. Experimentally, it has been
observed that the magnetic field at which the maximum occurs considerably
increases with the frequency (Fig. 7).

One possible explanation for this fact is that the magnetic domain structure and
the anisotropy can be different near the surface. At higher frequencies the current
flows closer to the surface, then the effective anisotropy field and dispersion can
change with the frequency. Another reason might be connected with the frequency
dependence of the domain wall permeability and aforementioned FMR contribution
at higher frequencies.

The close analogy between the giant magnetoimpedance and ferromagnetic
resonance has been previously reported elsewhere [20, 46, 50, 51]. Indeed the
saturation magnetization Ms can be estimated from the equation:

Ms ¼ 0:805 � 10�9df 20 =dH ð11Þ

where f0 is the resonant frequency and H is the applied magnetic field. This
approach predicts the linear relation between the square of the resonance frequency
as a function of the applied field, f0

2(H). The experimental data for GMI effect
measured in Co67.05Fe3.85Ni1.4B11.33Si14.47Mo1.69 microwires fits well with the
predicted linear dependence (see Fig. 9).

The saturation magnetization values, obtained from (11) give us quite reasonable
values of about 0.5–0.53 MA/m. Consequently frequency dependence of GMI
effect at GHz frequencies fits well with the ferromagnetic resonance behaviour, as
has been previously reported elsewhere [46, 50, 51].
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4 Effect of Partial Crystallization and Nanocrystallization
on Magnetic Properties and GMI

Although the crystallization of amorphous materials usually results in a degradation
of their magnetic softness, in some cases the crystallization can improve its mag-
netically soft behaviour. This is the case of so-called “nanocrystalline” alloys
obtained by suitable annealing of amorphous metals. These materials have been
introduced in 1988 by Yoshizawa et al. [30], and later they have been intensively
studied by a number of research groups [31–34]. As was mentioned in the intro-
duction, the nanocrystalline structure of a partially crystalline amorphous precursor
is observed particularly in Fe-Si-B alloys with small additions of Cu and Nb. Small
additions of Cu and Nb allow inhibiting of the grains nucleation and decreasing of
the grain growth rate [30–33]. The main interest in such nanocrystalline alloys is
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from Springer (Fig. 4c, d)
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related to extremely soft magnetic properties combined with a high saturation
magnetization. Such soft magnetic character is thought to be originated because the
magnetocrystalline anisotropy vanishes and the very small magnetostriction
achieved value when the grain size approaches 10 nm [30–33].

Previously, a considerable magnetic softening and enhancement of GMI effect
has been reported for Finemet-type ribbons, conventional wires [52] and
glass-coated Finemet-type microwires [53–57]. But the most considerable
improvement of GMI effect in the case of glass-coated microwires is reported quite
recently [34–37].

As-prepared Finemet-type Fe73.4Cu1Nb3.1SixB22.5−x (x = 11.5, 13.5 and 16.5)
and Fe73.4-xCu1Nb3.1Si13.4+xB9.1 (0 ≤ x≤1.1) microwires present rectangular bi-
stable hysteresis loops similarly to other Fe-rich amorphous microwires [34–37].
For illustration in Fig. 10a we provide hysteresis loops of Fe70.8Cu1Nb3.1Si14.5B10.6

microwires with different ρ-ratios (ρ = 0.67 and ρ = 0.38).
The coercivity, HC, of as-prepared Finemet-type microwires depends on the ratio

ρ = d/D (Fig. 10b).
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Figure 11a–c present XRD spectra of some selected as-prepared
Fe70.8Cu1Nb3.1Si16B9.1, Fe70.8Cu1Nb3.1Si14.5B10.6 and Fe73.8Cu1Nb3.1Si13B9.1

microwires.
The first two peaks of the XRD spectra between 10° and 30° correspond to the

glass layer and the other peaks at above 40° are related to the metallic nucleus. All
Fe70.8Cu1Nb3.1Si16B9.1 and Fe70.8Cu1Nb3.1Si14.5B10.6 samples present a completely
amorphous structure (Fig. 11a, b).

But some of Fe73.8Cu1Nb3.1Si13B9.1 microwires (see Fig. 11c) present a partially
crystalline structure already in the as-prepared state.

Usually, the basic method to obtain a nanocrystalline structure from the amor-
phous state is achieving the crystallization of amorphous matrix by an appropriate
heat treatment.

As-prepared samples have been annealed at different annealing temperatures,
Tann, at a fixed annealing time. Annealing results show considerable changes of the
structure and magnetic properties.

Starting from Tann ranging from 550 to 650 °C a main crystalline peak is
appearing in the range between 42° and 45° which correspond to the existence of α-
Fe (Si) BCC crystal structure [30–33], as well as another two weak peaks appearing
in the range between 65° and 85° (Fig. 12a). However, in the case of the
Fe73.8Cu1Nb3.1Si13B9.1 microwire such crystalline peak has been observed in the
as-prepared state (Fig. 11c) and, consequently after annealing (Fig. 12b). Increasing
the annealing temperature, Tann, this peak becomes higher and narrower which
indicates an increase in both the bcc-Fe phase volume fraction and grain size
growth, respectively.

The shape of the crystalline peak, particularly its width, contains useful infor-
mation on the average grain size of the corresponding crystalline phase.
Considering the main crystalline peak, by estimating the width of the peak, ϵ, as
well as the crystallization angle, 2θ, then by substituting these parameters on the
Deybe-Sherrer equation (Eq. 12), one can obtain the value of the grain size (D).

D ¼ kk=ecos 2H ð12Þ

where, ϵ is the half height width of the crystalline peak and 2θ is the angular
position of the maximum crystalline peak. We found that the average grain size in
the range of 550 °C ≤ Tann ≤ 600 °C is between 12 and 17 nm. By increasing at
Tann ≥ 650°, D rapidly increases achieving values above 30 nm (see Fig. 13).

It is worth mentioning that not only the average grain size, but also the volume
fraction of precipitating nanocrystalline phase affects the physical properties of
devitrified materials [31, 32].

A strong dependence of magnetic properties on the sample’s geometry in the
as-prepared state has been observed for all compositions. Hysteresis loops (plotted
as the normalized magnetization M/MHmax versus applied magnetic field H) of
as-prepared microwires present rectangular shape typical for amorphous Fe-rich
microwires (Figs. 10a and 14). As can be appreciated from Fig. 10b the coercivity,
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Hc, is drastically affected by the ρ-ratio. Strong Hc(ρ) dependence can be explained
taking into account the influence of the internal stresses on the coercivity. As was
mentioned above the strength of internal stresses is a function of ρ-ratio.
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Fig. 11 XRD patterns of
as-prepared microwires:
Fe70.8Cu1Nb3.1Si16B9.1 with
ρ = 0.75 (a),
Fe70.8Cu1Nb3.1Si14.5B10.6

with ρ = 0.81 (b) and
Fe73.8Cu1Nb3.1Si13B9.1 with
ρ = 0.6 (c). Reprinted with
permission from [57]
Copyright © 2014, with
permission from Springer
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Hysteresis loops of as-prepared and annealed Fe70.8Cu1Nb3.1Si14.5B10.6 micro-
wires (ρ = 0.81) at different temperatures are presented in Fig. 14. It is worth
mentioning, that the coercivity decreases upon increasing the annealing tempera-
ture, while the rectangular character of hysteresis loops is observed for all samples
even annealed at below certain temperature.

In Fig. 15 we plotted the coercivity dependence on the annealing temperature for
Fe70.8Cu1Nb3.1Si14.5B10.6 glass-coated microwire with different ρ-ratio.

According to these data, a tendency towards decreasing Hc values is observed at
the range of 500–550 °C. Above Tann ≈ 600 °C the magnetic bistability disappears
(hysteresis loops cannot be considered perfectly rectangular). A similar behavior
associated with the devitrification and magnetic softening has been previously
reported in other Finemet-type microwires [53].

The dependence of the coercivity Hc on the metallic nucleus diameter (d), is in
agreement with the previously reported dependence for Fe-Si-B-C amorphous
microwires [26]. Hence, the coercivity increasing with the decreasing of the
metallic nucleus diameter is interpreted as the interplay of internal stresses and
demagnetizing factor.

It is worth mentioning that internal stresses induced by the glass coating affect
not only magnetic properties of as-prepared microwires but also the nanocrystal-
lization process. Thus, previously we have studied Hc(Tann) dependences in mi-
crowires with rather different ρ-ratios and reported that the internal stresses induced
by the glass coating affect the dependence of coercivity on the annealing temper-
ature [56]. We have explained the considerable observed differences in Hc(Tann)
considering that internal stresses hinder the segregation of FeB phases responsible
of the magnetic hardening.
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Consequently, a magnetic softening with the lowest value of coercivity and
switching field is obtained in the samples treated at 500–600 °C, which could be
ascribed to the fact that the first crystallization process has been developed leading
to fine α-Fe (Si) nanocrystals with grain size around 10–20 nm (compare Figs. 12,
14 and 15). This behavior is similar to that one widely reported for FINEMET
ribbons [30–33].

GMI ration has been measured in as-prepared and annealed samples. As it was
expected, samples with amorphous structure in the as-prepared state exhibit a rather
small GMI effect (below 5 % see Fig. 16) similar to other Fe-based glass-coated
microwires with positive magnetostriction. In contrast, nanocrystalline
Fe70.8Cu1Nb3.1Si16B9.1 microwires annealed at 550 °C exhibit higher GMI effect
(ΔZ/Z ≈ 90 %, see Fig. 16).

Indeed, like all Fe-based microwires, studied Fe-Cu-Nb-Si-B microwires exhibit
a high positive magnetostriction. Consequently, the stress distribution arising from
simultaneous rapid quenching of metallic nucleus inside the glass coating must
result in a longitudinal magnetization easy axis [26]. The resulting domain structure
(with a low circular magnetic permeability typical for magnetically bistable sam-
ples) usually exhibits a small GMI effect. Therefore, the GMI effect in the
as-prepared FINEMET microwires with positive magnetostriction is low.

A noticeable change in the GMI has been observed after the appearance of
nanocrystallites (Fig. 16). As discussed elsewhere, after the nanocrystallization the
average magnetostriction constant takes nearly- zero values [31, 32] thanks to the
control of the crystalline volume fraction:
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ks;eff ¼ Vcrks;cr þ 1�Vcrð Þks;am ð13Þ

being λs,eff the saturation magnetostriction coefficient and Vcr the crystalline volume
fraction.

As discussed elsewhere, the GMI effect is affected by the magnetic anisotropy
[5, 17]. Consequently, the shape of ΔZ/Z(H) dependence and maximum GMI ratio
ΔZ/Zmax are considerably affected by annealing [17].

It should be noted that the GMI response is affected by the frequency and can be
optimized choosing the appropriate driving frequency [26]. As was mentioned
above, the variation of the skin effect of a magnetic conductor under an applied
magnetic field is the main origin of the GMI effect [1, 2]. The skin depth, δ, of
magnetic conductor is given by Eq. (4) being f the frequency of the current, σ the
electrical conductivity of the material, and μϕ the circular magnetic permeability as
a parameters.

One of the conditions for the observation of the GMI effect is that the skin depth
must be reduced below the wire radius. Despite this, the frequency at which the
maximum GMI value is obtained depends strongly on the sample geometry, i.e., on
the ρ-ratio [26].

Frequency dependences of ΔZ/Zmax obtained in Fe70.8Cu1Nb3.1Si16B9.1 micro-
wires with different ρ-ratios are displayed in Fig. 17. Similarly to amorphous
Co-rich microwires one can conclude that ΔZ/Z and its frequency dependence are
strongly affected by the magnetoelastic anisotropy determined by the ρ-ratio.
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5 Conclusion

Studies of magnetic properties and GMI effect of amorphous Co-Fe rich microwires
reveal that selecting its appropriate chemical composition and geometry they
present GMI effect at GHz frequencies. Hysteresis loops and magnetic field de-
pendences of GMI effect are affected by the magnetoelastic anisotropy. Features of
high frequency GMI effect can be described using a FMR-like approximation.

Investigations of magnetic properties of Finemet-type Fe-Cu-Nb-Si-B micro-
wires reveal that annealing considerably affects the hysteresis loops and GMI effect
of this family of microwires. In as-prepared microwires, the reduction of the ρ-ratio
results in the rise of coercivity. Magnetoelastic anisotropy affects soft magnetic
properties of as-prepared FeCuNbSiB microwires. We observed magnetic softening
and a considerable increasing of the GMI effect in Finemet-type FeCuNbSiB with
nanocrystalline structure even in as-prepared microwires. After an adequate
annealing of Finemet-type microwires we observed a GMI ratio of about 100 %.
The nanocrystallization of FeCuNbSiB microwires is a key factor for the optimi-
zation of the GMI effect.
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Aged Zirconia Electrochemical Oxygen
Sensor Activation and Re-activation Using
NEMCA

P. Shuk and R. Jantz

Abstract Zirconia electrochemical oxygen sensor is widely used today in different
industrial power and chemicals production applications (O2-Analyzer) and trans-
portation (lambda sensor). Non-Faradaic Electrochemical Modification of Catalytic
Activity (NEMCA) was invented in 80th and shown high efficiency in the catalytic
activity and selectivity increase of the gas exposed electrodes. For the first time
NEMCA was investigated for the activation and re-activation of the industrial
potentiometric oxygen sensor based on stabilized zirconia solid electrolyte.
Electrochemical promotion of O2-sensors with Pt-cermet electrodes aged in the field
was significant with up to 5 times in the sensor’s impedance reduction. Stability
tests on the NEMCA activated O2-sensors were showing just a minor impedance
increase after 2 weeks. Sensor response time was also reduced using NEMCA by
*5–10 % with up to 3 times the sensor’s signal noise reduction on the aged
zirconia oxygen electrochemical cells.

1 Introduction

Electrochemical oxygen sensors based on the zirconia solid electrolytes widely used
today in different industrial applications, i.e., power generation, petrochemical,
incinerators, steelmaking, lime and cement kilns and for the controlling fuel/air
ratio in the internal combustion engines (well known as lambda sensor) were ini-
tially discovered early 60th by Möbius and Peters in Germany [1] and Weissbart
and Ruka in USA [2]. Most industrial zirconia oxygen analysers are using elec-
trochemical sensor with the solid electrolyte based on yttrium stabilized zirconium
oxide working in the potentiometric mode [3–6]. After the exposure to the high
temperature severe process environment these electrochemical zirconia oxygen
sensors will be degrading after months or years in the service requiring more
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frequent sensor calibration and re-calibration or calibration gases validation and
finally oxygen sensor replacement.

“Non-Faradaic Electrochemical Modification of Catalytic Activity (NEMCA),
also known as Electrochemical Promotion Of Catalysis (EPOC) or In Situ
Controlled Promotion” (ICP) was first discovered in 80th by Costantinos G.
Vayenas and is used to increase the catalytic activity (up to 90 fold) and selectivity of
the gas exposed electrodes on a solid electrolyte cell by applying direct current
electric field to the electrochemical cell [7]. It was shown that electrochemistry can
be used to activate and precisely tune heterogeneous catalytic processes with the
catalyst supported by the ionic or mixed ionic-electronic conductors. These materials
can act as reversible in situ promoter donors or poison acceptors to affect the cata-
lytic activity and selectivity of the electrodes deposited on the solid electrolytes. This
phenomenon was well documented and has been observed on the various metal
electrode surfaces, e.g., Pt, Ni, Au and Pd supported by oxide ion (O2−), sodium ion
(Na+) and proton (H+) conductive solid electrolytes for the different catalytic reac-
tions [8–14]. This electrochemical promotion was confirmed to supported by the
potential- or current-controlled electrocatalytic Faradaic introduction of the catalysis
promoting species, e.g., O2−, Na+ or H+ from the ionic conductive solid electrolyte to
the catalyst/gas interface. This non-Faradaic activation of the heterogeneous cata-
lytic reactions has shown to be very promising applications in the electrochemistry
with several technological opportunities, particularly in the industrial catalyst
products selectivity modification and in exhaust gas treatment [15].

In this work Non-Faradaic Electrochemical Modification of Catalytic Activity
(NEMCA) known for the increasing the catalytic activity and selectivity of the gas
exposed electrodes was for the first time investigated in new and ‘aged’ industrial
O2-sensors electrochemical activation and re-activation affecting the sensor
response, impedance and stability.

2 Experimental

Industrial zirconia potentiometric oxygen sensors (12 “aged” and 37 new cells)
were evaluated on the impedance test rack as well in the 6888 O2 Analyzer (Fig. 1)
for the response, reproducibility and stability. After stabilizing the temperature at
736 °C the cell impedance was measured using Digital Multimeter Fluke 87 III
(Fluke, WA) before and after NEMCA treatment. The impedance measurements of
the selected “aged” O2 cells were carried out using Solartron 1260 Frequency
Analyzer (Solartron Analytical Corp, UK) in 0.1 Hz…10 MHz frequency range.
Optimized *1.5 V DC treatment was applied to the cell’s electrodes for 1, 3 or
5 min using Precision DC Source Model 2020B (Power Designs Inc., NY).

Test gas mixtures were prepared using calibrated Environics 4000 mixing sys-
tem (Environics, Inc., CT, USA) and mixed oxygen concentrations were certified
using a calibrated 6888 O2 Analyzer (Rosemount Analytical Inc., OH, USA). The
gas flow rate was kept constant at 2.5 L/min. The gas concentration was varied
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between 2 and 20 % O2. Data acquisition system from National Instruments Inc.
including signal conditioning module (SCXI-1000 + SCXI-1102 card) and the
plug-in DAQ card (AT-MIO-16 XE-50) was used for the raw signal sensor data
collection.

3 Results and Discussion

The ideal zirconia potentiometric O2-sensor signal is logarithmically depending on
the oxygen concentration in a wide oxygen concentration range (Fig. 2) according
to the modified Nernstian equation:

E ¼ Const þ RT
4F

ln
pðO2Þ00process
pðO2Þ0ref

; ð1Þ

where R is universal gas constant, T is the sensor temperature in °K and F is the
Faraday constant. In the industrial O2-probe an additional constant related to the
reference/process sides temperature deference and thermal junctions in the probe is
included in the equation and should be calibrated out for the precise oxygen con-
centration measurements in the challenging combustion process environment.

6888 O2 probe with optimized O2-cell was showing minimal effect (<0.04 % O2)
of process temperature wide variation between 25 and 700 °C on the probe accu-
racy (Fig. 3) as well as good slope and constant reproducibility after many cali-
brations (Fig. 4). The “ideal” oxygen sensor in 6888 O2 probe was replaced with the
different new O2-sensors as well as sensors exposed for years to severe combustion
environment with the light, moderate and severe degradation on the impedance or
response. As expected no significant NEMCA effect was observed on the new

O  cell2 

Fig. 1 6888 O2 Analyzer with Zirconia O2-cell installed on the probe end
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already chemically activated oxygen sensors with *5…30 % impedance reduction
of the selected oxygen sensors (Figs. 5 and 6).
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Short *1 min NEMCA treatment was sufficient and the activation effect was
quite permanent with the slight impedance degradation starting in *2 weeks.
NEMCA treatment on “aged” oxygen sensors exposed for 1–2 years to the com-
bustion process flue gas was significantly increasing Pt-electrodes activity with up
to 10 times the cell impedance reduction except for just slightly degraded low
impedance (<100 Ω) O2-sensors (Fig. 7).

0

20

40

60

80

100

120

0 2 4 6 8 10 12 14

"Aged" O2-sensors NEMCA treatment (1.5V, 1 min)
Im

pe
da

nc
e 

ch
an

ge
  (

%
)

Sensor No

Initial

After NEMCA

* **
*

initial impedance was low

Fig. 6 NEMCA effect on new O2-sensors at 736 °C

0

10

20

30

40Ω

50

60

0 5 10 15 20 25

New O2-sensors NEMCA treatment (1.5V, 1 min)

~ 5...30% impedance reduction

Im
pe

da
nc

e 
(

)

Sensor No

Initial

after NEMCA

Fig. 7 NEMCA effect on “aged” O2-sensors at 736 °C

136 P. Shuk and R. Jantz



The oxygen reaction in the electrochemical oxygen sensor (Fig. 8a) is taking
place [16] on the triple phase boundary (TPB: electrode, electrolyte, and gas) where
the oxygen molecules (O2), electrons (e′) and oxygen vacancies (VÖ) are available
and with the elemental steps of the reaction including molecular oxygen diffusion in
the gas phase and absorption (2), diffusion and dissociation on the
electrolyte/electrode surface (3), diffusion to TPB (4) and final oxygen electro-
chemical reaction (5):

O2 gasð Þ $ O2 electrolyte/electrodeð Þ ð2Þ

O2 electrolyte/electrodeð Þ $ 2O electrolyte/electrodeð Þ ð3Þ

2O electrolyte/electrodeð Þ $ 2O TPBð Þ ð4Þ

2O TPBð Þ þ 4e0 electrodeð Þ þ 2V::
O electrolyteð Þ $ 2OO ð5Þ

By using mixed ionic-electronic conductive electrode or cermet electrode with
electronic and ionic conductors, e.g., Pt-zirconia, the oxygen electrochemical
reaction will be expanding to the electrode bulk (Fig. 8b) improving the electrode
performance. We applied this mixed conductive electrode in our oxygen sensor
NEMCA activation and re-activation investigation. The electrochemically active
sites are assumed to be in the vicinity of the three-phase boundary [17] and
NEMCA of the Pt- or Pt- cermet electrode most likely will be improving the critical
electrochemical step of the oxygen reaction.

As it can be seen from Fig. 9 the NEMCA effect is quite permanent on the new
O2-sensors with the impedance starting to increase in 1…2 weeks on the “aged” O2-
sensors but still remaining 50…80 % smaller than the impedance of the sensors
before the treatment.

The response time and stability of the oxygen sensor after the NEMCA treatment
was slightly improved even on new already chemically activated sensors (Figs. 10
and 11) with very significant raw mV signal noise reduction from ±0.6 to <±0.2 mV
at 2 % O2 (Fig. 12) or ±0.2 mV at 20 % O2 (Fig. 13) increasing the signal/noise
ratio from 40 to 240 at 2 % O2 and from 1.4 to 3.5 at 20 % O2 for the aged O2-

..

Zirconia electrolyte

e- O2

..

Zirconia electrolyteV , OO O

Pt-electrode

(a) (b)
Process gas

V , OO O

Mixed conducting Process gas
electrode
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, O2 , VO

.. O2

Fig. 8 Oxygen sensor electrochemical reaction schematically
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sensors. Most likely it was attributed to the smooth electrochemical reaction path on
the triple gas/electrode/electrolyte boundary after the NEMCA treatment “cleaning
the electrode reaction zone” from the incomplete combustion products like carbon
or carbon monoxide. The sensor reproducibility was highly improved from the
initial ±0.05 % O2 to ±0.01 % O2 at *2.0 % O2 concentration after NEMCA
treatment (Fig. 14). Finally “aged” O2-sensor calibration slope value and
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reproducibility were highly improved on the sensors exposed for years to the
combustion environment (Fig. 15).

Further investigations on the NEMCA effect stability in the long term and this
effect reliability on the zirconia oxygen sensors operating in severe combustion
environment would be required to define the NEMCA application limits and
perspective.
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4 Conclusion

Non-Faradaic Electrochemical Modification of Catalytic Activity (NEMCA) effect
known for the increasing the catalytic activity/selectivity of the gas exposed elec-
trodes was for the first time investigated on the potentiometric zirconia oxygen
sensors. Electrochemical promotion on O2-sensors with Pt-cermet electrodes was
significant especially on the sensors aged in the field bringing up to 5 times sensor
impedance reduction. The NEMCA effect was also notable on O2-sensor raw signal
reducing 90 % response time by 5–10 % and up to 3 times the signal noise of the
aged oxygen sensors. Stability test on the NEMCA activated O2-sensors was
showing just a minor impedance increase after 2 weeks with the accelerated
impedance degradation on the aged sensors.
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A New Scheme for Determination
of Respiration Rate in Human
Being Using MEMS Based
Capacitive Pressure Sensor

Madhurima Chattopadhyay and Deborshi Chakraborty

Abstract Monitoring respiration rate in everyday life enables an early detection of
the diseases and disorders that can suddenly appear as a life threatening episode.
Respiratory Rate (RR) is defined as the number of breaths per minute and is a very
important physiological parameter to be monitored in people both in healthy and
critical condition, as it gives meaningful information regarding their respiratory
system performance as well as condition. A typical RR for adult human being at
rest is 12–20 and its corresponding frequency is 0.2 Hz approximately. During
recovery from surgical anesthesia, a μ-opioid agonists used for pain control can
slow down RR leading to bradypnea (RR < 12) or even apnea (cessation of res-
piration for an indeterminate period), while airway obstructions like asthma,
emphysema and COPD. In all these cases long term monitoring can extend the
capabilities of healthcare providers but only constraint lies with the performance
reliability along with the economic barrier. In this chapter, a MEMS based
capacitive nasal sensor system for measuring Respiration Rate (RR) of human
being is developed. In order to develop such system, two identical arrays of dia-
phragms based MEMS capacitive nasal sensors are designed and virtually fabri-
cated. A proposed schematic of the system consists of signal conditioning circuitry
alongwith the sensors, is described here. In this proposed scheme, the two identical
sensor arrays are mounted below Right Nostril (RN) and Left Nostril (LN), in such
a way that the nasal airflow during inspiration and expiration impinge on the sensor
diaphragms. Due to nasal airflow, the designed square diaphragm of the sensor is
being deflected and thus induces a corresponding change in the original capacitance
value. This change in capacitance value is be detected by a CMOS based clocked
capacitance-to-voltage converter. The capacitive type MEMS sensors often suffer
from stray and standing capacitive effect, in order to nullify this precision interface
with MEMS capacitive pressure sensor, followed by an amplifier and a differential
cyclic ADC is implemented to digitize the pressure information. The designed
MEMS based capacitive nasal sensors is capable of identifying normal RR
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(18.5 ± 1.5 bpm) of human being. The design of sensors and its characteristics
analysis are performed on a FEA/BEA based virtual simulation platform.

1 Introduction

Respiration monitoring is vital for diagnosis of many diseases related to the
functioning of the heart and lungs. As found in statistical study that nearly 5 % of
the total human population suffers from respiration illnesses such as Sleep Apnea
Syndrome (SAS) and about 30 % of people in their seventies are reported to have a
respiratory diseases in industrially developed countries, hence effective methods for
monitoring respiration are essential. According to the World Health Organization
(WHO), the top five respiratory diseases account for 17.4 % of all deaths and
13.3 % of all Disability-Adjusted Life Years (DALYs) [1]. Lower respiratory tract
infections, Chronic Obstructive Pulmonary Disease (COPD), tuberculosis and lung
cancer are each among the 10 leading causes of death worldwide. As respiration
rate is a crucial sign, it is essential to record RR regularly in both emergency and
clinical situations. In a clinical setting, respiration monitoring is useful for detecting
pulmonary disease, heart failure, anxiety disorders, and sleep disorders.
Unfortunately, reliable methods of respiration monitoring hardly exist for home and
ambulatory monitoring [2]. Some conditions, like chronic obstructive pulmonary
disorders, are difficult to diagnose acutely in the clinic so a reliable device that
could monitor a person chronically at home or in ambulatory situations would
enhance the capabilities of medicine to diagnose and monitor disease.

Since respiration is one of the most important signals among vital signs [3], there
have been many studies on measuring and monitoring respiration signals while
minimizing discomfort [4, 5], including noncontact sensing methods for measuring
respiration. Noncontact sensing method is valuable because it neither confines nor
inhibits the subject with cables, and it does not cause discomfort or skin irritation
from electrodes or straps. This makes the sensors more attractive for long-term
continuous respiration monitoring. Since the patient does not feel the measurement,
the patient is less likely to alter his/her respiration during measurement, as com-
monly occurs during face-mask respiration measurements. Additionally, there are
no surface loading effects that might reduce the accuracy of the measurement.
The RR is defined as the number of breaths per minute and the typical RR at resting
is 12 of a healthy person with a frequency of 0.2 Hz [6]. It has been noticed very
often that there is a sudden degradation in RR leading to bradypnea (RR < 12)
while recovering from surgical anesthesia due to μ-opioid agonists used for pain
control. Similar may happen in case of apnea (cessation of respiration for an
indeterminate period) [7]. In contrast, the increase in RR causing tachypnea
(RR > 30) which may arise as a result of airway obstructions like asthma,
emphysema and COPD [8]. Thus to diagnose different kinds of respiratory diseases,
RR measurement becomes clinically very important. The methods commonly used
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for measuring RR are visual observation, impedance pneumography, acoustic
sensing, fiber optic sensing, Respiratory Inductance Plethysmograph (RIP) and
Nasal Prongs (NP) [9]. Inductive plethysmography uses an inductive sensor that is a
wire configured in a sinusoidal arrangement that wraps completely around the
circumference of the chest or abdomen. This sinusoidal patterned inductive sensor
measures changes of inductance in the wire, where these inductance changes are
directly related to the shape changes of the sensor and torso caused by respiration.
Piezoresistive sensors are usually conductive elastic coatings [10] or knitted con-
ductive yarn that changes their resistance when stretched. A piezoresistive sensor is
usually made in the form of a rectangular strip whose longer dimensions run
laterally across the chest or abdomen [11]. The final sensing method commonly
fabricated and used for respiration monitoring is the piezoelectric sensor. The
piezoelectric sensor, for example, is found in the Pneumotrace II belt and is made
by UFI [12]. This sensor generates a small voltage when the belt stretches due to
changes in circumference of the chest or abdomen. The most popular methods that
are applied to home and ambulatory monitoring utilize a belt or sensor integrated
into a garment. Now, whereas respiration belts are commercially available, gar-
ments are most commonly found only in a prototype form and have yet to find
widespread commercialization. However, due to very sensitive patients’ move-
ments and high cost, these methods find limited use in the clinical settings [13].
Earlier, Siivola [14], Choi and Jiang [15] used Poly Vinyl Di Flouride (PVDF) to
record respiration and cardiac action in human beings. In 2008, J.H. Oum et al.
reported a non contact type capacitive sensor for determination of the heart rate and
respiration rate [16]. Different materials have been studied as a diaphragm material
for such capacitive sensors and it has been reported that Polysilicon is working
efficiently as diaphragm material for a wide variety of applications [17]

In our present study, MEMS based capacitive respiration rate sensor is designed
in FEA/BEA based virtual design simulation platform. The characteristics analysis
of the designed sensor is also computed in the same simulation software. The
characteristics plots obtained from the sensor are compared with ‘Gold standard’
RIP and NP methods. The schematic diagram of a Positive Airway (PA) respirator
using the developed MEMS capacitive pressure is shown by Fig. 1.

2 Motivation

Respiration monitoring is among the most important elements of assessing the
physiological state. Given that nearly 5 % of the total human population suffers
from respiration illnesses such as Sleep Apnea Syndrome (SAS) and about 30 % of
people in their seventies are reported to have a respiration disease in industrially
developed countries [18, 19], effective methods for monitoring respiration is
essential. Lower respiratory tract infections, Chronic Obstructive Pulmonary
Disease (COPD), tuberculosis and lung cancer are each among the 10 leading
causes of death worldwide. Respiration rates are recorded regularly in both
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emergency and clinical situations because several levels of physiological condition
can be obtained by measuring respiration rates. The first and foremost level is to
assess whether the subject is breathing or not. Second, respiratory rate and pattern
are indicators of respiratory physiology and an irregular pulse rate can indicate
cardiac abnormality. Third, the increased rate of due to apnea events indicates the
level of tissue hypoxia associated with sleep apnea [21]. Fourth, changes in
respiratory rates can indicate the sympathetic and parasympathetic responses to
trauma [22]. The shapes of the respiration signatures could potentially be used as an

Fig. 1 a and b Schematic of the process for the respiration rate (RR) measurement
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additional diagnostic tool, including correlating the amount of motion with respi-
ratory effort in the area of abdomen and chest. Since a respiration is one of the most
important signals among vital signs [23], there have been many studies on mea-
suring and monitoring respiration signals while minimizing discomfort [24],
including noncontact sensing methods for measuring respiration. Noncontact
sensing method is advantageous because it neither confines nor inhibits the subject
with cables, and it does not cause discomfort or skin irritation from electrodes or
straps [20]. This makes the sensors more attractive for long-term continuous res-
piration monitoring. Since the patient does not feel the measurement, the patient is
less likely to alter his/her respiration during measurement, as commonly occurs
during face-mask respiration measurements. Additionally, there are no surface
loading effects that might reduce the accuracy of the measurement. There have been
several studies on noncontact respiration measurement methods through the
observation of body surface movement changes with respiration. For example,
T. Kondo et al. has employed a laser sensor to measure anterioposterior chest wall
motion during respiration [25]. The laser monitor measures the distance between
the chest wall and the sensor, and obtains a respiratory waveform by plotting the
change in distance over time. In addition, an adaptation of the Doppler radar is used
to measure respiration, where the change in linear motion on the subject’s chest is
directed by the RADAR [26]. As found in literature a study performed by Hirooki
Aoki et al. [27] on application of near-infrared multiple slit-light pattern to measure
respiration. In this method, motion-image analysis is performed by observing the
shift length of multiple-slit pattern light projected on the thoracic abdominal part of
sleeping subject. These examples of noncontact respiratory measurement do not
require resistance to respiration nor tactile stimuli, ensuring a non invasive means of
measuring respiration that does not alter the respiratory pattern. Thus keeping this
in view we have developed a non contact MEMS based respiration rate sensor for
detection of the normal and abnormal breathing rates in human.

3 Sensor Design

Figure 2 illustrates the innovative design of the square diaphragm based MEMS
capacitive pressure sensor for determination of the respiration rate (RR) [2]. As
shown in the Fig. 2, this capacitive pressure sensor consists of a pair of plates (one
fixed plate and one moving plate). The diaphragm, the moving plate and the fixed
plate are all in square shape to maintain mirror symmetry for the stresses at the
edges where the diaphragm is clamped. This fixed plate caps the moving plate
inside of a sealed cavity in order to develop a parallel plate capacitor.

As the diaphragm deflects under a pressure load, the moving plate of the
capacitor experiences the same amount of deflection from the centre of the dia-
phragm. Thus a diaphragm deflection is readily converted to a capacitance change.
For square diaphragm with a small deflection at any point (x,y) is given by [3]:
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w x; yð Þ ¼ 49Pa4 x2 � a2ð Þðy2 � a2Þ
2304D

ð1Þ

Here, ‘a’ is the half side length of the diaphragm and maximum deflection occurs
at the centre (x = 0, y = 0) is given by

wo ¼ 0:216Pa4

Eh3
ð2Þ

and the capacitance is given as:

C ¼
ZZ 2dxdy

d� wðx; yÞ ð3Þ

Here, in this present simulation platform Eq. (3) is solved numerically.
For a small deflection, the analytical deflection of the capacitance can be derived

by expanding the denominator of Eq. (3) in the Taylor’s series expansion as given
below:

C ¼ 2
d

ZZ
1þ wðx; yÞ

d
þ w2ðx; yÞ

2d2

� �
dxdy ð4Þ

Since it is a small deflection case the higher order terms in the expression can be
neglected and the Eq. (4) reduces to:

C ¼ 2
d

ZZ
1þ wðx; yÞ

d

� �
dxdy ð5Þ

Fig. 2 3D view of the designed respiratory sensor. a Top view and b Side view
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Integrating Eq. (5) and using the value of w(x,y) from Eq. (1) we get,

C ¼ C0ð1þ 12:5Pa4

2025dD
Þ ð6Þ

Here, in this simulation platform Eq. (6) is solved numerically.
Where, Co is the zero pressure capacitance and is given by,

C0 ¼ 24a2
d

ð7Þ

The term sensitivity of a capacitive type pressure sensor can be defined as,

SA ¼ dC
dP

ð8Þ

Thus, sensitivity is obtained in this work by differentiating Eq. (6) w.r.t. pressure
(P) and can be expressed as

SA ¼ 492a6
2025d2D

ð9Þ

4 Virtual Sensor Fabrication

The virtual fabrication steps for the designed sensor in FEA/BEA based virtual
simulation software is provided by twenty different steps below in Fig. 3.

In Step 1, we have chosen Si Czochralski (100) as a substrate material with
thickness of 10 µm as shown in Fig. 3. A thin layer of SiO2 is deposited over the
substrate in Step 2. The thickness of this conformal layer is of 1000 nm. For
lithography purpose, a photo resist (PR-AZ5214) is deposited via spin coating
technique having thickness of 300 nm on top of SiO2 in Step 3.

The corresponding mask required for this UV Lithography is shown in Fig. 4 as
Layer 1 (Step 4). Now partial Etching of SiO2 layer is carried out with Wet BOE in
Step 5. The deposited photoresist PR-AZ5214 is removed using wet etching
(Step 6).

In order to form the fixed plate of the sensor, P Implant (P-ion) is doped with a
junction depth of 1000 nm Step 7). Henceforth wet etching is carried out for
removing SiO2 (Fig. 3 (Step 8)).

Here we have chosen PSG (Phosphosilicate Glass) as a sacrificial layer to form
the desired space between the two plates of the capacitor. Thus a thin layer of PSG
(Phosphosilicate Glass) is deposited on the fixed plate of the sensor capacitor via
LPCVD (Fig. 3 (Step 9)). Once the sacrificial layer thickness 2000 nm (Conformal)
is formed, the photo resist (PR-AZ5214) is again deposited (Fig. 3 (Step 10)).
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Step1. Substrate Si Czochralski (100)
Substrate thickness: 10 (µm)

Step2. Deposition SiO2 Thermal (Wet)
Film Thickness: 1000 nm (Conformal)

Step 3. Deposition PR-AZ5214 Spin 
(001) Film Thickness: 300 nm 
(Conformal)

Step 4. Lithography UV Contact (Suss)
Layer 1(GDS#1): Leave Photo resist 
Outside

Step 5. Etch SiO2 Wet (BOE)
Etch Thickness: 1000 nm (Partial Etch)

Step 6. Etch PR:
-
AZ5214 Etch

Thickness: Sacrificial Etch

Step7. Doping P Implant (P-ion)
Junction Depth: 1000 nm

Step 8. Etch SiO2 Wet (BOE)
Etch Thickness: 1000 nm (Partial Etch)

Step 9. Deposition PSG LPCVD 
(Generic) Film Thickness: 2000 nm 
(Conformal)

Step 10. Deposition PR-AZ5214 Spin 
(001)Film Thickness: 300 nm 
(Conformal)

Fig. 3 Views of the virtually fabricated sensor with the above mentioned steps

150 M. Chattopadhyay and D. Chakraborty



Step11. Lithography UV Contact 
(Suss) Layer 2(GDS#2): Leave Photo
resist Inside  

Step12. Etch PSG Generic (Generic) 
Etch Thickness: 2000 nm (Partial Etch)

Step13. Etch PR-AZ5214 Wet (1112A)
Etch Thickness: Sacrificial Etch 

Step14. Deposition PolySi LPCVD 
(Standard)Film Thickness: 1000 nm
(Conformal) 

Step15. Deposition PR-AZ5214 Spin 
(001)Film Thickness: 300 nm Conformal) 

Step16. Lithography UV Contact (Suss) 
Layer 3(GDS#3):Leave Photoresist Inside 

Step17. Etch PolySi RIE Etch 
Thickness: 1500 nm (Etch through) 

Step18. Etch PR-AZ5214 Wet Etch 
Thickness: Sacrificial Etch

Step 19. Etch PSG Generic 
(Generic) Etch Thickness: Sacrificial
Etch 

Step20. Etch Si Wet (HNO3_HF) Etch 
Thickness: Sacrificial Etch

Fig. 3 (continued)
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Subsequently, to generate the sensor’s upper movable plate, lithography with
UV Contact is performed with Mask Layer 2 (Fig. 3 (Step 11)). As we have applied
negative resist, the side walls are removed leaving behind the middle portion where
the mask is placed.

Now PolySi is deposited by LPCVD of thickness 1000 nm (Conformal) in order
to form upper movable diaphragm (Fig. 3 (Step 14)). Moreover to achieve the
desired shape, Mask Layer 3 is placed over the layer of PolySi and UV Lithography
is performed (Fig. 3 (Step 16)). Reactive Ion Etching (RIE) using Cl2 is applied to
remove the extra deposited layers of PolySi from the side surfaces (Fig. 3 (Step
17)). Subsequently, photoresist PR-AZ5214 is removed by Wet Etching (Fig. 3
(Step 18)).

The required gapping between the two plates is hence achieved by etching out
the PSG layer. Simultaneously, the photo resist is also removed as etch PSG
Generic (Fig. 3 (Step 19)).

Finally, sacrificial Si is removed through wet (HNO3_HF) Etching (Fig. 3
(Step 20)). The designed mask layers for virtual fabrication of the sensor are shown
by Figs. 4 and 5. Figure 5 shows the detail mask layout for the sensors that is to be
printed during the real time fabrication of the sensor array. It consists of 1000
sensors connected in parallel so to obtain an enhanced output of the total capaci-
tance in the nanofarad order.

5 Measurement Circuit

The measurement circuit designed for sensing a change in capacitance is shown in
Fig. 6, which is clocked by two signals presented as clock1 and clock2 by Fig. 7.

The operation begins as clock1 goes high and switches Q1 ON, thus allowing the
reference capacitor (Cref) to charge by the power supply. The charging current
passes through the transistor Q3 which is mirrored in Q2 this drives the output buffer
Q5. The voltage across this reference capacitor appears across the sensor

Layer 1

Layer 2

Layer 3

Fig. 4 Design of the mask
layers in the simulation
platform
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Fig. 5 Design layout of the
mask for sensor array
fabrication

Fig. 6 Capacitance
measurement circuit

Clock 1

Clock 2

Fig. 7 Clock scheme for the
measurement circuit
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capacitance and it’s associated strays when clock1 goes low. The circuit is reset by
triggering Q7, when clock2 goes high.

To eliminate the effect of stray capacitances, an identical second, circuit is
employed (Fig. 8). Which circuit is kept not connected to the MEMS pressure
sensor, and thus the output of the circuit is proportional only to the stray capaci-
tance associated with the reference capacitor and the along associated CMOS
transistors. The outputs from both the circuits are subtracted using a differential
amplifier.

If both circuits are identical and are well matched then the stray capacitances
should be identical, and are eliminated by the differential amplifier leaving an
output which only comprises of the sensor capacitance. This configuration is shown
in Fig. 9.

Another, potentially more useful configuration is to connect a sensor to both of
the circuits connected to the differential amplifier [4]. In this case, not only is the
effect of stray capacitance subtracted at the output, but also the standing sensor
capacitance. This configuration is beneficial as it allows the circuit gain to be
increased thus allowing small capacitance changes to be measured more accurately.
The differential approach is also beneficial for eliminating temperature effects [5].

Differential 
Amplifier

CMOS 
Capacitance 
to Voltage

MEMS
Pressure
Sensor

CMOS 
Capacitance 
to Voltage

Fig. 8 Analogy to eliminate
stray capacitance

Differential 
Amplifier

CMOS 
Capacitance 
to Voltage

MEMS
Pressure
Sensor 1

CMOS 
Capacitance 
to Voltage

MEMS
Pressure
Sensor 2

Fig. 9 Analogy to eliminate
standing capacitance
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6 Circuit Analysis

A simplified analysis of the circuit shown in Fig. 6 can be carried out using circuit
shown in Fig. 10.

The circuit shown in Fig. 10 is valid if transistor Q1 has minimum impedance
and Q5 has very large impedance [6].

The current through the CMOS transistor is given by Eq. 10 if the channel
modulation effect is neglected.

I1 ¼ 1
2
lnCox

W
L

� �
1
ðVDD � VtÞ2 ð10Þ

where μn is the mobility of the charge carriers in the channel, Cox is the gate
capacitance per unit area and W/L are the dimensions of the gate [28].

The current flowing through Q1 charges the reference capacitor Cref. The relation
between charging current I1 to the potential Vref across the capacitor is given by
Eqs. 11 and 12.

Vref ¼ 1
Cref

Zt

0

I1dt ð11Þ

Vref ¼ 1
2Cref

lnCox
W
L

� �
1
ðVDD � VtÞ2t ð12Þ

The total amount of charge stored in the reference capacitor is given by Eq. 13

Qref ¼
1
2
lnCox

W
L

� �
1
ðVDD � VtÞ2t ð13Þ

Fig. 10 Simplified
capacitance to voltage
converter
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The charge Qref stored in reference capacitor is transferred to the capacitive
sensor Cs when the CMOS transistor Q4 (Fig. 6) is turned on by negative going
clock1. The final output voltage is given by Eq. 14.

Vo ¼ 1
2Cs

lnCox
W
L

� �
1
ðVDD � VtÞ2t ð14Þ

(a)

(b)

Fig. 11 Simulated view of the diaphragm displacement with applied pressure of a 0.3 kPa.
b 2 kPa
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7 Results and Discussions

The pressure range during exhalation for a healthy human being varies from 0.3 to
2 kPa [8]. Therefore pressure range mentioned before is applied on the diaphragm
of the designed sensor. Corresponding deflection of the diaphragm for a minimum
and maximum pressure of that specified pressure range if given in Fig. 11a, b and
its corresponding plot for the whole pressure range is shown in Fig. 12.

The change in capacitance (µF) with applied pressure of 0.3–2 kPa for a
potential of 1 Volt applied between the plates is shown in Fig. 13. It gives a linear
response for the exhaled pressure range. In order to detect the exhalation rate, the
corresponding movement of the diaphragm due to the applied pressure, induces a
change in the capacitance between the plates with respect to time. As a result, the
dynamic response of the designed sensor is obtained for the range of the exhaled
pressure which is represented in Fig. 14. It is observed that the pattern obtained
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Fig. 12 Plot of deflection of
the diaphragm corresponding
to the pressure (0.2–2.2 kPa)
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from the response validate with the normal breathing rate (18.5 ± 1.5 bpm) of the
human being [9].

8 Conclusion

In this present study we have restricted our work to simulation only where we have
verified the simulation studies with the actual exhaled pressure. During verification,
the nature of the dynamic response is showing a confirmation with the actual nature
of the normal breathing pattern, a more detailed study on different RR (number of
breaths per minute (bpm)) corresponding to tachypnea (34.5 ± 4 bpm), and bra-
dypnea (10.5 ± 2.2 bpm) will be performed. Once the simulation study will be
satisfied, a real time implementation of this system will be developed with required
associated signal conditioning circuitry. After real time fabrication of MEMS sensor
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Fig. 14 Dynamic response of
the diaphragm

MEMS 
Capacitive 

Sensor

CMOS based 
Capacitance 
to Voltage 
Converter Differen-

tial
Voltage
Ampli-

fier

ADC Readout

CMOS based 
Capacitance 
to Voltage 
Converter

Reference 
Capacitor

Fig. 15 Block diagram of the electronic system design architecture of the MEMS capacitive type
nasal exhalation sensor
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array, we will be able to verify the system with different subjects. The main
challenge of this work is to nullify the stray and standing capacitance to correct
output voltage generated from the change in capacitance due to breathing activity.
The detail circuit diagram required for this purpose is also discussed in this chapter.

The Fig. 15 presents overall block diagram of the electronic system design
architecture for the signal processing of the sensor. A fully differential architecture is
chosen for the interface electronics to suppress common-mode disturbances.
A CMOS transistor based correlated-double-sampling (CDS) capacitance-to-voltage
converter is designed for a precision interface with a MEMS capacitive pressure
sensor, followed by an amplifier and a differential cyclic ADC to digitize the
pressure information.

The obtained output in the form of voltage is calibrated with the respiration rate
pressure and is stored for the further analysis.
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Monitoring of the Lung Fluid Movement
and Estimation of Lung Area Using
Electrical Impedance Tomography

Deborshi Chakraborty and Madhurima Chattopadhyay

Abstract It is very essential to visualise the internal condition of human body not
only for studying the anatomy and physiology, but also for diagnosing a disease.
Physicians always try to analyze an organ or body part in order to study its physi-
ological and anatomical status for understanding and/or treating its illness. Thus, it is
always requisite to introduce the diagnostic tool called medical imaging. The period
of medical imaging started in 1895, when Roentgen discovered the powerful invis-
ible rays called X-rays. Gradually the medical imaging introduced X-Ray CT,
Gamma Camera, Positron emission tomography (PET), Single-Photon Emission
Computed Tomography (SPECT), Magnetic Resonance Imaging (MRI), and Ultra
SonoGraphy (USG). Recently, medical imaging field is more advanced with com-
paratively newer tomographic imaging modalities like Electrical Impedance
Tomography (EIT), Diffuse Optical Tomography (DOT), Optical Coherence
Tomography (OCT), and Photoacaustic Tomography (PAT). The EIT has been
extensively researched in different fields of science and engineering due to its several
advantages. In correlation with the application of the EIT in the medical field, tho-
racic electrical impedance tomography (EIT) is used to diagnose patients suffering
from the acute respiratory distress syndrome (ARDS) for monitoring their conditions
ranging from dynamic shifting of body fluids to lung aeration, right at the bedside.
Moreover, EIT-derived numeric parameters would help the physician to evaluate the
state of the lung of a patient under observation. Thus, here we have performed a Finite
Element Method based simulation study for monitoring the condition of lungs and
heart of ARDS patients. Therefore, a finite element method (FEM) model of human
thorax in three dimensional platform with FEM Multiphysics software is cre-
ated and tested with new ventilation indices regarding their ability to quantitatively
describe structural changes in the lung due to the gravitationally dependent lung

D. Chakraborty
Department of Instrumentation Science, Jadavpur University, Kolkata, India
e-mail: dcphy123@gmail.com

M. Chattopadhyay (&)
Department of Applied Electronics and Instrumentation Engineering,
Heritage Institute of Technology, Kolkata, India
e-mail: madhurima02@gmail.com

© Springer International Publishing Switzerland 2016
S.C. Mukhopadhyay (ed.), Next Generation Sensors and Systems,
Smart Sensors, Measurement and Instrumentation 16,
DOI 10.1007/978-3-319-21671-3_8

161



collapse. Additionally, analysis is made to find the electrode pairs capable of sepa-
rating the lung and heart activity when a particular amount of constant current is
injected through them, are also carried out. Finally, a real time EIT system using 16
Ag-AgCl electrodes are developed to get the image of human thorax. The data are
collected using the adjacent current injection technique and are plotted using FEM
Multiphysics software. The reconstructed FEM images using the forward solver of
EIT method shows the approximate area of the thorax (lungs, heart etc.) under
observation. This chapter will present a brief overview on application of EIT for
monitoring of the lung fluid movement and estimation of lung area in a human being
alongwith physical and mathematical aspect with a goal to achieve a system having
higher potential to cater medical challenges in lung oriented diseases.

1 Introduction

Physicians have always been interested to visualize interior body parts for treating
the illness which insisted them to search for a diagnostic tool called medical
imaging. It was the year 1895, when Roentgen discovered X-rays which were
unexpectedly found in his laboratory to be useful for visualizing the tissue contrast
on photography plates called planar radiography. After that the medical imaging
field introduced X-Ray Computed Tomography (X-Ray CT), Gamma Camera,
Positron emission tomography (PET), Single-Photon Emission Computed
Tomography (SPECT), Magnetic Resonance Imaging (MRI) and Ultra
SonoGraphy (USG). In recent age, medical imaging field is enriched with com-
paratively newer tomographic imaging modalities with electric current and light
signals. The computed tomography that uses the electric signal is called Electrical
Impedance Tomography (EIT) whereas the other tomographic methods make use of
light signal can be found in form of Diffuse Optical Tomography (DOT), Optical
Coherence Tomography (OCT), PhotoAcaustic Tomography (PAT), and others [1].
The EIT has been extensively researched in different field of science and engi-
neering for more than three decades due to its several advantages over other
tomographic imaging modalities. As a very fast, low-cost, radiation free, nonion-
izing, non-invasive, portable tomographic imaging technique, EIT is studied and
applied over a wide field of applications which are discussed below.

Electrical impedance tomography (EIT) is a medical imaging technique in which
an image of the conductivity or permittivity of a body part is inferred from surface
electrical measurements. The invention of EIT as a medical imaging technique is
usually attributed to John G. Webster and a publication in 1978 [2], although the first
practical realisation of a medical EIT system was detailed in 1984 due to the work of
David C. Barber and Brian H. Brown [3]. Typically, conducting electrodes are
attached on the skin of the subject and small alternating currents are applied to some
or all of the electrodes. The resulting electrical potentials are measured, and the
process may be repeated for numerous different configurations of applied current.
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EIT has the potential to be of clinical value and plays an important role in
diagnosis and monitoring of a number of disease conditions, from the detection of
breast cancer [4] to monitoring brain function [5] and possibly stroke. However, it
has yet to be routinely used as a tool in everyday clinical practice. A technique that
does not use ionizing radiation and in principle, is safe and cheap would be of great
value. At present, EIT does not have the spatial resolution of other methods like
MRI or computer tomography (CT). Its key advantage is its temporal resolution,
which is in the order of milliseconds.

It is worth considering the basic physical properties of the human tissues through
EIT images. Bio-impedance of a human body produces a great deal of information
about the changes of the body during different kinds of activities. For example, the
measured impedance is dependent on the amount of water in the body. This kind of
information would be very useful in case of athletes. The measurement of
bio-impedance is not just limited to tissue water. It includes the characterization and
identification of cells based on their impedance, which differs between cells based
on the size, orientation, and membrane thickness, among other factors. This phe-
nomenon has been exploited in EIT, where the impedance information is used to
form images of the contents of the human body. In EIT, it is possible to inject a
range of currents at different frequencies. Different physiological mechanisms can
be identified depending on the chosen frequency range, such as the identification of
blood volume changes [6, 7].

Tissue consists of cells and membranes that are thin but have a high resistivity as
well as electrically behave as small capacitors. The impedance of biological tissues
comprises two components, resistance and reactance. The conductivity character-
istics of body fluids provide the resistive component, whereas the cell membranes
acting as imperfect capacitors, contribute a frequency-dependence and the results
are dependent only on liquids outside the cells. The medical use of EIT is based
around imaging these impedance properties. The biological tissue impedance
measurements can be made over a range of low (20 Hz) to high (1 MHz) fre-
quencies. During measurement using high frequencies, the current passes right
through these capacitors, and the result is dependent on tissue and liquids both
inside and outside the cells. At low frequencies, current flow impedes the cell
membrane and this bio-impedance can therefore, be used to measure volumes,
shapes, or the electrical properties of the tissues [8]. Another consideration, which
has yet to be fully addressed in EIT, is the anisotropic nature of human tissue. The
work described here makes a number of assumptions, one of which is that the object
to be reconstructed is isotropic in nature. This assumption is probably incorrect, but
as yet there is limited research on this in EIT and related fields.

Though EIT was first developed for nonclinical applications, the first clinical
images obtained using EIT were produced by the Sheffield group [9]. They
developed a system that used the electrical impedance of various tissues within the
human body to produce tomographic image maps of the resistivity distribution.
This was termed applied potential tomography (APT). However, the common term
that most people use today is EIT. The Sheffield group produced the first images of
pulmonary function using a simple back-projection algorithm to reconstruct the
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images. There are groups still today those perform clinical studies based on this
system. The Sheffield group also produced an algorithm based on the filter
back-projection method used in X-ray CT imaging. The Sheffield Algorithm, as it
came to be known [9], produces images in a two-dimensional (2D) plane. Later
Metherall [10] from the same group produced the first three-dimensional (3D) EIT
image that used a sensitivity approach.

It was not until recently that EIT research groups began to use other methods
implemented in the Electrical Impedance and Diffuse Optical Reconstruction
Software project (EIDORS) set up by Lionheart [11]. However the progress toward
EIT being adopted as a clinical tool is slow, as there are many technical problems
that need to be addressed.

The key goal of EIT is to produce images that are physiologically useful. EIT is
capable of creating two types of images. The first is known as difference imaging,
where a change in ratio or percentage represents some physiological parameter like
blood volume or cell size. The Sheffield group produced the first lung images using
this method. The images are obtained by measuring two data sets at different time or
frequencies at the boundary of the object, which is then subtracted and divided by a
reference data set. The resultant reconstruction produces the difference images. The
second is known as absolute imaging, which produces an image of the absolute
conductivity or permittivity. This absolute method of imaging is technically more
difficult than the difference method, as the contact impedance of the electrodes
cannot be accurately characterized when making clinical measurements. The cur-
rent is applied using current sources, either a single current source switched
between electrodes using a multiplexor or a system of voltage-to-current converters,
one for each electrode, each controlled by a digital to analog converter is used. The
measurements again may be taken either by a single voltage measurement circuit
multiplexed over the electrodes or a separate circuit for each electrode. Earlier
systems typically used an analog demodulation circuit to convert the alternating
voltage to a direct current level then an analog to digital converter. The voltages
measured are then passed to a computer to perform the reconstruction and display
of the image [12–17].

Till date, Electrical Impedance Tomography (EIT) [18–21] has been researched
extensively in the medical field [5, 22, 23] as well as in other areas like industrial
process control [17], chemical engineering [24], geotechnical research [25] and
biotechnology [26] due to its several advantages [27–29] over other computed
tomographic techniques [30]. Practical phantoms [19, 31–33] with surface
electrodes [34–36] are used to assess the performance of EIT systems for their
validation, calibration and comparison purposes. In EIT, the impedance images are
reconstructed from the surface potentials developed by a constant current signal
injected to the boundary (δΩ) of the domain (Ω) to be imaged (Fig. 1). The
sensitivity, spatial resolution and distinguishability of an EIT system depends on
the current injection techniques applied for boundary data generation. Different
current injection methods called current injection patterns [37, 38] have their own
sensitivity to the different inhomogeneity positions in the domain under test.
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In this due relation, the estimation of the spatial conductivity distribution in a
thorax cross section is carried out by thoracic electrical impedance tomography
(EIT) as it is a non-invasive technique [39, 40]. In this procedure, the electrodes are
equidistantly attached to the patient’s skin around the thorax. During a measure-
ment, adjacent electrodes are fed with a small alternating currents and the potentials
at the remaining electrodes are measured (i.e., adjacent drive/adjacent receive).
Then, reconstructed images with this data visualize the change in conductivity of
the specific area of interest [41]. In recent years, EIT is use to monitor a variety of
clinical problems such as respiratory failure, cardiac volume changes, gastric
emptying, and head imaging [42]. Inspite of low spatial resolution (about one tenth
of the thorax diameter), but due to its non-invasiveness and high temporal reso-
lution it seems to be particularly useful for the bedside monitoring of patients
suffering from the acute respiratory distress syndrome (ARDS) [43]. ARDS is a
life-threatening state of the lung characterized by atelectasis (i.e., lung collapse) and
pulmonary edema (i.e., water in the lung) and thus, variations of the conductivity
distribution in the thorax. ARDS patients have to be mechanically ventilated with
higher oxygen concentrations and changing pressure levels resulting in dynamic
shifts of body fluids and lung aeration. For visualizing those shifts, EIT is well
suited in providing an instantaneous feedback to the medical staff [44, 45]. In order
to achieve maximum benefit, further investigations is to be carried out to process
the fast sequence of EIT images (up to 50 images/s) and also the way out for the
extraction and quantification of the underlying physiological information. The
attending physician should be able to immediately recognize ventilation changes in
the lung resulting from, e.g., new ventilator settings. EIT-derived numeric param-
eters could be able to evaluate the objective more precisely in comparison with the
visual observations of the EIT images (subtle changes are simply hard to detect).
Additionally, EIT-based trend can analyze different kinds of diseases with the help
of numeric parameters. Therefore, we first created a two dimensional finite element
model of the human thorax and divided the lung into three coronal layers. Then, we
altered the fluid contents of the dorsal layers close to the back in order to simulate
lung collapse of increasing severity. Later the thorax model from two dimensional

Fig. 1 Explanation of EIT
principle
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platform is transformed to three dimensional platform for the analysis. After
reconstruction, we looked at different methods to quantify the given ventilation
changes and compared them with the actual modifications made in the thorax
model. From this EIT based reconstructed images, an approximate determination of
the lung area is obtained.

Finally, as EIT seems also to be capable of distinguishing between heart and
lung related changes of the conductivity in the thorax [46], we examined which
current-injection and voltage measurement electrode pairs are best suited for a
proper separation between lung and heart activity. Hence, we calculated the average
current density for the different tissues and compared them based on the position of
the current injection. In this chapter a brief descriptions on the physical and
mathematical aspects of the EIT technology along with its potentials and challenges
in the field of thorax imaging of humans are discussed.

2 Motivation

Monitoring lung function with EIT is particularly helpful because lung tissue
resistivity is five times higher when compared to most other soft tissues within the
thorax. The results obtained by this method have absolutely in high contrast with
the lungs condition in general. In addition, the resistivity of the lung increases and
decreases several-fold between inspiration and expiration which explains why
monitoring the respiratory cycle is currently the most promising clinical application
of functional EIT since mechanical ventilation frequently results in Ventilator-
associated lung injury (VALI). In 1990 at Rensselaer Polytechnic Institute, the
feasibility of EIT for lung imaging was first demonstrated using the NOSER
algorithm [47]. During critical illness or anesthesia, functional EIT can resolve the
changes in the distribution of lung volumes between dependent and non-dependent
lung regions that can able to assist in adjusting ventilator settings to provide lung
protective ventilation to patients [48].

By using the information determined by functional EIT (f-EIT), most EIT
studies have focused on monitoring regional lung function. However, absolute EIT
(a-EIT) also has the growing edge potential to become a clinically useful tool for
lung imaging, as this approach would allow to bring a direct distinction between
lung conditions which result from regions with lower resistivity (e.g. hemothorax,
pleural effusion, atelectasis, lung edema) and those with higher resistivity (e.g.
pneumothorax, emphysema) [49, 50].

In this work, we investigate the lung fluid movement related with the activities of
the lungs using simulation as well as real time sensors utilizing the principle of EIT.
This basic study will provide an introductory idea of imaging of human thorax by
EIT technique with the use of low cost hardware components.
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3 Methods

An adequate geometric model of the human thorax is designed with realistic values
of the electrical properties of biological tissue for the proper assessment of lung
collapse. Thus, a correct geometric dimension of the model (shown in Fig. 2a) from
real CT images of a human male is designed in the Multiphysics software platform.
During the mesh generation, necessary simplifications and conditions are made is
similar to the ones described in [51]. The resulting mesh consisted of 454,847
first-order triangular elements are created with FEM based Multiphysics software.
In total, five different types of tissue are being modelled with electrical properties
taken from the literature: muscle, heart, bones (spinal column, ribs, and sternum),
fat, and lung (shown in Table 1). The currents of 10 mA @200 kHz (as frequencies
between 20 and 200 kHz are widely used for thoracic single-frequency EIT) are
injected across the electrode pair. In order to simulate patient breathing, conduc-
tivity and relative permittivity of the lung are varied between deflated and inflated
lung as given in the article “Dielectric properties of body tissue” [52]. Visceral

Fig. 2 a Electrode placement (considering the diameter of the thorax * 12 cm horizontally) and
b numbering of electrode pairs

Table 1 Electrical properties
of the modeled tissues
between 20 and 200 khz [52]

Tissue Conductivity (S/m) Relative permittivity

Lung* (deflated) 0.26197 8531.40

Lung (inflated) 0.10265 4272.50

Heart* 0.19543 16982.00

Bone* (cortial) 0.02064 264.19

Fat* 0.02424 172.42

Muscle* 0.35182 10094.00

Body fluid 1.50000 98.56

Blood 0.70080 5197.70

(Asterisk-Marked (*) properties were used for the simulation of
the reference state)

Monitoring of the Lung Fluid Movement … 167



movements (i.e., geometric changes) during a breath cycle are not considered as it
has been reported to have a rather low influence for state-differential reconstruction
algorithms [53].

Patients suffering from acute respiratory failure are usually treated in supine
position. Due to the weight of its upper parts, the lung tends to collapse in the lower
parts first (commonly termed as gravitationally dependent collapse). Therefore, we
divided the lung into three coronal layers and modelled different amounts of lung
collapse by subsequently replacing the bottommost layers with collapsed lung
tissue (Fig. 2a) without any breathing activity. The electrical properties of the
collapsed areas (0.6 S/m, 1000) were assumed to be a mixture of deflated lung
tissue and well-conducting body fluid [54].

This straightforward simplification should be sufficient, as mainly the missing
ventilation of the collapsed lung tissue will influence the reconstructed images of
conductivity change. Figure 2 provides the detailed overview of the electrode
placement and numbering of adjacent electrode pairs. For the simulation of the
heart activity, variation of its electrical properties between “normal” heart and
blood-filled heart (a mixture of blood and heart properties: 0.45 S/m, 11,000 as
given in Table 1) are considered. As before, to obtain qualitative character, the
geometric changes during a breath cycle are omitted.

(i) Mathematical Model
For a known conductivity, a relationship can be established between the elec-

trical conductivity (σ) and spatial potential (Φ), to calculate the nodal potential [55].
Electro-dynamics of EIT is governed by a nonlinear partial differential equation,
called the governing equation of EIT [55], is given by,

r � rrU ¼ 0 ð1Þ

The potential field inside of the conductor having no internal electrical sources or
sinks, must satisfy the Eq. (1).To solve this equation, the following boundary
conditions are to be known

Dirichlet Boundary Condition:

U ¼ Ui ð2Þ

Where, i = 1…N, are the measured potentials on the electrodes.
Neumann Boundary Condition:

Z

@X

r
@U
@g

¼
þI
�I
0

8<
: ð3Þ

Here, +I is for source electrode, −I is for sink electrode and 0 otherwise. ∂Ф is
the boundary and η is the outward normal vector to the electrode surface. In this
chapter, forward problem solver algorithm is used. The description of this problem
is discussed below.
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Forward Problem:
A relation can be obtained between the voltage measurements made on the

boundary (∂Ω) and the domain conductivity can be found [52, 53] as,

U ¼ Kr ð4Þ

Where σ is a vector of conductivity values, Ф is the vector of voltage measurements
and K is the transformation matrix relating Ф to σ.

If K and σ are known, Eq. (1) can be solved numerically using FEM to calculate
the nodal potentials of the domain for the known conductivity (σ). It is known as the
“forward problem”.

Thus, for a known value of a constant current, the nodal potentials within the
phantom area are computed using the forward solver problem of EIT [56, 55].
The value of the conductivity and permittivity of the blood, body fluids etc. of the
designed FEM model are obtained from Luepschen et al. [57].

(ii) Implementation of the proposed model in FEM based Multiphysics
Simulation Platform

The FEM based modelling approach used for the models can be represented in
Fig. 3 as:

Step 1: Choosing the design module from the Model Library
This step includes the selection of space dimensions (2D and 3D), physics

module (AC/DC, Electrostatics etc.) and selection of study type i.e. stationary,
transient, frequency etc., as per our requirement for the analysis.

Step 2: Specification of the sensor geometrical parameters to draw/design
the sensor

In this step the selection of dimensions of the sensor in SI/CGS unit i.e. m/cm is
done along with the selection of angular dimensions in degree or radian.

Step 3: Initialization of the electrical properties of the domain/boundary
It includes the setting of the conductivity, permittivity of different objects (here

the objects are the lungs at different conditions, heart, blood, fat, bones etc., as
mentioned in Table 1) under consideration which helps for computation of AC/DC
and electrostatic study.

Step 4: Setting up the boundary conditions
This includes setting up the value of the potential on the electrode array sur-

rounding the thorax.
Step 5: Mesh generation
It includes the generation of mesh for the constructed thorax model. Here tri-

angular type user defined meshing is applied. If the mesh generation is successful
on the model then it jumps to the analysis module otherwise the different boundary
conditions and geometries are varied to obtain successful computation of the mesh
over the considered model.

Step 6.Solving and finding the field distribution
Here, the forward model of the EIT is solved after the successful mesh gener-

ation to generate the characteristic plots.
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Specify the geometrical parameters to 
draw/design the sensor

Input the electrical properties of the 
boundary/domain

Set the boundary conditions

Mesh generation

Choose the Design Module 
from the Model Library

START

NO

YES

Solving and finding the field distribution

STOP

Performance analysis of the sensor

If mesh 
compilation 
successful

Fig. 3 Flowchart showing the steps for modelling the sensor in FEM based Multiphysics software
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Step 7: Performance analysis of the sensor
The study of the sensor with the 2D and 3D group plots are done to virtually

optimize the sensor.
(iii) Impedance Measurement Methodology:
In EIT a low frequency constant sinusoidal current through the electrodes (called

current electrodes) is injected to the domain under test. The boundary potentials are
measured on the electrodes called voltage electrodes. The method or pattern in
which the current in injected to the object under imaging is called the current
pattern or current injection protocol. The existing famous four different current
injection protocols as reported by the researchers. Here, the injection pattern i.e. the
adjacent method which is used in this analysis is discussed below. In general, to
avoid the contact impedance problem the differential potentials are measured across
the different electrodes excluding the current electrodes.

(a) Adjacent method
The adjacent or neighbouring current injection method was suggested by Brown

and Segar [58]. In this protocol, the current is applied through neighbouring or
adjacent electrodes and the voltage is measured successively from all other adjacent
electrode pairs excluding the pairs containing one or both the current electrodes.
Figure 4 illustrates the neighbouring method for a 16-electrode EIT system with a
circular domain under test (within a cylindrical volume conductor) surrounded by
16 surface electrodes denoted as the electrode-1 through electrode-16 (E1, E2, E3,
E4, E5, E6, E7, E8,E9, E10, E11, E12, E13, E14, E15 and E16). In neighbouring method,
for the first current projection (P1), the current is injected through electrode-1 (E1)
and electrode-2 (E2) and the differential potentials (Vd: V1, V2, V3… V13) are
measured successively with 13 electrode pairs E3–E4, E4–E5,… and E15–E16

(Fig. 4a). Hence the first current projection yields 13 differential voltage data viz.
V1 or V3–4 (measured between E3 and E4), V2 or V4–5 (measured between E4 and

Fig. 4 Neighbouring or adjacent current method of boundary potential data collection illustrated
for a cylindrical volume conductor and 16 equally spaced electrodes: a projection-1 (P1),
b projection-2 (P2)
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E5)… and V13 or V15–16 (measured between E15 and E16). The 13 differential
voltage data obtained in this process are assumed to represent the impedance
between the equipotential lines intersecting their corresponding measurement
electrodes and are all independent to each other [59]. In neighbouring method, the
current density is, of course, the highest between the current electrodes (E1 and E2

for the projection-1), decreasing rapidly as a function of distance [59]. In current
projection-2 (P2), the set of other 13 differential voltage measurements is obtained
by feeding the current through electrodes 2 (E2) and 3 (E3) as shown in Fig. 4b.
Therefore, in this current projection, the current is injected through electrodes 2
(E2) and 3 (E3) and the differential potentials (Vd: V1, V2, V3,…, V13) are mea-
sured successively with 13 electrode pairs E4–E5, E5–E6,… and E16–E1.

Hence the second current projection (P2) yields 13 differential voltage data viz.
V1 or V4–5 (measured between E4 and E5), V2 or V5–6 (measured between E5 and
E6),… and V13 or V16–1 (measured between E16 and E1) as shown in Fig. 4b.
Similarly, in current projection-16 (P16), another set of 13 differential voltage
measurements is obtained with a current injection through electrodes 16 (E16) and 1
(E1). Therefore, in this current projection, the current is injected through electrodes
16 (E16) and 1 (E1) and the differential potentials (Vd: V1, V2, V3,…, V13) are
measured successively with 13 electrode pairs E2–E3, E3–E4,… and E14–E15. Hence
the P16 yields 13 differential voltage data viz. V1 or V2–3 (measured between E2 and
E3), V2 or V3–4 (measured between E3 and E4),… and V13 or V14–15 (measured
between E14 and E15). Therefore, for a 16-electrode system, the neighbouring
current injection method yields 16 current projections (P1, P2, P3,…, P15 and P16)
each of which will produce 13 differential voltage data. Therefore, in neighbouring
method, a complete scan on a 16-electrode EIT system yields 16 × 13 = 208 V
measurements are made. But, due to the reciprocity [38], the measurements made
on the boundary yield identical voltage data in which the current electrodes and
voltage electrodes are interchanged [38]. Thus we obtain, 104 data are independent
to each other among the 208 differential voltage measurements only. In the
neighbouring method, the measured voltage is only about 2.5 % opposite electrode
pairs and becomes maximum for the adjacent electrode pairs [59].

(iv) Finite Element Method:
The finite element method (FEM) is a numerical technique for finding approx-

imate solutions to partial differential equations (PDE) and their systems, as well as
(less often) integral equations.

In simple terms, FEM is a method for dividing up a very complicated problem
into small elements that can be solved in relation to each other.

The solution approach is based on eliminating the spatial derivatives from the
PDE. This approximates the PDE with

• a system of algebraic equations for steady state problems,
• a system of ordinary differential equations for transient problems.

These equation systems are linear if the underlying PDE is linear, and vice versa.
As EIT contributes to a non linear inverse problem in which the electrical

conductivity distribution across a closed domain (Ω) of interest inside a volume
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conductor is reconstructed from the surface potentials measured at the domain
boundary (δΩ) (shown in Fig. 1). This problem is solved in FEM in two ways, the
forward problem and the next is the inverse problem.

The forward problem calculates the voltages on the electrodes by using the
injected current and assumed resistivity distribution whereas the inverse problem
reconstructs the resistivity distribution by using the voltage measurements on the
electrodes. The pictorial representation of these two problems is presented in Fig. 5.

(v) Meshing:
A polygonal or polyhedral mesh that approximates a geometric domain is

generated during the mesh generation. The term “grid generation” is often used
interchangeably. Typical uses are for rendering to a computer screen or for physical
simulation such as finite element analysis. In the analysis explained in this chapter,
a physics controlled mesh of triangular type is generated over the entire geometry
under consideration and is then solved in a FEM based Multiphysics simulation
platform.

(vi) Field Simulation:
The FEM Multiphysics software is used to simulate the models. Simulations are

conducted similar to the measuring procedure of the EIT system. For each physi-
ological state of the lung, 16 simulations are to be carried out to account for all
current-injection positions while determining the voltages between the remaining
13 electrode pairs. Hence, voltages distributions are determined for each state of the
lung (shown in Fig. 2).

(vii) Image Reconstruction and Processing:
State-differential EIT images were reconstructed from the simulated 208 volt-

ages using the forward algorithm [17] and the boundary conditions as discussed in
Sect. 3i [60]. The reconstructed images represent the conductivity changes based on
either the breathing or the heartbeat activity. In order to quantify dorsoventral as
well as lateral shifts of the ventilation distributions resulting from different amounts
of lung collapse are studied [59].

Fig. 5 Forward versus inverse problem of electrical impedance tomography
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4 Experimental Setup

For the real time analysis, a 16 electrodes array of Ag-AgCl is developed for
imaging of the human thorax. The electrodes are circular with a diameter of about
2.5 cm. The electrodes are placed equidistantly with spacing of 3 cm. This spacing
is adjustable as per the size of the thorax of the objective (photography of these
electrodes along with their arrangements is shown in Fig. 6).

The real time data using the electrode array were obtained along a single plane of
the human thorax. A current of 10 mA, 20–200 kHz is injected across the electrodes
using adjacent current injection protocol. The boundaries are obtained manually and
are recorded and fed into FEM based Multiphysics software to generate the voltage
density plots shown in the Fig. 20. The figure shows that the reconstructed images
using forward solver of EIT of human thorax in a single plane is obtained suc-
cessfully. From the plots, approximate area coverage of the lungs as well as the
human thorax is estimated for analysis.

(i) Associated Circuitry
The proposed block diagram of the 16 electrode based EIT system is shown in

Fig. 7 alongwith its associated circuitry. It consists of a phantom under test, a
voltage control current source (VCCS) for injection of current across the boundary
of the phantom, a multiplexer for controlling the electrodes pair for injection of
current and collection of the boundary potentials and a data acquisition system to
store the data connected with a PC for its image reconstruction and analysis.

Fig. 6 Photograph of a Single Ag-AgCl electrode, b, c showing the arrangement of the 16
electrodes in the array belt and d objective wearing the belt for imaging of the thorax
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(a) EIT Instrumentation
EIT instrumentation is required to inject a constant current to the phantom

boundary and measure the boundary potentials developed at the surface electrodes.
The EIT instrumentation comprised of a constant current injector (CCI), automatic
electrode switching module (ESM), signal conditioner module (SCM) and a data
acquisition system (DAS) is used for boundary data collection. The block diagram
of each part is shown in Fig. 8.

The developed experimental set up has 16 electrodes, a constant current supply,
analog multiplexers, differential amplifiers and a data acquisition system for the
boundary voltage measurements from the electrodes paced across the phantom
under observation.

(b) Constant Current Injector (CCI)
In the present study, the constant current injector of this circuit is designed by

using IC chip XTR 111(Texas Instruments). It is a precision voltage to current
converter designed for the standard 0–20 mA to 4–20 mA and can source up to

Fig. 7 Proposed block diagram of an EIT system with associated circuitry

Fig. 8 Block diagram of the 16 electrodes based EIT system
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36 mA. The ratio between input voltage and output current is set by the single
resistance RSET. The circuit (in Fig. 9a) can also be modified for the voltage output.
The other important details of this chip are provided in the datasheet mentioned in
the references [61]. Finally we have designed a modified Howland constant current
generator which is basically a VCCS (Fig. 9b) and it is fed by the VCO. VCCS is
developed with two AD 811 ICs (Analog Devices Inc. USA) [62]. AD 811 is a high
speed wideband current feedback operational amplifier which is suitably used in
modified Howland current source with a feedback resistor [61]. A MULTISIM 12.0
based simulation study for the modified Howland circuit is also performed using
two AD811 operational. For a voltage of 1 Vp-p, 200 kHz sine wave input from a

XTR 111 

(a)

(b)

Fig. 9 Constant current
sources using a XTR 111(for
real time implementation),
b Simulation based designed
of modified Howland circuit
using operational amplifier
AD811
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signal generator VCCS provides an approximate 10.564 mA as a constant current
output.

(c) Electrode Switching Module (ESM)
Single Pole Single Throw (SPST) slide actuated DIP switch-based multiplexers

is used for electrode switching module (Fig. 10) which is operated manually for
injecting current and measuring the voltage.

The DIP switches with gold plated slide type having 50 m Ω contact resistance
and 1000 M Ω insulation resistance with a mechanical life of 2000 operation are
used (Fig. 10). Two 8-point SPST DIP switches are used to form a 16:1 multiplexer
(MUX I1) and another two 8-point SPST DIP switches from another pair of 16:1

Fig. 10 Multiplexers for
injecting current and
measuring voltages using DIP
switches a Block diagram and
b real time implemented
circuit
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multiplexer (MUX I2). For current switching operation, the input side all the inputs
of first MUX I1are shorted and connected to one terminal of the current source and
its outputs are connected to all the 16 electrodes in the phantom.

Similar, arrangements are made to connect other terminal of the current source to
the electrodes.

(d) Data Acquisition System
ARDUINO UNO board based data acquisition system is developed using USB

port [63]. ATmega 328 microcontroller within the board allows handling 6 analog
inputs and 14 digital inputs. The transmission/reception of data from the board can
be controlled by writing high level language programs within its software consol.

As the negative voltage data are not displayed, so parallel connections are made
with the four inputs coming from the differential amplifier constructed using
operational amplifier IC 741. The four inputs are then passed through current
inverter circuits and then the outputs from the inverter circuit are connected to the
four analog inputs of another ADRUINO board. The voltage data are saved in a.txt
file for further analysis. The details specifications of this board are provided in a
data sheet [63].

(e) Data Collection
The 16 Ag-AgCl electrodes are placed on phantom (thorax) equidistantly. The

different parts inside the phantom conduct differently due to their varying value of
the permittivity in presence of the applied current. Following the neighbouring
pattern current injection protocol constant current of 10 mA is applied across two
electrodes at a time (but current can also be applied through opposite, cross and
adaptive method [64]). For example, in a set of 16 electrodes the current is applied
between electrode pair 1–16 and the voltage is measured between 2–3, 3–4 and so
on (excluding source pair electrodes). Thus the first 13 readings are obtained. The
current source is then shifted to pair 1–2, 2–3…etc. and the procedure is repeated to
get the next set of 13 readings [64]. Then, the voltage difference is measured
between adjacent electrodes [64]. After taking all the voltage set readings finite
element method is used for reconstruction of images.

5 Results and Discussions

(i) Determination of Heart Activity
The amount of current through the different tissues is obviously influenced by

the position of the current-injection electrode pair. Electrode pair #5 will lead to a
greater amount of current flowing through the (right) lung, whereas injection
through electrode pair #16 maximizes the current flow in the heart and it is easily be
visualize from the plot of the ratio of the current density of heart to that of the lungs
as shown in Fig. 11.

The corresponding current density images of the FEM simulations are provided
in Fig. 12. The qualitative results for the best electrode pairs to measure the heart
activity is additionally backed up by looking at the voltage changes at the boundary.
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Especially, when using the identified optimal current-injection electrodes as
receiver electrodes (e.g., current-injection pair: #16, receive pair: #8), SNR is
maximized (here, the lung activity is regarded as “noise”).

From the Fig. 11, it is seen that depending on the position of the
current-injection electrode pair, the amount of current through heart and lung varies.
For the detection of the heart activity, electrode pairs #1, #8, #9, #15, and #16
provide the best chances for the observation.

(ii) Determination of Lung Collapse and Lung Area:
From the Fig. 13 it is seen that the different amount of collapsed lung area which

is determined by forward solver algorithm.
The voltage distribution plots as of the lungs in Fig. 13 shows that the collapse

of different layers of the lungs starting from the lowermost part.
From these figures approximate determination of the lung area can also be

estimated, which can provide an overview condition of the lungs to the physician.
(iii) Simulated and Real time studies of the designed electrode array:
We have implemented a real time 16 Ag-AgCl electrode belt for monitoring the

physiological conditions of the humans. The diameter of the electrode is 2.5 cm and
the thickness is 0.1 cm.

First, we have developed a design model of the electrode in FEM Multiphysics
based simulation platform (shown in Fig. 14). Then, we have considered two
electrodes of the same dimension and material to be placed on the two surface of a
cubical block (shown in Fig. 15). The block is assumed to be the skin of the human
body. The permittivity of the box i.e. considered human skin is taken from [65].
Then we have applied two different voltages 8 × 10−6 V and 12 × 10−6 V on two
faces of the block. The designed model is solved with 10,742 normal size triangular
meshing elements. After the successful computation of the mesh, following analysis
is performed.

It is seen from the Figs. 16 and 17 that the pickup voltages within the electrodes
remains almost constant value.
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Fig. 11 Plot of current
densities of heart and lungs
J*heart and J*lung versus the
position of the current
injection electrode pair
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Analysis of the resistive losses inside the electrode shows that there is a very
little variation of the resistive loss within the material. Thus the signal obtained
from the electrode will be of full strength value (shown in Fig. 18).

Fig. 12 Current density distribution and potential isolines plots from the FEM based simulation
study for different current-injection positions
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Fig. 13 Reconstructed differential EIT images for different amounts of collapsed lung with
forward solver algorithm

2.5 cm

Fig. 14 Photograph of the constructed Ag-AgCl electrode
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Fig. 15 Photograph of the
two electrodes placed on a
block (considered as human
skin)

Fig. 16 Photograph of the
variation of voltage on the
two electrodes if the pickup
voltages from the skin are
8 × 10−6 and 12 × 10−6 V
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In order to establish such a system, a 16 electrodes array of Ag-AgCl has been
developed for imaging of the human thorax. These electrodes are round shaped with
dimension of 2.5 cm. and are placed 3 cm apart. The total arrangement of the
electrodes and the photography of the other accessories of the system are provided
in Fig. 19. It should be noted that the spacing is adaptable with the perimeter of the
thorax under test.

The real time data using the electrode array were obtained along a single plane of
the human thorax. A current of 10 mA, 20–200 kHz is injected across the electrodes
using adjacent current injection protocol. The boundaries were obtained manually
and were recorded and fed into FEM based Multiphysics software to obtain the
voltage density plots shown in the Fig. 20. This figure shows that the reconstructed
images using forward solver of EIT of human thorax in a single plane is obtained
successfully. From the plots approximate area coverage of the lungs as well as the
human thorax is estimated for analysis.

Fig. 17 Plot of variation of
pick up voltages within the
electrodes with a voltage at
the skin surface 8 × 10−6 V
and b voltage at the skin
surface 12 × 10−6 V
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Fig. 18 Photograph showing the variation of resistive loss (W/m3) within the electrode material

Fig. 19 Photograph of a objective wearing the belt along with computer for processing the data
for imaging of the thorax
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Fig. 20 Voltage density plots of the data obtained from the real time imaging of the thorax using
adjacent protocol type current (10 mA, 20–200 kHz) injection pattern
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6 Conclusions

Lung condition of a subject under diagnosis can be imaged by conventional
radiographic, x ray computed tomography, or magnetic resonance imaging
(MRI) techniques, but there are situations where it would be desirable to have
portable means of imaging regional lung ventilation which could, if necessary
generate repeated images with time. Being inexpensive, relatively portable and
having high temporal resolution, EIT is suited for this application, but significant
challenges, off course remains.

The most viable areas of research for EIT corresponds to lung imaging as it is
most widely recognized (Barber 2005). In the past and present years the EIT have
been applied for imaging of a large numbers of medical conditions in the thoracic
region, with a varieties of techniques, algorithms and devices. The studies con-
ducted here have exclusively use circular electrode configurations, but the condi-
tions have been varied considerably. The diagnosis of human in such conditions
like pulmonary embolism (PE) (Leathard et al. 1994), emphysema (Harris et al.
1987; Eyuboglu et al. in 1995), bronchial carcinoma (Holder and Temple in 1993;
Morice et al. 1993; Shrinkarenko et al. 1997), and chronic obstructive pulmonary
disease (COPD) (Eyubouglu et al. 1995, Von Noordergraaf et al. 1998), among
others are very much important [66]. Subjects in these studies were under spon-
taneous or mechanically ventilated, depending on the study [67].

Specifically, for the patients under mechanical ventilation, pioneering work
performed by a close collaboration between clinicians and EIT experts shows the
viability of the use of EIT for establishing the best ventilator regime to be used by
the critically ill patients at the bedside. In this work, real time data using the
electrode array are obtained along a single plane of the human thorax. A current of
10 mA, 20–200 kHz are injected across the electrodes using adjacent current
injection protocol. The boundaries are obtained manually and are recorded and fed
into FEM based Multiphysics software to obtain the voltage density plots shown in
the Fig. 11, 12 and 13. The Figs. (12, 13 and 19), shows that the reconstructed
images using forward solver of EIT of human thorax in a single plane is obtained
successfully. From the plots approximate area coverage of the lungs as well as the
human thorax is estimated for analysis.

The most interested area of research for EIT lung imaging has been neonatal
lung formation, owing to the fact of non-invasiveness, radiation free are preferred in
the application. The detection of PE and COPD diseases can be estimated by
monitoring the blood volume in the thorax and is also being one intense topic for
study, as the conductivity of the blood is 6.7 mS/cm which is approximately three
times that of inter thoracic tissues. As a result, due to the pulsatile flow of the blood
through the thorax, the image quality will be a change in conductivity due to
replacement of tissue by blood (vice versa). This may be relatively large in cardiac
ventricles but may be smaller in the peripheral lung fields. When a blood clot is
present in the lung, the lung beyond the clot is not perfuse and under favourable
circumstances, this may be imaged as a gated volume image of the lung, and PE can
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be diagnose if the ventilation image of the same region shows the normal
ventilation.

Research is ongoing in this very promising field. It is hence, fitting the lung
imaging is possibly the only application of EIT to enjoy a linear reconstruction
algorithm developed from the consensus of the most EIT group in the world, which
can be modified to suit the specific applications. Moreover, a lung EIT is used as
testing ground of new reconstruction algorithm, where the efficacy of a novel
reconstruction algorithm in preserving the sharp conductivity boundaries was
proven via in vivo thoracic measurements. EIT of the lungs is obviously close to
becoming, a clinical reality.
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Activity and Anomaly Detection in Smart
Home: A Survey

U.A.B.U.A. Bakar, Hemant Ghayvat, S.F. Hasanm
and S.C. Mukhopadhyay

Abstract Activity recognition is a popular research area with a number of appli-
cations, particularly in the smart home environment. The unique features of smart
home sensors have challenged traditional data analysis methods. However, the
recognition of anomalous activities is still immature in the smart home when
compared with other domains such as computer security, manufacturing defect
detection, medical image processing, etc. This chapter reviews smart home’s dense
sensing approaches, an extensive review from sensors, data, analysis, algorithms,
prompting reminder system, to the recent development of anomaly activity
detection.

1 Introduction

Increasing demand for independent living lifestyle has motivated the research and
development of smart home’s monitoring technologies. The term “smart” in smart
home defines the ability of household to monitor occupancy’s activities and pro-
viding them necessary supports. This is to assist their daily activities, including
spotting potential unsafe activities, such as falling or reminding their forgotten
activity. The other similar names been used for the smart home are home moni-
toring, home automation, assistive living system and intelligent home. In the last
few years, most of the smart home research projects were focusing on behaviour
understanding or activity classifications from sensory reading. Recently, more
attention is given on anomaly activity detection, activity prediction, incorporating
contextual aspects including temporal, spatial and health status, concept drift,
irregular behaviour adaptive learning and online data.
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The rest of the book chapter is organized as follows: Sect. 1 initiated research
motivation, Sect. 2 described in brief about smart home’s sensors, Sect. 3 presented
sensors data’s features, Sect. 4 given the details of data analysis processes, Sect. 5
explained approaches in algorithms, Sect. 6 exhibited recent ongoing researchers
and Sect. 7 summarized the chapter with conclusion.

2 Research Motivation

The increasing trend of independent living, also by the elderly and disability
patients, the issue of world aging populations and the aggregate of people who
diagnosed with dementia have motivated the ongoing research on smart home’s
monitoring system and technologies.

It is well reported that there is an increasing trend of people who chosen to live at
home alone and independent [1–7]. The similar trend by the elderly and disability
patients whose preferences were to stay independently at home without accompa-
nying by any caregiver. This is due to the privacy concern of living with caregiver,
the high cost of hiring home nurses and issue of nurses shortage [8]. Statistics has
shown a sharp increasing figure of alone living people, by 80 % in 15 years, from
153 million in 1996 to 277 million people in 2011 [9]. It is also reported by United
Nations, Department of Economic and Social Affairs (DESA), the aging world
population is made up of increasing 10 % aged 60 + people and anticipated to be
doubled by the year 2050 [10]. Further, world widely 18 million people have been
diagnosed with dementia and the figure is expected to reach 35 million by 2050
[11]. In New Zealand, reported by the Government statistics, one-person house-
holds are estimated to be the quickest-rising household type. one person household
supposed to increase by 240,000 from 363,000 in 2006 at 23 % to 602,000 in 2031
at 29 % [12]. Euromonitor a research firm estimates that the world will add up 48 m
new alone household by 2020, a sharp increase of 20 %, as shown in Fig. 1.

However, the raising concerns are that the people who are living alone are most
likely to get depression and at the higher risk of mental and physical disorder [13–
15]. According to the news from The New Zealand Herald March 2013, a
37-year-old woman, Kirstine Hill, lay dead in her Hastings home for up to three
weeks before her death was revealed. Police got her body in the kitchen of her
semi-detached flat. A neighbour said afterward: “Like most people live here, we
keep to ourselves” [12, 16].

It is impossible to cease every unfortunate event from happening at home,
especially for independent home alone occupancies. However, prevention measures
could be early established through the home monitoring system, to forecast the
most likely unlikely activities, such as accidents and suicides, which are rare and
anomalies. Smart Home’s monitoring system has the capability to percept and
understands occupancy’s daily activities, according to the occupancy’s actions,
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movements and interactions with household’s objects. The system generates
activity patterns that are demonstrating the wellness’s status of an occupancy, and
forecasting occupancy’s future behaviours. In any foreseen ill-fated events or health
related issues detected or forecasted, such information is sent to the caregiver to
alert and prevent hazardous activities from happening [17−29].

Presently there are quite numbers of the smart home project being established
world widely. The researchers and developers are ranged from in lab-prototypes to
industrial commercials. Examples are the AHRI (Aware Home Research Initiative)
at Georgia Institute of Technology [30], CASAS (The Center for Advanced Studies
in Adaptive Systems) at Washington State University [31], AgingMo at University
of Missouri [32], PlaceLab at MIT [33] and Smart home Lab at Iowa State
University [34]. These smart home project technologies monitor occupancy’s daily
living activities, enhancing comfort and deploying heterogeneous sensors for better
percepts daily activity’s contextual aspects. Obtrusive camera sensors are included
in their project as well. Nevertheless, they are relatively few numbers of households
chosen to install and apply smart home’s monitoring system. The main reasons
have been the complexity of the requirements and installation processes, costs and
privacy obtrusiveness related issues [35−59].

In smart home’s monitoring system, sensors have played an important role in
observing and understanding occupancy’s daily activities. In the next section, smart
home’s sensors will be reviewed accordingly.

Fig. 1 Euromonitor, a research firm, forecasts that the world will add up 48 m new alone
household by 2020, a sharp increase of 20 % [178]
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3 Smart Home Sensors

A sensor is a small node and inexpensive device that reasonably use to sense
occupancy’s activity, movements or health status. These “biological measures”
from occupancy are then transformed into electrical signals, digitalized from analog
and eventually send to the end point microcontroller for data processing purposes.

A smart home is equipped with sensors to perceive, monitor and understand
occupancy’s daily activities. The sensors are equipped around the household with
uniquely identified identity (ID), together with time-stamp to indicate and record of
occupancy’s activity. The sensors are equipped in both modes, wired and wireless
and communicating with ZigBee and WiFi protocols. The sensors equipped in a
smart home are ranged from the camera, microphone, body-worn sensors, tem-
perature sensors, pressure sensors and motion detectors. These sensors could
broadly categorized into two groups, obtrusive type visual sensing [60] and
none-obtrusive type dense sensing [61]. The latter approach is popular than the
former, due to the reason as the name implied, the occurrence of such sensing
devices do not intrude user’s privacy and could be attached to any household object
without the burden to remind the user to wear and carry them everywhere. The PIR
sensors, motion detectors, door/window entry point sensors, electric usage power
sensors and pressure sensors are an example of nonintrusive sensors. And as
opposing to these, body worn sensors [62], cameras and microphones [63] are
examples of obtrusive sensors. These none-obtrusive type dense sensing paradigm
is practically cheap, reliable, readily available and could be deployed in large
quantities [64, 65−92].

The device installation process is fairly easy that could be done by the by the
informal caregiver or even by occupancy themselves. The sensors are scattered in
such a manner so that system get every essential value from every corner of the
ambient environment which is applicable to wellness determination of an individual
who stays there. Figures 2, 3 and 4 show the sensor units placement to the smart
home, these sensing units transmit their data through RF module XBee series-2
end-device to XBee Coordinator connected (XBee coordinator connected to laptop
through USB connection) to home gateway server laptop. The data from local
MySQL server is raw data, from this raw data information is extracted through
software. The software is designed according to the individual requirement of data
extraction. The Visual Studio C# graphical user interface is designed to upload raw
data to MySQL server. From local server that data will be analysed and uploaded to
the website with the help of internet [93–96].

All these raw sensing data received by local home gateway server is analysed via
data mining and machine learning algorithms to generate the wellness information
and pattern. In the succeeding, section will review the sensory reading’s data, the
features and characteristics (Fig. 5).
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Fig. 2 PIR sensor placed at front door [179]

Fig. 3 Intelligent building—smart power management and WSN [93]
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4 Sensory Data

The smart home generated sensory reading’s data is naturally noisy, in large volume
and multidimensional, temporal ordered, ununiformed and in unending sequence.
These unique features have challenged the traditional data analysis methods as far
as impossible to process these data manually. The unlikely situation might come

Fig. 4 Wireless sensors network based physiological parameters measurement [94]

Fig. 5 Local home gateway server [96]
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about when the sensor reading is imprecise and failed, these could cause the gen-
erated data to be noisy, redundant and the having missing values. The ununiformed
and unending sensory data is also needed to be handled on the fly as the streaming
data. The temporal ordered sensory data isn’t really in time series form. While the
time series data has uniformed time intervals, the smart home generated sensory
reading data appeared to be in ununiformed time interval. As the sensors are being
activated contextually random when the occupancy is carrying out their
non-deterministic daily activities. These have caused the start time and end time of
each sensor’s activation to be anonymous and uncertain in values. The Fig. 6 below
shows an example of sensory reading generated data taken from CASAS dataset
[31] with several features such as date, time, sensor ID, sensor status and activity
label. Nonetheless, the raw data provided by the sensory readings are often useless
and require further analysis.

5 Data Analysis

Occupancy activity is complex and goal-oriented. The activity could be as simple as
the single goal of sequential collection events, and could be as complex as multiple
goal non-sequential collection of events. Concurrent and Interleaved activities are in
the category of complex activity. The example in concurrent activities, a professor in
his activity of attending a lecture theatre would passed by the printer room to print
lecture notes. Here, the two goals in an activity are attending lecture theatre and print
lecture notes. An example of interleaved activity is, when the phone is ringing while
a person is cooking in the kitchen. The person has to “pause” her cooking activity
and pick the phone calls, and then “resume” the cooking activity [97].

Fig. 6 Example of multidimensional sensory data with features of date, time, and sensor’s
location based ID and annotated activity label gathered by CASAS dataset [31]
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Due to the temporal-ordered nature of sensory data, activity classification
problem possessed the same challenge of Sequence Classification problem (SC).
Sequence Classification (SC) technique is mature in many domains such as ana-
lysing genomic data (e.g. to understand function of different genes and proteins),
time series data (e.g. gesture and motion recognition) and text data (e.g. for
information retrieval). There are basically three general types sequence classifica-
tion strategies: (1) Feature-Based (e.g. k-gram, pattern-based feature selection),
(2) Sequence Distance-Based (e.g. using “distance function” to measure similarity
between sequence together with existing classification techniques, KNN, SVM) and
(3) Model-Based (e.g. Naïve Bayes, Markov Model, HMM). However, to extract
feature from sequential data is non-trivial, because basically there are no explicit
features in the sequential data and difficult to transform sequence into a set of the
feature even by using many available feature selection methods. Further, in
sequence classification, it is desirable to predict the sequence of the label (e.g. using
HMM and CRF) than the single class label (e.g. using Naïve Bayes) [98].

Sensory data is analysed at two levels, lower sensory level and higher activity
level [99]. The former lower level analysis is to extract (classify) activities from
sensory readings and the later higher level analysis is to analysed the extracted
activity labels for further decision-making processes. In low level analysis,
depending on the availability of data instance (annotated data), supervised learning
is used to learn the model of the data instance, well known as activity recognition
(AR) process and unsupervised learning is used to discover activity labels without
the presence of data instance, popularly known as activity discovery (AD) process.
Once activity labels are known, at higher level analysis, these activity labels are
reused for further analysed for potential hazardous activities (anomaly) detection or
as prompting reminder system.

i. Low-level sensory data analysis
Occupancy’s activities are not directly observed, only observation from sensors,

to understand occupancy’s daily activities, observations made by low-level sensory
data is needed to be classified as activities. However, beforehand of getting into the
classification process, the raw data gathered from low-level sensors is required to go
through several data analysis phases such as pre-processing, segmentation and
feature extraction. Referring to the Fig. 7 below, the data gathered from acquisition
phase is sent to pre-processing phase for filtering noises, redundancies and missing
values. Subsequently, as the data is arriving in unending ununiformed temporal
ordered, the segmentation phase is applied to divide and conquer the whole arriving
dataset. An example of segmentation technique is fixed length sliding window.
Several data segmentation strategies were compared in [100]. Each segmented data’s
size is still large, and multidimensional (contains many attributes). Moreover, it is
infeasible to classify the whole dataset into activities, as this would slow down the
classification process. Successively, feature extraction [101] phase is implemented to
reduce the data dimensionality through selecting only significant data dimension
(attribute) for the later classification phase. The PCA (Principle Component
Analysis) is an example of feature extraction method that selecting only higher
correlated features from a particular dataset. Alternatively, data characterization
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(e.g. clustering) could be a potential a strategy to reduce data dimensionality, as data
with similar characteristic are group together before taken into the classification
process. In complement to this, the data representation is also a key strategy for
organizing data effectively before getting into activity classification process, and
several data representation strategies were compared in [102]. Eventually,
pre-processed, segmented and feature extracted data is sent to the classification
phase [103−115].

Classification phase is the process of understanding occupancy’s activity from
sensory generated data. It encompasses (1) activity recognition (AR) process and
(2) activity pattern discovery (AD) process [116, 117]. All the previously
pre-processed, segmented and feature extracted data is presented and given to the
classifier (learning system) in the form of “token”, as an abstraction of sensor
properties. Ranges of techniques could be used for activity classification, these
including statistics, data mining, machine learning, ontologies, information theory
andmore. In machine learning paradigm, activity classification is developing amodel
by a training set of extracted features instances. During the testing phase, the unseen
instances (from time window) is used to evaluate the built model [101].

Occupancy activity is complex and goal-oriented. The activity could be as
simple as the single goal of sequential collection events, and could be as complex as

Fig. 7 Low-level data analysis process [180]
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multiple goal non-sequential collection of events. Concurrent and Interleaved
activities are in the category of complex activity. The example in concurrent
activities, a professor in his activity of attending a lecture theatre would passed by
the printer room to print lecture notes. Here, the two goals in an activity are
attending lecture theatre and print lecture notes. An example of interleaved activity
is, when the phone is ringing while a person is cooking in the kitchen. The person
has to “pause” her cooking activity and pick the phone calls, and then “resume” the
cooking activity [97].

Depending on the availability of data instance, as a sample (annotations), activity
classification (modelling) could be divided into supervised activity recognition
(AR) and unsupervised activity discovery (AD).

a. Activity Recognition (AR)
Activity recognition (AR) is the process of mapping predefined activity classes

to the sensory reading generated data [117]; it is a Supervised Learning approach.
The main purpose of classification is to identify occupancy activities in the
household from temporal-ordered motion sensors. The algorithm could range from
Decision Tree (DT), Neural Network (NN), Instance-Based learner (IB), Support
Vector Machine (SVM). The algorithm differ in how the classifier handles the data,
either the class labels have discrete or continuous values, whether there is any error
or missing values in the data, how much data is available for training and how to
represent the classifier output [118].

b. Activity Discovery (AD)
Activity Discovery (AD) [117, 118] is the data analysis process of discovering

knowledge or desired data pattern by finding the frequency of data co-occurrence in
generated sensory reading. It is an Unsupervised Learning approach. An example is
association rule mining (ARM) analysis. If there are strong correlations between the
co-occurrence of data (multiple attributes data), then these data could be represented
in IF-THEN rules. Activity Discovery (AD) possessed the challenge of sequence
mining or searching frequent sequence from temporal ordered sensory data. An
example of sequence mining is the Episode Discovery (ED) Algorithm [119] and
Greedy Search by [117]. Episodic discovery [119] moves a predefined size of the
window across sensory data to collect potentially interested sequences. Later, MDL
(Minimum Description Length principle) is applied to evaluated the sequences (or
episodes) based on their frequency of occurrence, length or periodicity. Greedy
Search [117] is used to find a potential sequence (i.e. sensor’s events) that best
compressed the input dataset (remove redundancy). The searching strategy is by
searching the sequence ordered by length, due to the reason given that the size of
the potential sequence is exponential the size of input data.

ii. Higher level activity data analysis
The eventuality output of low-level data analysis is occupancy’s activities or

labels, such as sleeping, eating, showering, entering or leaving home. These dif-
ferent activity labels could be further analyse from high-level context, for more
information about occupancy’s model of lifestyle (living habit). Particularly in
analysing occupancy’s anomaly activities and prompting useful information to the
caregiver. Occupancy’s anomaly activities are unsafe activities such falling,
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suffering a stroke or unconscious at home. A prompting system could use this
observation to prompt alert to the next of keen or a remote caregiver for further
assistance. Also, a prompting could be used as a reminder system [120−125].

a. Anomaly detection
Besides behaviour modelling, detecting behaviour changes (anomaly detection)

is another crucial and challenging task. Anomaly detection is the process of
detecting behavioural “changes” of occupancy’s usual lifestyle pattern, and the
concern has been unusual data is very rarely seen to be modelled as abnormal
behaviour for classification. And this has possessed the challenge of 1-class clas-
sification problem rather than the traditional 2-class (binary) classification problem.
The detecting of changes could involve the changes in different contextual aspects,
such as spatial (location), temporal (time and duration), time’s order, activity’s
order, health’s status and more. In essence, behaviour detection is the challenge of
modelling occupancy’s behaviour from sensory data and anomaly detection is the
challenge of how to detect changes of usual behaviour that also possessed the
challenge (creativity) of behaviour modelling technique that could to effectively
capture usual lifestyle’s pattern (attributes) for changes (anomaly) detection.

There are basically two ways to detect behavioural changes, Profiling and
Discriminating. Profiling is modelling normal behaviour and considering any
incoming new input that doesn’t match this model (the deviation) as an anomaly.
Discriminating is learning anomaly data from historical data and searching for a
similar pattern from incoming new input data to consider anomaly. Profiling
strategy is more realistic as anomaly data is rarely seen (scarcity) in real life, to
provide learning sample instances for the classifier [126].

Anomaly detection is still at infancy in smart home and much more mature in
other domains such as intrusion detection, fraud detection, medical, industrial
defect detection, image processing, text data and more. Ranges of machine learning
techniques been used for anomaly detection, such as classification (neural network,
Bayesian, SVM, rule based), nearest neighbour (density based), clustering, statis-
tical (parametric: Gaussian, Regression, non-parametric: Histogram, Kernel func-
tion), information theory, spectral and more. In smart home domain, the detection
of changes (anomaly) been majorly used for elderly’s safety alert and assistive
technology for cognitive impairment such as dementia patients [127].

There are basically three ways to decide for anomaly data. (1) Point anomaly,
(2) Contextual anomaly and (3) Collective anomaly. First, point anomaly is the
simplest and most popular approach to decide anomaly through a predefined
threshold value. Whenever an incoming data instance is exceeding the normal
data’s threshold value, then it is an anomaly. Example, a money transaction that
beyond the limit of normal range expenditure. Second, the contextual anomaly is
making a decision based on the contextual aspect (e.g. temporal and spatial) of the
data. Example, a money transaction of $1000 for shopping is normal in the context
of seasonal celebration but otherwise if it happened on the weekly basis context.
Third, collective anomaly, the data instance would only be an anomaly in a col-
lection but may not be anomaly by individually themselves. Example sequence of
actions from user’s activity in the computer: [buffer-overflow, ssh, ftp]. These
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actions would not be anomaly individually, but otherwise when the actions are
existing together in a form of sequence collections, and is representing web-based
attack of copying file to remote destination via FTP protocol. The output of
anomaly detection is either in a score unit (threshold’s numerical value) or a label as
a categorical unit, e.g. normal or abnormal [127].

b. Prompting System
Further, the eventual of activity labels from classification’s output and spotted

anomalous activities could be integrated and reuse with the decision-making pro-
cess to build a complete system for prompting or a reminder. A prompting system is
a systematic system taken input from classified activity labels, look for differences
between expected and observed activities and reasons about “whether”, “how” and
“when” to prompt reminder to the caregiver (OT–Occupational therapists, medical
staff, neighbours or family). Also could be prompting information to the occupancy
themselves, to assist their daily livings. An example, the authors [128] have inte-
grated activity classification and decision making with artificial intelligence for
prompting system.

The Markov decision process (MDP) and (POMDP) models are two most
successive models been used in data-driven approaches for prompting system.
Example MDP is used in [129] for scheduling and [130, 131] for task assistance for
daily activities. POMDP is used in [132] together with integrated high-level
knowledge from the psychological analysis.

In knowledge-driven approaches, ontologies been mainly used conceptually
representing (model) sensors, temporal-spatial contexts, activity labels for different
purpose such as data integration, interoperation, sharing, context management and
decision making support [133–134].

Besides activity labels, domain knowledge plays an important role as an input to
a prompting system. Example in automated health monitoring system, Patel et al.
[135] system estimating Parkinson’s disease patient symptom’s severity by auto-
mating the health assessment process, through comparing perception from accel-
erometer sensor with assessment criteria provided by domain expert for activity
profiling [61]. More works on prompting system are [136–137].

iii. Other challenges: Adaptive, Trend and Concept Drift
Besides low level and high level data analysis, due to non-deterministic and of

occupancy’s activities, to understand accurately occupancy’s activities has pos-
sessed the next challenged of adaptability of activity modelling technique to the
irregularity of occupancy’s behaviours pattern. E.g. an occupancy may wake up late
in the morning or cleaning the household at a different time than the regular habit.
The failing of adapting may result in system prompting false warning alarm for
anomaly activities. Example works are [138, 139].

Another advantage of having temporally ordered criteria in sensory data are that
the temporal component could be used for analysing trend. Trend is a kind pattern
that tells the “concept drift” [140, 141] of the data, indicating how the data changes
over time: either steadily increasing, decreasing, cyclic or remain fairly stable.
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At present, data analysis works have given most attention toward “health
monitoring” and “activity recognition” and less attention has been given to activity
prediction and online data processing (data stream) [142]. Figure 8 shows an
example of web-based smart home monitoring system [93].

The subsequent section will review the algorithms used for data analysis.

6 Algorithms for Data Analysis

Anomaly data analysis is the process of finding a pattern that do not conform to the
existing normal activities patterns or is referring to detecting of changes in occu-
pancy’s activity’s routine. The main approaches to detect anomaly are classification
based, clustering based and statistical based. Mainly researches been done were on
inactive periods of time [143], falls [144] and identifying a disease [145–146].

Fig. 8 Online smart home monitoring website [93]
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Traditional activity classification (modelling) techniques could also detect
anomaly activities. The anomaly activity is identified as a new activity that deviate
from norm (or known as outlier). And the techniques could range from rule-based
reasoning [147–152], probabilistic model [150], data mining [151, 152], sensor
network based decision support [153] and video-based monitoring [154].
Nonetheless, such approach is limited of detecting an only “ongoing” event,
without the capability of detecting future anomalies ahead (predicting future event).
In due course, a health monitoring system fails to detect a sudden attack of sickness
and only notify a doctor when the disease is attained her mature state [155].

Anomaly detection based on clustering approach could generally be categorized
into three method. (1) Group Cluster, (2) Near Cluster Centroid and (3) Small/Sparse
Cluster. In the first approach Group Cluster, normal data (profile) belong to the
group cluster, and any clusters that do not fit into this group cluster is treated as
anomaly. This approach has the advantage of could be implemented by any clus-
tering algorithm. The second approach Near Cluster Centroid is similar to the Group
Cluster approach, with an extra computation of “score” to determine the “distance”
between normal (profile) group and anomaly group. The third approach
Small/Sparse Cluster used “cluster’s size” and “threshold value” are used to deter-
mine anomaly. A cluster group is an anomaly when the cluster size is below the
determined threshold value [102].

Modelling occupancy’s daily lifestyle (activity modelling/activity recognition)
approaches could generally be classified into two main categories based on the
sensor type (data input). The first is Visual Sensing paradigm, exploiting computer
vision techniques; example is pattern recognition. The second is Sensor Network
that take advantage of unobtrusive sensors that could attach to either to the actor
(wearable sensors) or to the environment (dense sensing).

Dense sensing paradigm has gained the most attention by smart home projects
due to the reason that it is unobtrusive, easy to install, low power and low cost.
Dense sensing paradigm could further be categorized into two main divisions,
data-driven and knowledge-driven.

A data-driven approach is the method of modelling occupant behaviour directly
from the gathered raw data through observation sensors. The generative way of
data-driven approach build a complete description of the sensory input data through
statistical probabilistic distribution and discriminative tactic of data-driven
approach mapping input (data) to output (activity labelling process). Although
these approaches found to be effective in dealing with noise and uncertainty of
sensory data, however, the disadvantages has been data scarcity (or cold start
problem) due to the requirement of training large datasets and the difficulties of
applying this method on individual occupant basis. Also, the drawback of the
generative probabilistic method has been a static model and subjective to the
configuration.

Logical formalism method has been the alternative to overcome the cold start
problem. Example are event calculus, lattice theory and ontology modelling.
“Activity model” being created in this way doesn’t require a large amount of
observation data and training process. Nonetheless, the drawback has been logical
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formalism method is not suitable to deal with noisy and uncertain sensory data
gathered from smart home. Alternatively fuzzy logic approach was used.

Table 1 presents the main types of anomaly detection techniques and Table 2
represents the traditional activity classification approaches that also been used as
anomaly detection.

Table 1 General categorical of anomaly detection techniques

Algorithm Pros Cons Reference

Classification
(Supervised)

• Could measure model’s
accuracy through confusion
matrix

• Needs data instance for
training
• Human’ biased problem
in labelling data

[143]

[181]

Clustering based
(Unsupervised)

• Do not need data instance as a
sample

• Performance depends on
the assumption about data
distribution
• Not optimized for
anomaly detection [146]

[182]

[183]

Statistical based
(Unsupervised)

• Do not need data instance as a
sample

• Performance depends on
the assumption about data
distribution
• Not optimized for
anomaly detection [146]

[184]

[185]

Table 2 Traditional activity classification (modelling) approaches [60]

Knowledge-driven approach (KDA) Data-driven
approaches
(DDA)

Mining-based Logic-based Ontology-bbased Generative Discriminative

Model type HMM, DBN,
SVM, CRF,
NN

Logical formula,
e.g. plans, lattices,
event trees

HMM, DBN,
SVM, CRF, NN

Naïve Bayes,
HMM, LDS,
DBNs

NN, SVM,
CRF, Decision
Tree

Modelling
mechanism

Information
retrieval and
analysis

Formal knowledge
modelling

(un)supervised
learning from
datasets

(un)supervised
learning from
datasets

(un)supervised
learning from
datasets

Activity
recognition
method

Generative or
discriminative
methods

Logical inference
e.g. deduction,
induction

Generative or
discriminative
methods

Probabilistic
classification

(un)supervised
learning from
datasets

Advantages No “Cold
Start” problem,
using multiple
data sources.

No, “Cold Start”
problem, clear
semantics on
modelling and
inference

Shared terms,
interoperability
and reusability

Modelling
uncertainty,
temporal
information

Modelling
uncertainty,
temporal
information,
Heuristics

Disadvantages The same
problem as
DDA

Weak in handling
uncertainty and
scalability

The same
problem as DDA

“Cold start”
problem, lack
of reusability
and scalability

“Cold start”
problem, Lack
of reusability
and scalability
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7 Recent and Ongoing Method on Anomaly Detection

There are ranges of techniques been used for anomaly detection, these include
statistical: Histogram, GMM, probabilistic: HMM, Machine Learning: Feed for-
ward, Recurrent Neural Network, Fuzzy System, Support Vector Machine (SVM),
One Class Support Vector Machine (OCSVM), Support Vector Data Description
(SVDD), Data mining: clustering, association rules, FCM clustering, K-means,
agglomerative hierarchical clustering [102].

There were various approaches in the past to detect anomaly activities of
occupancy in the smart home domain. The techniques could range from how
activities are extracted from sensory data, how to model normal data (profiling)
when anomaly activity samples are rarely seen from historical data and how to
capture activity’s duration. Most of the authors claimed that occupancy’s activities
follow some “regular pattern” that could be learned from probabilistic models.
Cardinaux et al. (2008) [126] proposed individual profiling strategy with Gaussian
Mixture Model (GMM) to form normal data. This approach is better than previ-
ously Histogram techniques [156–158] due to the reason that GMM could captured
attribute’s dependency. Example: When capturing both attributes of time and
duration, an activity of watching TV at 8 am (time) for 5 h (duration) could be an
anomaly. Behaviours were extracted by the author from the sensors through
Rule-Based algorithm, e.g., <time-in, time-out, duration>. Some authors claimed
that Hidden Markov Model is the best suit noisy domain for smart home. Instead of
using GMM, Monekosso et al. (2009) [159] employed HMM as general profiling
strategy by inputting clusters of “daily activity routines” into the model. They
claimed that their way of unsupervised activity extraction strategy was better than
traditional supervised method. Mori et al. (2007) [160] chosen to detail the indi-
vidual profiling strategy by profiling each activity’s frequency of occurrence (how
much the activity label occurred at a certain time) through probabilistic density
model. SDLE and SDEM algorithm used by outlier detection engine SmartSifter
were used here for this purpose and activities were extracted through HMM and
Segmentation, in which later the alpha values were group into k-means clusters to
form labels. Nevertheless, their approaches were judged by several authors for the
incapacity of accurately measure anomaly behaviour because same activities have
different activity’s duration. Example, a collection of temporal ordered sensor
events: “door”, “fridge”, “sink”, “bench”, “fridge”, “door” may represent
the activity of preparing cereal. However, same event collection may represent the
activity of making toast if take into considering the activity’s duration. Because the
duration of making toast is longer than preparing cereal. Kang et al. (2010) [161]
had clarified that H-HMM (Hierarchical Hidden Markov Model) is better than any
traditional flat—HMM when considering the aspect of capturing activity’s duration.
The authors assumed that sub-activities in the lower hierarchical level should last
shorter than the coverage top main-activities (overlapping time zone), because the
main activity is formed by the combination of sub-activities. However, Chung and
Liu (2008) [162] went further into considering the contextual aspect of hierarchical
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structure through HC-HMM (Hierarchical Context - HMM), and employed three
HMM (λSC, λBR, λTR) at different contextual later to reason activities. The authors
considering three contextual aspects of spatial, temporal and their novel work on
activity context. D-HMM is used to capture activity duration. Duong et al.
(2005) [163] uniquely develop their own duration model with discrete Coxian
distribution and claimed that their technique is better in computation time and
generalization of error in comparing to any classical method by explicitly modelling
the duration, which used “multinomial distribution” and required large number of
parameters for learning (training and classification). Luhr et al. (2004) claimed that
classical way of using HMM as prediction model to detect anomaly activity have
failed to detect similar activity sequences. Especially when the activity duration is
lesser than or greater than the normally observed duration. Hung et al. (2010) [164]
combined the advantages of HMM in handling sequential data and discriminative
model of SVM to detect anomaly activities.

Forkan et al. [155] had pointed two disadvantages of traditional anomaly
detection system. First, the incapacity of predicting future trends (anomaly ahead)
that causing the failure of detecting disease’s sudden attack and the second, the
incorporating of single context for decision making had caused high false alarm
rate. Patient’s sickness could not attained during the mature state and the obser-
vation of diseases e.g. diabetes must incorporating others context besides the sugar
level. Consequently, the authors have developed an “integrated system” by using
HMM and Fuzzy Logic to detect “multiple contextual activities” and “predict” the
outcome by combining all the information. In monitoring daily routine, the authors
have used Gaussian Mixture Model and incorporating health status as context by
correlating the status with daily activities. The system could detect anomalies in
activity, location, routine (collective anomaly) and changes of health status changes
respectively. The eventual result is analysed again by sending the result to the
Fuzzy Rule model for final prediction. The authors used two approaches for
detecting anomalies, depending on the availability of anomaly data instance as a
sample for training. The first approach, the 1-class HMM is employed when
anomaly data instance is unavailable, and the whole data set is used as normal data
(Profile). A threshold value is defined to decide normal- anomaly boundary. During
the testing phase, the log joins probability “log P(O | λ)” is used as an evaluation
measure, by comparing this value with a predefined threshold value to alert
anomaly. The second approach, both normal and anomaly data instances are used to
model two hidden states HMM (2-HMM). During the testing phase, Viterbi algo-
rithm [165] is used to find the best hidden state configuration that represent the
“predicted” two hidden states, to define which activities are anomaly from the
incoming, unseen testing data set.

Wong et al. [166] hypothesized that the best way to capture profile data is to
define the most likely and most frequent place, i.e. region occupancy that the
occupant could be there for particular his/her activity and the most frequent visited
place to detect occupant’s motion, i.e. Concurrency hotspot. The behavioural model
is captured based on the histogram of 30 min chunk per day (24 h), producing a
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total of 48 histograms per day. The anomaly (behavioural changes) is detected
based on the changes of daily histogram through Euclidean distance.

Ordonez et al. [167] used Bayesian Statistic to model the distribution of the next
features and estimated three probabilistic features: the sensor activation likelihood
(SAL), sensor sequence likelihood (SSL) and sensor event-duration likelihood
(SDL) in wireless sensor network domain. Anomaly is detected based on the
changes of health status context.

Novaik et al. [168] simply used Self-Organizing Map (SOM) to cluster and
modeling activities. After the training process, any activities that deviate (not fit-
ting) from this cluster group is considered as anomalous.

Song et al. [169] claimed that main challenging aspect to detect anomaly
activities from sequential data (i.e. temporal ordered) is that the anomaly data
instance is scarce, from that have caused the data distribution to be in “1-class”
distribution naturally. The “1-class” distribution machine learning, is the technique
of using training data collected from only 1-class distribution and to predict whether
the given unseen new data sample is drawn from the same distribution. The second
challenge is that the difficulties of capturing the “dependency structure” in the
sequential data [170]. As a solution, the authors have proposed 1-class
Classification with Support Vector Machine (SVM) and at the same time captur-
ing the dependency structure of the data with CRF (Conditional Random Field).
1-class SVM is done by making the solution space of 1-class data distribution as
tight as possible.

Novaik et al. [99] applied Self-Organizing Map (SOM) as unsupervised clas-
sification approach to model activities and Markov Model to predict next potential
activity. Changes in daily activity patterns are detected as anomalies, and could
broadly categorized into three types: anomalies due to long periods of inactivity,
lacking activity and the unusual presence of activity.

Khan et al. [171] had proposed three distinct approaches of Hidden Markov
Model (HMM) to detect unusual temporal events from the sensor network. The first
two approaches used log-likelihood threshold to detect the deviation of anomaly
events from normal when the first approach modelled separately each event with
HMM and the second approach modelled the whole dataset with 1-class HMM. The
third approach modelled the normal events with 1-class HMM and build anomaly
event model through approximation by varying the covariance of the observation
anomaly events. Anomaly detection is conducted during the testing phase.

Aztiria et al. [172] developed a system that could identify possible “shift” of
profile data. A “shift” or known as “concept drift” is the change detected, when
comparing occupancy’s new activities with the recorded frequent activities repre-
sented from the profile data. The modification steps required to turn the frequent
activity to newly observed activity were used as a measurement metric to decide
whether the newly observed activity is to be classified as anomaly.

Hoque and Stankovic [173] have asserted the reasons of false alarm (false
positive) in anomaly detection was caused by (1) the ignoring of correlation

208 U.A.B.U.A. Bakar et al.



(dependency) between activity and day [174] to better understand the trend of
change and (2) the lack of “semantic rule” to filter false positive through defining
logical deviations of regular activities. The authors considered both threshold based
point anomaly and collective based anomaly detection. They reasoned that each
independent activity instance would not be sufficient for anomaly classification
without considering the same instances that existed in different days. They defined
features for activity instances in different days, combine them and develop a profile
model for normal activates. Any deviation from these profile models is to be
considered as anomaly activities. Features are the relative order of activities or
causal relationship. E.g. Drinking is happened before/after/during Eating. The
authors have also included social and healthy norms that defined by an expert as the
contextual aspect of anomaly detection. Example doesn’t brush teeth in a day and
doesn’t wash hands before and after a meal is against the social and healthy norms.
Also, the system is capable of getting feedback from occupancy and experts to
define new semantic rules.

Alam et al. [175] had argued the limitation of Allen’s temporal logic, which
could relate event’s duration (e.g. the duration of event A is larger/smaller/equal to
event B) but without the capability of relating event duration’s explicit numerical
value. They had proposed temporal prediction algorithm based on Gaussian dis-
tribution and claimed that had successfully validate the previous authors’
assumption about event duration could be modelled in Gaussian distribution. They
predicting an event interval’s duration through approximating user’s activity’s
ending time (duration) from Gaussian distribution’s mean and standard deviation
values: (μ + 2σ).

Shin et al. [138] build 1-class SVDD (Support Vector Data Descriptor) [176]
that inspired by SVM (Support Vector Machine). They used PIR (Passive
Infra-Red) sensors to track the “mobility” of 9 elderly occupants. Tracking the
“changes” in motion sensors by measuring: (1) how many times (the percentage)
the motion sensors were triggered and (2) how often (the frequency) an occupancy
is moving between two sensors. The authors build 24 SVDD for 24 h tracking per
day.

However, Wong et al. [166] pointed that this system would often generate a false
alarm for anomaly detection due to the reason that occupancy’s activity pattern is
irregular. Such as waking up late in the morning or performing usual activities
during different times in the day.

Weisenberg et al. [177] detects anomaly pure from sensory level data, from
sensor’s timestamp and interval of inactivity. The system doesn’t know anything
about occupant’s activities e.g. Sleeping, Cooking, enter Home, etc. Table 3
represents the different algorithms applicable for anomaly detection in a smart
home.
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Table 3 Algorithms used for anomaly detection

Algorithm Pros Cons References

Histogram • Could know the frequency
of occurrence
• Could know the location
(where) frequently data
occurred

• Capturing independent data
• Independent data assumption
• Could not capture data
dependency structure
• Could not relating two data
attributes

[156–158,
186]

Gaussian
mixture
model

• Could relate two data
attributes for activity
classification (modelling)

• Reducing the matching times
and eventually improve the
detection efficiency

[126]

Hidden
Markov
model

• Simple
• Handling sequential data.
An efficient model for
learning sequential data
• Having temporal
dependency structure [187,
188]
• A statistical model that is
handling noisy data

• The generative model that is
having “Cold start” problem
• Need a full description of the
big data
• Requiring lots of trainings
• Not fully capturing
dependency structure of the data:
a conditionally independent
assumption
• Supervised Learning. Requires
human intervention that may
cause label biased problem

[155, 162,
163, 189]

Conditional
random field

• The discriminative model
that have no “Cold start”
problem
• Could capture long range
dependency data structure
• A statistical model that is
handling noisy data

• Expensive training cost when
capturing long-range
dependency data structure. Also
a “Cold start” problem
• Supervised Learning. Requires
human intervention that may
cause label biased problem
• Requiring 1-class CRF for
anomaly detection when
anomaly data instance is rare or
unavailable

[169, 190]

Artificial
neural
network

• Being able to add new rules,
by “adapting” its hidden layer
to hold new information
• One of the best approach for
the typical problem of neural
network

• Could adapt new rules through
hidden layer but could not
incorporate user for adding new
rules
• Complex network architecture
• Human unable to read and
understand the logic and rules
lays inside the neuron’s complex
structure
• Feed-Forward Neural Network
(FNN) doesn’t capture data
dependency structure

[191–192]

Support
vector
machine

• SVMs provide a good
out-of-sample generalization
data linearly separable

• Requiring 1-class SVM for
anomaly detection when
anomaly data instance is rare or
unavailable

[138, 193,
194]

(continued)
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8 Conclusion

This survey has shown the greatest contribution of dense sensing paradigm mon-
itoring system. Insight into the details of the architecture of dense sensing paradigm
monitoring system. Including state-of-the-art works on sensors, data extraction, low
and high-level analysis of algorithms and the strategies of detecting anomalies.
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Real-Time Monitoring of Meat Drying
Process Using Electromagnetic Wave
Sensors

Magomed Muradov, Jeff Cullen and Alex Mason

Abstract There are currently limited options for the meat producers for monitoring
the water content of their products as they are processed or cured. Most existing
methodologies are destructive, or require the use of probes which touch or penetrate
the meat and lead to issues of contamination and damage. Thus, the aim of this
investigation is to use an electromagnetic (EM) wave sensor to monitor the meat
drying process and determine its suitability as a non-destructive and non-contact
technique. The sensor has been modelled using High Frequency Structure
Simulation Software (HFSS) and then constructed. Experimental work was con-
ducted involving measurement of meat weight and EM signature (namely the S11
parameter in the frequency range 1–6 GHz) over a period of approximately 1 week,
with measurements recorded every hour. The change in EM signature and weight
loss has been analysed and correlations drawn from the resultant data. The results
demonstrate a strong relationship between the S11 measurement and weight loss of
the meat sample (R2 = 0.8973), and it is proposed that this could be used as the
basis for future industrial application for measuring meat products during drying
processes, such as those used in curing.

Keywords Dry-curing � Electromagnetic wave � Non-invasive � Sensor �
Real-time meat analysis

1 Introduction

Products of certified high quality are increasingly sought by both consumers and
manufacturers [1]. Products in the meat industry are no exception to this rule [2, 3],
although it is a challenging task since the product exhibits considerable variability
as a result of the natural raw material [4]. Meat curing is the process by which food
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products are preserved and flavoured, typically through the addition of salts,
nitrates, nitrites or sugars and perhaps in combination with other cooking or
smoking processes. In some countries, such products have lost favour due to
widespread use of mechanical refrigeration systems which means that fresh meat
produce can be readily purchased in local stores and supermarkets, and indeed very
few people can remember a time before refrigeration or when salt was regularly
used to preserve meat [5].

However, across much of Europe (e.g. Spain, France and Germany) cured meat
products have retained a place in the consumer market, and so the industry is
interested to find ways of improving the process. Despite curing being used as early
as 1300 BC in China, there are few techniques for monitoring the curing process
with producers typically relying upon “rule of thumb” methods or crude mea-
surements such as product weight or solidity. While fresh meat products have
benefitted from the advent of sensor systems, with near-infrared and x-ray based
techniques being the most prevalent for applications such as meat composition
monitoring,1 sorting2 and foreign object detection (i.e. detection of metal, plastic
and bone shards), these technologies have made little impact on monitoring of
cured meat production. Thus there is heavy reliance upon the experience of key
workers within the industry which leads to problems of consistency if the instincts
or opinions of those workers vary [6].

Electromagnetic (EM) sensors, namely those which operate at radio or micro-
wave frequencies, are widely used in a variety of industrial sectors. Examples
include, civil engineering materials analysis [7], timber imaging [8], chemical
processing [9–11] and medicine [12–15]. However, there has yet to be a significant
impact of these sensors in the food industry, with the majority of such technology
there being centred on cooking or sterilisation. However, the authors have dem-
onstrated the first potentially non-invasive solution for measurement of water
holding capacity [16] and water activity [17] in meat products based on EM wave
sensors operating at microwave frequencies, and so there is the belief that further
benefits could be brought to the cured meat industry; this belief is supported by
other authors in the field [18]. The particular benefit of the technology is its
non-invasive nature, which, in contrast with current techniques, holds the potential
to eliminate fears over instrumentation contributing to food contamination which
has disastrous consequences for consumers and suppliers. Thus the purpose of this
study is to demonstrate the potential for EM wave sensors in monitoring cured meat
products.

1The “Spektron” device launched recently by Prediktor (http://www.prediktor.no/) is a good
example of an online system designed for this function.
2Tomra (http://www.tomra.com/) have the “ODENBERG QVision 500” sensor system for online
monitoring and sorting of meat products on the basis of bulk fat content.
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2 Meat Curing

Meat curing is the application of salt, colour fixing ingredients, and seasoning in
order to impart unique properties to the end product [19]. Some techniques involve
adding sugar, nitrite, nitrate and sometimes phosphates and ascorbates to meats for
preservation, colour development, and flavour enhancement [20]. The functions of
the most popular ingredients used in curing are as follows.

Salt:

• Provides a characteristic flavour to impart a cured meat taste.
• Acts as a preservative through growth inhibition and destruction of

microorganisms.
• Enhances the transport of other cure ingredients throughout the muscle by

osmotic movement of salt itself.
• Dehydrates meat tissue to reduce bacterial growth.

Sugar:

• Provides a characteristic flavour to impart a cured meat taste.
• Counteracts the harshness of salt.
• Provides an energy source for microorganisms which convert nitrate to nitrite

during a long term cure.
• Provides a surface colour characteristic of aged ham if caramelized sugar is

used.

Nitrates and nitrites:

• Contribute to the characteristic cured flavour.
• Contribute the characteristic reddish-pink colour of cured meat.
• Prevent growth of a food poisoning microorganism known as Clostridium

botulinum which can occur in foods that require heat processing.
• Retard the development of oxidative rancidity and rancid taste.
• Prevent warmed-over flavour in reheated products.

Curing materials may be in either dry or liquid form. They will be applied either
to the surface of meat or into it by some injection method. The oldest method of
curing is dry cure in which the curing ingredients are rubbed on the surface of the
meat. The dry sugar cure method can be used under wider temperature variations
and will have less spoilage problems under unfavourable curing conditions [19].
A simple and time-tested dry-curing formula for pork (i.e. ham) based products
requires the following ingredients:

• 8 lbs salt
• 3 lbs sugar
• 2 oz. sodium nitrate
• 1/2 oz. sodium nitrite
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The length of curing is typically seven days per inch of thickness. For instance, if
a ham joint weighs 12–14 lbs and measures 5 inches at its thickest point, then it
should be cured for 35 days. A two-inch thick belly should cure in 14 days. Another
important consideration is to be sure the cure is rubbed into the aitch bone joint and
hock end of the ham to avoid bone sour. The temperature range should be high
enough for the meat to cure properly and dry, but low enough so harmful bacteria
and mould doesn’t grow. Ideal temperatures for dry-curing are between 10–15 °C
[19]. Examples of cured meat products during production are illustrated in Fig. 1.

3 Planar Electromagnetic Wave Sensor

For the purposes of this work a patch type EM wave sensor is utilised; it’s simple
and well understood design allows for accurate prediction of sensor performance
based up on preliminary models created using Ansys HFSS electromagnetic wave
simulation software. The physical model is illustrated in Fig. 2.

The sensor consists of 4 key parts; (1) active radiating element, (2) ground plane,
(3) substrate and (4) the feed. The dimensions of the sensor illustrated in Fig. 2
allow the sensor to resonate at approximately 2 GHz when not in contact with any
material. The radiating element and ground plane are copper based conductors,
while the substrate material is FR4 with dielectric constant of 4.4 and loss tangent

Fig. 1 Traditional ham curing process in Spain
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of 0.021. The modelled return loss was in good agreement with the physical
measurement, as indicated in Fig. 3.

The sensor model, depicted in Figs. 2a and 4(a), includes a cylindrical dielectric
material which represents a water volume in this work. As this volume was
increased, the sensor was parametrically modelled to understand the relationship
between the return loss and water volume. As expected, the sensor response
changes with the increasing water volume, likely as a result of the changing
dielectric constant (Ɛr) directly above the radiating element; it is on this basis that
the sensor was selected for use in monitoring meat during the curing process.

Generally speaking, sensors of this nature offer a good number of benefits,
including being low profile, conformable to planar and non-planar surfaces, simple
and cheap to fabricate using modern printed-circuit technology, mechanically
robust when mounted on rigid surfaces and very flexible in terms of resonant
frequency, polarisation, pattern, and impedance [21]. Furthermore, such sensors

Fig. 2 a Model of patch type electromagnetic wave sensor, designed to operate at approx. 2 GHz
and b the constructed sensor
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Fig. 3 Demonstrating the modelled and measured sensor return loss through modelling in
Ansys HFSS and real-world measurement respectively

Fig. 4 a Model of sensor with variable water volume and b parametric analysis result with
correlation between sensor return loss and water volume (R2 = 0.657)
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provide good depth of penetration (>100 mm) a relatively low power (<1 mW),
which is important given that rapid drying of meat products occurs on surfaces
exposed to the atmosphere.

4 Experimental Setup

Pork loin steaks were acquired from a local supermarket, and stored at 5 °C. Rather
than salting the meat at this stage, it was the intention to let the meat dry naturally to
determine the sensor response in the unsalted condition.

The meat samples were cut into approximately 70 × 50 × 15 mm pieces and
placed on top of a bespoke water run-off system, designed for rapid removal drips
from the meat which would otherwise skew weight measurements. Such issues
would not exist with products during real production as invariably they are hung to
dry. The meat was situated on top of a set of digital scales so that weight of the
sample could be continuously recorded during the drying process. This arrangement
was placed within a refrigerator which was set to approx. 5 °C, ±2 °C. Temperature
was monitored throughout the experimental procedure.

To promote air circulation and water loss, a fan was fixed inside the fridge. The
fan was connected to power supply via a relay (see Fig. 5) which is used to switch
off the fan while the measurements are taken. The purpose of this is to avoid
incorrect weight measurements as the scale is sensitive to small changes in air
pressure. The scale was zeroed once the sensor and water runoff system were fixed
to it, and before placing the meat sample.

Once the meat was in place, the sensor (described in Sect. 3) was positioned on
top of the sample and fixed in place. A conformal polypropylene based spray
coating was applied to the sensor (both radiating and ground planes) to eliminate
issues with corrosion which could cause damage to both the meat sample and the
sensor.

Fig. 5 a Experimental setup inside the refrigerator, showing the water run-off system, digital
scales, meat sample, sensor and fan system used to promote rapid drying and reduce water residue;
b the relay system for controlling fan via LabView
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The sensor was connected to a Vector Network Analyser (VNA, model Rohde
and Schwarz ZVL13), which in turn was connected to a desktop computer running
a bespoke LabView interface (see Fig. 6) for continuous capture of S-Parameters
(namely S11). Two identical systems were utilised in order to facilitate multiple
measurements and repetitions of the experimental work, which was conducted over
a period of 28 days.

Measurement from the patch sensor was provided by using the S11-parameter
from the VNA since the sensor is single port structure. Data acquisition (i.e. S11,
temperature and weight) took place once per hour over a period of 6.5 days; at this
point typically the loin samples have lost >40 % of their original weight through
shedding of loosely bound and immobilised water, and the experiment may be
halted. Weight and S11 measurement were then correlated to determine the rela-
tionship between weight loss of the meat and change in EM signature from the
sensor.

5 Results

Figure 7 shows the S11 measurements, i.e. S11 of sample of pork loin steak. The
measurements shown in this figure were taken every hour (i.e. 24 times per day)
over a period of 6.5 days. Measurements of the weight loss of the sample also were

Fig. 6 LabView interface utilised for continuous automated measurements over the experimental
period
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taken at the same time during the week, with Fig. 8 illustrating the typical loss
experienced.

It can be seen in Fig. 7 that there is a noticeable change in EM signature. The
change is thought to be caused by the decreasing amount of water in the meat

Fig. 7 Readings from the electromagnetic wave sensor; measurements were taken once per hour
in the frequency range 1–6 GHz, but for clarity data from 1 to 3 GHz is presented, with
measurements from 12 h intervals over a 6.5 day period

Fig. 8 Typical weight loss of loin samples over a 7 day period. In this time frame, water lost from
the meat, which is inferred via weight loss, tends to follow a linear model very closely, as
demonstrated here with R2 = 0.9903
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sample, which would have a significant impact on its dielectric properties. The
change which occurs is present quite broadly within the measured spectra, partic-
ularly due to the broadband nature of the sensor used. The largest change in sensor
output is experience at approximately 3 GHz, although the smaller changes that
occur in the 1–2 GHz region are highly repeatable. This is advantageous as it gives
a great deal of choice in designing relevant electronics to replace the VNA should a
commercialisation route be taken at some later stage.

Figure 8 shows that the sample weight loss in our experimental environment can
typically be represented by a linear model; the model used here results in R2 > 0.99
demonstrating a good fit. Experience shows that a linear model does not fit well if
the experimental work is conducted for longer than a 7 day period; after this the rate
of water loss slows dramatically and an exponential model provides a better fit, an
example of which is shown in Fig. 9.

Figure 10 shows a comparison between weight and S11 at 1.5 GHz. The results
are normalised to give a percentage change based on the range of values yielded
during the experiment to enable a reasonable direct comparison. It is notable that
the change in S11 parameter is non-linear, and the largest change in sensor output
occurs in the early stages of the experiment. This is also demonstrated through the
raw data output illustrated in Fig. 7.

Despite the non-linear response of the sensor, it is possible to correlate the
change in sensor output to the loss of weight experienced, as proven in Fig. 11, and
a linear fitting model yields R2 = 0.8973. While this does indicate some potential

Fig. 9 Typical weight loss of loin samples over a 28 day period. In this extended time period, the
loss of weight is best modelled exponentially as demonstrated here with R2 = 0.9986)
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for error or inaccuracy from the sensor, it is certainly a good step in demonstrating
the capability of electromagnetic wave sensors at the low GHz frequencies for
monitoring the moisture content of curing meat.

Fig. 10 Comparison with weight and measured S11 at 1.5 GHz

Fig. 11 Correlation of weight loss and S11 at 1.5 GHz, with R2 = 0.8973
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6 Conclusion

The purpose of this work was to demonstrate the capability of electromagnetic
wave sensors operating at low GHz frequencies for monitoring the meat curing
process. Through a methodology, developed in partnership with experts from the
Norwegian food industry, this work has taken a valuable first step in demonstrating
the capability of the sensor technology. In particular, the results demonstrate a clear
correlation (R2 = 0.8973) between the weight lost by meat samples, with weight lost
being equated to water loss, and the S11 output of the sensor utilised.

The ability of this sensor system to monitor the water content of cured meat
could have huge implications for the meat industry, who currently lack appropriate
tools for inspection of products in situ during the processing stages. While there
have been significant improvements over recent years with the introduction of x-ray
scanners, near-infrared and optical systems, they currently do not provide the
opportunity for continuous monitoring of water content, perhaps due to cost, safety
or practicality. Alternative testing methods tend to be destructive, either through the
use of invasive probes, which pose a contamination risk, or the sampling of meat
for short time-based studies. Since the water content of meat has impact on the
saleable value in addition to is quality and shelf-life, the availability of tools to
monitor water content, and perhaps more importantly, the loss of water, is certainly
desirable.

While this is an issue that is present across the meat industry (i.e. not only the
cured meat sector), the reliance on “rule of thumb” or processing techniques passed
on through family generations precludes advancement which could improve the
sustainability of cured meat production. In particular it is suggested by some in the
industry that significant savings in time and energy could be made through knowing
at which stage in the curing process a product is. Given that the curing process
could well be taking place over days, weeks or even months, knowing whether a
product is ready earlier than expected allows it to be shipped for sale and the
precious temperature and humidity controlled environments can be utilised effec-
tively for new product. Such information could be derived from knowing the
product water content.

There is still considerable work to be conducted in this area, particularly to prove
the technology in a real-world scenario. Working with partners in Norway and
Spain, the authors plan to do just that and test the technology on a range of meat
products, particularly lamb and pork. Given the success so far at relatively low GHz
frequencies, the outlook for the future is optimistic as the electronics to generate
EM waves at these frequencies is abundant. This means that the technology could
be made portable and be presented in a number of different forms for instantaneous
and continuous monitoring purposes across the industrial and research domains.
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An Improved Fusion Algorithm
For Estimating Speed From Smartphone’s
Ins/Gps Sensors

Arijit Chowdhury, Avik Ghose, Tapas Chakravarty
and P. Balamuralidhar

Abstract In recent times, number of researchers have investigated vehicle tracking
applications by fusing the measurements done by accelerometers (as part of Inertial
Navigation System-INS) and Global Positioning System (GPS). Since smartphones
contain both the set of sensors, there exists a high degree of interest in utilizing
personal phones for such tracking applications. However, mobile phone sensors
have limitations in measurement accuracy and reliability. Usually, sudden changes
in vehicle speed are not always captured well by GPS. Accelerometers, on the other
hand, suffer from multiple noise sources. In this chapter, we investigate the noise
performance of a few smartphone based accelerometers. Then, we apply the said
noise analysis for improving the estimation of the speed of moving vehicle, as
captured by GPS. A number of experiments were carried out to capture the vehi-
cle’s position and speed from OBD2 (On Board Diagnosis V2), GPS as well as
3-axes accelerometer. We also demonstrate a method by which the phone’s ori-
entation is compensated for while calculating speed from the measured acceleration.
Further, a new method of INS/GPS fusion is proposed which enhances the accuracy
of speed estimation. It is envisaged that with increasing estimation accuracy, the
application of multi-sensor fusion in autonomous vehicles will be greatly enhanced.

Keywords GPS � Allan variance � OBD2 � Speed correction � Accelerometer � SCA

A. Chowdhury � A. Ghose � T. Chakravarty (&)
TCS Innovation Labs, Tata Consultancy Services, Kolkata, India
e-mail: tapas.ieee@gmail.com

A. Chowdhury
e-mail: arijit.chowdhury2@tcs.com

A. Ghose
e-mail: avik.ghose@tcs.com

P. Balamuralidhar
TCS Innovation Labs, Tata Consultancy Services, Bangalore, India
e-mail: balamurali.p@tcs.com

© Springer International Publishing Switzerland 2016
S.C. Mukhopadhyay (ed.), Next Generation Sensors and Systems,
Smart Sensors, Measurement and Instrumentation 16,
DOI 10.1007/978-3-319-21671-3_11

235



1 Introduction

A vehicle navigational framework that combines GPS and INS measurements is
gaining much importance and has become an important field of study. The per-
formance of low cost GPS receiver together with low cost INS (or alternatively,
inertial measurement unit -IMU) is therefore very important from navigational
perspective [1, 2]. Detailed performance analyses of such sensors are likely to throw
up new approaches that will greatly enhance the estimation accuracy in futuristic
vehicles including the autonomous ones. Different sensors have different pros and
cons. Also as mentioned by Gupta [2], for different conditions of use, the sensor
measurement accuracy varies. Therefore in order to achieve precision, we need to
“experimentally validate the estimates against high accuracy vehicle state estima-
tors” [2]. However, GPS systems can fail in a few common locations (namely urban
canyons, actual canyons, or forested road areas) due to non-availability of satellite
signal or due to multi-path errors [2]. For such cases, one can fuse accelerometer
measurements with GPS to derive accuracy.

Personally owned Smartphones are becoming the most popular choice in
deploying sensors like accelerometers and gyroscopes, not just for the purpose of
navigation but also for the purpose of introducing ‘driving style’ related applica-
tions. If personal phones can be utilized for accurate speed estimation, new solu-
tions can be introduced to serve the consumers better. Also, such data can be used
as the basis for sending feedback signals directed towards vehicle control and
guidance [3]. Accelerometers are generally used to identify aggressiveness in
driving [4, 5]. On the other hand, smartphones have an added advantage in being
able to process the captured data and transmit them over communication network
[6]. Two recent works on similar lines are related to the smartphone based sensing
for identifying aggressive driving behaviour [7, 8]. Keeping the above stated
synergy in mind, we decided to carry out extensive experiments using smartphones
and data logging tools for the purpose of investigating the accuracy and reliability
of vehicle speed estimation, in a moving vehicle. It is believed that significantly
improved speed estimation accuracy under varying conditions, particularly for
congested city drive, will make autonomous vehicles more reliable.

In this paper, we propose an approach to mitigate the issue of estimating the true
speed of a moving vehicle, using primarily smartphone accelerometers. It is known
that the accelerometers suffer from multiple noise effects. The noise level and the
type may vary from phone to phone. In order to test the variability, authors have
used Allan Variance method [9, 10] to estimate and compensate for the noise
present in accelerometers. Authors compare different smartphone models in terms
of the noise performance of their integrated accelerometers. After suitable com-
pensation, the measured acceleration values are integrated to obtain the speed of the
moving vehicle. These speed values are fused with GPS speed measurements to
obtain robust overall speed estimation. Generally, Kalman filter is a popular choice
for such sensor fusion. Kalman filter implementation is done for measurement i.e.
pseudo-range and Doppler [2]. Kalman filter applications on measured data require
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robust model and works towards correcting speed in real-time. Here GPS plays a
major role [2], as GPS measured speed “corrects the inertial estimate periodically”.
Apart from Kalman, Monte Carlo based statistical filtering is also used in vehicle
tracking and navigation application [11]. Such filtering is also known as particle
filtering method. They are also used for vehicle trajectory generation [12]. Some
available solutions use Sequential Importance Resampling (SIS) which assumes
state dynamics and measurement functions to be known [13].

In this paper, we present a novel data driven approach that is computationally
efficient and uses less resources. The purpose of this method (named Slope Check
Algorithm -SCA) is to fuse GPS and accelerometer data appropriately so that the
accuracy of speed estimation is greatly improved. Towards such objective, the GPS
based speed measurements, at every ‘n’ sec interval, are used to correct the speed
estimation obtained from acceleration measurements (at higher sampling rate).
A new empirical fusion method of forward and backward speed estimation is
proposed. It is seen that the proposed approach significantly improves the speed
estimation. For comparison purposes, we have utilized the OBD2 based speed
measurement (denoted by vOBD) as the true measure of the vehicle speed.

2 Motivation

Rapid progress in sensor technology has made it possible to deploy both INS and
GPS receivers in modern day cars. GPS is primarily used for navigational purposes;
thus in most cases, 1–5 s sampling interval for GPS data is deemed adequate. Also
recreational (mobile phone based) and professional GPS units have different pur-
poses and different levels of accuracy [14]. Low cost GPS loses accuracy if sam-
pling rate is above 1 Hz.

A GPS measurement provides both the position and the speed of car, together
with an accuracy measure (usually called Horizontal Accuracy). Such speed mea-
surements can also be used for assessing the driving skills of the driver. But those
applications usually require speed measurements at higher sampling rate. Thus, if
acceleration (at higher resolution) can be fused with sparse measurement of GPS
speed, it will enable a wide range of applications to be deployed in GPS-INS
system; implemented through a distributed server-client application. As modern day
smartphones include both INS and GPS and can communicate with a remote server,
hence they can be used as internet connected sensors [6]. In this work, we primarily
deal with acceleration-GPS fusion to obtain speed at higher resolution. Towards
achieving that goal, noise analysis on smartphone based accelerometer is done.
Then a fusion algorithm is proposed which reduces the effects of noisy measure-
ments present in acceleration data and gives output speed at higher rate.
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3 Accelerometer Noise Analysis

In this section, the different types of noise errors impacting an accelerometer
measurement are investigated. An important concern regarding the noise effect is
that they impact the speed evaluation vide the integration process. Thus it is
important to know the difference in noise level and type of noise present in different
smartphones. This will enable us to judge compatibility and accuracy across dif-
ferent smartphones.

A. Constant bias
The offset of the output value from the true value is called bias of an acceler-

ometer (in m/s2). A constant bias error of ε, when integrated to get speed, causes an
error which grows proportionally with time. The total error in speed estimation is e
(t) = 0.5.ε.t, where t is the time of integration [10].

B. White Noise/Velocity Random Walk
Accelerometer output generally contains some amount of white noise. Integration

of the white noise produces a random walk with variance proportional to √t. Hence,
white noise creates a velocity random walk [10]. This is measured in m/s/√s.

C. Rate Ramp
This is a deterministic error. Slow monotonic change of output over time is Rate

Ramp. It can be described as: w(t) = R.t, where R is the slope of the ramp. This
creates a line of slope +1 in Allan Deviation (AD) plot [9, 10]. R is the value of
Allan Deviation at time = √2.

Other errors are briefly summarized in Table 1 [10].

Table 1 Summary of different errors

Error type Description Effect on speed

Bias Constant bias ε in present in accelerometer’s
output signal

A linearly growing speed error

Temperature
effects

Temperature dependent residual
bias

Any residual bias causes an error
in speed which
grows linearly with time

Calibration Deterministic errors in scale factors,
alignments

Speed changes proportional to
the time rate and
duration of acceleration

Bias
instability

Bias fluctuations, which can be modelled as
a bias random walk

A second-order random walk in
speed

White noise White noise with standard
deviation (σ)

A first-order random walk
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4 Allan Deviation Results for Different Phones

In this section we present the results on Allan Variance method applied to different
phones. These phones have different accelerometer makes; in addition, they may be
embedded differently in each smartphone. Thus, the Allan Variance method is
applied on different phones to measure their noise characteristics.

Allan Variance is a time domain signal analysis technique that can be used on
any signal to determine the character of noise in the system. Allan Variance is
measured as a function of averaging time.

Hence Allan Variance calculation gives [t,AD(t)] pair where t = averaging time.
AD(t) is the value of Allan deviation = √Allan variance. The technique to calculate
AD is given in [9, 10] and for the sake of completion, we reproduce it, as below.

1. Divide a sequence of data it into sequence of length t. There must be enough data
for at least 10 such sequences. Hence it is good practice to log data for a long time.
This will enable user to detect different type of noise (if present) in signal.

2. The data in each bin is averaged to obtain a series of averages (a(t)1, a(t)2, …, a
(t)n), where n is the number of bins.

3. The Allan Variance is then calculated using Eq. (1)

AVARðtÞ ¼ 1
2 � ðn� 1Þ

X
i

ða(t)iþ1 - a(t)iÞ2 ð1Þ

Allan Deviation, denoted by AD(t) is given in (2)

ADðtÞ ¼ rðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
AVAR(t)

p
ð2Þ

Then [t, AD(t)] pair is plotted in a log-log plot for identifying different noises. In the
log-log scale plot, the different slope sections identify different types of noise which are
orthogonal in nature. The process identification is followed by computing the numerical
parameters directly from the AD plot [9, 10]. A typical plot of Allan deviation shows
different errors in different sections of ‘t’. The slope of the line indicates type of noise
and parameters of different noise can be computed from theAD curve.Value of different
noise parameters can be calculated easily from the curve. Table 2 of reference [10] gives
comprehensive steps to calculate different error terms (Fig. 1).

The error modelling, discussed as above, is now tested on different smartphones
(iphone5, google nexus, LG nexus S and Samsung galaxy note 2). Results and plot for
these 4 types of smartphones are presented in Figs. 2, 3, 4 and 5 and Table 2 and 3
respectively.

Table 2 White noise
variance for different phones

Accelerometers x axis y axis z axis

Google nexus 0.019 0.018 0.02

Iphone 5 0.0029 0.0031 0.003

Lg nexus 0.002 0.0018 0.0031

Note 2 0.0016 0.0017 0.0025
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The analysis of the Samsung Google Nexus AD plot (as shown in Fig. 1) dis-
plays the presence of white noise for all three axes and additionally a bias instability
for X axis. The value of white noise variance is the value at t = 1 on the approx-
imate line with slope −1/2. Clearly for x, y, z axis the value of σ at t = 1 are 0.019,
0.018, 0.02 respectively. Hence, these are the standard deviation of white noises for
the given axis. The values of different types of error coefficient can be calculated as
indicated in Table 2. Only for the X axis, the Allan deviation curve shows a flat
portion from t = 7 to 25 s. Hence bias instability for X axis
BX = 0.0065/0.664 = 0.0098.

Fig. 1 Allan deviation plot for Samsung Google Nexus for all 3 axes

Fig. 2 Allan deviation plot for Samsung Galaxy Note 2

240 A. Chowdhury et al.



Fig. 3 Allan deviation plot for iPhone 5

Fig. 4 Allan deviation plot for LG Nexus
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For Samsung Note 2, the Allan deviation plot is shown in Fig. 2. Bias instability
(portion with slope = 0 in time zone 7—10 s.) is present in the X axis only with
value Bx = 0.0006/0.664 = 0.0009, which is 10 times smaller than Samsung Google
Nexus (refer Fig. 2). Thus, it is seen that the accelerometer performance in Samsung
Note 2 is better than Samsung Google Nexus phone. Similar comparisons can be
made from Allan deviation plots to obtain noise characteristics and determine
different noise coefficients (as listed in Table 3 and 4).

Allan deviation plot for iPhone 5 is given in Fig. 3. The plot shows the presence
of white noise and bias instability (flat region in the AD curve) on each the axis.
The curve of Z-axial accelerometer in iphone plot (Fig. 3) indicates a correlated
noise and/or sinusoidal noise in time interval 10–36 s. All the noise parameters
found with method described in this note using Table 2 are summarized in Table 3.

AD curve for LG Nexus in Fig. 4 shows presence of white noise for all 3 axes, bias
instability for X axis only. Presence of Rate Ramp is observed only in case of LG
nexus (Fig. 4) for Z axis in the region t = 5−40 s. (slope of AD curve in Fig. 4 is +1)
and measurement for this noise can be measured by fitting a straight line through the
slope and reading value at t ¼ ffiffiffi

2
p

. Hence for that Rate ramp RZ ¼ rð ffiffiffi
2

p Þ ¼
0:0004. White noise parameters for LG nexus are summarized in Table 3.

Now from the presented AD figures the white noise parameter m/s/
ffiffi
s

pð Þ of these
4 phones are given in Table 2.

In Table 3 bias instability (in m/s2) for different phones is consolidated.

Fig. 5 Experimental set-up displaying Bluetooth OBDII device and Tab as data logger

Table 3 Bias instability for different phones

Accelerometers x axis y axis z axis

Google nexus 0.0098 NA NA

Iphone 5 0.0012 0.0012 0.0018

Lg nexus 0.0012 NA NA

Note 2 0.0009 NA NA

242 A. Chowdhury et al.



5 Experimental Setup and Speed Calculations

Our work is based on experiment conducted over 2 months. As experimental set-up
Samsung Galaxy Note 2 and Kiwi Bluetooth OBD2 device is used. Entire setup is
presented on Fig. 5. Kiwi Bluetooth connects through the on board diagnostic port
(OBD2/CAN) in cars [15]. The data is logged using Torque Pro Android App
which is used to log the OBD2 speed along with GPS measurements [16]. In this
case, the OBD2 based speed of vehicle is collected at 1 Hz sampling rate and the
accelerations are also logged using the smartphone at 1 Hz sampling rate. The
experimental setup is activated when vehicle starts moving.

Data collection is done in Kolkata, India. For data collection phone is kept at
constant position although this may not be possible in real life scenario. Thus the
need for orientation correction for acceleration is needed. This setup is used for
ongoing works related to GPS speed and accuracy also [17]. To validate our
approach, we logged GPS data at different rates and then fused with acceleration
data to obtain speed at acceleration sampling rate (i.e. 1 Hz). These fused speeds are
then compared with OBD speed. OBD speed is taken as true speed of the vehicle.
Accuracy of fused speed is measured by its deviation from true OBD speed. Data
are collected in csv format. A sample data is given in Table 4.

In the given sample, GPS is collected at 1 Hz rate. For the experimental purpose,
GPS sampling rate can be configured at less than 1 Hz. (for e.g. 1 sample every t
seconds t = 2, 3, 4…). Our algorithm fuses accelerometer data at FsA Hz to GPS
speed at FsGPS Hz to obtain fused speed output at FsA Hz. In the context of this
paper FsA = 1. The phone (shown in Fig. 5) is harnessed in a fixed orientation, yet

Table 4 Sample data from experimental setup

GPS time GPS
speed
(m/s)

Horizontal
dilution of
precision

G(x) G(y) G(z) Speed
(OBD) (km/h)

Fri Mar 21
09:45:15
GMT + 05:30
2014

1.68 12 0.995988 −2.43251 11.79863 11

Fri Mar 21
09:45:16
GMT + 05:30
2014

2.28 8 0.287304 −0.14365 8.255207 12

Fri Mar 21
09:45:17
GMT + 05:30
2014

2.59 12 −0.99599 −2.48039 11.18571 15

Fri Mar 21
09:45:18
GMT + 05:30
2014

2.74 12 0.986411 −0.43096 10.92714 17
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there is a small tilt of the axes of measurement. Moreover, car vibrations continue to
affect the phone and hence it is necessary to measure and intermittently compensate
for this tilt. The orientation measurement and correction scheme is discussed in
Sect. 5.1.

5.1 Orientation Correction Calculations

The accelerations reported by the phone sensors are provided in phone coordinate
system and they need to be rotated to vehicular coordinate system before further
analysis [18, 19]. Hence, the phone orientation needs to be derived. However, the
phone inertial sensors are noisy and an accurate stable value of orientation is not
derived directly from them [20]. Hence, some corrective measures need to be
applied. It is known that the directional component of the GPS measurement or the
bearing is quite accurate. Similarly, while using accelerometers, the gravity vector
can give accurate direction of the normal reaction force. If ‘GPS bearing’ and
‘gravity’ are orthogonal, they can be combined to provide the vehicle coordinate
system where the positive ‘Y’ axis is given by the direction of vehicle movement
and the positive ‘Z’ is given by the normal reaction on the vehicle. This is depicted
in Fig. 6.

To achieve this rotation, a quaternion rotation matrix is created using the above
mentioned axes and the accelerometer space upgraded to homogeneous coordinate
system [x, y, z, 1], is multiplied to the same to achieve the rotation. However due to
sensor noise, the rotation matrix itself becomes noisy, making the measurements

Fig. 6 Vehicle coordinate
system
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unstable. To achieve stability in the system the orientation values need to be cor-
rected. We have used the balance filter [21] to correct orientation. Additionally, a
smoothing algorithm is developed—based on sub-sampling followed by low-pass
filtering to achieve smoother results for trajectories as shown in results section. The
orientation experiment was conducted by keeping the phone static in a fixed known
azimuth angle for 10 min and studying the values obtained from the filter. The
phone used for experimentation was a LG Nexus 5. The second experiment
involved a ‘Z’ like trajectory with two 90° turns.

For orientation related experiment described as above, it is seen that after
applying the balance filter the orientation values converge to the ground-truth value
of orientation in a specified amount of time. Further smoothing can be done by
applying a low-pass filter to remove the high-frequency jitter. This is shown in
Fig. 7.

The mean and standard deviation of original and filtered output is shown in
Table 5.

Further, in Fig. 8, we show a trajectory which forms a Z, and show how our
algorithm is able to smooth out the orientation values.

The stability achieved in orientation deduction using the balance filter implies
that further processing on the same can be applied and the solution may be used for
a better GPS-INS fusion by using the accelerometer data only along the vehicle
major axis for velocity estimate. Using this technique, the tilt in the phone was
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Fig. 7 Orientation values after applying our algorithm (in red)

Table 5 Mean and standard
deviation of original and
filtered signal

Signal type Mean Standard deviation

Original 64.68 10.80

Balanced filter output 64.04 11.31

Our algorithm 67.89 6.04

An Improved Fusion Algorithm For Estimating Speed … 245



identified on a second-by-second basis. It was seen that the tilt of the phone with
respect to Z axis ranges from 5.8° to 6.2°.

5.2 Speed Calculations

For the above mentioned experimental setup, we define,
n = 1/FsGPS, delay between 2 consecutive GPS data in seconds
N = n. FsA No of speeds calculated from accelerometer and GPS data

From GPS we speed values: v1, vN+1, and so on. Then using the GPS and
accelerometer fusion algorithm, we calculate v1, v2, …, vN+1 that is we compute
speeds at finer resolution (1/FsA seconds apart). The speed computation is described
as below.

For purpose of analysis, we consider that the overall trip is segmented where the
jth segment corresponds to the journey between two consecutive GPS speed
measurements, v(j−1)N+1 and vjN+1 . Then the speed is calculated by application of
Eq. 1.

vðt2Þ ¼ vðt1Þ þ
Zt2
t1

aðtÞ:dt ð1Þ

Where a(t) denotes acceleration at time t, v(t1) is the initial speed.
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Fig. 8 Orientation value after applying our algorithm
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For forward speed correction, we use the initial speed value as v(j−1)N+1 and
continue to compute the speeds at subsequent time samples using the measured
acceleration at that time sample.

Thus, we calculate v2, v3,…,vN. These are forward speed (F speed) as shown in
Eq. 2.

v̂ððj� 1ÞN þ iÞ ¼ v̂ððj� 1ÞN þ i� 1Þ þ
Zðj�1ÞNþi

ðj�1ÞNþi�1

a:ðtÞdt ð2Þ

Now time reversal is applied whereby the initial speed considered is vjN+1 and
intermittent speed values are computed backwards in time, as shown in Eq. 3.

v̂ðN � iÞ ¼ v̂ðN � iþ 1Þ �
ZN�iþ1

N�i

a:ðtÞdt ð3Þ

Using Eq. (3) we calculate v̂2; v̂3; . . .; v̂N, called backward speed (B speed).
Throughout this paper vi denotes F speed and v̂i denotes B speed.

Once these basic calculations are done for a segment, the proposed SCA is
applied to obtain a major improvement in speed estimation as compared to the one
illustrated in [22].

5.3 Slope check algorithm (SCA)

For each segment, we have two GPS speed measurements at n (sec) intervals; hence
we can calculate speed change in kmph/s as slope

Sj ¼ ðvðj�1ÞNþ 1 � vjNþ1Þ�n
Thus for each segment we calculate the slope value in kmph/s. These are then

categorized as follows.

Case I: If Sj > 4 kmph/s—categorized as increasing
Case II: If Sj < −4 kmph/s—categorized as decreasing
Case III: Else – categorized as average

Hence for any segment there are 3 possibility categories: Increasing (denoted by
I), Decreasing (denoted by D) and Average (denoted by A). For a given segment we
categorize the slope of that segment as well as the previous segment. Now in speed
correction flow occurs as follows:
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For 1st segment we choose CaseDefault. 

For j-th segment (j>1) 
 If (slopej-1= I AND (Sj-1= A OR Sj-1= D)) : 
  Choose caseMax.  
If (slopej-1= D AND (Sj-1= A OR Sj-1= I)) : 
 Choose caseMin.  
Else  
  Choose CaseDefault. 
The Slope Check Algorithm flowchart is given in Fig. 9.
The three conditions namely CaseMax, CaseMin and CaseDefault are described

in detail in 5.3.a−c.

5.3.1 CaseDefault

In default mode we take weighted average of the F speed and B speed (which are
calculated using Eqs. 2 and 3) to infer speed estimate FB speed (referred as
Forward-Backward speed) of the vehicle. In default mode, let vi denotes F speed, v̂i
denotes B speed for the ith estimate (in a segment). Then the ith speed estimate
(denoted by �vi) is calculated using Eq. 4.

�vi ¼ ðN � iþ 1Þvi þ ði� 1Þv̂i
N

; 1� i�Nþ 1 ð4Þ

Fig. 9 Slope check algorithm
flow chart
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For each segment, these weights are dependent on N. Table 6 illustrates example
of weights for N = 10.

At the time instance when GPS reading (time instance 1, 11 in Table 7) is done,
the output speed is same as the measured GPS speed. The intermittent values are
inferred based on slope check algorithm Default Case as shown in Table 6.

5.3.2 CaseMax

Output FB speed (i.e. ith speed) estimate is given by Eq. 5

�vi ¼ maxfvi; v̂ig; 1\i\Nþ 1 ð5Þ

Table 6 Sample data from experimental setup

Time instance in a segment Weight for F speed Weight for B speed

1 1 0

2 0.9 0.1

3 0.8 0.2

4 0.7 0.3

5 0.6 0.4

6 0.5 0.5

7 0.4 0.6

8 0.3 0.7

9 0.2 0.8

10 0.1 0.9

11 0 1

Table 7 Experimental results comparing SCA with default result (FsA = 1)

Algorithm used r.m.s. error
(m/s)

Maximum absolute error
(m/s)

SCA (for N = 5, FsA = 1) 0.79 4.91

Simple averaging (N = 5) 1.03 6.27

SCA (for N = 8) 1.15 6.57

Simple averaging (N = 8) 1.59 8.02

SCA (for N = 10) 1.39 8.45

Simple averaging (N = 10) 1.90 10.03
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5.3.3 CaseMin

Output FB speed (i.e. ith speed) estimate is given by Eq. 6

�vi ¼ minfvi; v̂ig; 1\i\Nþ 1 ð6Þ

The implementation can be configured to use different values of N. For our
purpose N = 5 was used. The experimental results are given in Sect. 6. Analysis of
obtained speed is compared to OBD speed of the car in order to determine accuracy
of the speed estimation.

6 Experimental Results

Once the data is collected, the acceleration measurements are compensated for
orientation and noise corrections. Subsequently SCA is applied on the compensated
acceleration data to estimate the speed. In our previous work [22] the estimation
method offers reasonably good accuracy. But that approach relies on simple
averaging of F speed and B speed. Now SCA is applied to improve the estimation
further. As reference, we reproduce the result (Fig. 10) given in [22].

Further improvements are achieved by using slope SCA. It is observed that there
is a decrease in speed estimate error when the SCA dependant FB speed is com-
pared with OBD speed. Table 7 gives the r.m.s and maximum absolute error for
slope check algorithm and simple averaging method.

The results in Table 7 indicates that for identical GPS sampling rate, SCA
consistently performs better. Also, if we want to keep a fixed threshold for r.m.s.
error, GPS sampling rate can be made lower by use of SCA. SCA with N = 10 gives
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Fig. 10 Estimated speed using INS/GPS simple average and compared with OBD2 speed
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better result than simple averaging for N = 8. Thus SCA can replace simple
averaging as a better alternative. Figure 11 displays SCA output (i.e. FB speed) and
OBD speed comparison for N = 8.

As expected, the derived speed follows the OBD speed but with occasional high
error peaks. Further investigation is done on error analysis as well as the fusion time
interval n.

ei ¼ ðvi - vOBDÞ ð7Þ

The error analysis is carried out only for those segments of journey that represent
a moving vehicle. Results for the error analysis are shown in Table 8.

Fig. 11 Estimated speed using INS/GPS fusion (SCA) and compared with OBD2 speed

Table 8 Experimental results for error with varying fusion time interval

Fusion Interval
(s)

rms error
(m/s)

Mean(error)
(m/s)

Standard deviation(error)
(m/s)

3 0.59 −0.16 0.58

4 0.74 −0.16 0.73

5 0.9 −0.21 0.88

6 1.04 −0.27 1.0

7 1.13 −0.22 1.12

8 1.29 −0.27 1.26

9 1.47 −0.29 1.44

10 1.6 −0.40 1.55
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From Table 8 it is quite clear that increase in time gap (i.e. fusion time interval)
increases the estimate error. But such increase in both r.m.s error and standard
deviation of error is linear with the fusion time interval. Figures 12 and 13 displays
the variation of r.m.s error and standard deviation of error with respect to fusion
time interval.

Additionally the pdf plot for the estimate error shows that though the spread of
the error curve vary with change in fusion time interval but nature of pdf curve is
similar. Figure 14 displays obtained result for a journey. All statistical analysis is
done using R tool [23].

Fig. 12 Rms error variation
with fusion time interval

Fig. 13 Standard deviation
of error variation with fusion
time interval
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The above analysis shows that for a desired level of accuracy, the fusion time
interval can be suitably chosen by scaling the error measurements done at one
fusion interval. To obtain the range of the estimated error, the 5th and the 95th
percentile of the error is computed for different values of n (fusion time delay).
Table 9 displays the relevant percentile values.

It can be seen that the percentile error varies linearly with fusion interval. It is
very important to observe the variation of 5th and 95th (shown in Fig. 15)
percentile.

From Fig. 15, the linear variation of error with fusion interval is approximately
established. Hence error can be characterize as O(n), where n denotes fusion
interval. Also as it observed that mean of GPS speed is less than that of OBD speed.
Hence errors for fusion speed (SCA) have a nonzero mean but that is expected as
SCA corrects speed using GPS speed. GPS speed has nonzero mean for GPS speed
error (defined as GPS speed—OBD speed).

Fig. 14 Plots of probability distribution of error in speed for different fusion intervals. a N = 5;
b N = 7; c N = 9; d N = 10
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7 Conclusion

Smartphone market is increasing at a rapid pace. With technological progress the
usage of smartphones in large scale sensor deployment and analysis is gaining
much prominence. Phone based sensors like accelerometers and GPS can be easily
deployed in vehicle tracking solutions; however, such solutions are affected by the
professed lack of measurement accuracy as compared to professional grade units.
A GPS based speed estimation method requires high sampling rate, to obtain
accuracy. Thus, for a typical long duration vehicle trip, the power consumption will
be heavy. Accelerometer based speed estimation can become a much preferred
method provided the sensor errors are properly compensated for. In this paper, we
attempt to analyze a few categories of smartphones (as sensor and computation
units) from the perspective of noise. Further, we apply an innovative fusion algo-
rithm (SCA) to get a much better estimate of vehicle speed using primarily

Table 9 Experimental results
for percentile of error

Fusion Interval
(s)

5th percentile
(m/s)

95th percentile
(m/s)

3 −1.1 0.68

4 −1.4 0.95

5 −1.8 1.0

6 −2.1 1.2

7 −2.21 1.58

8 −2.5 1.7

9 −2.9 1.9

10 −3.1 2.0

Fig. 15 Plots of 5th and 95th
percentile of error in speed for
different fusion intervals
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accelerometer measurements. Also using statistical analysis it is verified that error
grows linearly with fusion interval. Thus tuning of fusion interval to contain error
within a predefined limit can be very useful. Use of such adaptive scheme can
empower higher accuracy at low power rate and cost. Also tracking speed of a
vehicle in a zone where GPS is not available (like tunnel or a shadow zone) is
possible. Thus SCA with a configurable fusion interval can serve as an improved
tool for calculating car speed with an acceptable accuracy. SCA will generate
output speed from a non-uniform GPS sampling, thus eliminating the need for a
fixed GPS sampling rate algorithm. SCA is easily adaptable for such purpose.
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Monitoring Water in Treatment
and Distribution System

Joyanta Kumar Roy and Subhas Chandra Mukhopadhyay

Abstract This chapter reviewed and explained the importance of water quality
monitoring and its technology from generation to the distribution. The authors are
reporting a SCADA based intelligence sensing system which is utilising the Internet
of Things to improve easy access to monitor water quality, treatment process and
plant health in real time. Internet of Things, a new era of computing technology and a
smart connect, machine to machine, machine to infrastructure, machine to envi-
ronment an intelligent system which can talk each other, make operational functions
in universal network in the cloud. Continuous surveillance of potable water quality
during production and delivery, what is happening in a plant and information
required to apply needs in the water distribution network requires huge connection
infrastructure and its availability with time. IoT is the solution of these problems of
platform. In North 24 parganas Arsenic area water supply scheme uses Internet of
Things 1st time in India to access water quality information, plant information, and
water supply information globally anywhere in the earth having the network of
internet. This paper describes how IoT works in a water treatment process, pro-
duction and distribution in a scalable way. This will be the convergence of con-
sumer, business and industrial internet considering environmental impacts. This will
be the way to get the information in your pocket. This chapter also describes how
SCADA works with IoT to assist in the production of potable safe drinking water.
The case study describes the functionalities of Supervisory Control and Data
Acquisition System (SCADA) and Internet of Things (IoT) system installed which
proves its sustainability for last 10 years. It helps to minimize the cost of production,
smooth delivery and maximize water quality to help rural people from menace of
various water contaminations like Arsenic threat. This chapter also described the
features of future water monitoring through indigenously developed sensors.
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1 Introduction

Water is very important component of life, on an average; the body of an adult
human being contains 60 % water. Most of the water in the human body is con-
tained inside our cells. In fact, our billions of cells must have water to live. The
most of the diseases are water borne. The waterborne disease is reserved largely for
infections that predominantly are transmitted through contact with or consumption
of disease infected water. Many of the Protozoa infections, parasitic infections,
Bacterial infections and viral infections are water waterborne. This overall
Bacteriological contamination play a vital role in Nation’s health. Beside the
bacteriological contamination our natural resources of water are being continuously
contaminated by industrial waste. One of the Millennium Development Goals is to
improve access to safe water defined as engine for socio-economic growth.
Therefore in this contest the importance of information on water resources systems
is very valued and cannot be overestimated the environmental status of our world as
well as in the socio-economic development process of nations. Access to clean
water for drinking and sanitary purposes is a precondition for human health and
well-being. Unpolluted water is also essential for ecosystems. Plants and animals in
lakes, rivers and seas react to changes in their environment caused by changes in
chemical water quality and physical disturbance of their habitat.

According to the European Environment Agency (EEA), “the pollution can take many
forms and have different effects:

Faecal contamination: The common source is sewage. It makes water unsafe and
aesthetically for human consumption and recreational activities, such as swimming,
boating or fishing. Many organic pollutants, including sewage effluent and farm and
food processing wastes consume huge oxygen, suffocating the aquatic life.
Ultimately these contaminations affect groundwater resources used for drinking
water purposes.

Nutrients: Nitrates and phosphates, from farm fertilizers to household detergents
can over fertilize, the water causing the growth of large mats of algae; some of
which can be toxic. When the algae die, they sink to the bottom, decompose,
consume oxygen and damage ecosystems.

Pesticides and veterinary medicines from farmland and some industrial chemi-
cals can threaten wildlife and human health. Some of these damage the hormonal
systems of fish, causing ‘feminisation’ (endocrine disruption).

Metals, such as zinc, lead, chromium, mercury and cadmium are extremely
toxic. Copper complexes are less toxic, and cobalt and ferrous complexes are only
weak toxicants. Concentrations of cyanides in waters intended for human use,
including complex forms, are strictly limited because of their high toxicity.

Arsenic contamination of ground water may occur in two ways: anthropogenic
activities and aquifer naturally contain. Ground water contamination cross the
permissible limit of WHO (0.01 mg/l), excess arsenic has been detected in tube
well/hand pump drinking water supply in many country about 200 million people
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under risk. Arsenic found in widely the earth’s crust, it’s mostly in organic, inor-
ganic and gas form. Organic arsenic abundantly found in sea food, it’s not harmful
and Inorganic arsenic that is found in ground water is harmful to health because it’s
stored in the body, thus adversely affecting multiple organ systems and form many
diseases sometimes cancer leads to death. Consuming arsenic contaminated water is
slowly leads to death.

Organic micro-pollutants, such as pharmaceuticals, hormones and chemical
substances used in products and households can also threaten health.

Chlorinated hydrocarbons exist in the natural systems, several of which are
highly toxic to humans. These molecules persist in the environment for a longer
time, and threaten to contaminate aquatic and soil systems.

There are two sources of natural water i.e., Ground water and Surface water.
Normally we abducted water from ground by hand or motor operated pump. The
major water supply is taken from ground in India; Major possible pollutants in
ground water are Faecal Coliform, Nutrients, Pesticides and veterinary medicines,
Organic micro-pollutants, Arsenic and Fluoride contaminations.

The production of Arsenic free drinking water for the large community in the wide
rural areas of West Bengal is a great challenge to the water sector industries. The
Arsenic treat for today’s world is becoming an epidemic and its intensity will reach its
highest extent in near future. Due to the pressure of increasingly high population rate
in India, it has become a basic need to regulate the usage of precious purified water in
our community. Indian government alongwith the State Govt. has taken needful steps
to prevent this problem. The underground-water is the natural source of water but due
to excessive pumping out the Arsenic contamination is taking place due to excessive
reduction of partial pressure in the underground water level. Moreover, the surface
water is not able to penetrate through the land-bed to reach up to the under-ground
water level to balance the deficiency of water quantity. India is a country abounds
with rivers enriching the large population by its natural river water resource. River
water is much safer from than the underground water from today’s world scenario.
Contamination of Arsenic has a minute chance in this water source. Regardless of
these facts, the other chemical contamination has also very minimum chance to have.
So, Government had taken a first step to implement the water treatment plant sup-
ported by distributed SCADA control system at Mongol Pandey water Treatment
Plant, situated at the bank of river Ganges, at the favourable location of Barrackpore,
North 24 Paraganas and W.B. Now almost all the new water supply systems are
coming with water monitoring based on SCADA system.

2 Review on Water Monitoring, SCADA and IoT
in Water Sector

Temido et al., in the year 2014, introduced an idea of value creation for the water
sector companies using SCADA applications and Smart Metering Systems for the
companies. Information technology (IT) application is also applied for the
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implementation of the SCADA system for the operating and maintenance of the
whole system. The cost benefit was also an important aspect of this system. The two
CBA (Cost benefit analysis) models have been developed in this work having
potentially advanced utilizations towards the society [1]. G. Williams et al., in the
year 2014, analysed SCADA for understanding the contribution of Hydraulic
Pressure for failure analysis in main trunk pipeline for urban sub-network. Failure
analysis using frequency analysis technique was the main theme of this research
work. The pump off- peak (POP) failure was characterized by high speed, pre-
dominantly off peak pumping etc. The data failure recording option is available
with the SCADA system for forensic investigation [2].Dorin Adrian Rusua et al., in
the year 2013, used a novel technique for Anomaly detection system (ADS) for
SCADA system based on systematic approach of pattern based technique. The
technique uses graphical interface technique for model based SCADA topology and
some auto generated ADS rules. The technique (system) they have used is
user-friendly for anomaly detection in the SCADA network [3]. Adrian Gligor
et al., in 2012, developed an oriented SCADA system to facilitate the business
intelligence in any production sector (like water treatment plant etc.) by the eco-
nomical respect. The author have done some analysis regarding various aspects of
the SCADA system like safety, implementation, design the system etc. For that
purpose, the service oriented Architecture (SOA) has been used [4]. Rezaul K.
Chowdhury et al., in 2013, introduced Informatics, Logistics and Governance in
Water Treatment plant using SCADA Architecture with Artificial Neural Network
(ANN) in water treatment problems to make the system intelligent. They also
proposed a SCADA system diagram for water treatment plant. They also proposed
an idea of water governance using which the business intelligence can be achieved
in water sector for public interest [5]. Maria Muntean et al., in 2011 used knowl-
edge discovery in a SCADA system Database using data mining technique in for
performance evaluation for better functionality of the whole process plant. The
main purpose of this work was to analyse the classifier that is best suited to the data
set provided by SCADA system. Discarding normal values and transmitting
warning messages as the anomaly value by the classifier was the theme of the
system [6]. Oladipupo Bello et al., in the year 2014, used fuzzy logic for the
development of dynamic modelling and predictive control for coagulation chemical
dosing for water treatment plants. Fuzzy model predictive control (FMPC) strategy
has been proposed in regulating the dosing treatment. MIMO processes for line-
arized Takagi–Sugeno (T–S) fuzzy model technique have been implemented [7].

Shri Prabir Kumar Dutta discussed his view over SCADA system for business
intelligence in water treatment plants first time in India. Arsenic contamination in
drinking water was a major problem for most of the rural areas in west Bengal.
Portable drinking water production plant for rural areas in North 24 Paraganas (at
Mongol Pandey water Treatment Plant) has been developed under this mission. The
treatment plant has 7.5 MGD capacity, two Booster Stations and fourteen overhead
reservoirs distributed over 7.4 million people covering 369 sq. km area. The SCADA
system has good amount of plant running data for technical analysis purposes [8].
R. Wang et al., in the year 2014, analysed Water hammer assessment techniques for
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water distribution Systems for the mass community to protect valuable life and
wealth that can be destructed by this problem. The business intelligence is one of its
sole aspects to calculate the water hazards due to five different reasons discussed in
this paper. Pipe rupture risk factors have been analyses for maximum water pressure,
maximum vacuum, maximum vapour volume, and maximum transient force by the
knowledge of hydraulic transient flow analysis [9]. The application of automation in
modified SCADA system had empowered the overall plant efficiency and surveil-
lance the functionality of the plant for the Great lakes-upper Mississippi River to
provide service for the public health and Environmental aspects [10].

By definition the Internet of Things (IoT) is a concept and a paradigm that
considers pervasive presence in the environment of a variety of things/objects that
through wireless and wired connections and unique addressing schemes are able to
interact with each other and cooperate with other things/objects to create new
applications/services and reach common goals [11, 12]. In the smart world envi-
ronment the goal of the Internet of Things is to enable things to be connected
anytime, anyplace, with anything and anyone ideally using any path/network and
any service [11, 12]. Internet of Things is a revolution of the Internet application.
Objects in the cloud of internet make themselves recognizable and they have their
own intelligence by making or enabling context related decisions through com-
municating information about themselves. They access information that has been
aggregated by other things, or they are the components of complex services and
systems. This transformation is happens with the emergence of cloud computing
capabilities and techniques and the transition of the Internet towards IPv6 with an
almost unlimited addressing capacity. The revolution is all emerging technologies
developing in all areas of electronic products like sensors, transmitters, and com-
munication devices have the facilities of inbuilt internet capability and have smart
function to talk each other.

Now we are making real from the imagination talking about creation of Smart
Planet to make Green environment, trying to make smart cities with connected
communities, applying smart energy system in electrical grids, implementing Smart
homes and building, improving electric mobility through Smart Transport, creating
Smart Industry for flawless efficient production, applying Smart Health Care system
with target goal of Smart living. All these application requires IoT technology
which makes the thing real (Fig. 1). All the devices, equipment, ubiquities,
equipment for wellness, military whatever the available electronic novelties and
research appliances will be IPV6 enabled can talk each other, data mobility
worldwide through high speed internet and our twentieth century expectation is
everything is available in hand.

Dr. Ovidiu Vermesan et al. [11], in the year of 2013 written a book on “Internet
of Things- Converging technology for Smart Environment and Integrated Eco
System”, Published by River Publishers Series in communications, IERC Book
open access, 2013, TP- 343. In this book the vast idea on Internet of things can be
gained and its different application sides are also depicted [11]. Dr. Ovidiu
Vermesan et al., in the year of 2014, written another book on “Internet of Things-
From research and innovation to Market Deployment”, Published by River
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Publishers Series in communications, IERC Book open access, 2014, TP- 143.
From this book the idea on Internet of things in the market deployment to different
plant automation techniques are discussed [12]. Shri Prabir Kumar Dutta discussed
his view over SCADA system for business intelligence in water treatment plants
first time in India. Arsenic contamination in drinking water was a major problem for
most of the rural areas in west Bengal. Portable drinking water production plant for
rural areas in North 24 Paraganas (at Mongal Pandey water Treatment Plant) has
been developed under this mission. The treatment plant has 7.5 MGD capacity, two
Booster Stations and fourteen overhead reservoirs distributed over 7.4 million
people covering 369 sq. km area. The SCADA system has good amount of plant
running data for technical analysis purposes [13]. Dave Evans, in the year 2011,
written a book on “The Internet of Things How the Next Evolution of the Internet Is
Changing Everything”, published by Cisco Internet Business Solutions Group
(IBSG) [14]. K. Karimi, in the year 2012 has written the book on “What the Internet

Fig. 1 IoT enabled green world
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of Things (IOT) Needs to Become a Reality”, Tp. 16, 2012. In this book the basic
idea along with the application criteria of the IOT model can be achieved [15].
Joseph Bradley et al., in the year 2014 implemented the idea on “Internet of
Everything: A $4.6 Trillion Public-Sector Opportunity” [16]. Simon Bunn, in the
year 2007 discussed on “Closing the Loop in Water Supply Optimization” [17].
Merchant et al. [18], in the year 2014, proposed an Analytics driven water man-
agement system for Bangalore city. His is an ongoing project for the minimization
of the complexity in instrumentation and control mechanism in water sector. They
have developed new software using customizable key performance indicator
(KPI) to implement the business intelligence which has great importance in the
water sector to handle different problem situations. The software developed for this
purpose is Smart, reliable and easy to use by the plant officials. The business level
optimization was also a great achievement of this system minimizing different
losses like energy loss, produced water loss etc. which helps to build the business
intelligence in a productive way. The Minneapolis Province of USA [19] has
utilized SCADA technology [13, 20, 21] for real time energy usage that can be
connected with other system parameters like storage levels of water and he intake
volume. The essence of this system is to have an efficient control using minimum
staff support. Vlastimir Nikolić et al., in 2010, implemented a new idea of intelli-
gent decision making system based on Fuzzy controller [22] for waste water
treatment plant using SCADA system. The main emphasis was given by the authors
on the development of remote monitoring and controlling of systems for wastewater
treatment and its improvement. The development of RTU module for this type of
systems has been discussed with its intelligent attributes [13].

3 Motivation

Most of the water treatment and supply plants use the conventional methods for
treatment of water. From raw water suction to the filtration using rapid gravity filter
bed and distribution to the community through high speed pumping systems, which
require lots of attention regarding production, distribution and water quality. The
status of pumping machineries, plant and process parameters for entire water distri-
bution network require continuous surveillance which are not possible with human
intervention considering large inspection area of production and distribution zone.
Most of the conventional water treatment plant do not have any surveillance system
for monitoring plant and process parameters on-line. They suffer from production
target as well as in quality too. Similarly most of modern treatment plant having Plant
wise SCADA, do not have any monitoring system for distributed remote Booster
stations or overhead reservoirs, therefore they are facing problems in managing the
flawless distribution to keep water quality well as per standard specified by
ISO/WHO. These water treatment plant and distribution systems also have minimum
monitoring facilities, which are local panel based system. The operators are used to
visit monitoring equipment location and take data into log book.
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The water treatment plant machineries are distributed in vast areas.
Simultaneous measurement of water monitoring data is physically impossible.
Therefore use of online water monitoring equipment along with distributed SCADA
system are the perfect choice to integrate all distributed Plant and Process system
under single umbrella which give on-line pictures of water quality trends, health of
the pumping machineries and also support as useful tool to the engineers. Therefore
sustainable water supply system has been established. Now days various on-line
smart measuring system for on-line water quality parameters are available. Some of
them can measure water quality in continuous real time, some are using sampling
method. These equipment can give water quality data on demand. Each water
treatment plant has a water testing laboratories for routine testing of water quality at
various locations from source to destination. There laboratories are well equipped
with all test equipment for the measurement of different water quality parameters as
per Table 1. But these laboratories do not have facilties to publish on-line Water
quality data. Plant engineers are also interested to monitor laboratory and plant data
in real time at their office which is far off from the treatment plant. This is important
requirement for operational and maintenance aspect for smooth supply of safe
drinking water to the consumer. The laboratory normally test some parameters
daily, some parameters weekly and some parameters on monthly basis. Normally
one or two water samples are taken from various locations of water resources within
the plant in routine manner. This procedure does not ensure variance of water
quality with variation of time and water flow. In this chapter, some aspect of
distributed SCADA system with IoT and business intelligence has been discussed.

4 SCADA System in Mangal Pandey Water Treatment
Plant, India

4.1 Description of Hardware Infrastructure:

The Distributed SCADA system is installed and commissioned in 2003 in Mangal
Pandey water Treatment plant, Barrackpore. It has two Boosting stations, one at
Madavpur with aerial distance 11 km and other at Naksa with aerial distance of 26
km from Barrackpore, N24 Parganas [8]. These two Boosting stations are getting
water supply from the Mangal Pandey Water Treatment Plant and are delivering
potable water to 15 nos. overhead reservoirs at various locations. These OHRs are
supplying water under gravity flow to the population through house to house
connection system. Each of the Boosting Stations and OHRs have Remote Terminal
Unit (RTU), which is PLC based Data Acquisition system with built in Radio based
data telemetry connected in a dedicated wireless network.
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Table 1 Plant and process parameters and its measuring systems for SCADA
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The electronic field equipment like sensors and actuators are installed at various
point of interest at treatment plant, Booster stations and OHRs. The central mon-
itoring room is equipped with HMI SCADA Server, Data Server and Web Servers
with redundant system. These servers are connected with PLC based Remote
Terminal Units located at different sections of the treatment plant, boosting stations
and OHRs through communicating network. The local area network of inside
central monitoring station is copper with speed 100/10 mbps. All RTUs within the
treatment plant are connected with HMI servers through Optical fibre network with
1Gbps speed. The RTUs of remote boosting stations and OHRs are connected
through smart cognitive radios. Field RTUs have opto-isolated inputs and outputs,
which are connected with various smart metering system for monitoring plant and
process parameters as a whole. The plant and process parameters available through
SCADA for smart management of water supply scheme are described in Table 1.

The field units such as various on-line process parameter measuring transmitters,
which are installed in the process and connected to the PLC based data acquisition
system as shown in the schematic diagram (Fig. 2). Each field unit have Analogue
inputs/outputs and Digital inputs/outputs called IO modules of PLC as shown in
Fig. 3. The digital inputs are sensing the status of pump motors and other electrical
actuators (ON/OFF, Stand by and Fault). Analogue inputs are measuring process
parameters like pH, Turbidity, etc. in terms of 4–20 mA DC current from trans-
mitters, which are digitized with 16 BIT resolution and sent to MTU through optical
fibre network. HMI server is collecting these raw data for processing and broad-
casting in the network for display, logging etc. A typical construction of RTU panel
and brief technical specification has been shown in Figs. 2 and 3. The electrical
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status of pump motor and other actuators are collected from isolated contact of
individual circuits through Opt-isolated digital interfaces.

The fault status are collected from fault sensing relays. The substation param-
eters are collected from multi parameters electrical transducers installed at Sub

Fig. 2 Part of the schematic diagram of plant-wise interconnected RTUs

Fig. 3 Example schematic of PLC based SCADA hardware
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Station. The Field terminal units are floor standing panel consisted of Genius I/O
panel with mixed signal I/O modules.

The Digital and Analogue Inputs and outputs are connected to Genius I/O LAN
or GE Fanuc make Versamax CPU and I/O modules (Fig. 4). The LAN commu-
nication module with 10/100 Mbps speed has been used for data communication
with Master Terminal Unit. The optically isolated fiber cables are connected in Ring
topology. These FTU panels are power by uninterrupted Power supply of 230 V,
AC, 50 Hz with ±1 % stability. The UPS system has 7 days energy storage for
backup power such that all SCADA system components, Field control and mea-
suring instruments will get uninterrupted power for data acquisition. The RTU at
different OHR sites are PLC and Radio based telemetering unit. They are used to
control and monitoring of Chlorine gas injection system, to measure water inflow to
the reservoir and outflow to the distribution to the consumers. The OHR sites do not
have any HMI monitoring for visualization. But the visualization can be available
by use of Laptop computer having SCADA runtime software if connected in the
LAN output of the radio system. This facility has been found very useful for
maintenance purpose during fault detection of on-line water analyzer or any field
transmitters and actuators. All smart on-line transmitters are HART protocol acti-
vated and can also be calibrated through PC using HART software.

Fig. 4 Example schematic of PLC based SCADA hardware
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4.2 Computer and Software Infrastructure:

The application software was developed for the proprietary requirement of water
treatment and its distribution called Water Management System (WMS) as shown
in Fig. 5.

The WMS is concerned to make decision through monitoring of health status of
distributed plant machineries, water demand, water quality and other process
conditions.

The HMI server is running with SCADA software “CIMPLICITY” of GE Fanuc
Intelligent systems, configured similar to Clear SCADA software of Schneider
Electric Co. There are two HMI servers are working in redundant mode with RAID
2 configuration, such that any failure in hardware or software of one server could
trigger other server bouncelessly and the system runs almost without failure.

There are two database servers running with redundant mode in the network.
The operating systems of these data base server are Microsoft SQL 2010. The raw
data with tie stamped from all over the system are stored in these servers in
continuous manner (24 × 7).

The entire system has power backup designed to sustain for 7 days considering
catastrophic failure of power in a plant. This water monitoring system has two
SCADA viewer are running thin client viewer mode. The plant operators, chemist
and plant engineers are using these viewing systems for water monitoring at central
SCADA room. The schematic diagram of the distributed SCADA system is shown
in Fig. 6. A view of control room for central monitoring of water is shown in Fig. 7.

LMS software is called software for laboratory data management was developed
for making laboratory data according to Public Health Engineering requirement.

Fig. 5 Schematic of water
management system
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This is running in the SCADA network. The laboratory water test data regularly
feed to the LMS, Data server stores laboratory data (offline) and SCADA data
(online) with time stamped. Water monitoring data as well as plant data are
available in various approved table format according to quarry set in the WMS.

Fig. 6 Schematic diagram of distributed SCADA system

Fig. 7 SCADA rom at Mongol Pandey water treatment plant
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The SCADA software is built in Historian so quick trend or configured trend of all
plant, process parameters are available i9n viewer machines as well in the entire
network. The WMS is at Centre of the software system which interact with HMI,
field equipment also interact with World Wide Web (WWW) through web server
and public IP.

Some preapproved configured water monitoring quarry based data in tabular
format is available through password protected web page, which are accessible
anywhere any place through internet.

The system is also activated with GIS and SMS server such that the system is
synchronized with world standard time and WMS can generate mobile alert through
SMS to the operation and maintenance engineer during any undesired event in the
plant or process.

The Central SCADA Room is situated in the first floor of filter House where all
local RTUs through optical fiber and remote RTUs through wireless radios are
integrated through a three layer smart network switch and fire wall. The firewall is
used to save the important database of SCADA server from external hacking.
Firewall also prevents unauthorized access or to get information from SCADA
through network. The HMI server collects field raw data and displays those data in
various interacting graphical pages. HMI serer also sends those field data to the data
base server which logs data in its memory. The HMI server with data base server
can generate customized report, as for example residual chlorine status of all 15
Over head reservoirs and treatment plant or water level status of 15 overhead
reservoirs.

A CISCO security management system is also implemented to save system from
external cyber threat. Air conditioning system works day and night to control
environmental temperature and humidity of the control room. This will keep the
system healthy and protect the system from mal-functioning. There is a redundant
web server installed to broadcast all consolidated report generated by the data
server. The web server is broadcasting plant and OHR data through lease Internet
facility through BSNL service provider.

The website of Mongol Pandey water treatment plant has dynamic web pages
which are Java enabled. Through this dynamic pages, online SCADA can be
viewed at anywhere any place by any remote computer through Internet. The
wireless backbone created between Mongol Pandey water treatment plant with
Booster Station-1 and Booster Station-2 through Smart Cognitive Radio fitted on
the self-supported towers.

At OHR site, Radio transmitters are mounted over the OHR top dome. All the
radio transmitters are mounted with maintaining line of sight. The voice over IP
telephony (VOIP) systems are also established between water treatment plant,
Booster Stations and OHRs. All plant operators can talk each other can manage
centrally from the control room of the treatment plant through this VOIP system.

Figure 8 depicts the distribution of water supply through pipe lines under North
24 Pgs W/S having distributed SCADA facilities. IoT network were established
using Smart cognitive radios installed at the OHR roof tops and self-supported
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towers communicating each other through powerful wireless backbone. A typical
installation of communication radio and self-supported tower (Base Station) at
Naksa, N24 pgs, WB (Booster Station-2) is shown in Fig. 9.

The wireless network used point to point to multi point Topologies. The Radio
uses NLOS urban coverage with OFDM technologies 5xGHz extended frequency
range and support for 4.9 GHz. It is having +29 dBm aggregated output power and
2 × 2 MIMO with software. The radio uses for data and VOIP for telephonic

Fig. 8 IoT network in north 24 Pgs Arsenic area water supply scheme

Fig. 9 Typical installation of radio base station at Naksa, N24 Pgs
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communication uses EION Trust link technologies with user friendly web based
GUI. The radio systems are used advanced OFDM and MIMO technologies to
deliver breakthrough performance in the unlicensed band. It supports IPV6 and can
handle the extreme backhaul loads that originate from today’s 4G/LTE based
network. MS angle structure based self-supported towers erected at each locations
of interest. The height of towers are ranging from 18 to 28 m depends on the sea
level height to match line of sight. Figure 10 shows such typical installation of
radios and alignment of radio. Table 2 describes hybrid network structures are used
in the present water monitoring system.

5 The Monitoring and Visualization of Treatment Process
and Water Quality

The goal of the project is to monitor all plant and process parameters including
distribution under a single roof. Therefore graphical interface units for each treat-
ment and distribution zones are separated for detail monitoring and designed into
graphical pages. There are two home pages, 1st one is home page for water supply
scheme through which all different OHRs, Booster station and central treatment
plant can be navigated. 2nd home page is for treatment plant only, through which
different sections like substation, raw water pump house, clear water pump house,

Fig. 10 Typical line of site alignment of SCADA radios
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filter house, sludge pump house, chemical house, clear water pump house can be
navigated. The short description of major SCADA pages are as follows.

5.1 Sub-station Monitoring

The Sub-station has two large transformer dedicated solely for use by treatment
plant. One transformer is working and other is stand by. The transformer power
rating is 500 KVA. The input supply is dedicated supply of 11 kV, 50 Hz incomer.
The transformer output voltage 433 V. The vacuum circuit breaker and air circuit
breakers are used to engage and de-engage the transformer from the circuit.
Figure 11 is the SCADA page for Sub Station Monitoring. There are various power
sensors are installed in the power circuit to monitor all necessary electrical
parameters like, Incoming three phase voltages, Power line voltages, load currents,
Frequency, Power factor, Quality factor, KVA, KW, KVAR energy consumption
and phase voltage.

The substation is built in power protection system using latest micro controller
based protection relays, Very good electrical earthing, protective devices are also
installed to protect the substation from accidental damage due to lighting discharge.
The substation provides power to the different pumping houses, filter beds and all
equipment distributed in the plant, lighting systems etc. However SCADA and
WMS infrastructure need uninterrupted smooth harmonics free stabilized power
therefore separate on line UPS with sufficient power back up is used for individual
installations at different houses. The SCADA is also monitoring all parameters
related to the health of the UPS supply and records data for future health prediction.

Table 2 Nature of communication network used

SI
no.

Network
level

Equipment used Types of network Speed

1 Ground level Monitoring
equipment and PLC
Base

Flow wise LAN made
of ORC and copper

10/100 MBPS
(plant)

2 WTP level SCADA
interconnected
RTUs

Optical fibre network 100/1000
MBPS (control
room)

3 OHR and
booster
station

Interconnected
RTUs

MAN radio operated 1–2 MBPS

4 Connected
other WTP

Interconnected
SCADA

MAN radio operated 1–2 MBPS

5 Internet WWW Internet lease line 2 MBPS raw
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5.2 Clariflocculator Zone and Water Quality Online

The Clariflocculator (Fig. 12) plays a vital in water treatment process. The
clariflocculator is a combination of flocculation and clarification in a single tank. It
has two concentric tanks where inner tank serves as a flocculation basin and the
outer tank as a clarifier. The water enters the floccfulator and motor operated
flocculator paddles enhance the flocculation. The water flows rapidly upwards in
the clarifier zone.

The clarified liquid is discharged over a peripheral launder. The deposited sludge
at the bottom of clarified zone is raked by motor operated bridge scraper moved to
the central weir from where it is routed to the sludge chamber. Monitoring the
health of clariflocculator is very important. The problem is wired cable routing to
the clariflocculator system is difficult. As the all machineries are fitted over rotating
bridge of the clariflocculator therefore the RTU for monitoring status of clarifloc-
culator is built in wireless.

Fig. 11 Typical Substation electrical parameter monitoring
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5.3 Monitoring Fileter Beds and Monitoring Filtration
Process

The rapid gravity filter bed is type of filter used in large capacity water filtration
system. The filter bed uses relatively coarse sand and other granular media to
remove impurities that has been trapped in a floc through flocculation process in a
clariflocculator. There are ten filter rapid gravity sand filter beds engaged to filter
clarified water to potable drinking water. These filter beds are automatic and

Fig. 12 Clariflocculator monitoring
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pneumatically controlled. There are several sensors for monitoring loss of head in
the filter bed, Filter bed out flow and different digital sensors to monitor filter bed
through SCADA system.

When loss of head is high above the normal working limit, there is backwash
system which activated the cleaning of filter bed through scouring of air from filter
bed bottom, which clean the filter bed material thoroughly and increase production.
Figure 13 is the GIU page of HMI SCADA through which the operator can monitor
all the parameters and can log the values of the parameter with respect of time. The
trends of all parameters during filter operation are also available in the central
monitoring system. Through this SCADA page one can also monitor the alum
chlorine and poly electrolyte dosing during filtration process.

6 Monitoring of Different Pump Houses

6.1 Raw Water Pump House

The raw water is abducted from river Hooghly through three vertical pumps
installed at Raw Water Pump house. Two pumps run normally and one kept as

Fig. 13 Filter bed monitoring
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stand by. The discharged water from pumps passes through the common header,
where a smart pressure transmitter is monitoring raw water discharge pressure.
Smart pH transmitter, smart electromagnetic flow meter and online smart turbidity
analysers are installed in the pipe line of raw water and connected to the I/O ports of
PLC based remote terminal unit. The raw water pump status, working hours of
pumps and other online water quality parameters are available in RAW water
SCADA page GIU of HMI viewer.

6.2 Clear Water Pump House

The chlorine is added in the form of chlorinated water at two places during water
treatment. Pre chlorination at stilling chamber and post chlorination at clear water
tank are the normal practise for disinfection process. The filtered water from filter
house collected at ground based clear water tank. There are five high speed water
pumps are in Clear water pump house. Normally four pumps are operating through
common header and one pump is kept as stand by. The pressure transmitter at
discharge point measures clear water delivery pressure and one magnetic flow meter
is measuring the amount of water flow to the consumer. The SCADA is monitoring
the pump operating status, pH value of potable drinking water, turbidity and many
more. One ultrasonic water level transmitter is installed at Clear water reservoir to
measure water level in the tank. There is a roof top water reservoir for storing
filtered water for back wash. The entire backwash process water level in the
backwash reservoir are monitoring through clear water SCADA page (Fig. 14).

6.3 Sludge Pump House

A sludge pump house is big underground reservoir where sludge from clarifloc-
culator and Filter house are settled and collected through pipe lines. There are two
submersible sludge pump and four submersible mixer pumps are installed. Sludge
pumps push sludge from the sludge tank to the sludge pond. Here one non-contact
ultrasonic level transmitter is measuring sludge level in the tank. The local RTU
connected with these physical devices and send data to the SCADA for monitoring
and control. The sludge pumps are controlled through SCADA system.

7 Monitoring of Chemical House and Compressure Room

The chemical house of treatment plant is responsible feeding coagulant to raw water
and making chlorinated water for pre and post chlorination. There are two poly
electrolyte storage tank with mixer and three alum solution tanks with mixer driven
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electrically. There are six dosing pumps for dosing the coagulant to the raw water.
Four pumps out of which six are running for the purpose and rest are kept hot stand
by. The chlorination unit mix chlorine gas with water and feed to the clear water
tank and raw water at Parshal flume water channel. Here SCADA monitors
(Fig. 15) the dosing pump, mixer motors and chlorination unit as well as residual
chlorine analyser on line in real time basis. The SCADA also monitors the working
status of Compressor and blowers.

8 Monitoring Water Overhead Reservoirs

This project has 16 nos. overhead reservoirs which are distributed throughout the
action area of the water supply scheme. There are two Booster stations are working
in between two points of water mains such that booster station re-boost the water to
the distribution keeping water pressure sufficient to reach overhead reservoir.

We monitor residual chlorine level in Over Head Reservoir and also monitor
incoming water flow out going water flow and water level in the OHR.
Electromagnetic Flow meters are used for water flow measurement. The ultrasonic

Fig. 14 Clear water pumps house monitoring
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level transmitters are used for OHR water level measurement. The SCADA pages
for individual OHRs are created for monitoring centrally. A sample SCADA page
of one OHR zone is shown in Fig. 16.

9 Future Water Monitoring Through Indigenously
Developed Sensor

In recent times, with the rapid development of agriculture and industry, the
excessive discharge of waste water has led to a massive degradation of the quality
water in different parts of the world. This has not only caused numerous death of
aquatic life and increased outbreak of water-related diseases but also changing the
ecological balance of the world.

There is a need of development of new methods of detection of nutrients and
pollutants in water at real-time. The current monitoring techniques used are mainly
laboratory based and rely on the results of some chemical reactions. For a long-term
real-time application the chemical reaction based detection is undesirable as the
performance degrades over time. Moreover, with the new regulations the available

Fig. 15 Chemical house status monitoring
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systems may not be suitable in near future to determine the amount of nutrients and
pollutants in water relative to allowable levels. Environmental pollution is a huge
concern of our society so the emphasis on the monitoring of environment has
become very important in recent times. Water is the most important natural
resources and getting polluted due to farming, industrial discharge and other rea-
sons. It is very important to monitor water at different points, especially at the
different meeting points of rivers and lakes of the country so that a thorough
understanding of the relationship between soil, ground and surface water is pos-
sible. The continuous monitoring of the constituents of water will enable to
determine the sensitivity of the hydrologic system to change of environmental
parameters. There is a need of a water monitoring system with wide ranges of water
parameters, smart and robust sensors, frequent data input and consequent analysis.
This will provide to develop a relationship between water quality and environ-
mental parameters including sources of pollution. This will help to different
councils to have a better understanding of the conditions of water and track the
sources of pollution.

For now and future, there is a need of development of an integrated framework
of water monitoring system based on smart sensors and sensor network. The
complete system may consist of three parts: The first part consists of integration of
available sensors and development of smart high-performance of novel sensors.
There is a need of development of novel sensors as the available sensors are not
suitable for continuous monitoring of water under harsh condition. The second part

Fig. 16 Remote OHR monitoring
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is the development of combination of energy harvesting techniques such as solar,
wind and hydel to obtain energy to supply the sensors for normal operation and
communication. The third part is the integration of the sensors to wireless sensor
nodes, collection of data, storage and putting the data in a website using Internet of
Things techniques. This will provide an easy access to the concerned authority as
well as some part of it may be available to general public to know the changes of
water parameters over time due to environmental changes.

The water parameters considered are: temperature, humidity, pH, conductance,
rain-fall, light-intensity, turbidity, nitrate, phosphate, bio-toxin, BOD, COD, TOC,
nitrogen, phosphorus, potassium etc. Novel types of sensors and sensing system
will be designed and developed to measure different parameters to qualify and
quantify water. The working knowledge of the development of high performance
planar electromagnetic sensors to determine the nitrate levels in water as well other
parameters may be exploited to develop new sensors [23–37].

Figure 17 shows the interdigital sensor used for detection of contamination in
water and Fig. 18 shows the planar electromagnetic sensors developed to detect
nitrate contamination in water [23, 30]. The planar electromagnetic sensor consists
of interdigital part at the center and surrounded by meander coils at periphery.

Fig. 17 Interdigital sensor
[32]

Fig. 18 Planar
electromagnetic sensor [25]
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The meander coil produced magnetic field and the inter-digital produced electric
field between the electrodes. An alternating perturbation of required frequency is
supplied to the sensor. The produced electromagnetic field extrudes useful infor-
mation from the sample under test. The impedance of the sensor is measured to
determine the level of contamination. Figure 19 shows the equivalent circuit of the
planar electromagnetic sensor. The components of impedances are measured for the
concentration of contamination levels (Fig. 20)

Using electromagnetic sensor, water from different sources was tested to
determine the concentration of sodium nitrate in it. The graph given below in
Fig. 21 shows the amount of increase in sensitivity of the nitrate sensor to the
increase in the concentration of sodium nitrate. It can be seen from the graph that
the sensitivity increases linearly with the increase in the amount of sodium nitrate.

The Nyquist plot is given in Fig. 20 shows that the rate of change of the real part
of impedance to the imaginary part of impedance at different frequencies as a
function of contamination water from different sources.

(a) (b)

Fig. 19 Meander and interdigital sensing part of planar electromagnetic sensor. a Equivalent
circuit of meander coil of planar electromagnetic sensor [23]. b. Equivalent circuit of the
interdigital sensing part of planar electromagnetic sensor [30]

Fig. 20 Sensitivity of SCS3
with sodium nitrate
concentration
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The biggest challenge of development of sensors for remote monitoring is the
supply of power. Due to the non-availability of electricity, sensors will rely on
batteries. The sensors especially the sensor nodes used in wireless sensor network
need continuous supply of power.

The battery has limited amount of energy storage which will get depleted with
use. This means that the primary or disposable batteries are not the viable option for
the sensor nodes. The energy of the batteries should be replenished before it gets
completely depleted. This tells that the rechargeable batteries along with some
energy harvesting techniques are the only viable options. Energy harvesting is
defined as the process of collecting energy from the surrounding environment and
converting it into electricity. The energy harvesting techniques are gaining interest
as a future next-generation energy source as they have the following advantages:

i. Long lasting operability,
ii. No chemical disposal,
iii. Cost saving,
iv. Maintenance free,
v. No charging points,
vi. Inaccessible sites operability,
vii. Flexibility,
viii. Environmentally friendly,
ix. Applications otherwise impossible.

Though different techniques are explored separately but the amount of energy
available from one type of sources may be limited. So it may be a good idea to
combine a few sources together to form a hybrid harvesting of energy. In the
current project the combination of solar, wind and hydel (stream of river) will be
exploited. The sensors will be located at different points distributed over a wide
region of monitoring area. The fusion of sensors data are done at the wireless sensor
node.

Fig. 21 The Nyquist plot
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The nodes are connected wirelessly with the central coordinator located at a
distant point. The collected data from different nodes are stored in a computer. The
data will be analysed and then the useful data are uploaded in a website for remote
access.

10 Conclusion

This chapter has detailed need of monitoring water quality and different sensors
associated with water quality monitoring. A case study of water treatment plant and
details of different sub-system associated with it has been described. There is a need
of development of new sensors and extension of real-time monitoring through
Internet of Things for monitoring of water quality in current times as well for the
future generations.
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An Application of the Frame Theory
for Signature Extraction in the Analysis
of 3D Point Clouds

F. Martino, C. Patruno, R. Marani and E. Stella

Abstract In this work a novel way for the recognition and classification of objects
inside a scene, inspired by the well-known frame theory, is described. First of all,
three-dimensional (3D) point clouds have been obtained using a laser triangulation
system of high resolution, in order to achieve low noise datasets for the method
validation. Once specific areas are extracted following a novel autonomous algo-
rithm, a fit of the second order is defined on these acquired samples to find local
curvatures. Such information is compared to the words of a precomputed dictionary
made of curvatures, which constitutes the frame basis. The results of the compar-
ison give evidence to the presence of particular objects in the scene under inves-
tigation. As a matter of fact, introducing a threshold value ζ, similarities can be
found and thus objects can be recognized. Specifically, the final results state the
effectiveness of the method to distinguish objects having different surface proper-
ties. Moreover, the agreement of results is proven despite of the contribution of the
measurement noise which produces outlier points.

1 Introduction

One of the most important open-problems for the interpretation of 3D models is the
object recognition. Although some relevant progresses in this way have been made
in Literature, nowadays it is still widely acknowledged that, in actual contexts,
occlusions and noise increase the complexity of the task of object recognition [1].
Moreover the scene understanding becomes more difficult especially for
complex-shaped objects with ambiguous geometries [2]. At the current state of the
art, algorithms could be divided in methods based on the interpretation of global or
local features [3].
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A global method defines features referenced to a new coordinate system, centred
on the object under analysis. Then, a parametric function defined in the new system
of coordinates is created to represent the object properties. As an example, the 3D
Generalized Cylinder (GC) can be used for the exhaustive approximation of the
shapes of the objects [4]. However, this methodology operates on intensity images,
and is not suitable for the investigation of complex 3D point clouds, where samples
are expressed in terms of spatial coordinates. At the same time, super-quadratics [5]
are simple formulation often used to represent the shape of objects. Unfortunately,
only a small number of shapes can be represented by means of this formulation. As
a consequence, the analysis of intricate scenes requires high computational costs,
since objects have to be segmented preliminary. Finally also the Gauss Map method
[6] falls in the category of global methods. This latter gives good results inde-
pendently of translations and perspective deformations, but, on the other hand,
leads to errors when occlusions emerge.

Local methods exploit the segmentation of the initial model to find different
objects which are then described by features. An example of local descriptor is in
the Normal Aligned Radial Feature (NARF) [7]. It is based on the extraction of
edges which are then classified in two categories of background/occluded regions,
in order to understand the properties of the scene. This approach gives optimal
results, when the edge extraction process is robust enough against 3D measurement
noise [8].

As stated before, the problem of object recognition in a complex environment is
one of the most relevant tasks in robotics, as it could be linked to the Visual
Odometry, i.e. the estimation of motion of autonomous vehicles [9]. In fact, con-
sidering a couple of images acquired by a sensor mounted on a mobile robot in two
consecutive time instants, it is possible to find and link distinguishable features, i.e.
signatures. Then, the robot movement in the environment can be estimated defining
the rototranslation matrices that express the relative motion experienced by the
robot between the two considered frames [10]. In this context, the basic techniques
for the analysis of two-dimensional images are the Scale Invariant Feature
Transform (SIFT) [11] and the Speeded Up Robust Feature (SURF) [12]. In the
case of intensity images, it is important to notice that it is necessary to perform
complex camera calibrations to compute the robot movements in world coordinates,
given the information on the pixel displacements. On the contrary, such calibrations
are unnecessary when 3D images are used, as the displacement information is
implicitly comprised within the point cloud.

In this work, 3D datasets are processed using the frame theory for the definition
of local surface descriptors. As a first step a triangulation-based laser scanner
assisted by a high definition camera is used to obtain the 3D point clouds. Each
returned measurement has information about the distances of the target from the
camera. Then, a group of points belonging to a spherical volume with fixed radius is
extracted from those points of the dataset that show the highest informative con-
tributions. Points are processed to define a least square (LS) fit on a quadratic
function, used to obtain the curvature information which are compared with those
of a predefined vocabulary. Curvatures are reported to the frame, which is a
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non-orthonormal but complete basis of an equivalent space (dictionary). The dic-
tionary is defined by means of precomputed Gaussian and mean curvatures of
artificially generated surfaces, having properties similar to those of the actual sur-
faces. The weights of the curvature representation on the basis are the surface
signatures, which describe the surface properties of the considered object. The
Chapter is organized as follows: in Sect. 2 the frame theory is briefly described with
reference to the problem of interest; Sect. 3 shows the steps which lead to the
generation of the frame, whereas Sect. 4 reports the preliminary steps required for
the analysis of real datasets, while Sect. 5 includes the description of a novel
algorithm for the extraction of meaningful points. Section 6 highlights the final
results concerning the use of the proposed model for the recognition of simple
objects. Final conclusion and remarks are in Sect. 6.

2 Matemathical Framework

The presented method analyses 3D data to find the object properties in terms of a
projection on an equivalent space, following the well-known frame theory [13]. The
following paragraphs summarize the theory of frames and give the processing steps
that produce the scene understanding and the recognition of objects.

2.1 Frame Definition

The frame theory aims to represent an input f, belonging to a generic Hilbert space
H, in an equivalent space, which can also show higher dimensions.

A family F of functions φj (j = 1, …, l) is a frame, if two bounds A > 0 and
B < ∞ exist, i.e. for any input f belonging to Η:

Ajjf jj2 �
X
uj2F

f � uj �Bjjf jj2 ð1Þ

Note that the functions φj are often addressed as atoms. In the case A = B the
frame is named as tight and the previous relation becomes:

X
uj2F

f � uj ¼ Ajjf jj2 ð2Þ

Orthonormal bases are a subset of the tight frames where A = 1. In this case, the
relationship can be rewritten as:
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f ¼
Xl

j¼1

cj � uj ð3Þ

In general, a frame is a non-orthonormal but complete basis of a space where a
generic input f can be represented. In this case the representation is expressed by the
entries of the coefficient vectors cj which are in general not unique. These coeffi-
cients are the signature of the input on the equivalent space defined by the frames.

The application of this theory to the field of image understanding has three
relevant aspects that should be underlined:

a. Which is the informative content of the input f and how is it related to the
image?

b. How f can be expressed as a linear expansion of frame function φj?
c. How a set of φj, defined as F = [φ1, φ2, …, φn] where F: ℝn → ℝl could be

classified as a Frame?

Given the definition of the set F, Eq. (1) can be rewritten, obtaining:

Ajjf jj2 � jjfFjj2 �Bjjf jj2 ð4Þ

After simple algebra, the formulation is:

Af T f � f TFTFf �Bf T f , A� ðf TFTFf Þ
f T f

�B ð5Þ

The central term is known as the Rayleigh quotient of the matrix. In [13] the
quantities A and B are estimated respectively as the minimum and the maximum
eigenvalues of the Rayleigh quotient (λmin and λmax, respectively). Thus, accord-
ingly to the frame theory, the matrix F can be effectively considered as a frame if it
satisfies a fundamental condition: the eigenvalues of the matrix F·FT have to be
positive, comparable to the order of magnitude of the entries of the input vector
(further evidence will be provided in the following paragraphs).

Finally, the generic input vector can be expressed as a linear expansion of the
frame vector:

f ¼
Xl

i¼1

ciUi ð6Þ

where:

Ui ¼ 1
ðFTFÞui ð7Þ

As already stated, the frame expansion of the input vector produces a not-unique
representation since the vectors in the frame are not linearly independent.
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Consequently, the coefficients have to be determined choosing a specific solution,
which is often the one showing the minimum norm.

2.2 Input Vector Selection

Once the mathematical aspects of the frame theory are described, it is necessary to
select the input vector that will be processed to define the signature c. In the case of
analysis of 3D point clouds, the vector f is defined equal to α, whose entries are an
ordered set of couples of Gaussian and mean curvatures, computed punctually over
a grid resampling the input surface.

Considering a generic point p of the input differentiable surface S, we define the
two principal curvatures, i.e. the maximum and the minimum curvatures (kr and kr’,
respectively). In particular the input data is made up by the product of the principal
curvatures (Gaussian curvature, K) and their mean value (mean curvature, H). With
reference to Fig. 1 [14] these terms are linked to the maximum and minimum radii
of a curve passing through p and belonging to the surface S. In a 2D space the
curvatures are proportional to the inverse of the radius of the osculating circle which
passes through the point p and makes a good approximation of the tangent curve c.

It is worth noticing that elementary surfaces, such as planes, cylinders and
spheres, have elementary curvature values, which are reported in Table 1.

In a more quantitative way, given the differentiable surface z = f(x,y), where
x and y are the independent variables belonging to ℝ, the Gaussian and the mean
curvatures are defined as:

Fig. 1 a Geometrical radius of the osculating circle passing through the point p and
b representation of the curvature of a generic surface with respect to a curve passing through
the point p and the normal vector N

Table 1 Gaussian and mean
curvatures of common
surfaces

Surfaces K H

Plane 0 0

Cylinder 0 1/2r

Sphere 1/r2 1/r

An Application of the Frame Theory for Signature … 293



K ¼ fxxfyy � f 2xy

1þ f 2x þ f 2y
� �2 ð8Þ

H ¼ ð1þ f 2x Þfyy � 2fxfyfxy þ ð1þ f 2y Þfxx
2ð1þ f 2x þ f 2y Þ2

ð9Þ

where:

fx ¼ df ðx; yÞ
dx

fy ¼ df ðx; yÞ
dy

fxx ¼ dfxðx; yÞ
dx

ð10Þ

fxy ¼ dfxðx; yÞ
dy

fyy ¼ dfyðx; yÞ
dy

ð11Þ

For further details the reader can refer to Ref. [14].
It is fundamental to observe that the local curvatures have been chosen as the

input feature for the frame development, since these are perspective invariant, in
accordance with the theorema egregium. It states that Gaussian curvature values
are only ascribable to the properties of the object surface, regardless of the
observer point of view. In actual contexts, also mean curvatures have the same
property, since wrapped surfaces can be observed in a one-shot acquisition from a
single point of view. As a consequence, perspective ambiguities due to the
possible existence of negative values of the mean curvature are practically
avoided. By this way, the method can overcome one of the most relevant prob-
lems in object recognition and modelling, i.e. the perspective deformation of
scenes when the same environment is acquired in two consecutive time instants
from different points of view [15].

After the definition of the input vector, the output, i.e. the patch signature c, can
be obtained following:

F � c ¼ a ! c ¼ F� � a ð12Þ

where F* is the pseudo-inverse of the Frame F.

3 Frame Generation

In this Chapter, we create a model of generic indoor environments in terms of a
combination of quadratic surfaces, taking advantages of the frame theory. In par-
ticular, we have chosen the paraboloid (see Fig. 2), for its properties:
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• Best candidate to represent many different basic surfaces, such as cylinders,
spheres and planes;

• Robust to occlusion problem.

The initial analytical formulation is the following:

z ¼ ax2 þ by2 þ cxþ dyþ exyþ f ð13Þ

where, changing the values assumed by the coefficients in Eq. (13), the generic
paraboloid can be classified as hyperbolic or elliptic.

The generation of the vocabulary, i.e. the frame, is the preliminary step of the
whole processing. As explained before, curvatures can be easily computed using
Eqs. (8) and (9). By imposing that the two independent variables x and y can span in
a square domain having side length of 40 mm by steps of 4 mm, several synthetic
paraboloids have been created by varying the values of the coefficients in Eq. (13),
keeping the parameters in the range boundaries reported in Table 2. These limits
have been chosen in order to create realistic paraboloids, similar to those that can be
found in actual scenes. The span of the coefficients within the bounds determines
the set of paraboloids which will be the starting point for the frame generation,
mediated by the computation of the curvatures.

Fig. 2 Surface of a paraboloid in the 3D space

Table 2 Admissible ranges
of paraboloid parameters

Parameter Minimum value Maximum value

a −100 100

b −100 100

c −1 1

d −1 1

e −100 100

f −0.02 0.02
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In Fig. 3 some examples of paraboloids of different shapes obtained by changing
the coefficients of Eq. (13) are shown.

Given the set of generated surfaces, a selection of paraboloids was executed. In
fact using the information linked to the sensor depth of field, only those quadrics
inscribed in a sphere of diameter equal to

ffiffiffi
3

p
times the patch size (40 mm of side)

are kept in the frame generation. In this way, the artificially created surfaces con-
stitute a good set of atoms where real surfaces can be decomposed.

Then, Gaussian and mean curvatures are punctually extracted for each point of
the planar grid, using the analytical expression of the partial derivatives:

fx ¼ 2axþ cþ ey ð14Þ

fy ¼ 2byþ d þ ex ð15Þ

fxx ¼ 2a ð16Þ

fxx ¼ 2b ð17Þ

fxy ¼ e ð18Þ

For each point described by discrete values of x and y, two curvatures are
determined, thus leading to two matrices, K and H (Gaussian and mean curvature
matrices, respectively), of size equal to 11 × 11. The two matrices are reshaped

Plane Sphere

Cylinder

xy

xy

xy

z

z z

(a) (b)

(c)

Fig. 3 Three examples of surfaces derived by varying the coefficients of the paraboloid: a plane,
b sphere and c cylinder
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columnwise generating two column arrays of 121 elements each, which are then
mixed to produce the specific atom φj of the frame (column vector of 242 entries).
The computation of the atoms is repeated for all the synthetic paraboloids. Atoms
are then placed side by side, thus giving the final frame candidate for the specific
problem.

The frame is finally tested determining whether the smallest eigenvalue of the
product F·FT vanishes. Substantially, a threshold on the smallest accepted value,
connected to the size of the square domain used to create the paraboloids, is
imposed equal to 2.5 × 10−4.

4 Processing of Real Data

The presented analysis has been used to discriminate several objects, finding
common properties among real acquisitions. In particular, different basic objects,
such as plane, sphere and cylinders, have been acquired under altered conditions,
residing in different relative displacements and orientations.

3D point clouds are acquired using a triangulation-based laser scanner having
resolution of 2 × 10−5 m. Figure 4 reports an example of real dataset, where a
sphere is displayed. It is important to underline that the heights are oriented
oppositely with reference to the vertical axis, and therefore heights are developed
along the negative part of the z-axis.

As an example, Fig. 5 displays the extracted points, taken from the sphere in
Fig. 4, and the corresponding quadratic surface, result of a least square fitting.
Following the proposed algorithm, the patch is then used to compute the Gaussian
and mean curvatures on a sampling grid centred on the specific reference point set.

The use of a fitted surface introduces two important advantages. First of all,
measurement errors are implicitly compensated by the least square process. Then,

Fig. 4 Example of real data: acquisition of a sphere. Red dots represent the set of points used for
the signature extraction
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possible occlusions are avoided, since continuous surfaces always result from the
non-linear least square fit.

5 Patch Extraction

In the previous paragraph, points of interest are picked from the point cloud,
searching for those regions that show the main contribution of information (in the
case of the sphere, the whole curved surface). This task can be performed auto-
matically, finding the edge of the objects and then extracting the most meaningful
regions around the selected edges. Here signatures can be used to connect different
regions, then used to label a specific point.

In practice, the initial point cloud is first investigated to delete the outliers, due to
the presence of secondary reflections which create artifacts in the final acquisitions.
In this case outliers are removed exploiting the dataset statistics [16]. Since the
cloud of points is dense of vertices, it is possible to assume that a point is an outlier
when a spherical region centered in that point includes a number of vertices lower
than the one below the statistics. Equivalently, the acquired samples are clustered
and then processed to find those poor sets whose size is lower than a threshold.
Given the resolution of the sensor and the size of the clusters, the threshold has been
set to 15.

Then the point cloud is processed to get a complete model, where information
about point normals are added. Results on the analysis of an actual point cloud
returned by scanning a cylindrical-shaped object are reported in Fig. 6.

After the outlier removal, points are ordered to produce a triangular surface
mesh. Results are displayed in Fig. 7 where triangular elements are clearly visible.

Triangles are then analyzed in order to determine the ones that show at least one
of the following properties:

1. The half-perimeter is almost equal to the sum of two sides;
2. One of the sides has length higher than a threshold

The vertices that belongs to the triangles which satisfy one of the two conditions
are candidate object edges. These candidates are further tested analysing the angles

Fig. 5 Approximation of a
quadratic surface for the
extracted real data
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comprised by the normal of the considered triangle and the normal of the adjacent
triangles, having one side in common. The considered angles are labelled as ρ, τ and
ω in Fig. 8. If one of the resulting angles is higher than a threshold, chosen close to
75°, the vertex is finally labeled as an edge.

Fig. 6 Acquired point cloud (blue dots) and point normals (red vectors). Outliers are included in
the green circle. All measurement units are in meters

Fig. 7 Magnified view of the triangular mesh generated starting from the points in Fig. 6
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The results of this processing are shown in Fig. 9 where candidate edges are
highlighted, and corresponding point normals are displayed by the red arrows. In
this case, it is worth underlying that point normals are directly obtained as the
average value of the normals of the six triangles that include the specific vertex

Fig. 8 Geometric scheme for the normal analysis of the triangle ABC. A, B and C are the three
points which belong to the point cloud, while A’, B’ and C’ are three points that connects the
adjacent triangles, used in the normal comparison

Fig. 9 Green points are candidate edges for the proposed point clouds, since they satisfy
conditions (1) and (2). Red arrows are the normals compared for the study of the angle condition.
All measurement units are in meters
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under analysis. On the other hand, patch normals are easily derived as the unit
vector describing the plane which includes the three triangle vertices.

The threshold process returns the results in Fig. 10, where the points of interest
are shown in the 3D space.

When the point of interest are found, it is possible to proceed with the detection
of those points that are characteristics of the object under analysis. In other words,
the goal of this processing is the recognition of the centre of the patch highlighted in
Fig. 5. This patch will be the starting point for the processing described previously.
For these reason, each point of interest is further investigated to find four more
patches.

As a first step, we consider the maximum and minimum curvatures computed
considering the spherical neighbour of the point of interest. At the same time, also
the two directions of the two curvature terms are found. Then, the four novel points
are determined by finding the vertices which belong to the two directions and have
distance from the starting point of interest equal to the diameter of the sphere used
for the curvature computation. Results are reported in Fig. 11, where the purple dot
represents the starting point and the green dots are the four novel vertices where
signatures can be computed.

Figure 11 clearly demonstrates that the automatic method for the patch extrac-
tion recognizes the four novel points around the initial one which belong to different
surfaces, specifically one of the cylinder and the remaining of the background
plane. The patches can be thus built around the detected points and then translated
in terms of signatures defined in the frame basis.

Moreover, with reference to Fig. 11b, it could be observed that the two curvature
directions (red dotted lines) cross void regions, due to the presence of occlusions.
As a consequence, it is possible that any point of the dataset intercepts the two

Fig. 10 Points of interest obtained considering the three conditions for the edge selection.
Measurement units are expressed in meters
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curvature directions at the fixed required distance. In this case the method considers
the first point belonging to the curvature directions, closer to the previously set
distance from the initial starting point.

(a)

(b)

Fig. 11 Computation of the points of interest (green dots) given by the intersection of the two
curvature directions (red dotted lines) reported on the point cloud (blue dots). The purple point is
the starting vertex, edge of the considered cylindrical object. a 3D and b 2D sight of the dataset.
All measurement units are in meters
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6 Final Results

Knowing the definition of the signature, a comparison among local signatures
belonging to several real objects acquired by means of a triangulation-based laser
scanner can be performed.

As shown previously, when the algorithm of edge extraction determines the
starting interest points, the computation of curvatures allows the determination of
four further points of interest, centre of the patches used for the signature evalua-
tion. Considering two patches lying on a plane or a cylinder, the corresponding
signatures, referred in the novel frame space, show the profiles reported in
Fig. 12a and b, respectively.

When signatures have to be compared, it is useful to define a specific metrics. In
this case, the dot product of the two signature vectors is exploited to compute the
distance between the two signature vectors under investigation.

Fig. 12 Example of signature
vectors extracted from a
planar (a) and cylindrical
(b) surface
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dotðc1; c2Þ ¼ c1k k � c2k k cos h ð19Þ

f ¼ cos h ¼ dotðv1; v2Þj j
c1k k � c2k k ð20Þ

The ζ term can also be interpreted as a confidence level bounded between 0 and
1. In this case, the following classification can be defined:

• ζ ≥ 0.9: optimal similarity;
• 0.5 ≤ ζ < 0.9: good similarity;
• 0 ≤ ζ < 0.5: dissimilarity.

Almost seventy experiments have been performed to prove the ability of the
method to classify objects, e.g. planes, spheres and cylinders. For the sake of
simplicity, only twenty acquisitions are reported in this paper.

Table 3 lists the most relevant acquisitions performed for the model validation
and the corresponding numbers used as reference in the following lines.
Specifically, the first three acquisitions are derived from the inspection of three
horizontal planes, of two different materials (one of plastic and two of aluminium).
The acquisitions from 4 to 7 are obtained by tilting the plastic plane, following
directions which are expressed by the normal vectors ni. Acquisitions 8 and 9 are
obtained by scanning different cylinders with comparable radii (r8 and r9), whereas

Table 3 List of objects used
for the model validation

# acq Kind of surface Object property

1 Horizontal plane 1 Plastic medium

2 Horizontal plane 2 Aluminium

3 Horizontal plane 3 Aluminium

4 Tilted plane 1 n4 = [0.781, −0.499, −0.375]

5 Tilted plane 2 n5 = [−0.507, −0.028, −0.862]

6 Tilted plane 3 n6 = [−0.381, −0.334, -0.862]

7 Tilted plane 4 n7 = [−0.435, 0.268, −0.860]

8 Cylinder 1 r8 = 24.27 mm

9 Cylinder 2 r9 = 38.27 mm

10 Sphere 1 r10 = 18.85 mm

11 Sphere 2 r11 = 34.42 mm

12 Sphere 3 r12 = 29.70 mm

13 Sphere 4 r13 = 27.25 mm

14 Sphere 5 r14 = 14.15 mm

15 Sphere 6 r15 = 20.5 mm

16 Sphere 2 r16 = r11
17 Sphere 7 r17 = 35.12 mm

18 Sphere 6 r18 = r15
19 Sphere 5 r19 = r14
20 Irregular surface –
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the acquisitions from 10 to 19 are related to the acquisition of seven spheres having
different radius rk (k = 10, …, 19). Acquisitions 16, 18 and 19 are redundant, since
these are obtained by applying rigid displacements to the spheres of acquisition 11,
14 and 15, respectively. Finally, acquisition 20 is performed on an irregular surface.

Figure 13 reports an example of acquisition performed on a tilted plane
(acquisition 5, tilted plane 2), whereas green dots belong to the patch obtained
following the automatic method described in the previous paragraph. In this case it
is possible to notice the noise contribution which induces the presence of cloud
outliers, which can lead to processing errors.

Table 4 reports the ζ value obtained comparing the signature vector of the object
in acquisition 5 with the remaining examples. The confidence values in bold are the
ones that confers the best results, accordingly with the aforementioned classifica-
tion. Quantitatively, some ζ values are very close to the unity, regardless of the tilt
experienced by the planar regions. These results are strictly connected to the

Fig. 13 Point cloud related to acquisition 5 (blue dots) and corresponding extracted patch used for
the computation of the signature vector (green dots)

Table 4 Comparison of
signature vectors with the one
related to the target in
acquisition 5 (tilted plane 2)

# acq ζ value # acq ζ value

1 0.9996 11 0.1207

2 0.9996 12 0.1687

3 0.9996 13 0.0107

4 0.9667 14 0.0174

5 – 15 0.0955

6 0.9997 16 0.1954

7 0.9945 17 0.1855

8 0.2615 18 0.0692

9 0.1036 19 0.0066

10 0.0795 20 0.2438
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theorema egregium, which states that results are independent of the point of view of
the observer, or, equivalently, of the tilt experienced by the target.

The results in Table 4 are also presented in the stem diagram of Fig. 14.
Figure 15 reports the dataset related to acquisition 8, where a cylinder is scanned

by the laser profilometer.
The results of the comparison of signatures with the one produced by the

analysis of the cylindrical target are expressed in Table 5, where the term ζ is
shown. Also in this case bold values are those that indicate the best matching of
signatures. Despite the previous case, only one value passes the confidence check,

Optimal

Good

Bad

CylinderPlane Sphere Irregular

Fig. 14 Stem diagram representation of the results presented in Table 4, obtained by the
comparison of acquisition 5 with the remaining datasets

Fig. 15 Point cloud of acquisition 8 (blue dots) and points considered for the signature definition
(green dots)
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i.e., the one related to the comparison with the other cylinder. Here the bold value is
not “optimal” but only “good”, since cylinders have slightly different radii. As the
curvatures are dependent on the inverse of the radius of the cylinder section, sig-
natures are implicitly different and thus the method does not converge to the rec-
ognition of the same object in the two datasets, as required. On the contrary, the
other ζ values are much more different than the previous one, since different kinds
of surfaces are compared.

Table 5 Comparison of
signature vectors with the one
related to the target in
acquisition 8 (cylinder 1)

# acq ζ value # acq ζ value

1 0.2710 11 0.0146

2 0.2727 12 0.0182

3 0.2727 13 0.0484

4 0.3062 14 0.0024

5 0.26154 15 0.0114

6 0.2719 16 0.0230

7 0.3052 17 0.0012

8 – 18 0.0156

9 0.5951 19 0.0025

10 0.0005 20 0.0731

Optimal

Good

Bad

CylinderPlane Sphere Irregular

Fig. 16 Stem diagram representation of the result of the signature comparison with the one
produced by the cylinder 1 (acquisition 8)
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Table 5 produces the results in Fig. 16, where the stem diagram related to the
signature comparison with the one produced by the cylinder is presented.

Finally, the comparison of signatures has been performed with reference to
acquisition 14, where a 28 mm diameter sphere is investigated. The corresponding
point cloud is reported in Fig. 17 (blue dots refer to the sphere of acquisition 15,
whereas green dots are those of acquisition 14). It is important to notice that also in
this case, the method for the patch extraction has produced the correct results in an
automatic way (see how green dots are characteristics of the spherical surface).
Following the procedure already described for the previous cases of study, corre-
sponding results of signature comparison are reported in Table 6.

Also the results in Table 5 prove the capability of the proposed method to
recognize the sphere 5 in the other measurements. As for the analysis of cylinders,
the highest value, marked in bold, is obtained for acquisition 19, which is per-
formed on the same object, but under different conditions. Once again, the com-
parison with the other spheres produces low similarity since input data are in
inverse proportion with the radius. Consequently, different radii create dissimilar-
ities among spheres. The stem diagram in Fig. 18 gives further evidence to the
presented results.

Fig. 17 Point cloud obtained by the inspection of spheres 5 (green dots) and 6 (blue dots),
modelled in acquisitions 14 and 15, respectively

Table 6 Comparison of
signature vectors with the one
related to the target in
acquisition 14 (sphere 5)

# acq ζ value # acq ζ value

1 0.0170 11 0.0308

2 0.0170 12 0.0012

3 0.0173 13 0.0478

4 0.0164 14 –

5 0.0174 15 0.3034

6 0.0172 16 0.0003

7 0.0175 17 0.0011

8 0.0021 18 0.1959

9 0.0013 19 0.6935
10 0.2306 20 0.0391
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7 Conclusions and Future Work

In this Chapter, we have described and tested a method for object detection in actual
datasets. The method is implicitly unaffected by perspective deformations because it
exploits the properties of the Gaussian and mean curvatures to produce robust
signatures, in accordance with the frame theory. A frame, namely a basis made of
linearly dependent elements, is created by inspecting the curvatures of parametric
synthetic surfaces. Real datasets are processed to find local signatures, made by
decomposing the curvatures of a fitting paraboloids in terms of a weighted sum-
mation of the frame entries. The final results confirm that the method is able to
recognize elementary objects among several primitives, i.e. planes, cylinders and
spheres, despite of the noise which produces outliers in the measurements. This
work constitutes the fundamental basis for several applications in the field of
robotics. As an example the motion estimation of autonomous vehicles through the
pose estimation of recognized objects can be envisaged. In this context, the use of
the algorithm for the detection of points of interests will give more consistency and
reliability to the proposed method for its actual implementation on mobile vehicles.

Acknowledgement This work was funded within the CNR-ISSIA project MASSIME
—“Mechatronic innovative safety systems (wired and wireless) for railway, aerospace and robotic
applications”.

Optimal

Good

Bad

CylinderPlane Sphere Irregular

Fig. 18 Stem diagram representation of the result of the signature comparison with the one
produced by the sphere 5 (acquisition 14)
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Design of Self-generating Component
Powered by Magnetic Energy
Harvesting—Magnetic Field Alarm

K. Tashiro, A. Ikegami, S. Shimada, H. Kojima and H. Wakiwaka

Abstract A design of self-generating component powered by magnetic energy
harvesting is presented. In order to demonstrate the devices, a magnetic field alarm is
developed. It consists of an energy harvesting module, Cockcroft-Walton circuit and
piezo buzzer. The energy harvesting module is composed of coil and magnetic flux
concentration core. It can generate 200 µW from an environmental magnetic field of
200 µT at 60 Hz. The Cockcroft-Walton circuit can converts the AC voltage to a
suitable DC voltage for the piezo buzzer. This alarm can notice not only the magnetic
field level defined by ICNIRP2010 but also the existence of magnetic field energy to
be harvested. For the further developments, theoretical estimations for harvesting
energy, effective permeability and optimum load condition are also discussed.

Keywords Magnetic energy harvesting � Self-generating component � Magnetic
field alarm � Cockcroft-Walton circuit � Effective permeability

1 Introduction

Magnetic field is a reusable energy source to be used for both energy harvesting and
wireless power transmission applications. Because electrical appliances are usually
powered by electric wire, the well-known component of environmental magnetic
fields is 50 or 60 Hz. In previous report, energy harvesting of 6.32 mW from a
uniform magnetic field of 21.2 μT at 60 Hz, and activating a wireless sensor node
have been demonstrated [1]. For energy management systems, some researcher’s
proposed a battery-free real-time current-waveform sensor powered by magnetic
field around ac power line [2, 3]. Because the output voltage of an energy har-
vesting module for environmental electromagnetic field is ac signal, rectifier and
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signal conditioning circuits should be installed for the energy source of wireless
sensor nodes [4–6]. With a Cockcroft-Walton circuit (CW circuit) [7, 8] and storage
capacitor [9], magnetic energy harvesting of 17 mJ from electrical appliances have
been also demonstrated [10]. It may enough energy to activate a wireless sensor
node, and “one-shot” signal. It was also mentioned the benefit of magnetic flux
concentration core [11]. The theoretical design have revealed that the harvesting
power is proportional to the fifth power of the outer diameter [12]. For example,
air-cored Brooks coil of 280 mm in outer diameter demonstrated the energy har-
vesting of 562 mW from a magnetic field of 200 µT at 60 Hz. In contrast, the
estimated power becomes 100 kW when the outer diameter is 3.6 m. It could be
used for wireless power transmission application with a room-sized or
building-sized coil system for producing a uniform magnetic field.

From the view point of the effect on humans, ICNIRP2010 provides a guideline
for an acceptable electromagnetic field level [13]. At the power-line frequency of
50/60 Hz, an acceptable level in a public space is 200 μT. The motivation of this
study is to notice and use this magnetic field. Compared with other reusable energy
sources, such as light, thermal or vibration energy, human cannot notice the exis-
tence of magnetic field by own five senses.

This chapter presents a design of magnetic field alarm which does not require an
external battery, and the size is limited to 50 mm × 50 mm × 50 mm. Figure 1
shows schematic diagram of the magnetic field alarm. It consists of an energy
harvesting module, CW circuit, and piezo buzzer. It is an demonstration of
“self-generating component” powered by magnetic energy harvesting. From the
data sheets of the piezo buzzer sold in market, a special loud buzzer that functions
at very low voltage was selected whose minimum operating voltage and current are
as low as 0.7 Vdc and 0.3 mA (SC 0715 BL, Sonitron), respectively.

2 Energy Harvesting Module

2.1 Equivalent Circuit

Figure 2 shows the equivalent circuit of the energy harvesting module. Based on the
Faraday’s law of induction and Thevenin’s theorem, the amplitude of the voltage
source Vin [V] can be expressed by:

Fig. 1 Schematic diagram of the magnetic field alarm. It is an example of self-generating
component powered by magnetic energy harvesting
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Vin ¼ 2p2fna2leffl0Hext v½ �; ð1Þ

where f [Hz] is the frequency of the magnetic field, n [turn] is the number of coil
windings, a [m] is the mean radius of the coil, μeff is the effective permeability of
magnetic flux concentration core, μ0 is the permeability of vacuum, and
μ0 × μeff × Hext [T] is the mean flux density crossing with the mean cross section of
the coil. The magnetic flange can concentrate the environmental magnetic field to
the core, which improves the effective permeability. The effective permeability is
defined by:

leff ¼
Vin

Vair
; ð2Þ

where Vair is the induced voltage of the coil without the core. The impedance of this
circuit can be expressed by:

Z ¼ Rþ RLð Þ þ j xL� 1
xC

� �
X½ �: ð3Þ

When the imaginary part is negligible, the impedance becomes minimum. Using
the maximum power transfer theorem, load RL should be the same as the coil
resistance. The output voltage can be used for calculating the harvesting energy:

W ¼ V2
out

R
¼ V2

in

4R
W½ �: ð4Þ

If the diameter and total length of the core are fixed, the harvested energy is
limited. Figure 3 shows an example of energy harvesting modules as a function of
the coil length. The magnetic flux concentration cores were made of PC permalloy.
The total length is 45 mm, outer diameter is 20 mm, inner diameter is 10 mm, and
the diameter of the wire is 0.2 mm. The values of number of coil windings are 500,
1500, 3500 and 4300 for 5, 15, 35 and 43 mm in coil length, respectively.

Fig. 2 Equivalent circuit of
the energy harvesting module
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2.2 Primary Design

Figure 4 shows the induced voltage as a function of coil length. The calculated
results by FEM (JMAG-Designer Ver.12) are also plotted. When the coil length
was larger than half of length of the core, the value of induced voltage converged.
An increase in the coil length produces an increase in the number of coil windings
and an decrease in the flange length. Although the induced voltage is proportional
to the number of coil windings, an decrease in the flange length limits the induced
voltage because of an decrease in the effective permeability. Figure 5 shows the
harvested energy as a function of the coil length. When the coil length was larger
than half of length of the core, the value of induced voltage converged. Although an
CW circuit can convert to a suitable DC output voltage, the input voltage should be
larger than 0.1 V. From several considerations, final design of the energy harvesting
module was defined.

Fig. 3 An example of energy harvesting modules as a function of the coil length. Magnetic flux
concentration cores were made of PC permalloy

Fig. 4 Induced voltage as a
function of coil length, as a
paremeter of magnetic field
strength. The frequency of
magnetic field was 60 Hz
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2.3 Final Design

Figure 6 shows the energy harvesting module for the magnetic field alarm. It
consists of a coil and magnetic flux concentration core made of iron. The core has
10 mm in inner diameter, 20 mm in outer diameter, 0.5 mm in magnetic flange
length, and 30 mm in coil length, respectively. The number of coil windings is 7000
with the wire of 0.12 mm in diameter. The measured resistance and inductance were
515 Ω and 2.04 H, respectively. The estimated value of induced voltage was 0.1 V
when a magnetic field of 200 µT at 60 Hz crossed to the coil without the core.

Figure 7 shows the experimental setup for evaluation of the energy harvesting
module. The energy harvesting module was placed inside an Simple-Box-9 coil
system (SB9). SB9 can generate a uniform magnetic field. SB9 was composed of
nine square coils connected in series, the ratio of the coil windings is
2:1:1:1:1:1:1:1:2, and the distance was 1/4 side length of the coil. When the side
length of the square coil is d [m], it can generate 4.762/d [µT/A] [14]. The fabri-
cated SB9 has 0.1 m in the side length, which can generate 190.5 µT/A because the
number of windings is 4 times as 8:4:4:4:4:4:4:4:8.

Fig. 5 Harvested power as a
function of coil length, as a
paremeter of magnetic field
strength. The frequency of
magnetic field was 60 Hz

Fig. 6 Energy harvesting
module for magnetic field
alarm. The magnetic flux
concentration core was made
of iron, whose flange length
was 0.5 mm
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Figure 8 shows the induced voltage of the energy harvesting module as a
function of the magnetic field of 60 Hz. Solid line represents the estimated value of
the induced voltage without the core, plots represent the experimental results,
respectively. When the magnetic field was 200 µT, the induced voltage was
668 mV.The estimated effective permeability and harvesting energy of this module
are 6.5 and 200 µW, respectively.

3 Magnetic Field Alarm

3.1 CW Circuit

In order to activate the piezo buzzer, the required output voltage should be larger
than 1.5 V. To provide the suitable voltage, design of the CW circuit was con-
sidered. Figure 9 shows the CW circuit. For reducing the losses at the circuit,
low-voltage driven diodes and low-ESR(equivalent-serial resistance) capacitors

Fig. 7 Experimental setup
for evaluation of the energy
harvesting module

Fig. 8 Induced voltage of the
energy harvesting module as a
function of magnetic field
strength. The frequency of
magnetic field was 60 Hz
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should be used. Here, low-voltage-driving Schottky diodes (1N5818, ST
Microelectronics corp.) and capacitors of 10 µF (1HEC-FS100 M, Toushin
Kougyou) were used. The building block of the CW circuit consists of two diodes
and two capacitors, and can provide twice value of dc output voltage. In an ideal
CW circuit, the number of building block, or number of steps, can make the
multiple the value of the dc output voltage. However, the losses in the CW circuit
make the value low. The output voltage of the CW circuit can expressed by:

Vout ¼
ffiffiffi
2

p
asVcw V½ �; ð5Þ

where √2Vcw is the peak value of the input voltage to the CW circuit, s is the
number of steps and α is the ratio compared with the ideal value. When there are no
losses in the circuit, the value of α is 1.

3.2 Experimental Confirmation

Figure 10 shows the schematic design of the experimental setup for evaluation of
the CW circuit. The output voltage was measured with a TRUE RMS
MULTIMETER (Digital tester 187, FLUKE). Figure 11 shows the measured output

Fig. 9 Schematic design of
CW circuit

Fig. 10 Experimental setup
for evaluation of the CW
circuit
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voltage as a function of the magnetic field, as a parameter of the number of steps. It
was found that all CW circuit provided the amplified dc output voltage when the
magnetic field was larger than 10 µT. If the magnetic field was larger than 100 µT,
the output voltage was larger than 1.5 V when the number of steps was larger than
4. Figure 12 shows the ratio of Vout/Vcw as a function of the number of steps. The
magnetic field was 200 µT at 60 Hz. From the estimations, ideal step-up ratios, Vout/
Vcw, are 2.83, 5.66, 8.49, 11.3 and 14.1, respectively. However, the measured
step-up ratios are 2.47, 5.08, 7.5, 9.76 and 11.9, respectively. Although an increase
in the number of steps produces an increase in the output voltage, it also produces
an increase in the energy loss at the circuit. When the number of steps was 4, the
maximum value of α was obtained. From the consideration mentioned above, the
number of step was designed as 4 for the magnetic field alarm.

Fig. 11 Output voltage of the
CW circuit as a function of
magnetic field strength. The
frequency of magnetic field
was 60 Hz

Fig. 12 Measured ratios,
Vout/Vcw and α, as a function
of the number of steps in the
CW circuit. Magnetic field
was 200 µT at 60 Hz
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3.3 Magnetic Field Alarm

Figure 13 shows the magnetic field alarm. All of the parts were contained inside a
cubic case made by an 3D printer (MakerBot replicator 2), and the size of the alarm
is 50 mm × 50 mm × 50 mm. In order to check the operation, it was placed inside
the SB9. When the magnetic field of 60 Hz was larger than 100 µT, the alarm
started to sound a buzzer. Figure 14 shows the measured output voltage as a
function of magnetic field. When the alarm sounded a buzzer, the voltage drop at
the buzzer was about 0.5 V. This alarm can notice the existence of environmental
magnetic field without any external battery.

Fig. 13 Magnetic field alarm

Fig. 14 Measured output
voltage as a function of
magnetic field strength. The
frequency of magnetic field
was 60 Hz
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4 Discussion

4.1 Harvesting Power

As mentioned before, the harvesting energy is proportional to the square of the
magnetic flux density. Substituting Eq. (1) into Eq. (4):

W ¼ p4f 2n2a4

R
� leff � l0Hextð Þ2 W½ �: ð6Þ

Fortunately, the harvesting energy is also proportional to the square of the
effective permeability. However, the effective permeability is defined by the shape
of the magnetic core due to the demagnetizing field. In other words, the effective
permeability is finite value even if the magnetic material has infinity permeability. It
should be also noted that the inductance of the core is not negligible in general.
When a suitable resonant capacitor is inserted, the impedance becomes minimum
because the imaginary part is negligible. To provide a resonance frequency at
f [Hz], the resonant capacitor C [F] can be chosen from:

f ¼ 1

2p
ffiffiffiffiffiffi
LC

p Hz½ �: ð7Þ

Here, the limitation of harvesting energy defined by the coil size is considered.
In general, the values of the inductance and resistance for a coil were given as:

L ¼ P0an
2 H½ �; ð8Þ

R ¼ 2panq
A

X½ �; ð9Þ

where ρ [Ω•m] is the resistivity of copper at room temperature and A [m2] is the
cross sectional area of the winding. P0 [H/m] is the coil coefficient defined by the
coil shape. For example, the value of P0 for an ideal solenoid coil with finite length
is determined by the product of the circular constant π, permeability of vacuum in
H/m, length to diameter ratio of the coil, and the Nagaoka coefficient. If the ratio of
coil length, inner diameter and outer diameter are constant, the value of P0 becomes
constant. A Brooks coil is a circular coil with a square cross section, and the ratio of
the coil length, inner diameter, and outer diameter is 1:2:4 [15]. Because of the
constraint shape, it is known that the value of P0 is constant as 1.6994 × 10−8 H/m.
The air-core coil is Brooks coil having the spacing factor β:

b ¼ c2

nA
; ð10Þ
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where, c [m] is the length, 2c [m] is the inner diameter, 4c [m] is the outer diameter,
c2 [m2] is the cross section and 3c/2 [m] is the mean radius of Brooks coil. Without
considering a wire insulator, an ideal lamination factor corresponds to β = 1.
Substituting Eqs. (9) and (10) into Eq. (6) gives:

W ¼ 27p3b f 2

16q
c5 � l2eff � l0Hextð Þ2 W½ �: ð11Þ

It can be seen that the harvesting energy does not depend on the number of
windings. In contrast, the harvesting energy is proportional to the fifth power of
c. This means that the harvesting energy has strongly depended on the coil size.

Figure 15 shows the estimated energy as a function of the outer diameter of a
Brooks coil [12]. In this estimation, the spacing factor is β = 0.737, the resistivity is
ρ = 1.78 × 10−8 Ω•m, and the frequency is f = 60 Hz. The line represents the
air-core coil, and the dash and dotted line represent the coil with a magnetic core
having an effective permeability of 10 and 100, respectively.

The required outer diameter of an air-core coil for harvesting 1 W is larger than
300 mm. If it can be designed the harvesting module with an effective permeability
of 100, the required diameter becomes 50 mm. Unfortunately, the theoretical design
revealed that the estimated power is negligible if the outer diameter is less than
10 mm. In contrast, if it can be prepared a relatively large air-core module, the
estimated energy is enough in typical applications related with wireless power
transfer. For example, the estimated power becomes 100 kW when the diameter is
larger than 3.2 m.

Fig. 15 Estimated harvesting power as a function of outer diameter of the Brooks coil, as a
parameter of the effective permeability, µeff. Where, β = 0.737, ρ = 1.78 × 10−8 Ω•m, f = 60 Hz and
µ0H = 200 μT
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4.2 Effective Permeability

It is well known that the demagnetizing factor strongly depends on the core shape
which defines the effective permeability. Because exact calculation of the demag-
netization factor for ellipsoidal bodies exists [16], it is widely used for the esti-
mation of the effective permeability for ellipsoidal core or relatively long rod core.
Unfortunately, this estimation is not acceptable for the magnetic flux concentration
core. The shape of the flange part, or magnetic flux concentration part, is a rela-
tively long cylinder. And the cross section of the flange part is larger than that of the
coil winding part. Several researchers related to magnetic sensor have proposed an
approximation for this core [17, 18]. However, it cannot take into account the flange
part length. Here, an approximation is mentioned below, which could be acceptable
when the ratio of the length to diameter was less than 2.25.

Figure 16 shows the magnetic flux concentration cores. The material of the cores
is PC Permalloy. Compared with a conventional rod-shaped core, a magnetic
concentration core can provide an amplification of an external magnetic field to the
coil. Table 1 shows the specifications of the cores. In order to evaluate the effective
permeability, coil were wound around the coil winding part. The shape of coil was
Brooks coil whose length, inner and outer diameter were 5, 10 and 20 mm,
respectively. The number of coil turns was 500 with a wire of 0.2 mm in diameter.
The effective permeability, µeff, is defined by the ratio of the mean magnetic field
inside the core, Bcoil [T], to the external magnetic field, µ0Hext [T]:

leff ¼
Bcoil

loHext
¼ Vin

Vair
; ð12Þ

Fig. 16 Magnetic flux
concentration cores

Table 1 Specifications of the
magnetic flux concentration
cores

Property Value

Coil length, c [mm] 5

Inner diameter, d [mm] 10

Outer diameter, D [mm] 20

Flange length, δ [mm] 1, 2, 5, 10, 20

Material PC Permalloy (Nilaco Inc.)
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where Vin [V] and Vair [V] represent the induced voltage of the coil with or without
the core, respectively. If the shape of the core is a conventional rod or plate, the
value of µeff is defined by

leff ¼
Bcoil

loHext
¼ lr

1þ ðlr � 1ÞN ; ð13aÞ

where, µr is the relative permeability of the core, N is the demagnetizing factor of
the core. The value of N can be expressed using the aspect ratio, m:

m ¼ L
D
; ð13bÞ

where L and D are the outer length and diameter of the core, respectively. The value
of N can be roughly estimated by using the demagnetizing factor of the ellipsoidal
bodies [19] as

N ¼ 1
1� m2 1� mffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� m2
p arccosm

� �
ðm\1Þ;

N ¼ 1
3

ðm ¼ 1Þ;

N ¼ 1
m2 � 1

mffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2 � 1

p arccosh m� 1
� �

ðm[ 1Þ;

N ¼ 1
m2 ln 2m� 1ð Þ ðm[ 12Þ:

8>>>>>>>>>>><
>>>>>>>>>>>:

ð14Þ

It is easy to understand that the value of µeff strongly depends on the value of
N. In other words, the value of µeff is defined by the inverse value of N when the
value of µr for the core is relatively large:

leff ¼
1

1
lr
þ ð1� 1

lr
ÞN ffi 1

N
: ð15Þ

Figure 17 shows the schematic design of the concentration core. In order to
improve the performance of induction magnetometer, several researchers also
proposed similar core shape.

From Eq. (12), it could be expressed by following equations:

leff ¼
Bflange

loHext
� Bcoil

Bflange
; ð16Þ

Bcore ¼ p D=2ð Þ2
p d=2ð Þ2 � Bflange ¼ D

d

� �2

Bflange T½ �; ð17Þ
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Bcoil ¼ Bcore � loHd T½ �; ð18Þ

where Hd [A/m] and Bcoil [T] are the demagnetizing field and mean magnetic flux
density in the coil winding part, Bflange [T] and Bcore [T] are the magnetic flux
density at the connection surfaces of flange part, respectively. It is based on the
conservation of the magnetic flux. In other words, all magnetic flux passes between
the end and coil winding part. If the value of µr is relatively large, the first term of
right side in Eq. (16) can be expressed by

Bflange

loHext
¼ lr

1þ lr � 1ð ÞNflange
ffi 1

Nflange
: ð19Þ

Where Nflange is the demagnetizing factor of the end part. Relationship between
demagnetizing field and magnetic flux density of the core can be summarized by
following equations:

Hd ¼ NcoreMcore A=m½ �; ð20Þ

Bcore ¼ loHcore þ loMcore T½ �; ð21Þ

lr ¼ Bcore=loHcore; ð22Þ

where Ncore, Mcore[A/m] are the demagnetizing factor and magnetization of the coil
winding part, respectively. From Eqs. (18), (20), (21) and (22), the magnetic flux
density of the coil winding part is expressed by

Bcoil ¼ 1� Ncore þ Ncore

lr

� �� �
Bcore T½ � ð23Þ

Fig. 17 Schematic design of
the magnetic concentration
core
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When the relative permeability is relatively high, the ratio of the Bcoil/Bcore can
be expressed by

Bcoil

Bcore
¼ 1� Ncore þ Ncore

lr

� �� �
ffi ð1� NcoreÞ: ð24Þ

From Eq. (17), the ratio of the Bcoil/Bflange and µeff can be expressed by:

Bcoil

Bflange
¼ ð1� NcoreÞ � D

d

� �2

; ð25Þ

leff ¼
1� Ncore

Nflange
� D

d

� �2

: ð26Þ

For the calculation of both Ncore and Nflange, demagnetizing factor of the ellip-
soidal bodies, Eq. (14), could be used. The value of m was (l/d) for Ncore, and (δ/
D) for Nflange, respectively. Although this equation is theoretically expressed, it is
not agreed with both the numerical and experimental results. According to several
researchers, a correction term related to the aspect ratio are usually taken into
account. From the several considerations, the final is expressed as:

leff ¼
1� Ncore

Nflange
� d

l

� �
� D

d

� �2

: ð27Þ

Figure 18 shows the value of µeff as a function of the value of L/D. Filled plots
represent the measured results, and line represents the calculation results from
Eq. (27). Open plots represent the FEM analysis results with JMAG-Designer Ver.
12.0.2. In the experimental results, Vin [V] was the induced voltage of the coil
measured with a lock-in amplifier (5610B, NF corp.), Vair [V] was calculated from

Fig. 18 Effective
permeability as a function of
the aspect ratio
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Faraday’s low of induction, f [Hz] was the frequency (= 60 Hz) and µ0 Hext [T] was
the external magnetic flux density (= 1 µT). Although the ratio of a coil part length,
coil part diameter and flange diameter was fixed to 1:2:4, several similar models
were tested for the FEM analysis. From experimental results, the validity of the
proposed approximation was successfully confirmed. The relative values of esti-
mation error were less than 10 %. The FEM analysis also indicated that proposed
approximation could be acceptable when the L/D was less than 2.25.

4.3 Optimum Load

For energy harvesting devices, power conversion is a key point. CW circuit is a
good power converter which has both rectifier and step-up voltage functions. If the
voltage drop in the diode is zero, it is an ideal power converter.

Figure 19 shows a CW circuit for considering the maximum power transfer
condition. Where RL [Ω] is the load, Vin [V] and R [Ω] are AC the voltage source
and its resistance, respectively. The CW circuit converts an AC voltage of Vcw_in

[V] to an DC voltage of Vcw_out [V]. If there is no power loss in CW circuit, the
input power is consumed at both the source resistance and load. According to the
power transfer theorem, the power consumption of both resistance. In other words,
the value of Vcw_in should be the half value of Vin. The output voltage and power
consumption of both resistors are expressed by:

Vout ¼
ffiffiffi
2

p
sVcw ¼

ffiffiffi
2

p

2
sVin V½ �; ð28Þ

W1 ¼ V2
in

4R
W½ �; ð29Þ

W2 ¼ V2
out

RL
¼ 2s2V2

in

4RL
V½ �: ð30Þ

Because of W1 = W2, the optimum load is expressed by:

Fig. 19 CW circuit for
considering the maximum
power transfer condition
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RL ¼ 2s2R X½ �: ð31Þ

This equation is also acceptable for a conventional full wave rectifier (s = 2). If
the voltage drop in diodes is negligible, the value of Vcw-out and W2 are √2 Vcw-out

and 2Vcw-out
2 /RL, respectively. According to the Eq. (31), the value of optimum load

is RL = 8R. At the condition, the energy consumption of both resistor is as same as
Vcw-out
2 /4RL = Vin

2 /4RL.

Because magnetic energy harvesting module consists of the coil, the effect of the
inductance should be taken into account. Figure 20 shows the equivalent circuits of
the magnetic energy harvesting components for considering the maximum power
transfer condition. When the reluctance is negligible compared with the resistance,
the equivalent circuit can be drawn as (a). In general case, both the resistance and
inductance should be taken into account to the equivalent circuit. When the target
frequency is fixed, the use of a suitable resonant capacitor is well known as (b). If
the capacitor is not connected, the equivalent circuit is drawn as (c).

Table 2 shows an example of the parameters for a circuit simulator LTSpice
(Linear Technology Inc.). In the CW circuit, the voltage drops in the diodes are set
to be zero. The values of load for the number of steps are calculated from Eq. (31).
Figure 21 shows the comparison of the theoretical and simulated results. The

Fig. 20 Equivalent circuits of the magnetic energy harvesting component for considering the
maximum power transfer condition: a the inductance of the coil is negligible, b a resonant
capacitor for the inductance of the coil is inserted, c the resonant capacitor is not connected
although the coil has both the resistance and inductance

Table 2 Parameters for the equivalent circuits

Parameter Value

Resistance, R [Ω] 1060

Inductance, L [H] 60.4

Frequency, f [Hz] 60

Resonant capacitor, C [µF] 0.117

Input voltage, Vin [V] 5

Capacitors in CW circuit, C1 * Cs [µF] 47

Number of steps in CW circuit, s 2 4 6 8 10

Load, RL [kΩ] 8.480 33.92 76.32 135.7 212.0
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theoretical estimation was acceptable when the reluctance in the magnetic energy
harvesting module is negligible as (a) and (b).

Although the voltage drops in the diodes are not negligible, the theoretical
estimation is acceptable for the practical use. In order to confirm the validity, an
experiment was conducted as follows.

Figure 22 shows a magnetic energy harvesting module which used in this
experiment. The parameters are the same as summarized in Table 2. For a magnetic
field of 90 µT at 60 Hz, this module can harvest of 100 mW. The CW circuits were
composed of low-voltage-driving Schottky diodes (1N5818, ST Microelectronics
corp.) and capacitors of 47 µF. The magnetic field of 60 Hz was generated by an
SB9 whose side length of the square coil was 2 m. In order to compare with the
calculated results, the generating magnetic field was controlled to which the
induced voltage of the coil was 5 V. The optimum load were experimentally

Fig. 21 Comparison of Vout

as a function of s. The
parameters of the circuit
element are summarized in
Table 2. Line represents the
calculated value from the
Eq. (28)

Fig. 22 Magnetic energy
harvesting module with an
air-core Brooks coil and
resonant capacitor. The
number of coil windings is
18395 turn
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investigated by measuring the output voltage when the dummy loads were con-
nected. The values of measured power were calculated from the values of the output
voltage and load’s resistance.

Figure 23 shows the measured power as a function of the connected load. Bold
line represents the maximum power consumption estimated by Eq. (29). The filled
plots represent the values of optimum load, RL_ideal, which are expressed by
Eq. (31). The values of RL_ideal were acceptable, and the maximum relative error
was 40 %. The maximum values of measured power were good in agreement with
the values estimated by Eq. (29).

5 Conclusion

Design of self-generating component powered by magnetic energy harvesting was
presented. A design of magnetic field alarm powered by an energy harvesting
module was described in the Sect. 2 and 3. With a help of the FEM analysis and
experimental confirmation, it was successfully demonstrated. For the further
developments of other self-generating components, several tips were discussed in
the Sect. 4. Although the harvesting power is limited by the size of the coil, the use
of the magnetic flux concentration core could reduce the required size.
Approximation of the effective permeability may help the theoretical design of the
core whose aspect ratio, L/D is less than 2.25. According to the maximum power
transfer theorem, the design of optimum load was also explained.

Acknowledgements This work was supported in part by JSPS KAKENHI, Scientific Research
(C), Grant Number 25502001, 2013–2015.

Fig. 23 Measured power as a
function of the connected load
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