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Preface

This book provides an overview of the designs of energy and bandwidth-efficient or

spectrum-efficient modulation and transmission for wireless cellular and Wireless

Local Area Network (WLAN) systems, and focuses especially on system-on-chip

(SoC) architecture that integrates all-digital, analog/mixed-signal, and often radio-

frequency functions on a single chip substrate. Because of the unique aspects of the

SoC architecture, the properties of energy efficiency (EE) and spectrum efficiency

(SE) are two high-priority targets in these system designs and highly depend on the

modulation scheme that is chosen and the operation region where a power amplifier

runs. Trade-offs between EE and SE due to their contradictory nature, however,

should be made depending on the specific modulation scheme and actual transmis-

sion system.

As demand has grown for high-data-rate applications in wireless networks,

energy consumption in wireless communications has recently drawn increasing

scientific and industrial attention. Energy-efficient solutions to reducing energy

consumption in order to achieve significant reductions in the amount of carbon

dioxide emissions in wireless radio communications are classified under the rubric

Green Radio. To enhance energy-efficient utilization in wireless communications,

different Green Radio programs across the world aim at investigating and creating

innovative techniques for the reduction of the total energy used to operate radio

access networks and to identify appropriate radio architectures that enable such

power reduction.

In the early years of digital satellite communication (i.e., the-1980s and 1990s),

energy and bandwidth-efficient modulation techniques and schemes were studied

and developed in applications for digital satellite earth station systems in which

voice and data transmissions in digital form were supported. Overlapped pulse-

shaping modulation formats, such as raised-cosine pulse shaping or other doubled-

symbol interval pulse-shaping methods were proposed and developed for these

earth station systems so that on-board power amplifiers could operate in saturated or

close to saturated regions to achieve high energy efficiency. These overlapped

pulse-shaping modulation schemes have an advantage over Nyquist-type-
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signaling–based modulation formats in achieving higher energy efficiency because

of their smaller envelope fluctuations; meanwhile they also have satisfactory

spectrum efficiency. When further modifications were applied to the existing

overlapped pulse-shaping modulation schemes in 2000s, the most representative

modulation format, called Feher-patented quadrature phase shift keying (FQPSK),

showed a good trade-off between energy and spectrum efficiency and lead to its

application to deep-space communications.

After the launch of the 802.11a WLAN standard using 52-subcarrier orthogonal

frequency division multiplexing (OFDM) format signaling in 1999 and the adop-

tion of OFDM technology as the core technology of 4G in 2010 because of its anti-

multipath–fading characteristics and high spectrum efficiency, achieving energy

efficiency (EE) becomes more difficult. Improving the EE usually involves running

the power amplifier in a saturated or close to saturated region, which is a great

challenge for most transmitters used in the 802.11 WLAN systems and the 4G

cellular communication systems due to large Peak-to-Average Power Ratio (PAPR)

of the OFDM signaling. The trade-off between energy efficiency and spectrum

efficiency for OFDM signals becomes particularly important and can be achieved

by using a number of techniques and methods described in this book.

In 2002, I changed my career focus from traditional digital communication

fields, where I had worked for a decade on included satellite/earth station and

microwave systems, to the newly developed personal digital communication field,

which mainly focuses on 2G/3G cellular and 802.11b/g/a WLAN communication

systems implemented with SoC architectures, where I have worked until now. Since

then, I have been involved with many new system concepts and circuit block

implementations that are different from what I had learned from textbooks or

classes in colleges and what I had experienced with traditional digital communica-

tion systems. These new concepts, architectures, and hardware implementations

covered in cellular and WLAN communication systems initially motivated me to

write a technique book and to share my design experiences with readers who are

interested in these practical system design concepts.

The book primarily covers some major energy and bandwidth-efficient modu-

lation and transmission techniques with applications to cellular and the 802.11

WLAN systems. For either constant envelope modulation or nearly constant enve-

lope modulation formats, the transmitter can operate in a saturated region to achieve

high energy efficiency. For non-constant envelope modulation schemes with large

peak-to-average power ratio (PAPR) values, on the other hand, the power amplifier

employing a pre-distortion technique is capable of operating close to a saturated

region to improve energy efficiency. A variety of fundamental and practical topics

associated with the SoC architectures, from communication system design concepts

to baseband signal-processing algorithms and trade-offs are introduced in the book.

These topics and some design examples are drawn from projects and products I

previously designed or was involved with.

This book is aimed at recently graduated college students with electrical-

engineering related backgrounds and practicing engineers who may be new to

digital modulations and digital transmission systems, but already have a general

viii Preface



broad knowledge of some digital communication system concepts. Especially for

those readers who wish to learn and understand the system concepts and circuit

block designs of RF IC systems, the book provides a variety of design examples and

practical topics with analysis graphics to assist them for easily understanding

these contents. After reading this book, the reader should have gained a strong

system-level overview of various wireless systems associated with SoC-based

implementations, and should understand the advantages and disadvantages that

particular modulation techniques and certain system architectures have.

I would like to acknowledge my previous colleagues at the Communication

Division of Harris Corp. and Via Communication Corp. where we worked together

to make great contributions to many microwave modem products, 2G/3G cellular

and Wi-Fi transceiver chips. I would also like to thank Broadcom for giving me a

chance to contribute to and support their cellular and Wi-Fi transceiver chips and

their applications.

Finally, I wish to express my great gratitude to my parents for their lifelong love

and constant encouragement; my wife, Lutong, for her endless love, tolerance, and

support during the long journey of writing the book; and my son, Will, for his

feedback and opinions as a first reader of the manuscript during his last year

pursuing his master’s degree in Electrical and Computer Engineering.

Milpitas, CA Wei Gao

June, 2016
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Chapter 1

Introduction

Power (dBc)

Time (us)

One of the primary and long-standing goals of the Federal Communications

Commission (FCC) has been to promote more efficient use of spectrum for the

radiofrequency (RF) wireless radio transmission. The FCC’s 1999 Spectrum Policy

Statement highlighted that “with increased demand of a finite supply of spectrum,

the Commission’s spectrum management activities must focus on allowing spec-

trum markets to become more efficient”; and the Strategic Plan for Fiscal Year

2003–2008 (published in 2002) indicated its general spectrum management goal

was to “encourage the highest and best use of spectrum” [1]. Even though there are

other, different metrics, one of the accepted common spectrum efficiency metrics

for wireless communications is in terms of bits/second/hertz. To approach this goal,
many government organizations and commercial communications companies have
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adopted advanced modulation and amplification transmission techniques to utilize

spectrum more efficiently and as much as possible.

Wireless technology is transforming our society and people’s lifestyles, with

over six billion people communicating over cellular networks and over a billion

people using Wi-Fi internet globally in 2014 [2, 3]. Total mobile subscriptions are

expected to grow to over nine billion by the end of 2019. Cellular systems of 3G and

4G provide wide coverage areas, full mobility and roaming, but traditionally offer

relatively low bandwidth connectivity. On the other hand, Wireless Local Area

Networks (WLANs) provide high data rates at low cost, but only within a limited

area. Most smart cellular phones can automatically be connected to Wi-Fi networks

from cellular data connections when they are located within hot-spot areas. There-

fore, WLANs have come to be relied on as a suitable complementary technology to

the existing cellular radio access networks. The addition of more and more new

mobile and Wi-Fi subscribers could result in congestion in the limited radio

spectrum. Hence, highly efficient use of spectrum becomes particularly crucial

and important in wireless communication systems. One effective approach to

high spectral efficiency is to use some advanced modulations that have been

demonstrated in both academia and industry to reduce spectrum congestion.

In addition to spectrum efficiency, energy efficiency, also called power effi-

ciency, is another high-priority desired performance factor in wireless communi-

cation systems. For a power amplifier in the transmission system, a main priority is

“energy efficiency”, which refers to how effectively the amplifier input energy is

converted to the desired output signal [4]. Higher energy efficiency means longer

battery usage time and better “green energy” characteristics as well. The basic

energy-efficiency metric for wireless communications transmission is a ratio of the

RF output power to the DC power. Approaches to increasing the energy efficiency

of wireless networks are grouped under four broad categories [5]: (1) resource

allocations, (2) network planning and development, (3) energy harvesting and

transfer, and (4) hardware solutions. Hardware solutions primarily focus on increas-

ing the energy efficiency of power amplifiers (PAs) through either direct PA design

architectures or modulation signal design techniques that aim at either constant

envelope characteristics or pre-distortion (PD)-based linearization methods. In our

discussion of hardware solutions, only modulation signal design techniques, how-

ever, will be covered and discussed in more detail.

There is no one modulation technique that possesses both the best spectrum

efficiency and the best energy efficiency. Hence, a trade-off involving optimization

between them should be made, depending on actual applications. In addition, in

order to improve energy efficiency, polar transmitter [6–8] and envelope-tracking

techniques [9, 10] have been developed around the last decade and some significant

progress has been achieved in the recent years.

In classic polar transmitters, the input RF modulated signal to a power amplifier

is first split into an envelope signal through an envelope detector and a phase-

modulated signal via a limiter; then, the resulting low-frequency envelope signal is

amplified by a low-frequency amplifier to control the supply voltage regulator of

the final PA. The phase-modulated signal on the RF path to the input of the PA can
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be amplified by a highly efficient nonlinear PA. Finally, the amplified envelope

signal and phase-modulated signal are combined inside the PA to restore the

original RF-modulated signal as much as possible.

The envelope-tracking (ET) technique requires the supply voltage of the PA to

be dynamically varied with the instantaneous value of the input RF signal envelope

while the input to the PA is an original RF modulated signal. Compared with

traditional fixed DC supply voltage, which has a significant amount of power loss

as heat, in the envelope-tracking technique the RF signal envelope modulates the

supply voltage of the PA to track the envelope of the input RF signal to reduce the

amount of power dissipated as heat [9, 10]. As a result, high energy efficiency is

achieved because of reduced DC power consumption. Any nonlinear distortion

caused by modulating the supply voltage of the PA with the envelope signal can be

compensated for using the pre-distortion method on the envelope path.

Compared with pre-distortion (PD)-based linearization techniques, which have

been developed for several decades and have been widely used in wireless com-

munication systems, the requirements of the envelope amplifier or modulator for

polar transmitters are very stringent because they are responsible for amplifying the

envelope signal and then precisely combining it with the phase-modulated signal

inside the PA to regenerate the originally modulated signal at the output of the

PA. With regard to the ET technique, even though some improvements in power

supply modulation have been made experimentally in the past years, it still has a

long way to go before this technique can actually be applied due to the limitations of

accuracy and bandwidth in practical implementations. In addition, the

pre-distortion method is still needed to compensate for nonlinear distortion in either

the polar transmitters or ET-based transmitters. Hence, the PD technique is a

fundamental and necessary approach to the linearization of the PA.

This book mainly focuses on the most recent advances in both energy and

bandwidth-efficient modulation and transmission techniques, especially as they

are applied to cellular and WLAN transceivers. Due to the portable properties of

these products, besides the requirements of energy and spectrum efficiency, low

cost is also highly desirable as a third priority in these applications. Starting with

some fundamental modulation properties, and then moving to energy and

bandwidth-efficient overlapped raised-cosine pulse-shaping modulations and the

most bandwidth-efficient modulation formats with intersymbol interference (ISI)-

free Nyquist pulse shaping—which are suitable to nonlinear and linear amplifica-

tion channels, respectively, the discussion will cover the two most energy and

bandwidth-efficient modulation types of techniques, or constant envelope modula-

tions and nearly constant envelope modulations. In order to achieve highly efficient

transmission strategies for non-constant envelope modulation signals, especially for

those having larger peak-to-average power ratio (PAPR) values, a pre-distortion

linearization technique of the power amplifier will be addressed in detail. In the

linearization technique, a simple approximation to both memory effects and

nonlinear behavior of a PA with the Volterra polynomial model will be first

presented in the complex baseband domain, and then a pre-distorter as an approx-

imate inverse of the PA will be introduced and analyzed by using the Volterra
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polynomial model as well. After that, modeling approximation analysis, perfor-

mance simulation results, and pre-distortion implementations with both analog and

digital realizations will be addressed. Finally, from a system-design point of view,

RF transceivers for wireless communication systems will be discussed in detail,

including most common design issues or challenges that RFIC designers may face

and drawbacks or disadvantages that some certain architectures may have. Included

in the discussion will be several commercial transceiver products that utilize highly

efficient modulation schemes in cellular and WLAN applications so that reader can

gain actual design strategies and ideas from these applications.
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Chapter 2

Bandwidth-Efficient Modulation
with Frequency Division Multiple
Access (FDMA)

+1 +1 +1-1 -1 -1
Data

Sampling Instants

2.1 Introduction

In a wide variety of communication systems, modulation as a fundamental tech-

nique plays a very important role in data transmission through air within a specified

spectral bandwidth. A modulation signal, which is usually represented by a

low-frequency baseband signal and is commonly referred to as an information-

bearing signal, varies or modulates one of three parameters: amplitude, phase, and
frequency of the radio frequency (RF) carrier signal such that the baseband signal is
carried by a varied parameter of the carrier signal through atmosphere propagation

to the destination. Why does the information-bearing signal need to modulate a

high-frequency carrier signal for this transmission? This is necessary because the
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size of the antenna used to radiate the signal to free space depends on the wave-

length λ of the transmitted signal. The wavelength λ is equal to c/f, where c is the
speed of light and equals 3� 108 m/s, and f is the frequency of the transmitted

signal. For cellular communication systems, antennas are typically λ/4 in size [1].

If a baseband signal with a frequency of 15 kHz were to be transmitted through

an antenna without modulating a carrier signal, the size of the antenna would be

λ/4¼ 5,000 m. However, it is only 8 cm if a carrier signal with a frequency of

900 MHz is modulated by such a baseband signal. For this reason, a high-frequency

signal usually called a carrier signal is needed for all wireless communication

systems to carry the modulation baseband signal. Thus, modulation is a necessary

process in all wireless communication systems. Through this book, we mainly

consider either the phase modulation scheme or a combination of an amplitude

and phase modulation scheme such as M-QAM for its simple implementation and

robust performance. In the phase modulation scheme, the information-bearing

baseband signal is used to change the phase of a sinusoidal carrier signal whenever

the polarity of the baseband signals changes. The phase change of the carrier signal,

indicating either 1 or 0, is carried by the carrier signal.

After the carrier signal is modulated by the baseband signal, the RF-modulated

signal needs to access the desired frequency channel for the transmission so that the

receiver can reliably detect the received signal and extract the original information

bits from it. Several different techniques allow access to the RF channel:

• Frequency division multiple access (FDMA)

• Time division multiple access (TDMA)

• Code division multiple access (CDMA)

• Time and frequency division multiple access (TDMA/FDMA)

FDMA is the earliest multiple-access technique mentioned above and is widely

used in both satellite/earth station communications and first-generation cellular

systems. In this technique a user is assigned a pair of frequencies for sending or

receiving a call. One frequency is used for downlink (base station to mobile in

cellular systems or satellite to earth station in satellite systems) and one for uplink

(mobile to base station or earth station to satellite). This process is called “fre-

quency division multiplexing.” Even though the user may not be talking, a pair of

frequencies cannot be reassigned as long as a call is in place. Second-generation

cellular systems, such as the global system for mobile communications (GSM), use

an FDMA/TDMA technique for voice and data transmissions. The available spec-

trum band is divided into frequency slots, each with a 200-kHz sub-band. In

addition, each frequency slot is also divided into time slots. Each user is assigned

a pair of frequencies for uplink and downlink and a time slot during a frame.

Therefore, the FDMA technique still plays an important role in modern digital

communication systems.

In the early stages (during the late 1980s) satellite digital communication

systems adopted an SCPC/FDMA (single channel per carrier) technique, where a

total of 800 data/voice channels occupied a 36-MHz transponder bandwidth of the

6 2 Bandwidth-Efficient Modulation with Frequency Division Multiple Access (FDMA)



satellite. In this system each user can transmit and receive either data at a rate of

64 kbps with a Quadrature Phase Shift Keying (QPSK) format or voice at a rate of

32 kbps with a Binary Phase Shift Keying (BPSK) format. The channel spacing is

36 MHz/800¼ 45 kHz. In the 2G GSM systems with a Gaussian Filtered Minimum

Shift Keying (GMSK) modulation format, every symbol represents one bit, which

means that symbol rate and bit rate are equal. In the 2.5G GSM Evolution Enhanced

Data for Global Evolution (EDGE) systems with an 8PSK modulation format,

every symbol represents three consecutive bits, which indicates that bit rate is

three times the symbol rate. With the same symbol rate of 270.833 kbps for

GMSK modulation, a bit rate up to 812.5 kbps for the EDGE system with an

8PSK modulation can be achieved within the same transmission bandwidth

(200 kHz) as GSM systems.

FDMA systems have some common features: the relative low data transmission

rate, narrow channel spacing, and restrictive transmission bandwidth. These fea-

tures dictate that spectrally efficient modulation schemes are the best approach to

achieving bandwidth-efficient transmission without significantly causing interfer-

ence in adjacent channels. Meanwhile, the modulated signals in these applications

prefer to have constant envelope or small envelope fluctuation in order to achieve

energy efficiency when the power amplifiers operate in the saturation region or

close to it. The energy-efficient operation of the power amplifier can extend the

usage time of the direct current battery.

2.2 Definition of Energy and Spectral Efficiency

Energy- and spectrum-efficient modulation and transmission techniques are the first

two high-priority requirements among three categories of most wireless communi-

cation systems: spectrum efficiency, energy efficiency, and cost efficiency. These

three categories in the list order above are top priorities for most electrical system

designers in designing or choosing a wireless communication system.

Recognizing the fact that a power amplifier (PA) is one of the most critical

component and consumes most part of the total energy at the transmitter, we take

some approaches to improving the energy efficiency of the PA from the perspective

of the signal design without significantly causing the degradation of the spectral

efficiency. With great demands for high-data-rate applications in the next wireless

generations, such as 5G cellular networks and IEEE 802.11ax WLAN, the impor-

tance of the energy efficiency has been greatly recognized over the past several

years. More and more research and development efforts in industry and academia

focus on how to enhance and improve the energy efficiency of future wireless

communication networks from perspectives of PA design, signal design and net-

work design.
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2.2.1 Bandwidth or Spectrum Efficiency

The bandwidth of a channel is the frequency range over which a modulated signal is

transmitted and then reliably detected in the receiver. Since frequency spectrum

resource is limited, it has to be utilized efficiently. The term spectral efficiency is

used to describe the rate of maximum information being transmitted over a given

bandwidth in a specific communication system. Hence, spectral efficiency may also

be called “bandwidth efficiency.”

In general, spectral efficiency refers to the information rate that can be trans-

mitted over a given bandwidth in a specific communication system to achieve

reliable performance. Spectral efficiency is viewed as bits per second per hertz

(bits/s/Hz) and defined as

ηs ¼
R

Bw

bit=s=Hzð Þ ð2:1Þ

where R is the information rate or transmission rate in bit/s, and Bw is the passband
(or double-side) transmission bandwidth in Hz. For a certain information rate, the

spectral efficiency can be maximized by minimizing the transmission bandwidth.

The minimum transmission bandwidth for intersymbol interference (ISI) free is

determined by the Nyquist bandwidth (BN) criterion, which states that the theoret-

ical minimum bandwidth BN of an ideal and linear phase brick-wall channel

lowpass filter used for impulse transmission at a transmission rate of fs symbols

per second without ISI is equal to the Nyquist frequency fN, or BN ¼ fN ¼ f s=2.
For a passband transmission system, the minimum passband bandwidth of Bw for

ISI free is twice the Nyquist bandwidth, or Bw ¼ 2BN ¼ 2fN. If the transmission

bandwidth of Bw is less than twice the Nyquist bandwidth BN, the responses to these

impulses at the output of the channel lowpass filter have ISI at the optimal sampling

instants.

If rectangular pulses rather than impulses are used in the transmission channel,

an inverse SINC function, or x/sin(x), shaped amplitude equalizer should be added

before the ideal brick-wall channel filter so that the rectangular pulses can be

transferred to the impulses before the ideal brick-wall channel filter.

Spectrum efficiency or bandwidth efficiency in (2.1) describes how efficiently

the allocated bandwidth is utilized to accommodate the higher data transmission

rate. For a given information rate R, the symbol rate fs is associated with the

information rate R or bit rate fb through a modulation format such as M-order
QAM. Therefore, the relationship between fb and fs is determined by the modulation

format.

For a signaling alphabet with M alternative symbols, each symbol contains

N¼ log2M bits, or N-bit represents the number ofM ¼ 2N symbols. The relationship

between the bit rate fb and symbol rate fs is expressed as

f b ¼ Nf s ð2:2Þ
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or

f s ¼
f b
N

¼ f b
log2M

ð2:3Þ

In the case of M-QAM, M represents M alternative symbols in (2.3). The

theoretical spectral efficiency for the passband BPSK transmission, where the bit

rate is equal to the symbol rate (f b ¼ f s), is given by

ηs ¼
f b
Bw

¼ f s
2 fN

¼ f s
2 f s=2ð Þ ¼ 1bit=s=Hz ð2:4Þ

here the transmission bandwidth Bw for the passband signal is twice the

Nyquist frequency fN, or Bw ¼ 2f N. For a passband 16-QAM transmission, where

M is equal to 16, the spectral efficiency is calculated by

ηs ¼
f b
Bw

¼ log216� f s
2 f s=2ð Þ ¼ 4bit=s=Hz ð2:5Þ

Table 2.1 illustrates the theoretical bandwidth efficiency limits for some main

modulation formats. It should be noted that these figures cannot actually be

achieved in practical radios since the ideal brick-wall channel filter is required,

which is impossible to practically design.

In practice, a raised cosine filter with a roll-off factor of α is widely used to

approximate the ideal brick-wall filter. The double-side bandwidth of the raised

cosine filter is given by

Bw ¼ 2 1þ αð Þ fN, 0 � α � 1 ð2:6Þ

In (2.6), for α ¼ 0, the minimum double-side bandwidth is equal to twice the

Nyquist frequency, or Bw ¼ 2 fN, whereas for α ¼ 1, the maximum double-side

bandwidth is four times the Nyquist frequency, orBw ¼ 4fN. Theoretically, beyond
the bandwidth expressed in (2.6) the attenuation has an infinite value. In practice,

the raised cosine filter with a finite attenuation value can be realized, depending on

Table 2.1 Theoretically

spectral efficiencies of main

modulation formats
Modulation scheme

Theoretical bandwidth

efficiency (bits/s/Hz)

BPSK 1

QPSK 2

8PSK 3

16-QAM 4

32-QAM 5

64-QAM 6

128-QAM 7

256-QAM 8
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the allowed amount of adjacent channel interference. In the case of the channel

raised cosine filter, spectral efficiency can be calculated using the bandwidth of the

raised cosine filter in (2.6).

It has been shown so far that the minimally occupied bandwidth would be made

equal to the symbol rate if a raised cosine filter with α ¼ 0were implemented as the

channel filter. From a system-design point of view, the occupied bandwidth is

usually larger than the bandwidth of the channel filter given in (2.6) because the

guard band should be included in the occupied bandwidth. The width of the guard

band depends on the allowed amount of adjacent channel interference required by

the specification of the system.

The TDMA version of the North American Digital Cellular (NADC) system

adopts π/4 ‐DQPSKmodulation with a root-raised cosine filter response with a roll-

off factor of α ¼ 0:35. This system provides a 48.6-kbits/s data rate over a 30-kHz

channel bandwidth. In this example, we can calculate spectral efficiency using three

different bandwidths:

• Theoretical minimum bandwidth

• Actual filter bandwidth

• System channel bandwidth

Theoretical minimum bandwidth: Spectral efficiency with minimum bandwidth

for the passband signal is calculated by setting α ¼ 0 in (2.6):

ηs ¼
f b
Bw

¼ f b
2fN

¼ f b
2 f s=2ð Þ ¼

2f s
f s

¼ 2 bit=s=Hz ð2:7Þ

Actual filter bandwidth: Spectral efficiency with actual filter bandwidth is calcu-

lated by setting α ¼ 0:35 in (2.6):

ηs ¼
f b
Bw

¼ f b
2 1þ 0:35ð ÞfN

¼ f b
1:35f s

¼ 2f s
1:35f s

¼ 1:48 bit=s=Hz ð2:8Þ

System channel bandwidth: Spectral efficiency with system channel bandwidth

is obtained by substituting the channel bandwidth of 30 kHz with Bw ¼ 30 kHz

into (2.4):

ηs ¼
f b
Bw

¼ 48:6 kbit=s

30 kHz
¼ 1:62 bit=s=Hz ð2:9Þ

It can be seen that the spectral efficiency of the system channel bandwidth is

1.62 bit/s/Hz in (2.9), where the channel bandwidth of 30 kHz used in the calcu-

lation is greater than the minimum bandwidth of 24.3 kHz in (2.7), but less than the

actual filter bandwidth of 32.8 kHz in (2.8). Hence, the bandwidth efficiency with

the system channel bandwidth is larger than that with the actual filter bandwidth

because the system bandwidth in the former has a certain finite attenuation that

meets the system requirement while the actual filter bandwidth in the latter is

supposed to have an infinite attenuation calculated in (2.6).
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2.2.2 Energy Efficiency

In highly integrated wireless systems, such as wireless system on chip (SoC)

devices, the RF power amplifier is the subsystem that consumes most DC power

in the whole transmission system. For example, it may consume up to more than

70% of DC power in the transmit path of certain RF mobile transceivers [2]. For this

reason, the “energy efficiency” of the RF power amplifier, which is often described

as “power efficiency” in the literature (and this is incorrect [3]), is directly propor-

tional to and mainly represents the efficiency of the overall system, especially in the

transmission path. In addition to power consumption, it is now apparent that energy

consumption is an important metric for transmitter circuits. Energy consumption

more accurately predicts the battery life, especially when a portable system

operates with a wide range of the output power. Hence, energy efficiency tends to

be a better metric of the performance than power efficiency in terms of the battery

life. Actually, energy consumption depends on the power consumption and time

spent in the power consumption duration.

Usually, in the published literature, the power efficiency of the power amplifier

refers to how efficiently the input power to the power amplifier, including the input

AC and DC powers, is converted to the output AC power to a load or an antenna,

regardless of time. Energy efficiency of the power amplifier, however, is identical

to its power efficiency as long as all powers, including the input AC power to the

PA, power supply DC power, dissipated power as heat, and the output AC power

from the PA are measured equivalently in time [3]. Therefore, we use the term

energy efficiency instead of power efficiency in this book even though definitions

are the same [3].

All power amplifiers can be represented by a four-port network: an input DC

port, a RF input signal port, a RF output signal port, and a ground. The measured

input DC power PDC includes the power associated with all the bias lines of the

power amplifier. It is assumed here that the PA is perfectly matched and has infinite

reverse isolation. Therefore, the measured power PIN at the input RF port corre-

sponds to the input signal power at the fundamental frequency only. The measured

power POUT at the output RF port corresponds to the output power at the funda-

mental frequency and all the spurious frequencies, which are generated by the PA

itself.

A power amplifier is evaluated for efficiency using a conservation of power

calculation based on the flows identified in Fig. 2.1:

PIN þ PDC ¼ POUT þ PD ð2:10Þ

The energy efficiency of the PA is a measure of its ability to convert the DC

power of the power supply into the RF signal power delivered to the load. There are

two definitions of power amplifier efficiency. One is basic PA efficiency and the

other is power-added efficiency.

2.2 Definition of Energy and Spectral Efficiency 11



Basic PA Efficiency: The basic PA efficiency is a ratio of the RF output power to

the DC power and is derived from (2.10) as

ηB ¼ POUT

PDC

¼ 1� PD � PIN

PDC

ð2:11Þ

More precisely, PA efficiency is also called the overall efficiency [4]. If the

power amplifier has relatively high power gain, the direct contribution of the RF

input signal power to the RF output signal power is insignificant, and therefore it

can be neglected. The basic efficiency can be approximated by

ηB � 1� PD

PDC

ð2:12Þ

Power-Added Efficiency: When the gain of the power amplifier is not significantly

high, the RF input power needs to be subtracted from the RF output power in the

efficiency expression, and then the power efficiency is referred to as the power-

added efficiency (PAE):

ηPAE ¼ POUT � PIN

PDC

¼ 1� PD

PDC

ð2:13Þ

If the PA has a relatively large power gain, then, ηB � ηPAE, as expressed in

(2.12) and (2.13). The power-added efficiency can be interpreted as the efficiency

of the network to convert the input DC power into the amount of the RF net output

power. PAE definition in (2.13) is widely used as a useful metric for evaluating the

efficiency of the RF power amplifier. PAE becomes zero when the power gain of

GPA is unit or POUT ¼ GPA � PIN ¼ PIN. This means the power amplifier does not

convert any DC power to the RF output power.

It can be seen from (2.11) and (2.13) that the PA efficiency increases as DC

power of PDC is reduced. The DC power PDC is given by

Power 
Amplifier

Input
Power

PIN

PDC

Power Supply

Dissipated
Powers

PD

POUT Output
Power

Heatsink

Fig. 2.1 Power flows in a

power amplifier. Redrawn

from [3]
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PDC ¼ VDCIDC ð2:14Þ

The DC current IDC can decrease monotonically as the conduction angle of the

power amplifier is reduced [5]. The conduction angle of the power amplifier

determines the classical modes of the power amplifier operation as listed in

Table 2.2. In 3G and 4G cellular and 802.11 WLAN communication systems,

power amplifiers usually operate in a class AB mode to achieve high efficiency

by reducing the DC current IDC and to avoid severe nonlinear distortion on the RF

output signal as well. In general, DC supply voltage of VDC is fixed during the

power amplifier operation except the envelope tracking technique based power

amplifier [6, 7], where the supply voltage dynamically and synchronously tracks or

follows the envelope of the RF input signal. Furthermore, even in the class AB

mode, the efficiency can be further increased due to the reduction of DC current IDC
as the output back-off of the power amplifier from its P1dB compression point is

reduced [8]. Therefore, in terms of achieving high efficiency, power amplifiers are

preferred to operating in the small back-off condition as long as the transmitted

power spectral density (PSD) and error vector magnitude (EVM) meet the standard

specifications with enough margins.

The expressions in (2.11) and (2.13) also demonstrate that the consideration of

power amplifier efficiency is the same as the consideration of either amplifier output

power or amplifier power dissipation. The amount of the total input power to the

power amplifier in Fig. 2.1, either DC power or RF input power that is not converted

into the RF output power, is dissipated as heat. Higher power output corresponds to

higher energy efficiency. From (2.10), lower power dissipation leads to higher

power output, which in turn results in higher power amplifier efficiency. From a

design point of view, the design objective of maximum energy efficiency is

identical to the design objective of either minimum power dissipation PD or DC

power PDC. Therefore, the energy efficiency of the power amplifier has become a

challenging requirement for most PA designers. Cell phone handset PAs have to

operate efficiently to conserve battery power and base station PAs are also need to

be efficient as possible due to cooling limitations [5].

The energy consumption of a system is highly related to the power consumption

through a time interval T. There are many different definitions of the energy

consumption in the literature. Considering that the energy consumption covered

in this book only focus on the transmitter, especially for the PA, we define the

Table 2.2 Classical modes of power amplifier operation

Classical mode Conduction angle (�) Operation range

A 360 Linear

AB 180–360 Either linear or nonlineara

B 180 Nonlinear

C 0–180 Nonlinear
aClass-AB is not a complete linear amplifier; a RF signal with non-constant envelope will be

distorted significantly at its peak power level
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energy consumption of the PA at the transmitter as shown in Fig. 2.1 during the

time interval T as

E ¼ T PDC þ PDð Þ Joule½ � ð2:15Þ

where PDC is the DC consumption power of the PA and PD represents the static

power dissipated in the PA as heat. Substituting PDC ¼ POUT=ηB in (2.11) into

(2.15), the energy consumption in (2.15) can be rewritten as:

E ¼ T μPOUT þ PDð Þ Joule½ � ð2:16Þ

whereμ ¼ 1=ηB is a factor, with ηB the efficiency of the transmit power amplifier. In

the case that the PA has a relatively large power gain, we have shown the

relationship between ηB and ηPAE, or η ¼ ηB � ηPAE.
If PD includes the power dissipated in all other circuit blocks of the transmitter

and receiver, the energy consumption expression in (2.16) represents the energy

consumption of a system, which is the same as one used in [9, 10]. From the PA

standpoint of view, expressions of (2.15) and (2.16) precisely represent the energy

consumption of the PA.

As the energy consumption of the PA has been defined, the energy efficiency of

the PA needs to be defined next. The energy efficiency of the PA is the ratio of the

benefit obtained after sustaining the energy cost and the amount of energy con-

sumption in (2.15) and (2.16). The benefit is usually related to the amount of data

reliably transmitted in the time interval T. Several performance functions have been

used in the literature to evaluate this quantity, such as system capacity, and system
throughput in [9, 10]. Throughput is the amount of data reliably transmitted over a

communication channel in the certain time period T. The throughput metric is

measured in bits/s and also depends on the signal-to-noise ratio (SNR) and the

transmission channel condition. Compared to capacity, throughput is more practi-

cally used to evaluate the system performance.

Energy Efficiency: With a general function f(SNR) that represents throughput as
the system benefit, the energy efficiency of the PA is defined as

EE ¼ T � f SNRð Þ
T � μPOUT þ PDð Þ ¼

f SNRð Þ
μPOUT þ PD

bits=Joule½ � ð2:17Þ

EE can be improved by either increasing the numerator or decreasing the

denominator in (2.17). In this book, however, we focus on increasing the energy

efficiency by decreasing the denominator through the increase of the efficiency η of
the PA. It is clear that EE can be improved by decreasing the factorμ ¼ 1=η through
the increase of the efficiency η of the PA, which in turn requests either to increase

the output power POUT of the PA or to decrease the DC power PDC. Even though EE

can be improved by increasing the throughput in (2.17), the increase of the

throughput takes the entire system involved, including a transmitter and receiver,
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multi-antennas, a channel condition and so on. Therefore, energy efficiency

improvements through increasing the throughput are very complicated and are

beyond the scope of this book.

2.3 Fundamentals of Modulation

The main objective of the modulation process is to shift the spectrum of the

information-bearing baseband signal to a high-frequency band suitable for trans-

mission. The band center of the modulated signal is located at the carrier frequency

and its bandwidth is twice the bandwidth of the baseband signal.

2.3.1 The Convolution Property

One of the most important properties of the Fourier transform in linear time-

invariant (LTI) systems is the convolution operation. With the convolution opera-

tion, the relation between the input x(t) and output y(t) of a continuous-time LTI

system with impulse response h(t) is given by

y tð Þ ¼ x tð Þ * h tð Þ ¼
ðþ1

�1
x τð Þh t� τð Þdτ ð2:18Þ

The relationship between the Fourier transform and inverse Fourier transform

for the output signal y(t) is expressed as

y tð Þ ¼ F�1 Y ωð Þf g ¼ 1

2π

ðþ1

�1
Y ωð Þe jωtdω ð2:19Þ

Y ωð Þ ¼ F y tð Þf g ¼
ðþ1

�1
y tð Þe�jωtdt ð2:20Þ

Then, (2.20) can be written as

Y ωð Þ ¼
ðþ1

�1

ðþ1

�1
x τð Þh t� τð Þdτ

� �
e�jωtdt

¼
ðþ1

�1
x τð Þ

ðþ1

�1
h t� τð Þe�jωtdt

� �
dτ

¼
ðþ1

�1
x τð Þe�jωτH ωð Þdτ

¼ H ωð Þ
ðþ1

�1
x τð Þe�jωτdτ ¼ H ωð ÞX ωð Þ

ð2:21Þ
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In the derivation of (2.21), H(ω) and X(ω) are the Fourier transform of the

system impulse response h(t) and the Fourier transform of the input signal x(t).
Thus, the convolution of two signals in the time domain corresponds to the

multiplication of their Fourier transforms in the frequency domain.

2.3.2 Modulation Property

By using duality, a property of the Fourier transform between the time and

frequency domains, we can obtain the relationship in the frequency domain from

the multiplication of two signals in the time domain. If the multiplication of one

signal x(t) by another s(t) in the time domain is expressed as

y tð Þ ¼ x tð Þ � s tð Þ ð2:22Þ

Then, Fourier transform expression of (2.22) is given by

Y ωð Þ ¼ 1

2π
X ωð Þ * S ωð Þ½ � ð2:23Þ

Such multiplication of one signal by another in the time domain is also called the

modulation process, or modulation, where the signal with the lower frequency is

referred to as the modulating signal while the other one with the higher frequency

is called the carrier signal. The property connected by (2.22) and (2.23) is called the

modulation property.

In a practical modulation process, a cosine waveform is usually used as a carrier

signal. Let x(t) be a modulation signal whose Fourier transform X(ω) is limited to

the frequency of ωb and s tð Þ ¼ cos ωctð Þ a carrier signal whose Fourier transform is

expressed asS ωð Þ ¼ πδ ω� ωcð Þ þ πδ ωþ ωcð Þ. Then, from (2.23) we have Fourier

transform of the signal y(t) given by

Y ωð Þ ¼ 1

2π
X ωð Þ * S ωð Þ ¼ 1

2
X ω� ωcð Þ þ X ωþ ωcð Þ½ � ð2:24Þ

It is clear from (2.24) that the spectrum of the baseband signal x(t) is completely

shifted to higher frequencies centered at the carrier frequencies of �ωc after the

modulation process illustrated in Fig. 2.2. This frequency-shift process does not

cause any distortion if the condition ωc > ωb is met. In practice, it should be more

than twice the frequency of ωb (or 2ωb). So the original signal x(t) can completely

recovered by multiplying the modulated signal y(t) with a referenced carrier signal,
which will be discussed later.

The carrier signal generally used in practice is a cosine signal, even though it is

not a necessary restriction, such as a square wave signal. In the case of a cosine

carrier with the frequency of ωc, the modulated signal can be expressed as
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y tð Þ ¼ A tð Þ cos ωctþ ϕ tð Þ½ � ¼ A tð Þ cos θ tð Þ½ � ð2:25Þ

where θ(t) is the instantaneous phase and A(t) is the instantaneous amplitude. The

instantaneous frequency ω(t) is defined as

ω tð Þ ¼ dθ tð Þ
dt

¼ ωc þ dϕ tð Þ
dt

ð2:26Þ

The functions ϕ(t) and dϕ(t)/dt are called the phase deviation and frequency
deviation, respectively.

If the amplitude A(t) is only proportional to the modulating signal x(t), the
expression of y(t) in (2.25) is referred to as amplitude modulation, which is

expressed as

y tð Þ ¼ kax tð Þ cos ωctþ ϕc½ � ð2:27Þ
where ka is the amplitude deviation constant in volt and ϕc is the constant phase.
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Fig. 2.2 Spectrum shift

after amplitude modulation

with a sinusoidal signal:

(a) amplitude modulation

with a sinusoidal signal,

(b) spectrum of modulating

signal x(t), (c) spectrum of

sinusoidal signal

s tð Þ ¼ cos ωctð Þ, and
(d) spectrum of modulated

signal y(t)
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If the phase deviation ϕ(t) is proportional to the modulating signal x(t) only, or
ϕ tð Þ ¼ kpx tð Þ, the expression y(t) in (2.25) is referred to as phase modulation, which
is defined as

y tð Þ ¼ Ac cos ωctþ kpx tð Þ� � ð2:28Þ

where kp is the phase deviation constant in radian and Ac is the amplitude constant.

Similarly the frequency deviation dϕ(t)/dt is only proportional to the modulating

signal x(t), or dϕ tð Þ=dt ¼ kfx tð Þ, the expression of (2.25) is referred to as frequency
modulation, which is defined as

y tð Þ ¼ Ac cos ωctþ kf

ð t
�1

x τð Þdτ
� �

ð2:29Þ

where kf is the frequency deviation constant in hertz.

For the amplitude, phase and frequency modulations expressed in (2.27) to

(2.29), the instantaneous frequencies are ωc, ωc þ kpdx tð Þ=dt, and ωc þ kfx tð Þ,
respectively. Since phase modulation and frequency modulation differ only in an

integration operation, they are also called angle modulation. For detailed descrip-

tions regarding fundamental modulations, the interested reader can reference the

Ziemer and Tranter [11].

If not only the phase deviation ϕ(t) but also the amplitude A(t) are proportional
to the modulating signal x(t), the modulated signal y(t) is referred to as combination

of both phase and amplitude modulations, such as a Quadrature Amplitude

Modulation (QAM) modulation format. Due to its robust bit error rate (BER)

performance and relatively simple architecture, the combination of phase and

amplitude modulations shall be mostly used through this book.

2.4 Digital Baseband Modulation

In modern communications, information is usually transmitted in the form of a bit

stream in order to achieve high-quality transmission performance. The bit stream,

however, must be transferred into continuous-time waveforms that are suitable for

transmission over a communications channel. This transformation is called

mapping, in which one of finite energy waveforms sm tð Þ, m ¼ 1, 2, . . . ,Mf g is

selected to present one of M¼ 2k possible normalized symbols or bits

Am ¼ 2m� 1�Mð Þ, m ¼ 1, 2, . . . ,Mf g at a time for transmission over the

channel.
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2.4.1 2-Level Pulse Amplitude Modulation (2-PAM)
and Binary Phase Shift Keying (BPSK)

In the case of M¼ 2 symbols, a two-level pulse amplitude modulation (PAM) is

called the binary Pulse Amplitude Modulation (PAM) waveforms, whose wave-

forms are chosen as

sm tð Þ ¼ Amg tð Þ, m ¼ 1, 2 ð2:30Þ

where the symbol amplitudes Am have the values of Am ¼ �1, m ¼ 1, 2 and the

waveform g(t) is a shaping pulse. Usually the special waveforms (or A1¼ 1 for

m¼ 1, A2¼� 1 for m¼ 2) are chosen as

s1 tð Þ ¼ �s2 tð Þ, 0 � t � Tb ð2:31Þ

where the bit duration Tb ¼ 1=f b.
In digital PAM, also called Amplitude Shift Keying (ASK), with the case of

M¼ 2, the modulated signal is represented as

y tð Þ ¼
X1
n¼�1

Amg t� nTbð Þ cos 2πf ctð Þ

¼ sm tð Þ cos 2πf ctð Þ, m ¼ 1, 2 0 � t � Tb

ð2:32Þ

where fc is the carrier frequency.
In digital phase modulation, called Phase Shift Keying (PSK), with the case of

M¼ 2, the modulated signal is expressed as

y tð Þ ¼ ��sm tð Þ�� cos 2πf ctþ π m� 1ð Þ½ �, m ¼ 1, 2 0 � t � Tb ð2:33Þ

We see from (2.32) and (2.33) that in the case of M¼ 2 digital PAM signals

are identical to digital PSK. Furthermore, we note that the PAM and PSK

modulated signals are dependent on the combination of the baseband amplitude

and carrier phase. In practice, amplitude shapes of the phase-modulated signals

play a very important role in determining the bandwidth of the RF-transmitted

signals. An illustration of these two modulation types is shown in Fig. 2.3, where

two kinds of pulse shapes or a squared waveform and one-half cycle of a sinusoid

are used. In the former, the modulation process only changes the phase of the

carrier signal. In the latter, it changes not only the phase of the carrier signal, but

also its amplitude. Later, we shall see that the bandwidth efficiency of the

modulated signal can significantly benefit from the property of such a smooth

pulse shape. Figure 2.4 shows a block diagram of a 2-level (or M¼ 2) PAM or

bi-phase PSK (BPSK) transmitter in the radio frequency (RF) or the intermediate

frequency (IF) domain.
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2.4.2 Quadrature Amplitude Modulation (QAM)
and Quadrature Phase Shift Keying (QPSK)

In order to increase the bandwidth efficiency of 2-level PAM and BPSK signals, we

can use two independent baseband signal streams to modulate a pair orthogonal

carrier signals. The simplest quadrature modulation format is 4-ary quadrature
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Fig. 2.3 Signal waveforms of PAM and PSK forM¼ 2: (a1, b1) pulse signals, (a2, b2) baseband
signals, (a3, b3) carrier signals, and (a4, b4) modulated signals
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n=−∞

∑
∞

n=−∞

Amg (t − nTb)

cos(2pfct)

y (t)

Fig. 2.4 Block diagram of a 2-level PAM or BPSK modulator
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PAM, which is more often called 4-ary quadrature amplitude modulation (4QAM),

or quadrature PSK (QPSK). The bandwidth efficiency of QPSK is twice the

bandwidth efficiency of BPSK because the information transmitted over the same

bandwidth is doubled. In practice, QPSK type modulation is widely used in many

standards due to its robust BER performance compared with high-level QAM

formats.

In general, QPSK signal can be expressed as

y tð Þ ¼
X1

n¼�1
Amig t� nTsð Þ cos 2π f ctð Þ �

X1
n¼�1

Amqg t� nTsð Þ sin 2π f ctð Þ

¼ smi tð Þ cos 2π f ctð Þ � smq tð Þ sin 2π f ctð Þ
¼Mm tð Þ cos 2π f ctþ θm tð Þ½ �, m ¼ 1, 2 0 � t � Ts

ð2:34Þ

where the modulus and the phase are calculated by

Mm tð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2mi tð Þ þ s2mq tð Þ

q
θm tð Þ ¼ tan �1 smq tð Þ=smi tð Þ

� � ð2:35Þ

In (2.34), Ami and Amq, which are independent from each other, are shown the

symbol amplitudes of the in-phase (I) and quadrature (Q) branches, and smi(t) and
smq(t) are the baseband waveforms of the I and Q branches. Here Ts is the symbol

duration and is equal to twice the bit duration, or Ts ¼ 2Tb.

A QPSK modulator consists of two BPSK modulators plus a serial-to-parallel

converter and combiner as shown in Fig. 2.5. In a QPSK modulator, the input bit

stream must be converted into the symbol stream on the I and Q branches. Such a
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Filter g(t)

Pulse Shaping
Filter g(t)

Serial to Parallel
Converter & Gray

Coder

{..., Ami−1, Ami, Ami+1,...}

{..., A
mq−1

, A
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, A
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, ...}

{..., Am−1, Am, Am+1,...} d (t − nTs)∑
∞
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cos(2p fct)
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∑
∞

n=−∞
Ami g(t − nTs)
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∞
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Fig. 2.5 Block diagram of QPSK modulator
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conversion can be realized through either a serial-to-parallel converter or a mapping

circuit, in which two consecutive bits are converted into a pair of symbols on the I

and Q branches. In the conversion, the bit interval Tb before the conversion

becomes the symbol interval Ts after the conversion, which is Ts ¼ 2Tb. This

means that the bit rate is twice the symbol rate for QPSK. Thus, the theoretical

spectral efficiency of 2 bit/s/Hz can be achieved with QPSK modulation in some

applications, where the 1-bit/s/Hz theoretical spectral efficiency of BPSK modula-

tion is insufficient to provide the available bandwidth efficiency. In QPSK modu-

lation, every pair of symbols on the I and Q branches determines the carrier phase

state. The four possible symbols result in the four different carrier phase states.

Usually, the mapping format from the four possible symbols to the four phase states

is performed in accordance with the Gary code as listed in Table 2.3, in which the

signs of each pair of adjacent symbols after coding differ by only one to

the corresponding symbols as illustrated in Fig. 2.6. The advantage of the Gary

code is to ensure that a single symbol error corresponds to a single bit error after the

parallel-to-serial converter at the receiver [12].

All the waveforms corresponding to points from (a) to (f) in Fig. 2.5 are plotted

in Fig. 2.7, where the rectangular pulse for g(t) is assumed. The phase transition of

the modulated carrier signal y(t) in Fig. 2.7f is calculated using (2.35) based on the

waveforms in Fig. 2.7d, e. The phase transition of the modulated carrier signal y(t)
can be also obtained from its constellation diagram in Fig. 2.8.

Table 2.3 Two-bit binary

to Gary code
Decimal Binary Gary code Gary code as decimal

0 00 00 0

1 01 01 1

2 10 11 3

3 11 10 2

1,1 (i, q)0,1

0,0 1,0

I

QFig. 2.6 Constellation of

QPSK baseband signals
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Fig. 2.7 Signal waveforms for QPSK in Fig. 2.4: (a) information bits, (b) symbol impulses of the I

branch, (c) symbol impulses of the Q branch, (d) baseband waveform of the I branch, (e) baseband
waveform of the Q branch, (f) phase-modulated waveform
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2.4.3 Power Spectral Density of Baseband Signals

Most digital communication systems are highly band-limited because the usable

spectrum resources are severely congested. As a result, system architects must

consider the bandwidth-efficient modulation technique as the highest priority in

the assigned channel. The bandwidth efficiency of a modulated signal is usually

characterized by its power spectral density (PSD), which is the distribution of

power as a function of frequency. Therefore the designers can choose the modula-

tion format based on its PSD characteristic to meet the requirements of the channel

bandwidth.

For a random process, X(t), its PSD Ψ ( f ) and autocorrelation function R(τ) are
related through the Fourier transform, or the Fourier transform

Ψ fð Þ ¼ F R τð Þ½ � ¼
ð1
�1

R τð Þe�j2π f τdτ ð2:36Þ

and the inverse Fourier transform

R τð Þ ¼ F�1 Ψ fð Þ½ � ¼
ð1
�1

Ψ fð Þe j2πf τdf ð2:37Þ

If τ is equal to zero, (2.37) becomes

R 0ð Þ ¼
ð1
�1

Ψ fð Þdf ð2:38Þ

In above expression, R(0) represents the average power of the random process,

which is equal to the area under Ψ ( f ).
For a stationary process, the autocorrelation function of X(t) is independent of

time and defined as

Q

I
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Fig. 2.8 Phase transitions

on constellation of QPSK

for Fig. 2.7f
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R τð Þ ¼ R t1 � t2ð Þ ¼ E X t1ð ÞX t2ð Þ½ � ¼ E X tð ÞX tþ τð Þ½ � ð2:39Þ

where t1 and t2 are two different time instants and E[•] presents the ensemble

average.

Most bandwidth efficient modulation techniques use a pair of orthogonal carrier

signals cos(2πfct) and sin(2πfct) to carry two independent baseband signals xI(t) and
xQ(t) on the I and Q branches, which are equivalent to smi(t) and smq(t) in (2.34),

respectively. This modulation scheme is called quadrature modulation. The expres-
sion for such a quadrature-modulated signal is given as

s tð Þ ¼ xI tð Þ cos 2π f ctð Þ � xQ tð Þ sin 2π f ctð Þ ð2:40Þ

The baseband signals on the I and Q branches are represented in general form:

xI tð Þ ¼
X1
n¼�1

ang t� nTsð Þ, xQ tð Þ ¼
X1
n¼�1

bng t� nTsð Þ ð2:41Þ

where the information symbols an and bn are independent with equiprobable values,
Ts is the symbol interval, and g(t) is the spectrum-shaping pulse.

Another representation of the signal in (2.40) is

s tð Þ ¼ Re xI tð Þ þ jxQ tð Þ½ �e j2π f ct� 	
¼ Re xL tð Þe j2π f ct� 	 ð2:42Þ

where Re{ } stands for the real part of the complex signal in the bracket and xL(t) is
the equivalent lowpass signal of the modulated signal s(t).

To derive the expression for PSD, we assume that s(t) is a stationary processing,
and the baseband signals of xI(t) and xQ(t) have zero mean values. The autocorre-

lation function of s(t) in (2.42) is

Rs τð Þ ¼ Re RxL τð Þe j2π f ct� 	 ð2:43Þ

The PSD of the modulated signal in (2.40) is the Fourier transform of Rs(τ), or

Ψs fð Þ ¼ F Rs τð Þ½ � ¼
ð1
�1

Re RxL τð Þe j2πf ct� �� 	
e�j2πf τdτ

¼
ð1
�1

1

2
RxL τð Þe j2πf ct þ R*

xL
τð Þe�j2πf ct

h in o
e�j2πf τdτ

¼ 1
2
ΨxL f � f cð Þ þΨxL �f � f cð Þ½ �

ð2:44Þ

whereΨxL fð Þ is the PSD of the equivalent lowpass process xL(t). In (2.44), we used

the property R*
xL

τð Þ ¼ RxL �τð Þ and the quality property of the Fourier transform

ej2πf ctx tð Þ $ X f � f cð Þ.
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Similar to (2.37), the PSD of the modulated signal expressed in (2.44) is the

shifted PSD of the equivalent lowpass signal xL(t) to the center frequency �f c
except the constant factor 1/2. It becomes useful to determine the PSD of the

modulated signal through the PSD of the equivalent lowpass signal.

The derivations of the PSD of the equivalent lowpass signal xL(t) are compli-

cated and fairly long and beyond the scope of this book. Here we just present its

expression

ΨxL fð Þ ¼ σ2f s G fð Þj j2þ μ2f 2s G 0ð Þj j2δ fð Þþ 2μ2f 2s
X

G mf sð Þj j2δ f � mf sð Þ ð2:45Þ

where σ2 and μ are the variance and mean of the sequence of information symbols

{an} or {bn}, respectively. G( f ) is the Fourier transform of the shaping pulse g(t)
and f s ¼ 1=Ts is the symbol rate.

The expression (2.45) consists of three terms to emphasize the three different

types of spectral components. The first term is the continuous spectral component,

and its shape is completely dependent on the squared module of the Fourier transfer

of the shaping pulse g(t). The second term is the DC component. The third term

consists of discrete harmonics, each spaced fs apart in frequency.

If the information binary symbols {an} or {bn} are assumed to be independent

random variables with equal probability for the values of �1, the information

symbols have zero mean and unit variance. In this case, all discrete spectral

harmonics and DC components vanish and only the continuous component is left

in (2.45). This condition is valid for most digital modulation techniques. Thus, the

designer can simply choose a proper shaping pulse g(t) to achieve a bandwidth-

efficient transmission system. In this condition, (2.45) can be simplified to

Ψ fð Þ ¼ ΨxL fð Þ ¼ f s G fð Þj j2 ð2:46Þ
Here, we drop off the subscript xL for the purpose of simplicity.

It is clearly seen from (2.46) that the PSD of the equivalent baseband signal sL(t)

is proportional to the squared module of jG(f)j2 of the Fourier transform of the

equivalent baseband signal. Meanwhile, the PSD of the modulated signal, which is

expressed in (2.44), is the shifted PSD of the equivalent lowpass signal xL(t) to the

center frequency +/- fc except the constant factor 1/2. Therefore finding a spectrum-

shaping pulse with the property of the narrow main lobe and small side-lobes in the

frequency domain plays an important role in achieving high bandwidth efficiency

for the spectrum-shaping types of modulation techniques.

2.4.4 Non-Overlapped Pulse Waveform Modulation

From (2.46), we know that the PSD shape of the modulated signal depends only on

the shape of the Fourier transform of the shaping pulse g(t). The fundamental type

of shaping pulse that is widely used in digital modulation techniques is a

non-overlapped shaping pulse. This non-overlapped shaping pulse only lasts one
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symbol interval Ts in the time domain. For a BPSK signal, the symbol interval Ts
equals the bit interval Tb. Two widely used non-overlapped pulses are the rectan-

gular and the one-half cycle of a sinusoid. The former is used for the unfiltered

BPSK/QPSK/OQPSK modulations, while the latter is used for MSK modulation

and is also adopted in the ZIGBEE standard [13].

To see the PSD related with Fourier transform of the pulse g(t), first we consider
the rectangular pulse whose expression is given by

g tð Þ ¼
A, 0 � t � Ts

0, elsewhere

(
ð2:47Þ

This pulse is used to weight the sequence of random variables, each having

zero mean and unit variance, as illustrated in Fig. 2.9a. The Fourier transform of

the g(t) is

G fð Þ ¼
ð1
�1

g tð Þe�j2πf tdt ¼
ðTs

0

Ae�j2πf tdt

¼ ATs

sin πf Tsð Þ
πf Ts

e�jπf Ts

ð2:48Þ

Hence

G fð Þj j2 ¼ A2T2
s

sin πf Tsð Þ
πf Ts


 �2

ð2:49Þ

Since the mean and variance of the random information sequences are zero and

unit, respectively, we can use (2.46) to calculate the PSD of the QPSK signal:

ΨQPSK fð Þ ¼ A2Ts

sin πf Tsð Þ
πf Ts


 �2

ð2:50Þ

0        Ts 2Ts 3Ts 4Ts t
(a)

A

–A

0        2Ts 3Ts 4Ts t

(b)
A

–A
Ts

Amplitude

Amplitude

Fig. 2.9 Two different types of baseband waveforms: (a) signals consisting of non-return to zero

(NRZ) and (b) signals consisting of one-half cycle of a sinusoid

2.4 Digital Baseband Modulation 27



Next, we consider the one-half cycle sinusoid pulse expressed as

g tð Þ ¼
A sin πt=Tsð Þ, 0 � t � Ts

0, elsewhere

(
ð2:51Þ

The random waveform weighted with such a pulse is illustrated in Fig. 2.9b.

Similar to the derivation above, the Fourier transform of the g(t) is

G fð Þ ¼
ðTs

0

A sin πt=Tsð Þe�j2πf tdt

¼ 2ATs

π

cos πf Tsð Þ
1� 4f 2T2

s

e�jπf Ts

ð2:52Þ

From (2.46) the power spectral density is

ΨMSK fð Þ ¼ 4A2Ts

π2
cos πf Tsð Þ
1� 4f 2T2

s


 �2

ð2:53Þ

It is seen in (2.50) and (2.53) that the main lobe of the power spectral density

(PSD) of QPSK/OQPSK is located at f ¼ 1=Ts, while the main lobe of MSK is

located at f ¼ 1:5=Ts. This means that the main lobe of MSK is 50% wider than that

for QPSK/OQPSK. On the other hand, the side lobes in QPSK/OQPSK fall off at a

rate of f�2, while the side lobes in MSK drop at a rate of f�4
, which is faster

than QPSK/OQPSK.

It is also noted that the wider the pulse width Ts in the time domain is, the

narrower the main lobe in the frequency domain is. Hence, a pulse period lasting

more than Ts would increase the bandwidth efficiency. The baseband signals can be
generated by overlapping pulse sequences, which will be introduced in the next

section.

2.5 Overlapped Pulse-Shaping Modulation

To increase the bandwidth efficiency by means of extending the period of the pulse

lasting, it is also preferable to be either free of intersymbol interference or have

minimal ISI. Besides achieving bandwidth efficiency, it is also important for the

modulated signals to achieve energy efficiency when passing through nonlinear

power amplifiers. For most modulation techniques with bandwidth and energy

efficiency, data in the Q channel is delayed by a half-symbol interval Ts/2 relative

to data in the I channel in order to reduce the envelope fluctuation. Equation (2.41)

can be rewritten as
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xI tð Þ ¼
X1
n¼�1

ang t� nTsð Þ

xQ tð Þ ¼
X1
n¼�1

bng t� nTs � Ts=2ð Þ
ð2:54Þ

2.5.1 Overlapped Raised-Cosine Pulse-Shaping Modulation

A basic ideal for the overlapped raised-cosine modulation is to achieve ISI free at

the decision instants in the time domain by overlapping two consecutive shaping

pulses, in which each pulse lasts exactly twice symbol interval of 2Ts in the time

domain and has a narrow main lobe and fast roll-off of sidelobes of the Fourier

transform in the frequency domain. The Raised-cosine pulse with the interval of 2Ts
is obtained by convolving a square pulse with a half-cycle of the sine waveform,

each with interval of Ts.
The convolution of two pulse signals is to simply let one pulse signal pass

through a filter H(s) with an impulse response of h(t), which is equal to another

pulse signal, as shown in Fig. 2.10.

One early-published paper regarding the convolution pulse-shaping method is

Quadrature Overlapped Raised-Cosine (QORC) modulation [14]. The input x(t) to
the filter is a square waveform and impulse response of the filter h(t) is a half-cycle
sine signal

x tð Þ ¼
1, 0 � t � Ts

0, elsewhere

(
ð2:55Þ

h tð Þ ¼
π

2Ts

sin
πt

Ts


 �
, 0 � t � Ts

0, elsewhere

8><
>: ð2:56Þ

Impulse Response
h (t)

y(t)

y(t)

x(t)

x(t)

Ts 2Ts

11

tt0 0

Fig. 2.10 Pulse-shaping filter
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where amplitude π/2Ts is used to normalize the filter output or raised-cosine pulse

waveform. In fact, (2.55) is the pulse shape of QPSK signal while (2.56) is the pulse

shape of MSK signal.

The output of the filter is the convolution of the input and impulse response

g tð Þ ¼ x tð Þ * h tð Þ

¼
1

2
1� cos

πt

Ts


 �
, 0 � t � 2Ts

0, elsewhere

8><
>:

ð2:57Þ

Thus, the duration of the raised-cosine pulse through the convolution operation

becomes twice the duration Ts or 2Ts.
Similar to the relationship between QPSK and Staggered QPSK (SQPSK), the

symbol sequences on the Q branch for QORC can be delayed by a half-symbol

interval offset Ts/2 relative to that on the I branch in order to reduce the envelope

fluctuation of the modulated signal. This offset QORC is called the staggered

QORC (SQORC) [14].

Figure 2.11 shows a block diagram of SQORC modulator, where a conceptual

block diagram of raised-cosine (RC) pulse shaping can be implemented using either

a filter as shown in Fig. 2.10 or a circuit illustrated in Fig. 2.12. In order to overlap

raised-cosine pulses, each RC pulse-shaping needs one serial-to-parallel converter

and two delay Ts devices.
Figure 2.13 shows the baseband waveforms of the SQORC signal. Figure 2.13a

illustrates the SQORC baseband signal performed by the overlapping method

implemented in Fig. 2.12. Figure 2.13b shows the eye diagram. It can be seen

that there are no ISI at the sampling decision instants and no jitter at the jitter

instants. The modulation technique with such a property is also called Intersymbol
Interference and Jitter-Free (IJF) OQPSK (IJF-OQPSK), which will be introduced
in the next section. Figure 2.13c shows the constellation of the SQORC signal,

where the maximum envelope fluctuation is 3 dB. The envelope is always 1 when

consecutive symbols have alternative polarity on both the I channel and Q channel,

NRZ
Data

Serial
to

Parallel

RC Pulse
Shaping

Delay
Ts/2

RC Pulse
Shaping

xQ(t)

xQ(t − Ts / 2) 90°

xI(t) bI(t)

bQ(t)

y(t)
fc

Fig. 2.11 Block diagram of QORC/SQORC modulator
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1 − cos

2
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vd

RC Pulse Shaping

xQ (t − Ts / 2)

xI (t) or

bQ (t)

bI (t) orp t

Fig. 2.12 Block diagram of RC pulse shaping
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t
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Fig. 2.13 Baseband waveform: (a) overlapped baseband signal, (b) eye diagram, and

(c) constellation
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while the maximum envelope amplitude occurs when consecutive symbols have the

same polarity on both the I channel and Q channel. This results in the maximum

envelope amplitude of
ffiffiffi
2

p
, as shown in Fig. 2.13c. This amount of envelope

fluctuation causes the regrowth of the PSD at the output of the power amplifier

when it operates at the saturation or close to the saturation region.

Equation (2.57) in the time domain has the following relationship in the Fourier

transform domain:

G ωð Þ ¼ X ωð Þ � H ωð Þ ð2:58Þ
The square waveform x(t) in (2.55) and impulse response h(t) in (2.56) have the

Fourier transform

X ωð Þ ¼ Ts

sin ωTs

2

� 
ωTs

2

e�jωTs=2 ð2:59Þ

H ωð Þ ¼ cos ωTs

2

� 
1� ωTs

π

� 2h i e�jωTs=2 ð2:60Þ

Substituting (2.59) and (2.60) into (2.58), the Fourier transform of the filter

output is

G ωð Þ ¼ sin ωTsð Þ
ω 1� ωTs

π

� 2h i e�jωTs ð2:61Þ

Hence

G fð Þj j2 ¼ sin 2 ωTsð Þ
ω2 1� ωTs

π

� 2h i2 ð2:62Þ

Since the mean and variance of the random information sequences are zero and

unit, respectively, we can use (2.46) to calculate the PSD for SQORC signal as

ΨSQORC fð Þ ¼ f s G fð Þj j2 ¼ Ts

sin 2 2πf Tsð Þ
2πf Tsð Þ2 1� 2πf Ts

π

� 2h i2 ð2:63Þ

The normalized PSD is

ΨSQORC fð Þ
ΨSQORC 0ð Þ ¼

sin 2 2πf Tsð Þ
2πf Tsð Þ2 1� 2πf Ts

π

� 2h i2 ð2:64Þ
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The power spectral density curves of the QPSK/OQPSK, MSK, and

SQORC signals in a linear channel are illustrated in Fig. 2.14. The main lobe of

the PSD of SQORC signal is located at f ¼ 1=Ts ¼ 0:5=Tb, which is the same as

QPSK/OQPSK signals and the main lobe of MSK signal is located at

f ¼ 1:5=Ts ¼ 0:75=Tb. The side lobes in SQORC fall off at a rate of f�6, which

is much faster compared with QPSK/OQPSK at a rate of f�2 and MSK at a rate of

f�4. In fact, the PSD of SQORC takes on the form of the product of the PSDs

of QPSK/OQPSK and MSK because the Fourier transform of QORC/SQORC is

the product of the Fourier transforms of QPSK/OQPSK and MSK. So the main lobe

of SQORC retains the same width as the main lobe of QPSK/OQPSK and the side

lobes of SQORC become narrower and fall off at a rate of f�6, which is equal to the

addition of their rates of f�2 and f�4.

2.5.2 IJF-OQPSK Modulation

Intersymbol interference and jitter-free (IJF-OQPSK) [15] baseband signals are

identical to SQORC baseband signals except for their implementation methods.

The former uses a simple and precise logic switch circuit to generate its baseband

waveforms instead of using overlapped raised-cosine pulse. This method resulted in
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Fig. 2.14 Power spectral densities of OQPSK, MSK and SQORC in a linear channel
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fast applications of IJF-OQPSK/SQORC in satellite earth stations in the late 1980s.

After that, a look-up table (LUT) based IJF-OQPSK and SQORC was widely used

in digital communication systems to achieve energy and spectrally efficient

transmissions.

As we have seen, overlapping a current raised-cosine pulse with 2Ts and a

previous raised-cosine pulse forms a current SQORC baseband signal during the

symbol interval Ts. In turn, it is determined by a current and previous symbol data.

Thus a total of four types of baseband signals in one symbol interval Ts depending
on combinations of the input symbol data are plotted in Fig. 2.15.

In Fig. 2.15, the shape of the current baseband signal during Ts is determined by

the combination of the current and previous Non-Return-to-Zero (NRZ) data

(symbols) dndn�1 in either I channel or Q channel. An actual hardware implemen-

tation of IJF-OQPSK baseband signal is illustrated in Fig. 2.16. Each pair dndn�1 of

the current and previous NRZ symbols in the I and Q channels are used as addresses

to turn on one of four switches in each symbol duration. The output baseband signal

0
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0
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tTs/20
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s4 (t) = −s3 (t)

dn−1 dn = 1−1dn−1 dn = −11dn−1 dn = −1−1dn−1 dn = 11
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p tp t2p t 2p t

Fig. 2.15 Total four overlapped baseband segments in one symbol interval Ts, where the

solid-line waveforms are for IJF-OQPSK and dot-line are for SQAM with 0.5�A� 1.0
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Fig. 2.16 IJF-OQPSK

switch based baseband

signal generator. Redrawn

from [12]
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is sent to the I–Q modulator to modulate the carrier signal after passing through a

smooth lowpass filter to remove high frequency harmonics due to switching

operation. The baseband waveform, eye diagram and constellation of the

IJF-OQPSK are identical to those for SQORC as shown in Fig. 2.13. The mathe-

matic expression PSD for IJF-OQPSK is also the same as that for SQORC as

expressed in (2.64) and plotted in Fig. 2.14.

2.5.3 Other Overlapped Pulse-Shaping Modulations

SQORC and IJF-OQPSK signals have a 3-dB envelope fluctuation, as shown in

Fig. 2.13c. As a result, the spectral side lobes slightly spread up due to AM–AM and

AM–PM conversions of the power amplifies after they pass through nonlinear

amplification channels. In order to reduce such a 3 dB envelope fluctuation and

also keep the interval Ts of the pulse waveform unchanged, two modified

overlapped pulse-shaping waveforms, called superposed quadrature amplitude

modulation (SQAM) [16] and self-convolving minimum shift key (SCMSK) mod-

ulation [17], were proposed. In the former, the pulse waveform with the interval of

2Ts is generated by superposing two raised-cosine pulses, each having the interval

of Ts and opposite polarity, to the raised-cosine pulse with the interval of 2Ts that is
the same as a pulse-shaping waveform used in SQORC/IJF-OQPSK. In the latter,

the pulse waveform with the interval of 2Ts is created by convolving a half-cycle of
a sinusoidal pulse with the interval of Ts with itself. In the following, major

concepts of these two modulation techniques are described simply. The interested

reader can reference the Appendix C.3 for the detailed derivations.

SQAM: The SQAM was developed based on IJF-OQPSK modulation for the

purpose of further reducing the maximum envelope fluctuation of the IJF-OQPSK

by 3 dB. To form a SQAM pulse waveform, another two raised-cosine pulses, each

having single symbol duration of Ts and adjustable amplitude parameter A, with
negative polarity are superposed to the original raised-cosine pulse with double

symbol interval of 2Ts. The superposed pulse waveform is expressed by

s tð Þ ¼ g tð Þ þ d tð Þ ð2:65Þ

where

g tð Þ ¼ 1

2
1þ cos

π

Ts

t� Tsð Þ

 �

ð2:66Þ

d tð Þ ¼ � 1� A

2
1� cos

2πt

Ts


 �
, 0:5 � A � 1:0, 0 � t � 2Ts ð2:67Þ
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In (2.67), A is an adjustable amplitude parameter. Figure 2.17 illustrates the

SQAM pulse-shaping process by adding two raised-cosine pulses d(t) to one raised-
cosine pulse g(t). Figure 2.18 illustrates the comparison among SQAM pulse

waveforms with different parameters of A, where A¼ 1 corresponds to

IJF-OQPSK signal.

Ts 2Ts

g(t) s(t)=g(t)+d(t)

d(t)

1

–(1-A)

0

t

Fig. 2.17 SQAM pulse shaping by superposing two raised-cosine pulses with symbol interval of

Ts to one with 2Ts
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Fig. 2.18 Shaping pulses of SCMSK and SQAM in a twice symbol interval 2Ts. Note that SQAM
with A¼ 1 is equal to IJF-OQPSK pulse
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The SQAM modulator is the same as the IJF-OQPSK modulator except for the

replacement of IJF-OQPSK waveform segments of s1(t) and s2(t) by SQAM

waveform segments of s1(t) and s2(t), as shown in Fig. 2.15. To avoid the maximum

envelope fluctuation of 3 dB that appears when two consecutive symbols have the

same polarity in both the I and Q channels for IJF-OQPSK, the waveforms

around the centers of the segments s1(t) and s2(t) for SQAM are reduced from 1

to 1�2� (1�A) with 0.5�A� 1.0.

For example, the maximum envelope is significantly reduced from 3 to 0.7 dB

when A changes from 1 to 0.7. Therefore, IJF-OQPSK is a special case of SQAM

signal at A¼ 1. Figure 2.19 illustrates eye diagrams of SQAM-baseband signals

with A¼ 0.8 at the symbol rate of 135.417 kilosymbols/s, which corresponds to the

bit rate of 270.833 kbits/s for a GMSK signal in the 2G GSM system. A detailed

description of the SQAM signal is given in Appendix C.

SCMSK: The idea of SCMSK pulse waveform generation was triggered by a

SQORC pulse waveform generation introduced in (2.57), in which its pulse wave-

form is generated by convolving a rectangular pulse of QPSK in (2.55) with one

half-cycle of the sinusoidal pulse of MSK in (2.56); and hence the PSD of the

SQORC modulated signal takes the form of the production of the power spectral

densities of QPSK and MSK. This fact reveals a way to find a new overlapped pulse

whose PSD has fast roll-off sidelobes by convolving the pulse shaping waveforms

of another two modulation signals, each having the symbol interval of Ts.

Similar to SQORC, a SCMSK pulse waveform is generated by convolving a

half-cycle of sinusoidal pulse of MSK signal with itself, or by letting one half-cycle

of the sinusoidal pulse pass through a filter with the impulse response of another

half-cycle of the sinusoidal pulse. As a result, the sidelobes of SCMSK signal roll

off as twice fast as the sidelobes of MSK signal, while the main lobe of SCMSK

signal remains the same as the main lobe of MSK signal. The pulse waveform of

SCMSK is generated as

g tð Þ ¼ x tð Þ *h tð Þ ð2:68Þ

Fig. 2.19 Eye diagrams of

SQAM baseband I–Q

signals with A¼ 0.8 at the

symbol rate of 135.416

kilosymbols per second

(or the bit rate of 270.833

kilobits per second is

divided by 2). Referenced

from [18]
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The input pulse to the filter and the impulse response of the filter are given by

x tð Þ ¼ sin πt=Tsð Þ, 0 � t � Ts

0, otherwhere

(
ð2:69Þ

h tð Þ ¼
2

Ts

sin πt=Tsð Þ, 0 � t � Ts

0, otherwhere

8<
: ð2:70Þ

The convolution of x(t) and h(t) is easily derived by substituting (2.69) and

(2.70) into (2.68) and it may be expressed in the form

g tð Þ ¼
1=πð Þ sin πt=Tsð Þ � t=Tsð Þ cos πt=Tsð Þ, 0 � t � Ts

� 1=πð Þ sin πt=Tsð Þ þ t=Ts � 2ð Þ cos πt=Tsð Þ, Ts � t � 2Ts

(
ð2:71Þ

The pulse waveform of SCMSK in the time domain within the twice symbol

interval of 2Ts is shown in Fig. 2.18, where it is very close to the pulse waveform of

SQAM with A¼ 0.8, which creates the best PSD and BER performances in both

linear and nonlinear channels compared with other A parameters. Therefore, it is

expected that their PSDs should be close to each other as well. Figures 2.20 and

2.21 show PSDs in a linear channel and a nonlinear channel, respectively. It can be

seen that PSD of the SQAM signal with A¼ 0.8 rolls off the fastest, followed by the
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SCMSK signal in the linear channel. In a nonlinear channel, the SQAM signal with

A¼ 0.8 rolls off as fast as the SCMSK signal up to f � f bð ÞTb ¼ 1:5. The main lobe

of SQAM signal A¼ 0.8 is the same as the SCMSK signal and both of them are

equal to the normalized frequency f � f bð ÞTb ¼ 0:75, which is wider than the main

lobe of QPSK signal, which is equal to f � f bð ÞTb ¼ 0:5. Figure 2.22 illustrates Eb/

No degradation of SQAM signal versus the parameter of A compared with an ideal

theoretical QPSK Eb=No ¼ 8:4dB at BER¼ 10�4 in a linear channel. The best

performance in linear and nonlinear channels is obtained for A¼ 0.8. With this

value, Eb/No is degraded by 0.3 dB in a linear channel and 0.5 dB in a nonlinear

channel [16]. It has been demonstrated that the SCMSK signal has the same Eb/No

performance as SQAM signal in both linear and nonlinear channels because of their

identical similarities in their pulse waveforms in Fig. 2.18.

It is seen from Fig. 2.18 in the time domain and Fig. 2.20 in the frequency

domain that for the cases of SQAM signal with A¼ 0.8 and A¼ 1 (or IJF-OQPSK),

the more smoothly the pulse reaches zero in the time domain, the faster the side

lobes of the PSD roll off in the frequency domain. On the other hand, the narrower

the pulse around the center is in the time domain, the wider the main lobe

of the PSD is in the frequency domain. This phenomenon is easily understood

from the property of the Fourier transform that the more smoothly the pulse reaches

zero, the faster the high-frequency components decay, and the narrower the pulse

around the center is, the wider the bandwidth occupied by the low-frequency

components is.
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Fig. 2.21 Power spectral densities for OQPSK, SQORC/IJF-OQPSK, SQAM, and SCMSK in a

nonlinear channel, where OQPSK is passed through a root-raised cosine filter with α ¼ 0:35,
where Tb ¼ Ts=2 is the bit duration

2.5 Overlapped Pulse-Shaping Modulation 39



2.5.4 Bit Error Rate in Coherent Demodulation

Like the demodulation for QPSK/OQPSK and MSK signal, an optimum cross-

correlation-type receiver can be used to demodulate the overlapped pulse-shaping

signals of QORC/SQORC and SQAM. The detailed receiver structures are

described in [14, 19, 20], where an integrate-and-dump (I&D) filter is used on

each correlation branch. Basically, for the cases of QORC/SQORC and SQAM

signals there are all eight possible waveforms in any typical one symbol transmis-

sion interval 0 � t � Ts, as shown in Fig. 2.23 and each of them occurs with equal

probability. These eight waveforms are defined as
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Fig. 2.22 Eb/No degradation of SQAM signal from an ideal theoretical QPSK in a linear channel

requires Eb=No ¼ 8:4 dB at BER¼ 10�4. Redrawn from [16]
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Fig. 2.23 Composite waveforms with one symbol interval Ts, where the solid-curves are for

QORC and dashed-curves are for SQAM
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where A¼ 1 corresponds to QORC/SQORC or IJF-OQPSK signals and values in

the range 0 < A � 1:0 are used for a SQAM signal. Receivers for QORC/SQORC

and SQAM signals traditionally perform symbol-by-symbol detection that employs

simple integrate-and-dump (I&D) filters as detectors. This type of the detection is

referred to as suboptimum detection in [14, 20]. In such a symbol-by-symbol

detection, only four positive waveforms of the total eight waveforms are used to

perform correlation detection at the suboptimum receiver, where each waveform

individually multiplies the received signal on its branch before an integrate-and-

dump filter as shown in Fig. 13 in [14]. Note that these four waveforms with the

symbol period Ts have different energy within the symbol interval; and thus, the

outputs of the I&D filters must be biased by the related waveform segment energy

divided by 2 before the detector [20].

In general, the optimum correlation receiver maximizes the output signal energy

during the symbol period Ts in a linear channel corrupted by the additive Gaussian

noise by minimizing the equivalent noise bandwidth. This is equivalent to maxi-

mizing the signal-to-noise ratio (SNR). The objective of the correlation device is

not to identify any one of the eight possible waveform segments. Instead it is to

decide whether +1 or �1 was sent from the transmitter [14]. The optimum corre-

lation receiver will be discussed in Chap. 3 in more detail.

It is shown in [14] that the simplest demodulator with the third-order

Butterworth lowpass filter for QORC/SQORC yields a good BER performance in

a linear channel corrupted with Gaussian noise, approximately 0.7 dB Eb/No

degradation from an ideal system performance at BER¼ 10�5 when compared

with the I&D detection based demodulator. In fact, the Butterworth-type filter is

used in many practical applications due to its simple implementation and slight

BER degradation. Figure 2.24 illustrates the block diagram of a coherent demod-

ulator with Butterworth filters for QPSK/OQPSK type of signals, including the

overlapped pulse waveforms with pulse-shaping of QORC/SQORC and SQAM.
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The carrier phase estimate ϕ̂ for the received carrier phase ϕ is used in

generating the local reference carrier signal for the coherent demodulator. If the

phase error ϕ� ϕ̂ is very small, the transmitted baseband signals on the in-phase

and quadrature branches at the outputs of the lowpass filters are recovered. Then the

symbol timing recovery circuit synchronizes the local symbol clock with the

recovered baseband signals, and then samples the recovered baseband signals on

the I–Q branches at the maximum eye-opening points to make decisions through the

decision blocks. The sampling clock on the Q branch needs a half-symbol delay

relative to the I branch if a type of offset QPSK modulation is used. Finally, the

recovered symbol sequences on the I–Q branches are combined into serial output

data through the parallel to serial converter.

A Butterworth lowpass filter is used here due to its mild properties of amplitude

attenuation and group delay variation. A 3 dB bandwidth of the Butterworth

lowpass affects the BER performance of the system, and therefore should be

optimized. If the bandwidth is too wide, the SNR is reduced due to more additional

Gaussian noise passing through the filter. On the other hand, if it is too narrow, ISI

is produced due to severe group delay variation within the bandwidth. It has been

found in [16] that the optimum 3-dB bandwidth is about 0.55fs or B3 dBTs ¼ 0:55,
where Ts ¼ 1=f s is the symbol duration and B3 dB is a 3 dB bandwidth.

One effective way to reduce the ISI in a narrow-bandwidth case is to add a group

delay equalizer after the receive lowpass filter. Thus, the narrow receive filter

cascaded with the group delay equalizer can greatly attenuate the noise and

meanwhile significantly reduce ISI. Figure 2.25 shows the recovered eye diagrams

of SQAM signal with A¼ 0.8 at the output of the receive lowpass filter through a

nonlinear channel. It is noted that ISI is reduced after the group delay equalizer and

eye diagrams open widely, where the second-order group delay equalizer is used.
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Fig. 2.24 Block diagram of a coherent demodulator with Butterworth filters for QPSK/OQPSK

type of signals, where the delay Ts/2 is used for OQPSK signal only
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Fig. 2.25 Simulated eye diagrams at the output of the fourth-order Butterworth filter with

BTs¼ 0.55 through a nonlinear (hard-limited) channel. (a) SQAM with A¼ 0.8 and without

group delay equalizer, (b) SQAM with A¼ 0.8 and with group delay equalizer
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To simulate the BER performance of the SQAM system in a nonlinear channel,

we use an ideal hard-limiter to simulate the effect of the nonlinear amplification on

the SQAM signal. The ideal hard-limiter represents a good first-order approxima-

tion of the saturated high-power amplifier [15]. Figure 2.26 shows the simulated

BER performance results of the SQAM signal through a nonlinear channel, where

the parameter A¼ 0.8 is used for the SQAM signal due to its best BER perfor-

mance, as shown in Fig. 2.22. It is also shown in Fig. 2.26 that both SQAM and

SCMSK signals have the same BER performance through a nonlinear channel,

where the BER performance is degraded by 0.5 dB in the case where no group delay

equalizer is cascaded with the Butterworth lowpass filter, and by 0.3 dB in the case

where the second-order group delay equalizer is cascaded with the Butterworth

lowpass filter. A 0.2 dB improvement is achieved with the group delay equalizer.

2.6 Minimum Bandwidth and ISI-free Nyquist
Pulse Shaping

In practical applications, most communication channels are band-limited to some

specified bandwidth 2Bw Hz for each user in order to efficiently utilize the total

available channel bandwidth W. For this case, the channel bandwidth can be

equivalent to its baseband bandwidth Bw, or its equivalent lowpass frequency

response is non-zero for
�� f �� � Bw and zero for

�� f �� > Bw. When such a channel is

ideal (its amplitude and group delay responses are both constant) for
�� f �� � Bw, what

is the maximum data rate that can be transmitted through the channel without

causing intersymbol interference (ISI) in the desired channel and adjacent channel

interference (ACI) in the adjacent channels? If such a channel is not ideal for�� f �� � Bw, how do we design a compensator or equalizer to compensate for the

channel such that the channel impairments can be minimized at the output of the

compensator?

The answer to the first question is to design a spectrum shaping pulse that

satisfies the Nyquist criterion or zero ISI. The solution for the second problem is

to design an equalizer to minimize ISI, including the channel impairments caused

by both amplitude and phase distortions.

2.6.1 Nyquist Minimum Transmission Bandwidth
with ISI-Free

The higher the transmission data rate is, the wider channel bandwidth the transmis-

sion system occupies. Nyquist [21] investigated the relationship between the

theoretical minimum transmission bandwidth and ISI. He demonstrated that if

synchronous impulse streams at a transmission rate of fs symbols per second are
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Fig. 2.26 Bit error rate performance of SQORC/IJF-OQPSK, SQAM, and SCMSK signals in a

nonlinear channel: (a) without group delay equalizer, and (b) with group delay equalizer. (Note:
0.3 dB degradation for SQAM/SCMSK and 0.9 dB for IJF-OQPSK at 10e�4)
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transmitted through a lowpass channel filter with the minimum bandwidth

fN ¼ f s=2Hz, whose transfer function is characterized by an ideal brick-wall

amplitude response and linear phase response, then the output signals of such a

channel filter can be detected independently without ISI at the detection instants.

The minimum bandwidth fN ¼ f s=2 is called Nyquist minimum transmission
bandwidth or Nyquist frequency.

Such an ideal lowpass channel transfer function H( f ) is in the shape of a brick-

wall, as shown in Fig. 2.27a. For baseband transmission systems when the ampli-

tude and phase responses of the overall transfer function H( f ) are the same as the

one shown in Fig. 2.27a, the transfer functionH( f ) and its impulse response h(t) are
derived as follows:

H fð Þ ¼
Ts,

�� f �� � fN ¼ 1

2Ts

0,
�� f �� > fN ¼ 1

2Ts

8>><
>>: ð2:73Þ

h tð Þ ¼ F�1 H fð Þ½ � ¼
ðTs=2

�Ts=2

Tse
j2πf tdt

¼
sin

πt

Ts


 �
π t

Ts

¼ sinc
πt

Ts


 � ð2:74Þ

where fN ¼ 1= 2Tsð Þ ¼ f s=2 is known as Nyquist frequency and is also equal to the

cut-off frequency of the channel filter, where Ts is the symbol duration and fs is
the symbol rate. In binary transmission systems, the symbol duration Ts is equal to
the bit duration Tb or Ts ¼ Tb. In multilevel M or multi-state M transmission

systems, the symbol duration is calculated by Ts ¼ Tblog2M. For example, in the

QPSK or 4-QAM modulation, we have M¼ 4, and Ts ¼ 2Tb.

2Ts

1− fN = − fN = 2Ts

1

Ts

0 f

| H ( f ) |

df
dq ( f )

h (t)

h ( t−t )

0

Ts 2Ts−Ts−2Ts

t

(a) (b)

q ( f )

t  = −

t

Fig. 2.27 Nyquist channel and its impulse response: (a) ideal brick-wall (Nyquist channel)

transfer function, and (b) impulse response
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In the derivation above, a zero linear phase for the filter H( f ) is assumed. For

each input impulse, the impulse response h(t) can be calculated from (2.74) and has

its values at the integer multiples of the symbol interval of Ts below

h nTsð Þ ¼ 1, for n ¼ 0

0, for n ¼ �1, � 2, � 3, . . .

(
ð2:75Þ

Thus, if each impulse response at the output of the received channel filter is of

the form as given in (2.75), the received sequences can be detected without ISI. If

the ideal Nyquist filter has non-zero phase but linear phase (dashed line in

Fig. 2.27), the impulse response is shifted by an amount of the filter delay, which

is equal to τ ¼ �dϕ fð Þ=df and is constant over all frequencies. In this case, the

output impulse responses still meet the Nyquist criterion because all impulse

streams are delayed by the same delay τ.
When a transmission channel meets the criterion of a Nyquist channel, or the

transmission symbol rate of fs is less than and equal to twice the Nyquist frequency
of fN ( f s � 2fN), the outputs of the transmission channel are ISI-free at all decision-

making instants for the inputs of impulse streams with the rate of f s ¼ 1=Ts , as

shown in Fig. 2.28. On the other hand, if the transmission symbol rate is greater than

twice the Nyquist frequency, or f s > 2f N, the outputs of the transmission channel

have ISI at these decision instants.

The names “Nyquist filter” and “brick-wall filter” are often used as alternatives

to describe the Nyquist channel for satisfying ISI-free transmission at the decision

instants. The impulse response of the Nyquist filter is also called “Nyquist pulse”.

It should be noted that the inputs to the Nyquist filter are impulse streams in

order to satisfy ISI-free transmission. However, in most communication systems the

inputs are rectangular (or NRZ) pulses instead of impulse streams. For these

rectangular-pulse inputs to satisfy ISI-free transmission, a x/sin(x)-shaped ampli-

tude compensator has to be cascaded with the Nyquist filter. The frequency

response of the cascaded amplitude compensation with the Nyquist filter is shown

in Fig. 2.29. The reason for that is explained as follows:

H ( f )

tTs
t

–d (t − 2Ts)

h(t − Ts)h(t)

−h(t− 2Ts)
Ts

Input Output

H ( f ) : Nyquist channel  

Decision instants

δ (t − Ts)δ (t)

Fig. 2.28 Concept of Nyquist channel achieving zero ISI transmission for input impulse streams
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For an impulse input, its Fourier transform is constant over all frequencies.
Thus, the output of the Nyquist filter is simply the inverse Fourier transform of the
Nyquist filter. For a rectangular-pulse input, its Fourier transform is the form of sin
(x)/x. To satisfy the Nyquist ISI-free transmission, the rectangular pulse should be
transferred into the impulse before entering the Nyquist filter. If such a rectangular
pulse is passed with an amplitude compensator with the transfer function x/sin(x),
then the output of the amplitude compensator becomes an impulse and now satisfies
ISI-free transmission.

A practical approach to the amplitude compensation is to use a second-order

lowpass with the damping factor less than 0.707 so that its amplitude response

increases with the frequency and approximates the shape of x/sin(x) within the

Nyquist bandwidth fN. This lowpass filter can be added either before or after the

Nyquist filter.

Unfortunately, the ideal Nyquist channel filter with the minimum bandwidth is

not realizable, and therefore it cannot be implemented with any hardware circuits or

components. In the case of approximating it, the approximated Nyquist channel

filter may need a larger-order number of filter. In addition to approximating the

amplitude response, it is very difficult to achieve a linear phase filter as requested

for the Nyquist channel filter.

Fortunately, a practically and widely used function that satisfies the free-ISI is

the raised-cosine filter, whose amplitude response is in the form of the raised-cosine

shape. The amplitude response of the raised-cosine (RC) filter is expressed as

��Hrc fð Þ�� ¼
Ts 0 � �� f �� � 1� α

2Ts

Ts cos
2 πTs

2α

�� f ��� 1� α

2Ts


 �� �
1� α

2Ts

� �� f �� � 1þ α

2Ts

0
�� f �� > 1þ α

2Ts

8>>>>>>><
>>>>>>>:

ð2:76Þ
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1
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df
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q ( f ) 1.57Ts

sin(p fTs)

t  = −

p fTs

Fig. 2.29 Frequency response of Nyquist channel for rectangular pulse transmission with ampli-

tude compensation
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where α is the roll-off factor and determines the raised-cosine filter shape and

bandwidth. For α¼ 0, an ideal brick-wall filter having a minimum bandwidth equal

to the Nyquist frequency of fN ¼ 1=2Ts is achieved. However, this brick-wall

filter cannot be realized in practice. In practical applications, values between

0.2� α� 1.0 are usually chosen. The Nyquist frequency fN is also called the excess
bandwidth and is expressed as a percentage of fN. For example, α ¼ 0:35
corresponds to excess bandwidth of 35%, while α ¼ 1 corresponds to excess

bandwidth of 100%.

The impulse response hrc(t) or the inverse Fourier transform (2.76) is

hrc tð Þ ¼ sin πt=Tsð Þ
πt=Ts

cos παt=Tsð Þ
1� 4α2t2=T2

s

ð2:77Þ

Figure 2.30 illustrates the amplitude response of the raised-cosine filter and

the corresponding impulses for α¼ 0, 0.3, and 1. The single-side bandwidth is

equal to f ¼ 1þ αð ÞfN. It is clearly seen that the tails of hrc(t) decay faster with the

increase of α value. The lower the tail of hrc(t) decays, the bigger the ISI is at the
decision instants with severe phase jitter.

The expression of the raised-cosine filter (2.76) can also be rewritten

��Hrc fð Þ�� ¼
Ts 0 � �� f �� � 1� α

2Ts

Ts

2
1þ cos

πTs

α

�� f ��� 1� α

2Ts


 �� �� �
1� α

2Ts

� �� f �� � 1þ α

2Ts

0
�� f �� > 1þ α

2Ts

8>>>>>>><
>>>>>>>:

ð2:78Þ
If the input to the raised-cosine filter is the rectangular (NRZ) pulse streams, a

x/sin(x)-shaped amplitude compensator must be cascaded with the raised-cosine

filter. For a rectangular pulse g(t) with the interval Ts and amplitude 1/Ts, its Fourier
transform is

G fð Þ ¼
ðTs=2

�Ts=2

g tð Þe�j2πf tdt ¼ 1

Ts

ðTs=2

�Ts=2

e�j2πf tdt

¼ sin πf Tsð Þ
πf Ts

ð2:79Þ

Thus, the amplitude response of the amplitude compensator expressed as the

inverse of G( f ) in (2.79) is added to the raised-cosine filter (2.78) to form the

cascaded amplitude response for ISI-free pulse transmission:
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Fig. 2.30 Raised-cosine filter characteristics: (a) amplitude response, and (b) impulse response
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Figure 2.31 illustrates the amplitude response of the cascaded filter with differ-

ent α values. For α ¼ 0, an unrealizable minimum-bandwidth filter or Nyquist filter

is obtained, as shown by the dark black line. Theoretically, the attenuation has an

infinite value beyond the bandwidth. Practically, attenuation might be in the range

from 20 to 50 dB, depending on implementation approach. In an analog filter design

approximation, the attenuation level outside the channel should not be designed too

large due to severe group delay variation of the analog filter with high order. In a

digital FIR filter design approximation, however, the attenuation level can be large

by increasing the number of FIR filter coefficients because of its linear property of

the group delay.

The simulated eye diagrams for NRZ data filtered by a raised-cosine filter either

with x/sin(x)-shaped amplitude aperture compensation or without it are illustrated

in Fig. 2.32. In the case with x/sin(x) compensation (Fig. 2.32a,b) eye diagrams are

ISI-free at the maximum opening instants. In the case without x/sin(x) compensa-

tion (Fig. 2.32c), the eye diagram has ISI at the maximum opening instants.

Therefore, the amplitude aperture compensator is necessary for rectangular

(NRZ) pulse streams to achieve ISI-free transmission. It is noted that for α¼ 1 in

Fig. 2.32a, the eye diagram has zero data polarity transmission jitter at t=Ts ¼ 0:5or
1.5. With α ¼ 0:3 there is a significant data polarity transmission jitter, which

results in severe timing jitter in the recovered timing-clock signal. Furthermore,

large tails corresponding to small α values exhibit more sensitivity to timing errors

and thus result in severe BER degradation due to ISI. On the other hand, a large α
value will result in a large excess bandwidth.

Considering that the overall channel filter consists of a transmitter filter and a

receiver filter, the raised-cosine filter in (2.76) can be split into two parts:

fN  =
2Ts

1
Ts

–2 –1 0 1 2 f / fN

20 log | H ( f ) | (dB)

–10
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–30

–40

a = 0
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–50

fN : Nyquist frequency

Fig. 2.31 Amplitude response of raised-cosine filter cascaded with x/sin(x) shaped amplitude

compensator for rectangular pulse ISI-free transmission. (Note: Attenuation is 4� 6¼�2 dB at

f=fN ¼ 1 for α 6¼ 0)
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Hrc fð Þ ¼ Ht fð ÞHr fð Þ ð2:81Þ
If the receiver filter is matched to the transmitter filter or Hr fð Þ ¼ Ht fð Þ, the

desired magnitude response of the filter, called the square root of raised-cosine
(SRRC) filter, is obtained:
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Fig. 2.32 Eye diagrams of NRZ data filtered by raised-cosine filter: (a) roll-off factor α¼ 1 with

x/sin(x), (b) roll-off factor α¼ 0.3 with x/sin(x) and (c) roll-off factor α¼ 1 without x/sin(x)
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Ht fð Þj j ¼ Hr fð Þj j ¼ Hsrrc fð Þ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Hrc fð Þj jp

¼

ffiffiffiffiffi
Ts

p
0 � �� f �� � 1� α

2Tsffiffiffiffiffi
Ts

p
cos

πTs

2α

�� f ��� 1� α

2Ts


 �� �
1� α

2Ts

� �� f �� � 1þ α

2Ts

0
�� f �� > 1þ α

2Ts

8>>>>>>><
>>>>>>>:

ð2:82Þ

The abbreviation
ffiffiffi
α

p
is used to stand for SRRC in some literature. In this case,

the receiver filter Hr( f ) is called the match filter to the transmitter filter Ht( f ). If the
input data to the transmitter filter Ht( f ) is NRZ data, the amplitude aperture

compensator with the form x/sin(x) should be cascaded with Ht( f ) together for
ISI-free transmission. It should be noted that the amplitude aperture compensator

x/sin(x) is unnecessarily needed in the digital FIR filter designs for either a RC filter

or a SRRC filter due to the input of the approximate impulse streams after

performing up-sampling rate of N by inserting N� 1 zero between two adjacent

data sequences.

In practical designs, considering the physical realization of the filter, (2.82) is

usually written as

Ht fð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Hrc fð Þj j

p
e�j2πf τ ð2:83Þ

where τ is some certain constant delay that ensures the peaks of the impulse

response ht tð Þ ¼ F�1 Ht fð Þ½ � occurring after t 	 0.
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Fig. 2.32 (continued)
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The impulse response of the SRRC filter is obtained by taking the inverse

Fourier transform of (2.82), which is expressed as

hsrrc tð Þ ¼ 1ffiffiffiffiffi
Ts

p 1

1� 4αt=Tsð Þ2
sin 1� αð Þπt=Ts½ �

πt=Ts

þ 4α cos 1þ αð Þπt=Ts½ �
π

� �

ð2:84Þ

The normalized impulse responses of the RC and SRRC filters are depicted in

Fig. 2.33, where four samples per symbol duration Ts are marked by dots. It is clear

that the impulse response of the SRRC filter has non-zero crossing at every four

sample instants starting from the middle peak instant, while that of the RC filter has

zero crossing at these instants. At these sampling instants, which are also called

decision-making instants, other adjacent signals reach their peak values. Thus, the

SRRC-filtered signal at the transmitter has ISI, while the signal at the output of the

matched filter or another SRRC filter at the receiver is ISI-free due to the composite

full response of the overall system.

2.6.2 Analog Filter Approximation to SRRC Filter

Analog filters play an important role in spectrally efficient transmission systems. To

achieve spectrally efficient transmission, some communication systems use the
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Fig. 2.33 Normalized impulse responses of raised-cosine filter and square root raised-cosine filter

with α¼ 0.3
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analog filter to approximate a raised-cosine filter as the pulse-shaping filter at the

transmitter or the matched filter at the receiver due to its simple structure and low

cost. This was especially true in the before 1990, when digital signal-processing

chips were not affordable, available, or practical due to their high cost and speed

limitations. For example, in the late 1980s most digital microwave transmission

systems and digital satellite/earth station transmission systems were equipped with

analog raised-cosine filters to achieve spectrally efficient transmission. With the

development of digital signal-processing technologies over the past two decades,

the raised-cosine filter in modern digital communications can be easily realized by a

digital FIR filter with linear phase or constant group delay within a 3-dB corner

frequency. However, analog filters are still needed to filter out out-band noise,

interference signals, and image components, such as a reconstruction filter after a

digital-to-analog converter at the transmitter, and a channel selection filter or an

anti-aliasing filter before the analog-to-digital converter at the receiver. In today’s

wireless communication systems, such as 2G GSM and 3G wideband code-division

multiple access (WCDMA) systems, the analog filter still has an advantage over the

digital filter in wireless handset devices due to its low cost and low current

consumption. For example, in WCDMA systems, a fifth-order analog filter is

used at the receiver to achieve functionality in both channel selection filtering

and approximately matched filtering [22].

In this section, we introduce one example for practical analog filter design

approximation to the amplitude response of SRRC filter. Due to the non-constant

group delay characteristics of the analog filter, an allpass filter as a group delay

equalizer needs to be cascaded with the analog filter to reduce group delay variation

within the required bandwidth. This analog approach can meet the need for

low-cost, low-power consumption, and low-form-factor user equipment (UE). For

detailed design procedures of group delay equalization, the interested reader can

refer to Appendix D.

2.6.2.1 Amplitude Approximation

In a white Gaussian noise (WGN) channel, either a RC or a SRRC filter is used to

achieve spectrum shaping and ISI-free transmission in band-limited channels.

Previously (from the 1990s to the 2000s), the RC and SRRC filters were mostly

approximated by using Butterworth and Chebyshev analog filters, or other types of

analog filters whose parameters are optimized by computer to minimize the ampli-

tude error between the amplitude response of the analog filter and that of the target

RC or SRRC filter. Even today, in the 3GPP WCDMA system, the analog filter is

still used to approximate the SRRC filter as part of the channel selection filtering at

the receiver, matched to the transmitter-side SRRC filter to achieve the minimal ISI

and the maximum adjacent channel interference (ACI) rejection [22–24].

When the analog filter is used to approximate the SRRC filter, the attenuation

requirement of the analog filter at the transmitter is determined by the adjacent

channel power ratio (ACPR), which is the ratio of the average power in the main
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channel and adjacent channels, while the attenuation requirements of the analog

filter at the receiver are decided by both in-channel SNR and adjacent channel

interference (ACI). The attenuation of the analog filter, on the other hand, is

primarily determined by filter prototype, 3-dB corner frequency, and filter order.

Four common filter prototypes are Butterworth, Chebyshev, Inverse Chebyshev,

and elliptic. In terms of a given order, the larger the attenuation of the filter, the

worse the group delay variation of the filter. The elliptic filter provides the largest

attenuation and a sharper transition region among the four types of filters but the

worst group delay variation within a 3-dB corner frequency. The Butterworth filter

shows the smallest group delay variation, but the smallest attenuation as well.

The 3-dB corner frequency of the analog filter is generally determined by the

Nyquist frequency fN or the half-symbol rate fs/2 as described in Sect. 2.6.1. An

actual 3-dB corner frequency can be obtained through an approximation to a SRRC

filter with a specified roll-off factor, corresponding to a certain symbol rate. A

design example at the transmitter will be introduced in the following section while

the other one at the receiver will be illustrated in Sect. 7.5.2.

2.6.2.2 Group Delay Compensation

In general, due to natural characteristics of the large group delay fluctuation of the

analog filter within the 3-dB corner frequency, an allpass filter needs to be cascaded

to reduce group delay fluctuation as much as possible; meanwhile it does not the

change magnitude response of the analog filter. Because of the spectral-efficiency

requirement, most communication channels are usually characterized as band-

limited linear filters if all active circuits operate at linear regions. Then, the transfer

functions of such channels may be expressed by their frequency response

Hc jωð Þ ¼ ��Hc jωð Þ��e jθc ωð Þ ð2:85Þ

where
��Hc jωð Þ�� is the amplitude response and θc(ω) is the phase response. Another

characteristic, which is more useful to describe the channel’s behavior, is the group

delay, which is obtained from the negative derivative of the phase, or

GDc ωð Þ ¼ � dθc ωð Þ
dω

ð2:86Þ

A channel is said to be ideal if
��Hc jωð Þ�� and GDc(ω) both are the constant within

the transmitted signal bandwidth. Otherwise, the transmitted signal may be

distorted through such a channel, depending on how much worse
��Hc jωð Þ�� and

GDc(ω) are. The signal distortion caused by non-ideal
��Hc jωð Þ�� is called amplitude

distortion, and that caused by non-ideal GDc(ω) is called delay distortion.
The group delay equalizer or compensator can only compensate for the delay

distortion by introducing extra delay in such a way that the overall group delay
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variation is minimized as much as possible. Suppose the transfer function of the

equalizer is expressed by its frequency response

He jωð Þ ¼ ��He jωð Þ��e jθe ωð Þ ð2:87Þ

To compensate for the group delay ofHc( jω), the equalizer needs to be cascaded
with Hc( jω). Thus, the overall transfer function H( jω) is

H jωð Þ ¼Hc jωð Þ � He jωð Þ
¼ ��H jωð Þ��e jθ ωð Þ ð2:88Þ

where the amplitude and phase responses are expressed by

H jωð Þj j ¼ Hc jωð Þj j � He jωð Þj j
¼ Hc jωð Þj j ð2:89Þ

and

θ ωð Þ ¼ θc ωð Þ þ θe ωð Þ ð2:90Þ

In (2.89), the amplitude response of the group delay equalizer is assumed to be a

constant and is normalized to 1. The group delay of H( jω) is given by

GD ωð Þ ¼ � dθ ωð Þ
dω

¼ � dθc ωð Þ
dω

� dθe ωð Þ
dω

¼GDc ωð Þ þ GDe ωð Þ
ð2:91Þ

where GDe(ω) is the group delay of the equalizer. For an ideal case, GD(ω) is the
constant or nearly constant GD ωð Þ � C within the interested frequency band. To

achieve such a nearly constant group delay, computer optimization programs can be

used to minimize the peak-to-peak variation of the overall group delay within the

interested bandwidth Bw or

ΔGDPP ωð Þ ¼ GDMAX ωð Þ � GDMIN ωð Þ, ω � Bw ð2:92Þ

The question is how small ΔGDPP(ω) should be. Usually, ΔGDPP(ω) is deter-
mined by the requirement of EVM tolerance at the receiver. In general, a first-order

allpass filter or a second-order allpass filter is used as a fundamental unit of the

group delay equalizer. A higher-order group delay equalizer can be constructed by

cascading such multiple fundamental sections together, in which the first-order

section is needed to achieve the odd order of the equalizer.

A characteristic analysis of the first-order and second-order allpass filter sections

as a group delay equalizer is introduced in Appendix D.

We start with an analog filter design approximation to a SRRC filter in the

transmitter. To achieve ISI-free transmission, the analog filter needs not only to
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approximate the amplitude response of the SRRC filter, but also to have small group

delay fluctuation. Depending on practical applications, a filter with small group

delay fluctuation can be created by cascading a one-stage or multiple-stage group

delay equalizer with the approximated SRRC filter. Designing a group delay

equalizer may be complicated compared with the design of the filter because

several parameters in the equalizer need to be carefully adjusted in order to achieve

smaller group delay variation.

Design Example 2.1 In an SCPC satellite earth station system, data are transmitted

through a QPSK modulation format at the rate of 64 kbps. A SRRC filter with

α ¼ 0:5 is used either at the transmitter to perform spectrum-shaping transmission

in a limited bandwidth of 45 kHz or at the receiver to match the SRRC filter of the

transmitter to attenuate outside channel Gaussian noise and adjacent channel

interferers as well as to minimize the in-channel ISI before the decision. Design

an analog lowpass at the transmitter to approximate such an ideal SRRC filter

without a shape of x/sin(x) as amplitude compensation. If it is needed, a second-

order lowpass filter with a damping factor ζ < 0:707 as an amplitude compensation

shape of x/sin(x) can be cascaded with the SRRC filter, which is described in

Sect. 2.6.4. A digital SRRC filter is assumed in the receiver to match the SRRC

filter of the transmitter.

Solution To achieve such an approximation to a SRRC filter, we choose a

fourth-order Butterworth lowpass filter due to its mild group delay characteristic

to approximate the amplitude response of the SRRC filter with α ¼ 0:5 and a

second-order allpass filter as a group delay equalizer to compensate for the group

delay fluctuation of the Butterworth lowpass filter in order to achieve small ISI as

much as possible.

For the QPSK signal transmission at the bit rate f b ¼ 64kbps, the Nyquist

frequency fN is equal to 16 kHz due to fN ¼ f s=2 ¼ f b=4. After approximation to

the amplitude response of the SRRC withα ¼ 0:5and fN ¼ 16kHz, the fourth-order

Butterworth lowpass with the cut-off frequency of 17.2 kHz can achieve the best

amplitude approximation, as shown in Fig. 2.34a.

The analog filter closely approximates the ideal SRRC filter down to the 10-dB

attenuation point. Beyond –10 dB, distortion caused by approximation errors may

be ignored in practice, depending on the requirement of the desired signal

leakage to the adjacent channels. To achieve smaller group delay variation, a

second-order allpass filter is chosen as the group delay equalizer; its group delay

response is shown in Fig. 2.34b. The group delay fluctuation of the fourth-order

Butterworth lowpass filter is significantly reduced from 12 μs to less than 1 μs
within the cutoff frequency of 17.2 kHz after the equalizer. For the detailed

design procedure and circuit implementation, the interested reader can again

refer to Appendix D.

Figure 2.35 illustrates the simulated eye diagram at the output of the RX digital

SRRC filter, which is matched to the TX analog approximation SRRC filter

designed above. It can be seen that the received signal has very small ISI at the

decision-making instants. Therefore, such an analog approximation to the SRRC

filter is satisfied in a low-cost and low-power consumption application.
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2.6.3 Digital Filter Approximation to Raised-Cosine Filter

In digital communication systems, the strictly band-limited and ISI-free require-

ments of a wireless communication channel demand the use of a pulse-shaping

filter. These requirements are very difficult to meet by using an analog filter

approximation to a RC filter plus a group delay equalizer. Therefore, a digital filter
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Fig. 2.34 Frequency response of the fourth-order analog filter approximation to a SRRC filter

with α ¼ 0:5: (a) amplitude response and (b) group delay response
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approximation to an RC filter is still a dominant design approach due to its

accurate approximation to both amplitude and phase characteristics, especially in

the transmitter.

From the impulse response of the raised-cosine filter in time domain, it can be

seen that the impulse response has an infinite duration, even though it decays very

little as time increases. Hence, it is impossible to implement either a RC or SRRC

filter with an infinite duration of the impulse response. Also it is unnecessary due to

the power assumption and cost. The simplest way to approximate an ideal RC or

SRRC filter is to design a FIR filter, due to its symmetric impulse responses and

linear phase. The coefficients of the FIR filter approximation to a RC or SRRC filter

can be obtained from either its impulse response in the time domain or its frequency

response in the frequency domain. Some basic design procedures using these

methods will be introduced in the following sections.

2.6.3.1 Filter Design by Window

The simplest method of FIR filter design in the time domain is called the window
method. A basic method to approximate an ideal filter is to truncate the ideal

impulse response h(n). After truncation, the designed filter with impulse response

hd(n) is given by
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Fig. 2.35 Received eye diagram at the output of the RX digital SRRC filter with α¼ 0.5, which is

matched to the TX SRRC filter approximated by a fourth-order Butterworth lowpass filter

cascaded with a second-order equalizer
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hd nð Þ ¼ h nð Þ, n ¼ 0, � 1, . . . , � N � 1ð Þ=2
0, otherwise

(
ð2:93Þ

If a finite duration rectangular window w(n) is used, the impulse response hd(n)
in (2.93) can be expressed as

hd nð Þ ¼ h nð Þw nð Þ ð2:94Þ

where

w nð Þ ¼ 1, n ¼ 0, � 1, . . . , � N � 1ð Þ=2
0, otherwise

(
ð2:95Þ

Besides the rectangular window, other windows with a less abrupt truncation

property may also be used to achieve small side-lobes in the frequency domain.

However, this is achieved at the price of a wider main lobe. It is also well known

that the Gibbs phenomenon can be moderated through the use of such a window

with the property of a smooth transition to zero [25]. A useful sinusoid window can

be used to truncate the impulse response of the RC or SRRC, and expressed as

w nð Þ ¼ sin
π½nþ ðN � 1Þ=2�

N � 1


 �
, n ¼ 0, � 1, . . . , � N � 1ð Þ=2

0, otherwise

8<
: ð2:96Þ

For the rectangular window, we can calculate the impulse response of the digital

RC filter from (2.77), or

hrc nð Þ ¼ hrc tð Þ��t¼nTsam

¼ sin πnTsam=Tsð Þ
πnTsam=Ts

cos
παnTsam

Ts


 �

1� 2αnTsam

Ts

� �2 , n ¼ 0, � 1, . . . , � N � 1ð Þ=2

ð2:97Þ

where N is the length of the filter. The minimum number of the samples per symbol

is 2, corresponding to the sampling duration Tsam ¼ Ts=2. Usually four samples per

symbol are used in most transmitter filter designs, or Tsam ¼ Ts=4.
Similar to the design of hrc(n), the calculation of the impulse response of the

digital SRRC filter can be obtained from (2.84):
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hsrrc nð Þ ¼ hsrrc tð Þ��t¼nTsam

¼ 1ffiffiffiffiffi
Ts

p 1

1� 4αnTsam=Tsð Þ2
sin 1� αð ÞπnTsam=Ts½ �

πnTsam=Ts

�

þ 4α cos 1þ αð ÞπnTsam=Ts½ �
π

�
, n ¼ 0, � 1, . . . , � N � 1ð Þ=2

ð2:98Þ

For practical implementations, the impulse response of the RC filter or SRRC

filter should be delayed by (N� 1)/2. Thus, we need to transfer (2.97) and (2.98) to

hrc nð Þ¼hrc n� N � 1ð Þ=2½ � and hsrrc nð Þ¼hsrrc n� N � 1ð Þ=2½ �, n ¼ 0, 1, . . . ,N � 1;
respectively, after obtaining them.

2.6.3.2 Filter Design by Impulse Invariance

In the filter design based on the concept of impulse invariance [25], we know that a

discrete-time system can be defined by sampling the impulse response of its

corresponding continuous-time system. In the impulse invariance design procedure

for a bandlimited system, the impulse response of the discrete-time filter is chosen

to be proportional to equally spaced samples of the impulse response of the

corresponding continuous-time filter: i.e.,

h nð Þ ¼ Tsamhc nTsamð Þ ð2:99Þ

where Tsam is a sampling interval. Note that we use Tsam as the scaling factor to

multiply hc(nTsam) in order to normalize its frequency response.

In this design we are interested in the relationship between the frequency

responses of the discrete-time and continuous-time filters. The frequency response

of the discrete-time filter is related to that of its continuous-time filter by

H ejω
�  ¼ X1

k¼�1
Hc j ω� kωsamð Þ½ � ð2:100Þ

where ωsam ¼ 2πf sam ¼ 2π=Tsam is the sampling frequency in radians/s. If the

continuous-time filter is bandlimited to ωB, or

Hc jωð Þ ¼ 0, ωB � ��ω�� � π ð2:101Þ

Then, (2.100) becomes

H e jω
�  ¼ Hc jωð Þ, ��ω�� � ωB ð2:102Þ
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or

H e jω
�  ¼ Hc fð Þ �� f �� � f B ð2:103Þ

If Hc( f ) is sampled at equally spaced points in the frequency domain with

a frequency step Δf ¼ f sam=N, where N is odd number, then (2.100) can be

rewritten as

H ejω
�  ¼ Hc mΔfð Þ ¼ Hc mf sam=Nð Þ ð2:104Þ

The relationship between the frequency response and impulse response of the

digital raised-cosine (RC) filter with the length of N is given by

Hrc e jω
�  ¼ XN�1ð Þ=2

n¼� N�1ð Þ=2
hrc nð Þe�jωnTsam ð2:105Þ

Substituting (2.104) into (2.105), we can express (2.105) as

Hrc mf sam=Nð Þ ¼
XN�1ð Þ=2

n¼� N�1ð Þ=2
hrc nð Þe�j2πmn=N ð2:106Þ

Then, the inverse transform of (2.106) is

hrc nð Þ ¼
XN�1ð Þ=2

m¼� N�1ð Þ=2
Hrc

mf sam
N


 �
e j2πmn=N , n ¼ 0, � 1, . . . , � N � 1ð Þ=2

ð2:107Þ

If the RC filter is realized by cascading the transmitter filter with the receiver

filter, which is matched to the transmitter filter, each of them is expressed as

Ht fð Þ ¼ Hr fð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
Hrc fð Þ

p
ð2:108Þ

Similar to the derivation of (2.107), the impulse response of the SRRC filter is

obtained by solving

ht nð Þ ¼ hr nð Þ

¼
XN�1ð Þ=2

m¼� N�1ð Þ=2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Hrc

mf sam
N


 �s
e j2πmn=N , n ¼ 0, � 1, . . . , � N � 1ð Þ=2

ð2:109Þ
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2.6.3.3 Digital Design Implementation

Now we give an example by using these two different design methods to design a

SRRC filter at the transmitter to achieve spectrally efficient transmission through a

linear channel.

Design Example 2.2 Create a digital FIR implementation of the transmitter SRRC
filter with α¼ 0.3 and N¼ 63, and implement it in a Xilinx chip with an 11-bit fixed
point.

Solution In order to simplify hardware design, we choose the sampling rate

f sam ¼ 4=Ts, or four samples per symbol interval, making the total length of the

FIR filter with N¼ 63 spans (63 + 1)/4¼ 16 symbols. We both window and impulse

invariance methods to design the FIR filter; their impulse responses and frequency

responses are illustrated in Fig. 2.36. It can be seen that the impulse responses

obtained by using two different design methods are identical, while their frequency

responses are very close to each other up to the normalized frequency

f=fN ¼ 1þ αð Þ ¼ 1:3. To estimate the design accuracy relative to an ideal filter,

we also plot the frequency response of the SRRC FIR filter, with N¼ 263 in

Fig. 2.36b, which is used to closely approach such an ideal SRRC filter. Frequency

responses of the FIR filters with both window and impulse invariance methods are

very close to that of the SRRC FIR filter, with N¼ 263 until –30 dB attenuation.

Therefore, using either of these two methods to design the digital SRRC filter can

achieve a satisfactory approximation to an ideal SRRC filter.

For a comparison between different window truncation functions, Fig. 2.37

illustrates the frequency responses of the designed SRRC filter with different

windows. It is clear that significant small side-lobes are obtained at the price of a

slightly wider main lobe.

The coefficients of the impulse response of the SRRC filter calculated from

(2.98) and (2.109), respectively, are listed in Table 2.4: each coefficient has two

different values; where the first one is obtained by using the window method and the

second one is obtained by using the impulse invariance method. Because the

impulse response is symmetric, the impulse response values of the transmitter

ht(n) at the positive index are the same as those at the negative index. Therefore,

they are not listed except for the coefficients of h1 and h31.
Assume that 11-bit fixed point, denoted by C10C9. . .C0, is used to represent the

coefficients in the Xilinx implementation, where C10 is a sign bit. After the center

coefficient h0 is normalized to 1023 in decimal, the rest values are listed in

Table 2.5. Xilinx Virtex2 Chip has a Coregen function of the FIR filter. By using

these coefficients, the FIR Coregen can realize such a SRRC filter.

2.6.4 Amplitude Compensation for a SINC Function

As we discussed in earlier, the x/sin(x) amplitude compensation is required to

cascade with the raised-cosine filter at the transmitter as expressed in (2.80) if the
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input to the raised-cosine filter is a NRZ signal. In the digital FIR implementation,

however, the amplitude aperture compensator x/sin(x) may be unnecessarily needed

because the input impulse streams are performed with an up-sampling rate of N by

inserting N� 1 zero between two adjacent data sequences before passing through a

digital RC or SRRC filter, especially in the case of N > 4.
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Fig. 2.37 Frequency responses of FIR SRRC filter with α¼ 0.3 and tap length N¼ 63 truncated

by rectangular and sinusoid windows

Table 2.4 Coefficients of impulse response of a FIR filter with 63-tap

h�31 h�30 h�29 h�28 h�27 h�26 h�25

0 6e�4 6e�4 �7e�4 �2.1e�3 �1.7e�3 1.5e�3

�3.6e�3 �2.8e�3 1.2e�3 4.6e�3 3.6e�3 �1.7e�3 �6.7e�3

h�24 h�23 h�22 h�21 h�20 h�19 h�18

5e�3 5e�3 �9e�4 �9.4e�3 �1.3e�2 �5.6e�3 1.1e�2

�6.2e�3 5e�4 8.0e�3 9.0e�3 1.7e�3 �7.9e�3 �1.01e�2

h�17 h�16 h�15 h�14 h�13 h�12 h�11

2.54e�2 2.34e�2 �1e�4 �3.36e�2 �5.23e�2 �3.47e�2 1.85e�2

�1.3e�3 1.1e�2 1.32e�2 �1.7e�3 �2.37e�2 �3.06e�2 �5.8e�3

h�10 h�9 h�8 h�7 h�6 h�5 h�4

7.74e�2 9.64e�2 4.46e�2 �6.57e�2 �1.724e�1 �1.889e�1 �5.15e�2

4.16e�2 7.48e�2 5.23e�2 �3.52e�2 �1.42e�1 �1.801e�1 �6.93e�2

h�3 h�2 h�1 h0 h1 . . . h31
2.364e�1 5.924e�1 8.863e�1 1.0 8.863e�1 . . . 0.0

2.058e�1 5.687e�1 8.784e�1 1.0 8.784e�1 . . . �3.6e�3
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The discrete signal at the output of the RC or SRRC filter is transferred to the

continuous signal through a digital-to-analog converter (DAC). If the output of the

RC or SRRC filters or the input of the DAC is a sequence of samples, yd (n), an
impulse train yi(t) to the input of the zero-order hold block can be formed as [25]

follows:

yi tð Þ ¼
X1
n¼�1

yd nð Þδ t� nTsamð Þ ð2:110Þ

where Tsam is the sampling interval associated with the sequence yd(n). Thus, the
output signal yz(t) of the zero-order hold block is the convolution of the input yi(t) of
the zero-order hold block and the impulse response hz(t) of the zero-order hold in

the time domain, or

yz tð Þ ¼ yi tð Þ*hz tð Þ

¼
X1
n¼�1

yd nð Þδ t� nTsamð Þ
 !

* hz tð Þ

¼
X1
n¼�1

yd nð Þhz t� nTsamð Þ

ð2:111Þ

The impulse response hz(t) of the zero-order hold is expressed as

hz tð Þ ¼
1, 0 < t < Tsam

0, otherwise

(
ð2:112Þ

Table 2.5 Coefficients

represented by 11-bit fixed

points

h�31 h�30 h�29 h�28 h�27 h�26 h�25

0 1 1 �1 �2 �2 2

�4 �3 1 5 4 �2 �6

h�24 h�23 h�22 h�21 h�20 h�19 h�18

5 5 �1 �10 �13 �6 11

5 1 8 9 2 �8 �11

h�17 h�16 h�15 h�14 h�13 h�12 h�11

26 24 0 �34 �54 �36 19

1 11 14 �2 �26 �31 5

h�10 h�9 h�8 h�7 h�6 h�5 h�4

79 98 46 �67 �176 �193 �53

43 77 54 �36 �145 �184 �71

h�3 h�2 h�1 h0 h1 . . . h31
242 606 907 1023 907 . . . 0

211 582 900 1023 900 . . . �4
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Its Fourier transform is

Hz ωð Þ ¼ sin ωTsam=2ð Þ
ω=2

e�jωTsam=2 ð2:113Þ

Thus, the Fourier transform of (2.111) becomes

Yz ωð Þ ¼ Yi ωð ÞHz ωð Þ

¼ Yi ωð Þ sin ωTsam=2ð Þ
ω=2

e�jωTsam=2
ð2:114Þ

To recover the input signal Yi(ω), the output signal Yz(ω) of the zero-order hold
needs to be passed through a reconstruction filter with a transfer function of Hr(ω).
The Fourier transform of the reconstruction filter output is

Y ωð Þ ¼ Yz ωð ÞHr ωð Þ
¼ Yi ωð ÞHz ωð ÞHr ωð Þ ð2:115Þ

It can be seen from (2.115) that the production of the last two items should be

equal to the ideal lowpass filter Hl(ω) in order to recover Yi(ω), or

Hz ωð ÞHr ωð Þ ¼ Hl ωð Þ ð2:116Þ

Hl ωð Þ ¼ Tsam,
��ω�� < ωc

0, otherwise

(
ð2:117Þ

Thus, the reconstruction filter is

Hr ωð Þ ¼ Hl ωð Þ
Hz ωð Þ

¼Hc ωð ÞHl ωð Þ

¼
ωTsam=2

sin ωTsam=2ð Þ e
jωTsam=2,

��ω�� < ωc

0, otherwise

8<
:

ð2:118Þ

Note from (2.118) that the reconstruction filter Hr(ω) is obtained by cascading a

compensation filterHc(ω) and an ideal lowpass filterHl(ω). Its advance time shift of

Tsam/2 seconds can be compensated if the ideal filter Hl(ω) has a delay time shift of

τ, in which τ meets the condition τ 	 Tsam=2. The compensation filter Hc(ω) is

Hc ωð Þ ¼ 1

Tsam

ωTsam=2

sin ωTsam=2ð Þ e
jωTsam=2 ð2:119Þ
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The x/sin(x) shape amplitude compensation given in (2.119) is scaled by 1/Tsam,
which is used to cancel a scaling factor of Tsam in the ideal filter Hl(ω) as expressed
in (2.117). It is also noted that such an advance time shift of Tsam/2 in (2.118) can be
ignored without any effect on the performance.

At this point, it can be seen from (2.113) that the zero-order hold block

introduces sin(x)/x shape amplitude distortion in the frequency domain. Thus, the

amplitude of the signal spectrum at the output of the DAC is multiplied by a

function sin(x)/x or Sinc(x). As a result, Sinc(x) function acts as amplitude distor-

tion for the DAC output signal.

Figure 2.38 illustrates the amplitude distortion caused by the zero-order hold

characteristic of the DAC, showing the input and the output of the DAC in the time

t

samsam fT /1=

fsamf samf20

fsamf samf20

Zero-order hold
SINC envelope

Spectrum of analog
signal after SINC

Fundamental spectrum of
analog signal before SINC

Analog signal

t

(c) (d)

(e) (f)

Bf

Analog signal

n0    1    2   3     4     5    

0   Tsam 2Tsam 3Tsam 4Tsam 5Tsam

Convert from 
sequence to 
impluse train

Zero-order
holdyd (n)

yd (n)

yi (t)

yi (t)

yz (t)

Yi ( f )

Yz ( f )

yz (t)

Sampling
period Tsam

D/A

(a) (b)

Bf0   Tsam 2Tsam 3Tsam 4Tsam 5Tsam

Fig. 2.38 Input and output of DAC in time and frequency domains: (a) block diagram of DAC,

(b) discrete-time sequence, (c) impulse train, (d) spectrum of the impulse train, (e) output of the
zero-order hold, and (f) Spectrum of the zero-order hold output. fB is the maximum frequency for a

bandlimited analog signal, and fsam is the sampling frequency. Referenced from [25, 26]
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domain and their corresponding spectrum patterns in the frequency domain.

Figure 2.38f shows that the frequency response of the zero-order hold acts as a

lowpass filter that attenuates not only image components but also the fundamental

component of the desired signal. Attenuation on the desired signal, however, is

frequency dependent, where the attenuation becomes severe when the sampling

frequency fsam decreases. For example, the fundamental component before the zero-

order hold circuit is shown in the dash-dot line, while after the zero-order hold

circuit, the fundamental component is represented by the solid line.

Figure 2.39 shows the magnitude of the frequency response of the zero-order

hold circuit when the sampling frequency is either four times or eight times the

Nyquist frequency. It is obvious that an amplitude compensator is needed when the

sampling frequency is twice as large as the symbol rate or four times as large as the

Nyquist frequency, as shown by the dashed line. To compensate for a sin(x)/x shape
distortion, it is natural for the amplitude compensator to have the opposite fre-

quency response of the zero-order hold function, or a x/sin(x)-shaped frequency

response. Thus, the combination of their cascaded frequency response is constant.

Usually it is enough for the overall amplitude response to be constant within the

bandwidth of 1þ αð ÞfN.
From Fig. 2.39 we can see that this magnitude compensator may be neglected

since the amplitude drops slightly as the sampling frequency increases. For exam-

ple, the amplitude drops by only2
ffiffiffi
2

p
=π (or –0.91 dB) at the symbol rate or twice the

Nyquist frequency ( f=fN ¼ 2, which is equivalent to ω ¼ π= 2Tsð Þ in (2.113) when
the sampling frequency of fsam is four times the symbol rate of fs ( f sam ¼ 4f s ¼ 8fN),
as indicated by the light-dark solid line. It drops about 2/π (or –3.92 dB) when the

sampling frequency of fsam is twice the symbol rate fs f sam ¼ 2f s ¼ 4f Nð Þ, as
indicated by the light-dark dashed line. In the former case, this amplitude compen-

sation may be neglected due to –0.91 dB attenuation. In the latter case, the amplitude

compensation is needed because of �3.92 dB attenuation. The spectrum bandwidth

of the raised-cosine filtered signal is within the range of fN < f � 2fN, corresponding
to the alpha value range 0 < α � 1.

2       3       4      5      6       7    8

Zero-Order hold
for fsam / fN = 8

Nyquist bandwidth filter

= sampling frequency
=1/Tsam

-8      -7     -6      -5     -4      -3      -2     -1       0      1
Nf/

H( f )

HZ( f )

HZ( f )

samT

fN = Nyquist frequency
= ½ of symbol rate

Or fN = fs /2 = 1/(2Ts)

Zero-Order hold
for fsam / fN = 4

Ideal Reconstruction filter
fsam

f

Fig. 2.39 Amplitude response of zero-order hold with sampling frequency f sam ¼ 4f s ¼ 8fN.
The maximum bandwidth of raised-cosine filter is 2fN, or f=fN ¼ 2
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Increasing the sampling clock rate of the DAC not only reduces the attenuation

effect of the zero-order hold on the desired signal, but also lowers the quantization

noise floor and relaxes attenuation requirements for the reconstruction filter [26].

A DAC with a higher clock rate also increases the design cost and power consump-

tion. In some cases, it is very complicated to design a DAC with a high clock rate

due to a wider bandwidth of the transmission data. For example, in the ultra-

wideband (UWB) system [27] it costs much more to design a DAC with an over-

sampling rate of 1056 MHz because the bandwidth of an OFDM signal is about

264 MHz.

In the case where the sampling rate is very difficult to increase, the amplitude

compensation technique is an effective method to deal with the amplitude distor-

tion caused by the SINC-function. Amplitude compensation can be achieved with

either the digital or the analog filter. In the former case, the pre-distortion is

created before the DAC, while in the latter the post-compensation is generated

after the DAC. In both cases, the amplitude response of the compensator is the

inverse of the SINC-function or 1/Sinc(x). In practice, the overall amplitude

response is required to be flat only within the bandwidth of the desired signal,

which is equal to 1þ αð ÞfN.
For detailed design information regarding the pre-distortion–based equalizer or

compensator, the interested reader can refer to [26]. Here, we introduce the post-

compensation method in more detail. In the post-compensation method, an analog

filter whose frequency response is approximately equal to the inverse of the

SINC-function is inserted either before or after the reconstruction filter. To

reach such an inverse shape of the SINC-function, the analog filter needs to

have a peak around the Nyquist frequency. The second-order analog filter can

realize such a peak with a proper dumpling factor. The transfer function of the

second-order lowpass filter is

Hc sð Þ ¼ ω2
n

s2 þ 2ζωnsþ ω2
n

ð2:120Þ

where ωn is the natural frequency of the filter and ζ is the damping factor. As we
know, the amplitude of the frequency response of the second-order lowpass filter

has a peak around the natural frequency when ζ < 0:707 is met. Therefore, we can

use this peak property of the frequency response to approximate the inverse of the

SINC-function.

Considering that a baseband signal is passed through either a RC filter or SRRC

filter approximated by a FIR filter, we only need to compensate the amplitude

distortion caused by the SINC-function up to the bandwidth Bw ¼ 1þ αð ÞfN.
Hence, the amplitude gain of the compensation transfer function relative to the

DC amplitude should be approximately equal to the amplitude attenuation of the

SINC-function up to Bw. Usually the natural frequency f n ¼ ωn=2π is set greater

than Bw, depending on the ratio of the sampling frequency to the signal bandwidth.
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For example, in the UWB OFDM system the single-side bandwidth of the

OFDM baseband signal is about 260 MHz [27]. Due to the channel spacing of

528 MHz and the signal bandwidth of 260 MHz, we can have the minimum clock

frequency (or sampling frequency) of 528 MHz operate for the DAC. The

attenuation of the SINC-function at the half-sampling frequency of f sam=2 ¼ 264

MHz is –3.92 dB from (2.113). Thus, the spectrum attenuation of the OFDM

baseband signal approximates to –3.92 dB at the bandwidth edge frequency

of 260 MHz. To compensate for amplitude distortion, we set the natural fre-

quency f n ¼ 350MHz and the damping factor ζ ¼ 0:33 in (2.120) so that the

compensator has a gain of about 3.7 dB at the half-sampling frequency of

264 MHz, as shown in Fig. 2.40. After the amplitude compensation, the ampli-

tude response of the compensated DAC at a half the sampling frequency is about

�3.92 + 3.7¼�0.22 dB.

Figure 2.41 illustrates the PSD of the OFDM signal with a bandwidth of

260 MHz at the output of the reconstruction filter. It can be seen that the PSD

of the OFDM signal around the bandwidth edge frequency of 260 MHz in

Fig. 2.41b increases after the amplitude compensation so that the overall spec-

trum becomes flat. Compared with digital-filter–based compensation, analog-

filter–based compensation is simple in structure, inexpensive, and has low

power consumption.
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Chapter 3

Bandwidth-Efficient Modulation
With OFDM

3.1 Introduction

An orthogonal frequency division multiplexing (OFDM) technique has been

developed for wideband data transmission through multipath fading channels

without the need for complex equalizers. The concept of OFDM dates back to

the 1960s, when Chang [1] first proposed the synthesis of orthogonal signals for

multichannel data transmission in 1968. Wideband transmission systems are more

vulnerable to multipath fading because the fading notches have a higher chance of

dropping into the transmission bandwidth. As its name implies, OFDM is a

scheme of splitting a single data sequence at a high bit rate into many parallel

© Springer International Publishing Switzerland 2017
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sub-data streams at a low symbol rate to conventionally modulate orthogonal

subcarriers in order to space these subcarriers close together in a certain bandwidth.

OFDM has continuously developed into a very popular scheme for wideband digital

communication systems, such as 802.11a/g/n/ac-based wireless local area networks

(WLANs), digital television, audio broadcasting, and 4G mobile LTE communica-

tion standards.

In modern digital communications, conventional single-carrier modulation

schemes for high-data-rate transmissions like high-order QAM formats have

faced difficulties in coping with severe channel transmission conditions—such as

frequency-selective fading due to changeable multipaths—even when using com-

plex adaptive equalization techniques. Sometimes the equalizer is unable to effec-

tively compensate for multipath distortion when there are deeper fade notches

dropping within the desired signal bandwidth. To overcome the effect of multipath

fading, channel equalization in an OFDM system is relatively simple because the

bandwidth of OFDM can be viewed as the orthogonal arrangement of many

subcarrier-modulated narrow bands rather than one single-carrier-modulated wide-

band. Thus, an individually faded sub-channel can be approximately treated as

constant attenuation within a corresponding sub-channel and be easily compensated

with a simple equalizer.

Because of the primary and natural advantage of OFDM over single-carrier

schemes in combating the effect of multipath fading, OFDM techniques have found

a variety of applications in wireless communication systems and will continue to do

so in the future. In this chapter, OFDM technique specifically applied to the 802.11a

Wi-Fi standard from a practical perspective is introduced first, then some digital

algorithms, circuit designs, and system considerations are discussed; and finally

two RF transceiver design cases chosen from industrial companies are presented to

show what OFDM radio frequency (RF) system architectures actually look like.

The OFDM technique is mainly based on a classical frequency-division

multiplexing (FDM) system and is a special case of FDM. In an FDM system,

adjacent channels are well separated by using root Nyquist filtering on the baseband

signals and a guard interval in the transmission band. In the 1960s, Saltzberg [2] and

Chang [1] studied and evaluated the performance of OFDM systems to achieve

bandwidth efficiency by overlapping the spectra of the sub-channels compared with

an FDM-based single channel per carrier (SCPC) system. SCPC refers to transmit-

ting a single signal at a given frequency channel with a relatively narrow band-

width. In FDM access (FDMA) technology, an SCPC system using low-cost

equipment is commonly used for data and voice applications. For example, in the

early 1980s the SCPC systems developed by SPAR Aerospace Ltd. in Canada were

mainly used for voice and data communications in remote areas where the existing

communication networks supporting the large-capacity communications could not

reach because of the small capacity requirements of remote areas. SCPC commu-

nication networks, however, are suitable for providing such small-capacity com-

munications for these remote areas. In voice transmission, each user’s voice signal
is first converted to the digital data signal with a rate of 32 kbits/s, and then the

digital data sequences are used to modulate a 70-MHz intermediate frequency

(IF) carrier using a BPSK scheme. The modulated IF signal is further
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up-converted to the RF at 6 GHz. In data transmission, each user’s data with a rate

64 kbits/s modulates a 70-MHz IF carrier using a QPSK scheme. The modulated IF

signal is further up-converted to the RF at 6 GHz for transmission over a satellite

channel. For voice communications, a pair of channel frequencies is utilized, one

for each direction of transmission. The transmission can be turned on by voice

activation to save power on the satellite. A typical voice channel conversation is

active only about 40% of the time in any one direction because a pair of conver-

sations occurs between two directions. Typically, the channel spacing is 45 kHz

among all sub-channels. Thus, a 36-MHz transponder in a satellite supports the

capacity of 800 SCPC channels (36 MHz/45 kHz). Each earth station can support a

small numbers of users, typically fewer than ten.

In this chapter, we use the 802.11a Wi-Fi standard as an example to introduce

some basic concepts and methods of generating an OFDM baseband signal at a

transmitter, down-converting an RF signal into the OFDM baseband signal, and

then demodulating the OFDM baseband signal at the receiver. The Wi-Fi is defined

by the Wi-Fi Alliance as any “Wireless Local Area Network” (WLAN) product

based on the IEEE 802.11 standards.

3.2 Generation of the 802.11a OFDM Signal

An OFDM signal is generated by first splitting a single data sequence with a high

data transmission rate into many sub-data sequences with a low data transmission

rate, each called a sub-channel data sequence, through a serial-to-parallel converter;

and then each sub-channel data sequence modulates a very low IF orthogonal

carrier signal, called a subcarrier signal, to construct a modulated OFDM signal

in the baseband time domain by summing all subcarrier-modulated signals together.

The OFDM signal is further up-converted with a local oscillator to the RF signal for

transmission. The primary difference between OFDM generation and single-carrier

modulation generation is that the OFDM signal consists of a sum of orthogonal
subcarriers that are modulated by using a phase shift keying (PSK) or quadrature

amplitude modulation (QAM) scheme with parallel sub-channel data sequences or

symbols. The OFDM technology application started with third-generation WLANs,

or the 802.11g and 802.11a standards, in 2002 for use at high data transmission rates

of 54 Mbps at frequency bands of 2.4 and 5 GHz, respectively. The fourth-

generation WLAN, or the 802.11n standard, was launched in 2007 to enable data

transmission rates up to 600 Mbps for use with medium-resolution video streaming

by means of multi-input and multi-output (MIMO) technology. In 2012, the fifth-

generation of the 802.11ac standard was released to support Ethernet data trans-

mission rates up to 3.6 Gbps, with the first version less than 1.8 Gbps. From the

early 802.11g/a standard, to the 802.11n standard, to the latest 802.11ac standard,

the newer standards have been backward-compatible with the previous standards.

In the following sections, a 16-QAM OFDM signal adopted in the 802.11a-based

WLAN system is used as an example to better illustrate the concept of the OFDM

signaling format. The generation of an OFDM signal in the continuous time domain
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is first introduced as a fundamental concept, and then its generation in the discrete

time domain is presented.

In general, a transmitted OFDM baseband signal comprises contributions

from several different subframes in the time domain (as shown in Fig. 3.1) and is

expressed as [3]

sFRAME tð Þ ¼ sPREAMBLE tð Þ þ sSIGNAL t� TSIGNALð Þ þ sDATA t� TDATAð Þ ð3:1Þ

The three subframes PREAMBLE, SIGNAL, and DATA fields constitute one

frame, and the time offsets determine the starting time of the corresponding

subframe: TSIGNAL ¼ 16μs, and TDATA ¼ 20μs.

3.2.1 Preamble Field

The preamble subframe that consists of ten short training symbols denoted by t1 to
t10 and two long training symbols denoted by T1 and T2 is used for synchronization,
as shown in Fig. 3.1. The preamble is followed by the SIGNAL field and then

DATA field. A short OFDM training segment that corresponds to 4 short symbols

and consists of 12 subcarriers in the frequency domain is modulated by the elements

of the complex sequence S and generated by the following equation:

sSHORT tð Þ ¼ wSHORT tð Þ
XNST=2

k¼�NST=2

Sk exp j2kΔftð Þ ð3:2Þ

where Sk is given by

S�26:26 ¼
ffiffiffiffiffiffiffiffiffiffi
13=6

p � �0, 0, 1þ j, 0, 0, 0, � 1� j, 0, 0, 0, 1þ j, 0, 0, 0, � 1� j, 0, 0, 0, 1

þ j, 0, 0, 0, 00, 0, 0, � 1� j, 0, 0, 0, � 1� j, 0, 0, 0, 1þ j, 0, 0, 0, 1þ j, 0, 0, 0, 1

þ j, 0, 0, 0, 1þ j, 0, 0
�

ð3:3Þ

A factor of
ffiffiffiffiffiffiffiffiffiffi
13=6

p
is used to normalize the average power of the resulting

OFDM symbol, which utilizes 12 of 52 subcarriers. Here, the modulation process

t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 GI2 T1 T2 GI GI SIGNAL Data 1 Data 2GI 

8+8=16 μs

10×0.8=8.0 ms 2×0.8+2×3.2=8.0 ms 0.8+3.2=4.0 ms 0.8+3.2=4.0 ms 0.8+3.2=4.0 ms

SERVICE+DATA DATARATE LENGTHChannel and Fine Frequency
Offset Estimation 

Coarse Freq.
Offset Estimation

Timing Synch.

Signal Detection
AGC, Diversity

Selection

Fig. 3.1 OFDM baseband signal frame in 802.11a
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expressed by (3.2) is equivalent to an inverse Fourier transform of a set of

coefficients Sk given in (3.3). The most common way to perform the inverse Fourier

transform is by using an inverse fast Fourier transform (IFFT) algorithm. Adding

zero to both sides of (3.3) or from subcarriers �27 to �32 and from 27 to

31 achieves 64-point FFT values in the frequency domain, as listed in Table G.2

of Annex G [3]. These 64-point FFT values are used as the frequency domain inputs

to an IFFT algorithm processor that is discussed below. After the IFFT operation,

64-point short training sequences are generated in the time domain listed in

Table G.3 of Annex G [3]. These 64-point sequences comprise four short training
symbols. The 10 complex short training symbols are extended periodically for

160 samples by concatenating with an additional 4 short symbols and then another

2 short symbols.

A long OFDM training symbol that comprises 53 subcarriers, including a zero at

direct current (DC) in the frequency domain, is binary-modulated by the elements

of the real sequence L and generated by the following equation:

sLONG tð Þ ¼ wLONG tð Þ
XNST=2

k¼�NST=2

Lkexp j2kΔf t� TGI2ð Þð Þ ð3:4Þ

where Lk is given by

L�26:26 ¼
�
1, 1, � 1, � 1, 1, 1, � 1, 1, � 1, 1, 1, 1, 1, 1, 1, � 1, � 1, 1, 1, � 1, 1,

� 1, 1, 1, 1, 1, 01, � 1, � 1, 1, 1, � 1, 1, � 1, 1, � 1, � 1, � 1,

� 1, � 1, 1, 1, � 1, � 1, 1, � 1, 1, � 1, 1, 1, 1, 1
�

ð3:5Þ

where TGI2 is equal to 1.6 μs. Repeating 64 samples of one long training sequence

and then cyclically extending the last 32 samples results in a 161-sample vector, as

shown in Table G.6 [3]. After being multiplied by the window function, the samples

of two long training symbols with the cyclic prefix are appended to the short

sequence section.

The preamble sequence is formed by concatenating ten short training symbols

and two long training symbols

sPREAMBLE tð Þ ¼ sSHORT tð Þ þ sLONG t� TSHORTð Þ ð3:6Þ

where sSHORT tð Þ is generated by concatenating two segments
sSHORT tð Þ þ sSHORT tð Þð Þ of four short symbols in (3.2), and one half-segment of

four short symbols, sLONG tð Þ is constructed by concatenating two long symbols

sLONG tð Þ þ sLONG tð Þð Þ in (3.4) and one cyclic prefix, and TSHORT ¼ 8:0 μs is the

duration of ten short training symbols. Figure 3.2 shows the preamble sequence

in the time domain, where the length of ten short symbols at the beginning is equal

to 160(10� 16) samples, and the two long symbols plus the cyclic prefix following

the ten short symbols is equal to 160(2� 64 + 32) samples. It can be seen that the
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short training symbols repeat ten times and long training symbols repeat two times

plus the cyclic prefix in both I and Q channels. The timing synchronization in the

receiver is carried out based on the cross-correlation between the received training

sequence and a locally regenerated training sequence, which is introduced in the

following sections.

3.2.2 Signal Field

The SIGNAL field following the OFDM training symbols comprises 24 bits that

contain the RATE, including the modulation type and coding rate, and LENGTH

information of the transmitted frame for correct detection in the receiver. These

24 bits are encoded at the rate 1/2 convolutional encoder to yield the 48 bits and

then are interleaved. The 48 interleaved bits are BPSK-mapped to yield real

coefficients in the frequency domain given in Table G.11 [3], where bits 0–23 in

Table G.9 are mapped to the coefficients �26 to �1 in Table G.11, and bits 24–47

are mapped to the coefficients 1–26. Four pilot values are inserted at locations�21,

�7, 7, and 21. The coefficients from �32 to �27 and from 27 to 31 are set to zero

for a 64-point IFFT operation.
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Fig. 3.2 Baseband signals in the I and Q channels, consisting of 10 short training symbols from

sample 1 to sample 160, 2 long training symbols from 161 to 320, 1 SIGNAL symbol from 321 to

400 and 1 data symbol from 401 to 480
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Similar to performing an IFFT operation for the preamble sequences described

above, the 80 samples of the SIGNAL field in the time domain are derived by taking

the IFFT calculation in Table G.11, extending it cyclically, and multiplying the

window function. The SIGNAL filed samples in Table G.12 are then appended to

the long training preamble, as shown in Fig. 3.2.

3.2.3 Data Field

In an 802.11a WLAN system, data are scrambled first and then coded with a

convolutional encoder of coding rates R¼ 1/2, 2/3, or 3/4, depending on the desired

data transmission rate. All encoded data bits shall be interleaved by a block

interleaver with a block size corresponding to the number of bits in a single

OFDM symbol. After being interleaved, the data are mapped to a certain modula-

tion format of BPSK, QPSK, 16-QAM, or 64-QAM, depending on the RATE

specified in the SIGNAL field. Through a serial-to-parallel converter, the stream

of the mapped complex numbers is converted into groups of 48 complex data.

These 48 parallel complex data plus 4 pilot real data form a total of 52 parallel

modulation data to individually modulate each subcarrier in one OFDM symbol

interval, as shown in Fig. 3.3.

In an OFDM modulator (shown in Fig. 3.3), the input serial data stream {bk} is

mapped into a complex sequence {dn} of 16-QAM symbols at baseband and then

divided into groups of NSD¼ 48 complex numbers in parallel. In the mapping stage,

4-bit consecutive serial data stream {bk} are mapped into one complex sequence

{dn} due to 16-QAM mapping. Each complex symbol d nð Þ ¼ di nð Þ þ jdq nð Þ is

represented by the in-phase (I) and quadrature (Q) components, which modulates a

pair of orthogonal subcarriers cos(2πkΔft) and sin(2πkΔft), respectively.

I

Q

Modulation
Mapping,

Pilot Insert,
S/P Converter

b7 b0b1b4 b3 b2b6 b5

d0d1

Qd0

I

Qd47

I

Qd1

exp(−j2p×26Δf (t−TGI))

d0

d1

d47

exp( j2p×26Δf (t−TGI))

p1× P1

Interleaved data input {bk}
sDATA, n (t)

16QAM constellation
at one symbol period

I

Qp1×P1

p1× P4

Fig. 3.3 Block diagram of OFDM modulator in continuous time domain
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The subcarrier frequency of Δf is equal to 312.5 kHz. Generally, the complex

symbol corresponding to subcarrier k of OFDM symbol n can be expressed with

dk(n). Table 3.1 shows some main parameters used in 802.11a.

As shown in Table 3.1, each OFDM symbol contains 4 pilot subcarriers and

48 data subcarriers. The locations of the remaining 64 subcarriers are inserted with

zero. Hence, the nth OFDM symbol is expressed as [3]

sDATA,n tð Þ ¼
XNSD

�1

k¼0

dk nð Þexp j2πMkΔf t� TGIð Þð Þ

þ pnþ1

XNST=2

k¼�NST=2

Pkexp j2πkΔf t� TGIð Þð Þ
ð3:7Þ

where the function,Mk, defines a mapping from the logical subcarrier number 0–47

into frequency offset index �26 to 26 as shown in (3.7), while skipping the pilot

subcarrier locations and the 0th (DC) subcarrier. The subcarriers beyond the index

�26 to 26 up to �32 to 32 are set to zero.

Mk ¼

k � 26 0 � k � 4

k � 25 5 � k � 17

k � 24 18 � k � 23

k � 23 24 � k � 29

k � 22 30 � k � 42

k � 21 43 � k � 47

8>>>>>>>>><>>>>>>>>>:
ð3:8Þ

Table 3.1 Timing-related main parameters

Parameter Value

NSD: number of data subcarriers 48

NSP: number of pilot subcarriers 4

NST: number of total subcarriers 52(NSD +NSP)

NSYM: number of OFDM symbols in a frame Depending on MAC requesting

NFFT: point of FFT/IFFT operation 64

Δf: subcarrier frequency spacing 0.3125 MHz (20 MHz/64)

fsam: sampling frequency 20 MHz

TFFT: IFFT/FFT period 3.2 μs (1/Δf )
TGI: guard interval 0.8 μs (TFFT/4)
TGI2: training symbol GI duration 1.6 μs (TFFT/4)
TSYM: symbol interval 4 μs (TGI + TFFT)
TSHORT: short training sequence duration 8 μs (10� TFFT/4)

TLONG: long training sequence duration 8 μs (TGI2 + 2� TFFT)

TPREABLE: PLCP preamble duration 16 μs (TSHORT + TLONG)
TSIGNAL: signal duration 4.0 μs (TGI + TFFT)
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The four pilot subcarriers for the nth OFDM symbol are produced via Fourier

transform of real sequence P, located at the index �21, �7, 7, and 21 and given by

P�26:26 ¼
�
0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, � 1, 0, 0, 0, 0, 0
�

ð3:9Þ

To avoid the discrete lines at these four pilot locations, the polarity of the pilot

subcarriers is BPSKmodulated by a pseudo-binary sequence, pn+1, which is a cyclic
extension of the 127 elements given by

p0:126 ¼ 1, 1, 1, 1, � 1, � 1, � 1, 1, . . . , � 1, � 1, � 1f g ð3:10Þ

Compared with other M-ary QAM formats, these pilot signals with the BPSK

scheme require the lowest signal-to-noise ratio (SNR) to achieve a reliable demod-

ulation and are therefore easily coherently demodulated at the receiver. For the

detailed contents of (3.10), see (25) in [3]. Each sequence element is used to

multiply four pilot subcarriers for the nth OFDM symbol for achieving random

polarity. For example, the first element of p0 ¼ 1multiplies four pilot subcarriers of

the SIGNAL symbol, while the elements from p1 on are used to multiply 4 pilot

subcarriers for the DATA symbols.

Figure 3.4 shows that these four pilots, orP�21,P�7,P7, and P21, are individually

multiplied with the first element p1 in the first data symbol. In order to prevent the

carrier signal from feeding through at the transmitter and to keep the received

signal from being saturated at the receiver, the 0th subcarrier corresponding at DC

component is not used.

After the orthogonal subcarriers are individually modulated by the data sym-

bols, the spectrums of the baseband signals are distributed in the frequency range

from the most negative subcarrier of �8.125 MHz (�26� 0.3125) to the most

positive subcarrier of 8.125 MHz (26� 0.3125). The effectively utilized band-

width is the multiplication of the subcarrier frequency spacing of 0.3125 MHz and

d0 p 1
×

 P
–2

1

d4 d5 d17 d18 d23 d29 d30 d42 d43 d47p 1
×

 P
7

p 1
×

 P
–7

p 1
×

 P
21

−26Δ f 0 7Δ f 21Δ f 26Δ f

DC d24

16.25 MHz

−7Δ f−21Δ f f

Fig. 3.4 Subcarrier frequency location for first data symbol, where pilot signals are located at the

frequency indexes of �21, �7, 7, and 21
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the total number of subcarriers of 52, or 0.3125� 52¼ 16.25 MHz. Note that the

locations of 12 subcarriers from �27 to �32 and from 27 to 32 are not used to

avoid overlaps between the adjacent 20-MHz bands; otherwise the bandwidth for

the total 64 subcarriers is 20 MHz. The spectrum of the subcarriers in the

baseband frequency domain is then frequency-transferred into the spectrum of

the RF frequency domain after the frequency up-conversion with the RF local

oscillator.

Compared to FDM systems, OFDM system subcarriers are orthogonal to the

other subcarriers in the frequency domain. Orthogonal means the peak of one

subcarrier occurs at the nulls of the others. Therefore, OFDM signals are inter-

carrier–interference (ICI) free and are densely compacted in the frequency domain.

Orthogonal arrangement in the frequency domain makes OFDM systems’ spectral
efficiency greater compared to FDM systems.

As with intersymbol interference (ISI) in the time domain, being ICI-free in the

frequency domain avoids performance degradation in the demodulation of the

receiver. Figure 3.5 shows four subcarriers in both time and frequency domains,

where all subcarriers are supposed to be modulated by data symbols with the same

amplitude level, but in practice each subcarrier can be modulated by the data

symbols with different amplitudes and phases. Note that each subcarrier has an

exact integer number of cycles in the interval of one symbol, and the number of

cycles between adjacent subcarriers differs by exactly one. In the frequency

domain, at the peak of each subcarrier the ICI contributed from the other subcarriers

is zero. This property in either the time domain or frequency domain is due to

orthogonality among the subcarriers.

As shown in Fig. 3.5a, each subcarrier waveform is obtained by multiplying a

sinusoidal signal with a squared-pulse window with the duration of one symbol in

the time domain. The multiplication in the time domain becomes convolution in the

frequency domain. The spectrum or Fourier transform of the windowed sinusoidal

signal is a Sinc function τ sin(ωτ/2)/(ωτ/2), where τ is the duration of the window or

the duration of one OFDM symbol. Thus, four subcarriers result in four Sinc-shaped
waveforms in the frequency domain as shown in Fig. 3.5b.

Mathematically, the expression of the complex baseband OFDM signal in

(3.7) is in fact nothing more than the inverse Fourier transform of NSD QAM

input symbols [4]. In the discrete time domain, the inverse Fourier transform is

the inverse discrete Fourier transform (IDFT). In practical hardware implemen-

tation, IDFT can be efficiently implemented by the inverse fast Fourier transform

(IFFT) in order to reduce the mathematical operations used in the calculation of

IDFT. Because the expression in (3.7) is completely identical to the IFFT

operation, the transmitter needs the IFFT operation to transfer OFDM symbols

from the frequency domain to the time domain. Similar to the transmitter, the

receiver uses the fast Fourier transform (FFT) to transfer the OFDM symbol from

the time domain back to the frequency domain in order to recover the

original data.

By using the IDFT expression, the nth OFDM symbol in (3.7) can be expressed

in the discrete time domain:
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sDATA nð Þ ¼
XNSD�1

k¼0

dk nð Þexp j2π
kn

NFFT

� �
þ p nþ 1ð Þ

XNST�1

k¼0

Pkexp j2π
kn

NFFT

� �
ð3:11Þ

where the time t in the continuous time domain is replaced by a sample number n in
the discrete time domain, and the subcarrier frequency spacing Δf is substituted by

an NFFT-point of IFFT operation.
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Fig. 3.5 Waveforms of four subcarriers, (a) in time domain within one symbol, and (b) in

frequency domain, where the solid-line waveform represents the lowest subcarrier at f1, while
the dot-line waveform stands for the highest subcarrier at f4
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In 802.11a WLAN specifications, a 64-point NFFT ¼ 64ð Þ is used for IFFT/FFT

operations. Here, a 16-QAM OFDM symbol for the 36-Mbps data rate is used as an

example. In 16-QAM mapping, every 4 bits are mapped into 1 complex symbol.

The interleaved 192 bits shown in Table G.21 of [3] are mapped into 48 symbols,

given in Table G.22 of [3]. Like the expression in (3.7), the first mapped symbol is

tagged with the index �26 or subcarrier �26Δf , the second with the index �25

(with an increasing step of 1) and the last one (48th symbol) is labeled with the

index 26, note that four pilot symbols are inserted at the index of �21, �7,

7, and 21, and zero is inserted at the index 0 (or DC) as shown in Table G.22 of

[3]. To perform an IFFT calculation, the symbols with the index 1–26 are sent to the

same numbered IFFT inputs, while the symbols with index �26 to �1 are copied

into IFFT inputs 38–63. The rest of the inputs, 27–37 and the 0 (DC), are set to zero,

as illustrated in Fig. 3.6. The indexes shown in Fig. 3.6 represent the center

frequencies of the subcarriers, such as #�26, corresponding to the subcarrier

frequency of�26Δf shown in Fig. 3.4. After the IFFT, data at the index 0 represent
the first output in one symbol duration of time domain, while data at the index 63

represent the last output in one symbol duration of time domain. The real and

imagined parts of the first OFDM complex symbol in one symbol interval with

guard interval (GI) are illustrated in Fig. 3.7.

The I and Q baseband signals shown in Fig. 3.7 are obtained by summing all

52 subcarriers modulated with 52 symbols, each having different amplitudes and

phases. The composition of OFDM subcarriers with different amplitude and phases

makes OFDM signals behave like Gaussian noise in the time domain. It will be

shown in the later section of this chapter that OFDM signals have larger peak-to-

average power ratios (PAPR), which are similar to the PAPR of Gaussian noise.
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Fig. 3.6 Inputs and outputs of IDFT
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To keep the orthogonal property and eliminate ICI between subcarriers in

multipath fading, a guard time is introduced for each OFDM symbol. In the

802.11a system, the last 16 samples of an OFDM IFFT symbol with 64 samples

in the time domain are added to the beginning of the OFDM IFFT symbol to form

one extended OFDM IFFT symbol with the cyclic prefix having a total of 80 sam-

ples as shown in Fig. 3.7. The interval of the cyclic prefix is called the guard interval

TGI, which is equal to TFFT/4 or 16 samples.

Figure 3.8 illustrates three subcarriers in the I channel arriving at the input of the

receiver through a two-ray channel, where the dashed curve is a delayed replica of

each solid curve. Each delayed curve is attenuated by α due to a longer traveling

path relative to the main path. In the figure, it is assumed that the data for all three

subcarriers have the same magnitudes, but may have different polarities during the

current and previous symbols. For example, the phase of subcarrier n has a

continuous transition before the cyclic prefix is added (as shown Fig. 3.8) at points

(a) and (b) from the previous symbol to the current symbol, assuming that they have

the same symbol polarities. A �90� phase transition, however, occurs at point

(a) after the cyclic prefix is added to the beginning of the current symbol as a thick

segment. The phase of subcarrier n+ 1 changes 180� at points (a) and (b) before the
cyclic prefix is added, assuming that they have different polarities. The phase,

however, is continuous at point (a) after the cyclic prefix is inserted into the

beginning of the current symbol.
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Fig. 3.7 Baseband signals in I and Q channels, where there are 64 samples in one IFFT symbol

and 16 samples in one guard interval GI
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As long as the delay τ is smaller than the guard time TGI, multipath signals

cannot cause ICI in the frequency domain after an FFT operation in the receiver. In

this case, there are no phase transitions during the FFT period TFFT. The sum of

sinusoidal signals with the same frequency but with different magnitudes and

phases is still a pure sinusoidal signal with the same frequencies and resultant

magnitudes and phases. Therefore, the summation of each subcarrier does not

destroy the orthogonality between the subcarriers. However, the summation does

damage the orthogonality between the subcarriers if the multipath delay is larger

than the guard time. In this case, the phase transitions of the delayed subcarriers fall

within the FFT interval at the receiver and the summation of sinusoidal signals is no

long a pure sinusoidal signal. The disadvantage of the cyclic prefix is that it takes up

system capacity and therefore reduces the overall data rate because it occupies the

positions of information data in the time domain.

After cyclically extending and then windowing each IFFT symbol, the complex

OFDM symbols are split into the real and image parts through a P/S converter, and

converted to the analog signals through DACs. Figure 3.9 illustrates a detailed

block diagram for a 802.11a WLAN system with 16-QAM and 64-point IFFT/FFT

operation.

The total Nsym data symbols can be expressed by concatenating each data symbol

in the time domain as shown in (3.7) after the cyclic prefix is added:

sDATA tð Þ ¼
XNsym�1

n¼0

sDATA,n t� nTsym

� � ð3:12Þ

Previous symbol

TGI IFFT/FFT period TFFT

Next symbol

OFDM current symbol
Main path

Reflection path

Subcarrier n

Subcarrier n+1

Subcarrier n+2

Phase discon�nuous transi�on

Path delay t

attenuation a

(a) (b) (c)

+1 +1 -1

+1 -1 +1

+1 +1 +1

TGI

Fig. 3.8 OFDM signals in I-channel with three subcarriers that are modulated by data series

through a two-ray multipath channel, where data series are listed on each subcarrier at different

symbol durations
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where sDATA,n tð Þ represents the nth extended OFDM symbol sDATA,n(t) by the cyclic
prefix. The OFDM data will be concatenated with the preamble symbols and

SIGNAL filed symbol to form a complete frame as expressed in (3.1).

3.2.4 Spectral Side-Lobe Reduction With Windowing

It can be seen from Fig. 3.8 that the subcarrier n on the main path has sharp phase

transitions at the symbol boundaries of points (a) and (c) due to the cyclic prefixes

inserted at the beginning of the symbols. Such discontinuous phase transitions can

be also seen on the subcarrier n+ 2. Discontinuous phase transition of the carrier or
subcarrier signal causes the spectral side-lobes to drop slowly. As a result, the

spectral side-lobes with slowly roll-off could cause adjacent channel interference

(ACI) due to power leakage into adjacent channels.

To make the spectral side-lobes roll off more rapidly, the phase transitions of the

subcarriers at the boundaries between the OFDM symbols including the prefix

should be as smooth as possible. The smoother the phase transition, the faster the

side-lobes roll off. An effective method to make the phase transition smoother is to

apply a windowing function to the individual OFDM symbols. Windowing an

OFDM symbol forces the subcarrier amplitude to go smoothly to zero at the symbol

boundaries, which equivalently makes the subcarrier phase transition go smoothly

to zero. A widely used window function in the WLAN OFDM standards is the

Tukey window [5], also known as the tapered cosine window, which is defined as

w tð Þ ¼

0:5 1� cos π t=TTRð Þf g 0 � t � TTR

1 TTR < t � TSYM

0:5 1þ cos π t� TSYMð Þ=TTR½ �f g TSYM < t � TSYM þ TTR

0 otherwise

8>>>><>>>>: ð3:13Þ

where TTR is the transition interval and TSYM is the OFDM symbol interval,

including the cyclic prefix interval as shown in Fig. 3.10. When the transition

interval TTR vanishes, the windowing function becomes a rectangular pulse with

a duration of TSYM. When TTR does not vanish, the windowing function is a Tukey

windowing waveform with a transition duration of TTR at both sides.

In the 802.11a system, an OFDM symbol duration of TSYM consists of an IFFT

period of TIFFT and a cyclic prefix interval of Tprefix or a guard interval of TGI or
TSYM ¼ TIFFT þ TGI. To properly apply the windowing function to OFDM sym-

bols, a cyclic suffix must be appended to the end of the OFDM symbol by

replicating the first Nsuffix samples of a FFT/IFFT symbol. Here Nsuffix samples

occupy the interval of Tsuffix. The last Nprefix samples of the OFDM symbol are

inserted at the beginning of the FFT/IFFT symbol. Then, the OFDM symbol is

multiplied by a Tukey window w(t) to smooth the phase transitions of the OFDM

subcarriers. However, in order to comply with the 802.11a standard, a symbol
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cannot be arbitrarily lengthened. Instead, the cyclic suffix shown in Fig. 3.10a must

overlap in time and be summed with the cyclic prefix of the following symbol

shown in Fig. 3.10b. It can be seen from Fig. 3.10a that the window function that

decreases from an amplitude of 1 to 0 over the suffix transition duration forces the

phase transition of the windowed OFDM symbol N continuously, and smoothly

goes from its original value to zero; and from Fig. 3.10b, that the window function

that increases from amplitude 0 to 1 over the prefix transition duration forces the

phase transition of the windowed OFDM symbol N + 1 continuously, and smoothly

goes from zero to its final value. After these two OFDM symbols are overlapped in

the transition duration, a continuous and smooth phase transition from one symbol

to the next is generated as shown in Fig. 3.10c.

Figure 3.11 shows the curves of power spectral density versus different transi-

tion durations for the 802.11a OFDM signal sampled at a rate of 40 MHz, where the

OFDM symbols are generated by taking a 128-point IFFT operation, and each

OFDM symbol has both a 32-sample prefix and 32-sample suffix. It can be seen

from Fig. 3.11 that power spectral density (PSD) with a rectangular window

corresponding to TTR ¼ 0 has a little margin at the frequency offsets of

�20 MHz due to discontinuous phase transitions between OFDM symbols, and

would violate the PSD mask of �40 dBc at the frequency offset of �30 MHz

(beyond view range). When the transition duration TTR is less than TGI and is not

equal to zero (such as a ten-sample-long duration), the spectral side-lobes drop

faster because of continuous phase transitions between OFDM symbols. When the

transition duration TTR is equal to either the prefix or suffix interval, the spectral

TIFFT16TGI TGI

Prefix
transition

Suffix
transitionWindow

Prefix
interval

Suffix
intervalSymbol N with IFFT interval

Symbol N+1 with IFFT interval

Window

Prefix
transition

Summed suffix N
and prefix N+1

(a)

(b)

(c)

Windowed 
suffix

Windowed 
prefix

Here TTR=TGI=TIFFT/4

TSYM

Fig. 3.10 Windowed OFDM symbols in time domain: (a) the Nth OFDM symbol with prefix and

suffix intervals, (b) the (N + 1)th OFDM symbol with prefix and suffix intervals, and (c) cascaded
symbol N and symbol N + 1
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side-lobes roll off even faster due to smoother continuous phase transition between

OFDM symbols. In practice, the transition duration is determined by the actual

application’s purpose and implementation requirements.

In addition to windowing, using digitally filtering techniques can also attenuate

the spectral side-lobes. However, windowing is much simpler and has a low-cost

implementation without distorting the amplitudes and phases of the OFDM

subcarriers compared to filtering methods. Therefore, the widowing method is

widely used in hardware implementation designs.

Transmit Modulation Accuracy: The basic principle of the digital modulation is a

frequency transfer process in which digital bits are carried by an RF carrier by

varying the carrier’s magnitude and phase through the modulation. The modulated

carrier signal has the same power spectral density (PSD) shape as that of the

baseband modulation signal, but occupies twice baseband signal bandwidth. For a

quadrature modulation, the digital bits are usually mapped or converted into

complex numbers representing different modulation constellation points on the I

and Q plane before modulating a pair of quadrature carriers.

In OFDM signal transmission, each mapped complex symbol modulates a

corresponding complex subcarrier as described previously to form the modulated

OFDM signal in the subcarrier frequency domain. The subcarrier frequency is

located from negative frequency to positive frequency and is symmetric around

zero frequency. After passing through a pair of DACs, the subcarrier OFDM I–Q

signals are transferred onto the RF signal by multiplying a pair of RF orthogonal
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Fig. 3.11 Power spectral density of the 802.11a OFDM signal with a windowing function having

different transition durations: (a) rectangular window, (b) Tukey window with roll off length of ten

samples at each side, and (c) Tukey window with roll off length of 32 samples at each side
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carriers. In non-OFDM signal transmission, such as WCDMA signal transmission,

the spread code baseband I–Q signals are directly converted into the RF signal

without modulating subcarriers by multiplying a pair of RF orthogonal carriers after

being passed through a pair of construction filters.

In either OFDM or non-OFDM signal transmission, the baseband modulation I–Q

signals carried by the RF signal may be distorted due to the I–Q imbalance, DC

offsets, LO phase noise, and nonlinear amplification along a transmission chain either

before or after the RF modulation. The quality of the RF modulated signal can be

measured by the error vector magnitude (EVM). EVM, however, is calculated at the

baseband domain by comparing the vector difference between the actual signal vector

and the reference signal vector. Hence, the RF modulated signal should be down-

converted to the baseband signal before EVM calculation. Most vector signal ana-

lyzers and spectrum analyzers can perform EVM measurement in either time or

frequency domains. The concepts of the EVM measurement and calculation are

introduced in Appendix B. The interested reader can refer to Appendix B in detail.

3.2.5 RF Transmitter Description

After IFFT operation, the baseband I–Q signals are up-converted to the RF signal

through a RF quadrature modulator for transmission. In each frame, the preamble,

including short and long symbols, is generated using an OFDM BPSK modulation

with the specified waveform. The baseband signal of the SIGNAL field in the time

domain is created through IFFT operation with BPSK mapping. The baseband signal

of the DATA field is produced via IFFT operation with an M-ary QAM modulation

mapping format, depending on the data rate. In this example, the 16-QAM modula-

tion mapping format is used for the rate of 36 Mbits/s. These subframes are

concatenated in the time domain to yield a frame expressed in (3.1). Finally, the

real and imaginary parts of the complete frame modulate a pair of LO quadrature

carrier signals for the frequency transfer from a BB domain to a RF domain after

passing through DACs and then lowpass filters. The power amplifier (PA) driver has

a variable gain range to achieve different applications and its output signal can be

further amplified via a PA to meet the needs of long-distance transmission.

A general block diagram of the transmitter for the 802.11a OFDM system is

illustrated in Fig. 3.12. Some major specifications for the transmitter and receiver

Scrambler,
FEC coder, and

Interleaving

Modulation mapping,
S/P converter,
Pilot insertion,

IFFT calculation,
GI addition,

P/S converter, and
Complex to 

Real & image
converter

DAC

DAC

LPF

LPF

I-CH

Q-CH

90°

LO

PA 
Driver

PA 

Bit input

RF output

LO I-CH

LO Q-CH

Fig. 3.12 Block diagram of the transmitter
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are listed in Table 3.2. An 802.11a OFDM system shall operate in the 5-GHz band

with a bandwidth of 20 MHz within three bands as listed in Table 3.3. The

transmitter and receiver share the same frequency band but operate at different

times with a slot time of less than 9 μs.
Two major specifications requested by the transmitter are the transmitting

spectrum mask and the transmitting modulation accuracy or error vector magnitude

(EVM). The PSD of the transmitted signal shall fall within the spectral mask to

avoid the interference with the adjacent channels, while the EVM shall be less than

the required error with a certain margin for a certain modulation format to ensure

that the transmitted signal is high quality.

Both PSD and EVM are affected by some impairments in the transmit chain

and some trade-offs as well. In order to achieve the required PSD and EVM

characteristics with enough margins, some special attention needs to be paid to

the signal and circuit designs. The impairments and tradeoffs are described in the

next section.

Table 3.3 Operating channel numbers, bands, and channel center frequencies in US

County Band (GHz)

Operating

channel numbers

Channel center

frequencies (MHz)

Max output power

(mW/dBm)

United States Low band

(5.15–5.25)

36 5180 40/16

40 5200

44 5220

48 5240

United States Middle band

(5.25–5.35)

52 5260 200/23

56 5280

60 5300

64 5320

United States Upper band

(5.725–5.825)

149 5745 800/29

153 5765

157 5785

161 5805

Table 3.2 Major parameters of 802.11a transmitter and receiver

Data rate

(Mbits/s)

Modulation mapping

per carrier

Error correction

code rate TX EVM (dB)

RX minimum

sensitivity (dBm)

6 BPSK 1/2 �5 �82

9 BPSK 3/4 �8 �81

12 QPSK 1/2 �10 �29

18 QPSK 3/4 �13 �77

24 16-QAM 1/2 �16 �74

36 16-QAM 3/4 �19 �70

48 64-QAM 2/3 �22 �66

54 64-QAM 3/4 �25 �65
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• Effect of Peak Factor Reduction on PSD and EVM.

Due to the very high peak-to-average power ratio (PAPR) of the OFDM signal,

which reduces the efficiency of the RF PA and increases the complexity of the

ADCs and DACs, peak-to-average power ratio reduction is usually taken in the

digital domain. However, either PAPR reduction or peak clipping also causes

PSD regrowth and leads to EVM degradation. Therefore, the trade-off between

peak clipping and PSD spreading should be made.

• Nonlinearity Effect of Transmit Chain on PSD and EVM.

Nonlinearity of the circuits in the transmit path, such as a RF quadrature

modulator and a PA, may cause PSD regrowth and EVM degradation. Both

the RF modulator and PA driver should be designed with high linearity to

prevent either PSD regrowth or EVM degradation, while the PA should be

designed to operate at a class AB mode to achieve relatively high efficiency.

The pre-distortion (PD) linearization techniques may be needed in either digital

or analog domain to achieve both spectral and energy efficiency in the class

AB mode.

• Memory Effect of PA on PSD symmetry.
In a memory PA, the third-order intermodulation (IM3) tones may be asymmet-

ric and their response is dependent of the frequency offset from the carrier

frequency. It is undesired to have the memory effects on PSD when one side

has lower side-lobes of PSD with high margins and the other side has higher

side-lobes with low margins. The memory effects of PA can arise from multiple

sources including bias circuit effects self-heating, and trapping effects. There-

fore, it is necessary to minimize the memory effects of the PA.

• Effect of I–Q Gain and Phase Imbalance of RF Modulator on EVM.

The gain and phase imbalances on LO I–Q paths and I–Q mixers of RF

modulator in Fig. 3.12 are two dominant sources [6] that cause EVM degrada-

tion. The simplest method to correct them is to use the I–Q calibration. During

calibration, imbalance errors can be detected through a loop back from the RF

transmitter path to the receiver baseband path and then be digitally compensated

at the baseband [6, 7].

• Effect of VCO Phase Noise on EVM.

The phase noise of VCO can degrade the EVM performance after the baseband

I–Q signals modulate a pair of LO quadrature carriers that are obtained from

VCO in the transmitter. Therefore, the low phase noise of VCO is required to

achieve the low EVM value, especially for high-order QAM modulation for-

mats, such as 64-QAM for the data rate of 54 Mbits/s.

Figure 3.13 illustrates the measured PSD of an OFDM 64QAM signal with

the data rate of 54 Mbits/s and 20 MHz bandwidth at the output of the

802.11n transceiver chip and Fig. 3.14 shows its constellation. The measured

EVM is about �39 dB at the transmitted power of �5 dBm, where dots at the

center of each quadrature cross bars (total 64) present the measured data symbols.

The two dots on the X axis are pilot symbols used for transmission channel
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Fig. 3.13 PSD of 64QAM in the legacy 802.11a mode of 802.11n, where a test channel is i112 at

5.56 GHz with Bw¼ 20 MHz, and output PWR¼�5 dBm

Fig. 3.14 EVM of 64QAM at the rate m7 in the legacy 802.11a mode of 802.11n
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estimation. Such a low RMS EVM value of �39 dB represents that the transmitter

behaves very low I–Q imbalance, very low VCO phase noise, and very low

nonlinear distortion.

3.2.6 Peak-to-Average Power Ratio (PAPR)

As discussed previously, an OFDM signal in one OFDM symbol period is generated

by summing N (here 52) parallel subcarriers that are individually modulated by

N data symbols, each having different phases and amplitudes. This process results

in a large peak-to-average power ratio. The PAPR of a given signal s(t) is defined as
the ratio of the peak power of s(t) to its average power

PAPR ¼ 10log10
Ppeak

Pavg

� �
ð3:14Þ

For a sinusoidal signal s tð Þ ¼ A cos 2πFctð Þ, the PAPR can be estimated as:

PAPR ¼ 10log10
Ppeak

Pavg

� �
¼ 10log10

max s tð Þ � s* tð Þf g
E s tð Þ � s* tð Þf g

� �

¼ 10log10
max

		s tð Þ		2� �
E
		s tð Þ		2� � !

¼ 10log10
max

		s tð Þ		2� �
1

Tc

ðTc

0

		s tð Þ		2dt
0BB@

1CCA ð3:15Þ

where Fc ¼ 1=Tc is the carrier frequency, Tc is the period, and the * operator

represents complex conjugate. Ppeak can be simply calculated as:

Ppeak ¼ max A2 cos 2 2πFctð Þ		 		� � ¼ A2 ð3:16Þ

The average power of s(t) is obtained as:

Pavg ¼ 1

Tc

ðTc

0

A2 cos 2 2πFctð Þdt

¼ 1

Tc

ðTc

0

A2 1

2
þ 1

2
cos 4πFctð Þ

h i
dt ¼ A2

2

ð3:17Þ

The PAPR of s(t) is then estimated as

PAPR ¼ 10log10
A2

A2=2

� �
¼ 3dB ð3:18Þ
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For a complex sinusoidal signal s tð Þ ¼ Ae j2πFct, the peak value of the signal is

Ppeak ¼ max Ae j2πFctAe�j2πFct
� � ¼ A2 ð3:19Þ

The mean squared value of the signal is

Pavg ¼ E
		Ae j2πFct

		2� � ¼ A2

Tc

ðTc

0

		e j2πFct
		2dt ¼ A2 ð3:20Þ

Then, the PAPR of a complex sinusoidal signal is

PAPR ¼ 10log10
Ppeak

Pavg

� �
¼ 0dB ð3:21Þ

Equation (3.15) can be also used to calculate the PAPR of the RF OFDM signal,

where
		s tð Þ		 represents the envelope of the RF OFDM signal.

In practice, power complementary cumulative distribution function (CCDF)

curves provide important and critical information regarding to the PAPR and the

probability for that particular PAPR value. A CCDF curve shows how many

percentage of time the signal spends at or above a given PAPR value. In most

standard specifications, the percentage of 0.01% is used to determine the PAPR

value of the signal. Figure 3.15 shows CCDF curves of three different signals,

Fig. 3.15 CCDF curves of a 64-QAM signal, a WLAN 64-QAM OFDM signal and Gaussian

noise

100 3 Bandwidth-Efficient Modulation With OFDM



which are single carrier modulated by the SRRC filtered 64QAM baseband signal, a

64QAM OFDM signal with 52 subcarriers and Gaussian noise. At the percentage of

time 0.01% on y-axis, the PAPR values of the single carrier 64QAM, WLAN

64QAM OFDM signal, and Gaussian noise are about 6.5, 9.7 and 9.8 dB, respec-

tively. For the WLAN 64QAM OFDM signal, this means the signal power exceeds

the average power by at least 9.7 dB for 0.01% of the time.

It can be seen that a 64QAM OFDM signal used in the 802.11a standard system

appears to have higher PAPR value than a single carrier based 64QAM signal and

similar PAPR value to Gaussian noise. OFDM signals, therefore, can also be called

Gaussian noise-like signals because both signals have similar characteristics in the

time and frequency domains.

As a rule of thumb, in order to avoid degradations of the adjacent channel power

ratio (ACPR) and EVM, the power amplifier should operate at back-off by a PAPR

value from its P1dB compression point. Backing-off the amplifier output power,

however, significantly decreases energy efficiency. In order to achieve high effi-

ciency, it is preferred that the input modulated signal of the PA has constant

envelope or small PAPR value.

The modulation format of a signal affects its power characteristics. Using CCDF

curves, we can fully characterize the power statistics of different modulation

formats and decide how many dB back-off from the P1dB point of a power

amplifier is needed. From Fig. 3.15, the OFDM signal needs a 9.7-dB back-off

from the PA’s P1dB point while the filtered 64QAM signal requires 6.5-dB back-

off. Therefore, it is more challenge for the OFDM signal to achieve a high

efficiency compared with the filtered 64QAM signal without causing the PA

compression. The PA compression results in the degradations of ACPR and EVM

due to the output signal compression.

In order to achieve high efficiency of power amplifiers, it is necessary to reduce

the PAPR value, allowing smaller back-off from the P1dB point and therefore

transmitting higher average power. PAPR can be reduced by using Crest Factor

Reduction (CFR) technique, which is often used to limit the peak values of the

transmitted signals in wireless communications and other applications.

Crest factor (CF) is the ratio of the peak amplitude of the waveform to its root-

mean-square (RMS) value, while PAPR value is the ratio of the peak amplitude

squared (giving the peak power) of the waveform to its RMS value squared (giving
the average power). Thus, the PAPR is the square of the CFR. When expressed in

decibels, CF and PAPR are equivalent due to the way decibels are calculated for

power ratio versus amplitude ratio.

Considering the fact that a larger PAPR occurs infrequently, it is possible to

attenuate these peaks only at the cost of a slight amount of self-distortion. There are

a few peak reduction techniques to reduce the peaks. Two relatively simple

methods are clipping and peak window, and peak cancellation.

Clipping and Peak Window (CPW): The procedure of the clipping and peak

window is to clip the peaks of the signal first whenever the peaks are above a

threshold level. As a result, a kind of self-distortion is introduced, which signifi-

cantly increases the out-of-band PSD spreading and degrades the ACPR and EVM.
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To remedy the out-of-band spreading due to clipping, a different approach with a

certain non-rectangular window is used to multiply the peaks of the signal [4].

Some windows, like a Gaussian shaped, Cosine and Kaiser, can be used provided

that they have good spectral shapes. To minimize the out-of-band spreading, the

window should be as narrowband as possible.

The problem of clipping and peak window is to result in a certain amount of out-

of-band spectral spreading due to its nonlinear peak clipping. To avoid the out-of-

band spreading, a linear peak cancelation technique called peak cancellation is

preferred. This technique was first published in [8], and then independently devel-

oped in [9], and described in [4].

Peak Cancellation (PC): Instead of multiplying the peaks of the signal with a peak

window function having amplitude less than 1 in the CPW method, peak cancella-

tion is performed by subtracting a time-shifted and scaled reference function from

the peaks of the signal. Such subtractions in the time domain may be repeatedly

carried out many times to reach the desired PAPR value. The subtraction between

the signal and reference function in the time domain results in the addition of their

spectral functions in the frequency domain. As long as the reference function has

approximately the same bandwidth as the transmitted signal, the peak cancellation

does not cause any out-of-band spectral spreading.

One of suitable reference functions is a Sinc function, which is obtained from a

rectangular function shape having approximately the same bandwidth as the trans-

mitted OFDM signal in the frequency domain. To limit the infinite length of the

Sinc function to being the same as the interval of one OFDM symbol plus the cyclic

prefix, the Sinc function is multiplied with a Tukey window function, which is the

same as one used for windowing OFDM symbols. Thus, the windowed reference

function has the same bandwidth as the OFDM signals [4, 9]. Therefore, the PC

method will not degrade the out-of-band spectrum properties.

3.3 Synchronization of 802.11a OFDM Signal

In an OFDM receiver, synchronization needs to be performed before the OFDM

demodulation. Synchronization includes two major synchronization tasks: symbol

timing and carrier frequency synchronizations. First, since the propagation delay

from the transmitter to the receiver and time difference between them are generally

unknown in the receiver, symbol boundary and symbol timing must be derived from

the received OFDM signal to minimize the effects of intersymbol interference (ISI)

and other interferences. Second, since the propagation delay in the transmitted

signal and random carrier phase generated in the transmitter may result in a carrier

frequency offset and phase shift, the carrier phase shift and frequency offset should

be estimated in the receiver with coherent detection.

Fortunately, both symbol timing and carrier frequency synchronizations can be

performed by means of the properties of the training sequences and pilot signals

carried by the transmitted OFDM signal. In this section, these two kinds of

synchronization techniques are introduced.
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3.3.1 Symbol Timing Synchronization

In the 802.11a WLAN, each frame starts with the preamble filed, which consists of

ten short training symbols and two long training symbols used for synchronization.

Symbol timing synchronization includes frame detection and symbol timing syn-

chronization. They all rely on the training sequences. In the short training symbols

as shown in Fig. 3.1, the first six symbols may be used for the signal detection and

AGC setting, and the last four symbols can be utilized for coarse frequency offset

estimation and timing synchronization. In addition, the symbol timing synchroni-

zation should be done within these ten short training symbols.

Since the training symbols are known in the receiver, the correlation property

can be exploited for both symbol and carrier frequency synchronization by

performing the correlation between the received signal and the known training

symbols in the receiver. The known training symbols can be either locally

generated ones or delayed the received training symbols. However, it would be

better to use the locally generated training symbols due to being free of noise. The

correlation is called a cross-correlation when the local training symbols are used

to correlate with the received signal. It is called an auto-correlation when the

delayed training symbols of the received signal are used to perform the

correlation.

At the receiver, the received signal r(n) is correlated with one local short symbol

s(n) and the correlator output Rcr(n) in the discrete time domain is written as

Rcr nð Þ ¼
XL�1

k¼0

r n� kð Þs* kð Þ ð3:22Þ

where the symbol * represents the complex conjugate and L is the number of the

samples in one short symbol.

Figure 3.16 shows a block diagram of the cross-correlation between the received

signal r(n) and one local short symbol s(n), where T is the sample interval. This

structure is a matched filter that correlates the input signal with the known short

symbol. Since the preamble filed in the 802.11a standard has 10 short symbols with

each having 16 samples, the cross-correlation output Rcr(n) contains 10 peaks as

shown in Fig. 3.17. Each peak indicates that one of the ten short symbols in the

received signal is completely aligned with the local short symbol at

the corresponding sampling point or the last sample of each short symbol in the

received signal. Thus, the symbol timing information can be obtained. Because of

this unique property of the training symbol pattern, the symbol timing synchroni-

zation with the cross-correlation method is reliable even in noise environments.

The frame can be detected by comparing the peak of the cross-correlation with a

threshold within the range of several peaks, such as the first three peaks. To indicate

the tenth peak, or last peak, an auto-correlation can be performed by correlating the

received signal with itself having a delay L of one short symbol, or
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Rau nð Þ ¼
XL�1

k¼0

r n� kð Þr* n� k � Lð Þ ð3:23Þ

Figure 3.18 shows a block diagram of auto-correlation, where a moving sum

block has the length of L, or the number of samples in one short symbol. The
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Fig. 3.17 Correlation with one local short symbol at SNR¼ 15 dB, where the received signal

consists of ten short symbols, two long symbols, and one SIGNAL field

T T T

s*(0)

r (n)

s*(1) s*(2) s*(L−1)

r (n−1) r (n−2) r (n − L + 1)

∑
Rcr (n)

Fig. 3.16 Block diagram of a cross-correlator
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magnitude of auto-correlation with the length L of moving sum is illustrated as a

dish line in Fig. 3.17. If the cross-correlation peaks are within the plateau, the last

peak is used as the beacon position to indicate the starting point of the next symbol.

Therefore, the frame detection, symbol timing, and AGC setting can be determined

based on the combination of the magnitudes of the peak and plateau.

In practice, the auto-correlation and cross-correlation can be performed by

taking signs of the received signal and local short symbol rather than their actual

values, which leads to reducing the complexity of the hardware implementation.

Figure 3.19 shows the amplitude outputs of the cross-correlation, where

Fig. 3.19a illustrates the correlation output using both input signal and the

local short symbol with the actual values, Fig. 3.19b displays the correlation
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Fig. 3.19 Cross-correlation normalized amplitude output at SNR¼ 15 dB: (a) actual values for
both input signal and one local short symbol, (b) actual value for input signal, sign value for one

local short symbol, and (c) sign values for both input signal and one local short symbol
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Fig. 3.18 Block diagram of an auto-correlator
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output utilizing the input signal with actual values and local short symbol with

the sign values, and Fig. 3.19c demonstrates the correlation output employing

both input signal and local short symbol with the sign values. It can be seen that

the difference between peaks is small as shown in Fig. 3.19b, and slightly

becomes large as shown in Fig. 3.19c. There are differences between the two

side-lobes around each peak. However, these side-lobes don’t affect the peak

detection, but the design complexity is reduced. Such a low-complexity design

can be also applied to the auto-correlator shown in Fig. 3.18. Advantages of

using sign values in the correlation design are that the amplitude of the output is

independent of its input signal level such that a threshold level is easily deter-

mined and the multipliers can be replaced with the logic gates to reduce the

design complexity.

Symbol timing synchronization can be also obtained by using the cyclic prefix in

each OFDM symbol, in which the first 16 samples are identical to the last 16 sam-

ples. Actually, this partial repeat property in each OFDM symbol can be exploited

for both symbol timing and carrier frequency synchronization [4, 10, 11]. This kind

of utilization is useful in the long frame size based transmission, where timing and

frequency variation varies fast with the time. It is also particularly suited to some

applications where no special training sequences are available. For packet trans-

mission, like 802.11 a/n/ac standards, the cyclic prefix can be used to fine track any

variations on symbol timing and carrier frequency in a frame if needed. As we will

see later in this section, the carrier frequency offset can be also estimated with such

a matched filter structure.

3.3.2 Carrier Frequency Synchronization

In order to achieve the best performance in the receiver, similar to the single carrier

signal detection, a coherent detection technique is needed for the OFDM signal

detection. This includes channel estimation, and carrier frequency offset and phase

estimation.

Carrier frequency offsets (CFO) are mainly caused by the frequency differences

between the transmitter and receiver oscillators, and Doppler shifts through the

transmission channel. CFO affects all subcarrier equally, and is usually classified

into two categories: integer subcarrier spacing CFO, and fractional subcarrier
spacing CFO [12, 13]. Generally, a frequency offset consists of both integer and

fractional numbers, in which either one can be zero. Fractional CFO results in the

loss of orthogonality between the subchannels, and thus causes ICI and degrades the

BER performance in the receiver. Integer CFO does not introduce ICI, but does

introduce a frequency rotation of data subcarriers and a phase shift proportional to

OFDM symbol number [12], which can cause wrong decisions. Therefore, an

integer CFO should be corrected before the decision. Actually, an OFDM system

is much more sensitive to the frequency offset than a single carrier system.
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There are different techniques to estimate and compensate for the frequency

offset using time domain or frequency domain approaches called pre-FFT and post-
FFT synchronization, respectively.

Pre-FFT Synchronization: this kind of synchronization can be further classified

into two categories: non-data-aided (NDA) and data-aided (DA).

• NDA method exploits similarities between the cyclic prefix (CP) part and the

corresponding data part of a received OFDM symbol to estimate CFO

[14, 15]. This can be done by correlating the CP and the corresponding OFDM

symbol to estimate both symbol or frame timing and frequency offsets. This

method requires no additional training symbols, thus improving transmission

efficiency. Since each OFDM symbol contains the CP, the frequency offset

estimation can be continuously estimated on each OFDM symbol to handle the

impact of multipath fading if the channel environment changes fast.

• DAmethod utilizes the training symbols inserted at the beginning of every OFDM

frame to estimate CFO and perform symbol or frame timing synchronization, such

in the 802.11WLAN standards [3]. This method provides a wider CFO estimation

range than the NDA method does in the range�1.0 to 1.0 subcarrier spacing [16],

depending on the length of the training symbol, even though it reduces transmis-

sion efficiency due to the insertion of the training symbols.

Post-FFT Synchronization: This type of synchronization usually performs the

estimation of the remaining CFO left by pre-FFT synchronization in the frequency

domain because the primary CFO synchronization should be carried out before the

FFT operation. The remaining CFO can be estimated in the frequency domain by

either correlating the received pilot subcarriers with a shifted version of the known

pilot subcarriers [17] or correlating the first OFDM symbol with the second OFDM

symbol that is repeated the first OFDM symbol [18]. Depending on spacing

between pilot subcarriers, this approach can estimate CFO range up to several

integers of subcarrier spacing and is only effectively performed after coarse timing

synchronization and coarse frequency offset estimation have been established

during pre-FFT synchronization.

Focusing on the 802.11aWLAN system, this book only introduces CFO estimation

based on the training symbols in the time domain. The coarse frequency estimation is

performed during the interval of the short training symbols while the fine frequency

estimation is carried out during the interval of the long training symbols.

As described in the previous section, the last four short training symbols in the

802.11a standard specification can be used to estimate the coarse frequency offset

while the next two long training symbols can be utilized to estimate the fine frequency

offset by means of their identical characteristics between the two long symbols. In a

continuous time domain, the received RF signal is down converted with a pair of

quadrature local oscillation signals to the complex baseband signal. After passing

through the lowpass filters, the baseband signal ignoring noise can be written as

y tð Þ ¼ x tð Þe j2πΔft ð3:24Þ
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where x(t) is the transmitted signals and Δf is the frequency offset. Given that a

short training symbol is periodic with Δt ¼ TST ¼ 0:8μs, in which TST is the

interval of one short training symbol, the delayed signal is

y t� TSTð Þ ¼ x t� TSTð Þe j2πΔf t�TSTð Þ

¼ x t� TSTð Þe j2πΔfte�j2πΔf TST

ð3:25Þ

Thus,

y tð Þ � y* t� TSTð Þ ¼ 		x tð Þ		2e j2πΔf TST ð3:26Þ

Taking angles of both sides of (3.26) gives

2πΔf TST ¼ arg y tð Þy* t� TSTð Þ½ � ð3:27Þ

Or

Δf ¼ 1

2πTST

arg y tð Þy* t� TSTð Þ½ � ð3:28Þ

Thus, the frequency offset can be solved by dividing the angle of two consec-

utive training symbols delayed by TST with 2πTST. In the discrete time domain,

(3.28) is given by

Δf ¼ 1

2πNSTTsam

arg y nð Þy* n� NSTð Þ½ � ð3:29Þ

or

Δf ¼ 1

2πNSTTsam

tan �1 Im y nð Þy* n� NSTð Þ½ �
Re y nð Þy* n� NSTð Þ½ �
� �

ð3:30Þ

where NST ¼ 16 is the number of samples in the duration TST of one short training

symbol, Tsam is the interval of the sampling frequency, andTST ¼ NSTTsam. In order

to improve the accuracy in the presence of noise, the output of the auto-correlation

in (3.30) is typically performed using a moving sum with the length of NST prior to

the computation of angle, which is expressed as

Δf ¼ 1

2πNSTTsam

tan �1

XNST

k¼0

Im y kð Þy* k � NSTð Þ½ �

XNST

k¼0

Re y kð Þy* k � NSTð Þ½ �

0BBBB@
1CCCCA ð3:31Þ
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This estimate is the same as the maximum likelihood estimate of the frequency

offset proposed in [15]. It is noted that the maximum-likelihood estimate for the

frequency offset is independent of the noise power.

The estimated frequency offset is limited within a range of [�π, π) by the angle

function above. Substituting the range in the above equation, the minimum

(or negative) value of frequency offset can be estimated at the sampling frequency

f sam ¼ 1=Tsam ¼ 20 MHz

Δfmin ¼
�π

2π � 16� 1= 20� 106
� � ¼ �625 kHz ð3:32Þ

and the maximum value is

Δfmax <
π

2π � 16� 1= 20� 106
� � ¼ 625 kHz ð3:33Þ

Figure 3.20 shows the frequency offset estimation procedure for the frequency

offset of 300 kHz in the range of the short and long preamble sequences for the

802.11a system. The estimated average frequency offset value over the last four

short symbols in MATLAB simulation is 300.5 kHz. The actual frequency offset is
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Fig. 3.20 Auto-correlation for frequency offset estimation over the preamble symbols (ten short

and two long symbols) at SNR¼ 15 dB: (a) cross-correlation output, and (b) frequency offset

estimation with auto-correlation, where an average frequency offset Δf ¼ 300:5kHz in (b) is
estimated over last four peaks in (a)
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shown with a wider line in Fig. 3.20b. The peaks in Fig. 3.20a indicate the values of

the frequency offset estimation should be sampled at these moments.

Figure 3.21 shows the block diagram of the frequency offset estimator based on

the preamble of 802.11a WLAN standard, where the cross-correlation signal Rcr(n)
is generated in Fig. 3.16, and its output is shown in Fig. 3.20a.

Two long training symbols with 64 samples each can be used to estimate the

fine frequency offset after the coarse frequency offset estimation. Substituting

the number of NST samples in one short symbol with NLG ¼ 64 in one long symbol

into (3.32) and (3.33), the minimum and maximum frequency offsets

respectively are

Δfmin ¼
�π

2π � 64� 1= 20� 106
� � ¼ �156:25 kHz ð3:34Þ

and

Δfmax <
π

2π � 64� 1= 20� 106
� � ¼ 156:25 kHz ð3:35Þ

The fine frequency offset can be estimated from (3.31) by replacing the number

NST of one short training symbol with the number NLT of one long training symbol.

Thus, the final frequency offset estimation Δf ¼ Δf ST þ Δf LT is utilized for

frequency offset correction for the remaining part of the frame after long training

symbols. Here ΔfST and ΔfLT represent the coarse and fine frequency offset

estimations, respectively.

Figure 3.22 illustrates the procedure of the residual frequency offset estimation

over two long training symbols. The residual frequency offset of 100 kHz is added

to the received signal after 10 short training symbols and the estimation starts at the

first long symbol with an initial value of zero. The cross-correlation is performed by

correlating the received signal with a local long preamble symbol having 64 samples

while the auto-correlation sum is carried out by correlating the received signal with

a 64-sample delayed copy of itself and then calculating a moving sum with a length

of 64 samples. The cross-correlation creates two peaks and the auto-correlation and

sum produces a plateau, which is unique to the preamble period and covers two

peaks. When the correlation peaks are within the plateau, these two peaks are used

as the beacon positions to form a boundary range, where the frequency offset is

sampled and then is averaged. The simulation shows the residual frequency offset

of 101.1 kHz is estimated under SNR¼ 15 dB.
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Fig. 3.21 Block diagram of the frequency offset estimator
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The maximum-likelihood estimate for the normalized frequency offset and

frame synchronization proposed by [15] for non-data-aided (NDA) is given by

ε̂ ¼ 1

2π
tan �1

Xθ
k¼θ�Lþ1

Im y kð Þ � y* k � Nð Þf g

Xθ
k¼θ�Lþ1

Re y kð Þ � y* k � Nð Þf g
ð3:36Þ

where L is the guard interval, N is samples of FFT operation in one data

symbol, and ε̂ is equal to ΔfT. It is noted that ε̂ is independent of noise. It is

noted that (3.36) is identical to (3.31) except that the former uses the normalized

frequency offset while the latter utilizes the actual frequency offset. In (3.36), the

starting position θ of the OFDM symbol should be used to estimate the frequency

offset. A simpler way to estimate θ is to find the maximum sum of the auto-

correlation and is given by [15]

θ̂ ¼ argmax
θ

Xθ
k¼θ�Lþ1

Re y kð Þy* k � Nð Þf g		þ 		Im y kð Þy* k � Nð Þf g		 		
 � ð3:37Þ

Fig. 3.22 Auto-correlation for residual frequency offset estimation over two long training

symbols at SNR¼ 15 dB, where a residual frequency offset is set to 100 kHz after ten short

training symbols and estimated frequency offset is 101.1 kHz: (a) auto and cross correlation, and

(b) frequency offset estimate
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The frequency offset ε̂ and the time instant θ̂ are estimated simultaneously, and

the maximum value θ̂ in each OFDM symbol indicates the frequency offset.

In the cyclic prefix (CP) or guard interval based frequency detection, from (3.36)

the detectable range of the frequency offset is limited by
		ε		 � 0:5, or �1/2 of the

subcarrier spacing. The estimation suffers from subcarrier ambiguity when the fre-

quency offset
		ε		 is greater than 0.5. For example, if the interval of one OFDM symbol

is 3.2 μs, such as 802.11aWALN, themaximum frequency offset can be detected up to

Δf <
ε

TFFT

¼ 0:5

3:2� 10�6
¼ 156:25 kHz ð3:38Þ

And the minimum frequency offset can be detected down to

Δf � � ε

TFFT

¼ � 0:5

3:2� 10�6
¼ �156:25 kHz ð3:39Þ

Compared with the detectable range for data-aided (DA) based frequency

offset estimation as given in (3.32) and (3.33), the detectable range for non-data-

aided (NDA) based frequency offset estimation as shown in (3.38) and (3.39) is four

times smaller.

A low complexity ML estimator for frequency offset and symbol timing can be

realized by replacing y(k) and y k � Nð Þwith their sign version c(k) and c k � Nð Þ in
(3.36) and (3.37), respectively. Thus, they are expressed as [15]

ε̂ c ¼ 1

2π
tan �1

Xθ
k¼θ�Lþ1

Im c kð Þ � c* k � Nð Þf g

Xθ
k¼θ�Lþ1

Re c kð Þ � c* k � Nð Þf g
ð3:40Þ

θ̂ c ¼ argmax
θ

Xθ
k¼θ�Lþ1

Re c kð Þc* k � Nð Þf g		þ 		Im c kð Þc* k � Nð Þf g		 		
 � ð3:41Þ

Figure 3.23 illustrates a block diagram of both frequency offset and symbol

timing estimators based on the ML algorithm, where the maximum (or peak) value
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Fig. 3.23 Block diagram of a low complexity ML based estimator for frequency offset and

symbol timing position. Redrawn from [15]
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θ̂ c gives the OFDM symbol start position and also detects the frequency offset at

that time moment. The estimation can be averaged over several OFDM symbols

and then be used for the rest of OFDM symbols.

To demonstrate the capability of the ML estimation algorithm for the frequency

offset in a NDA system, the root mean square (RMS) value of the residual

frequency offset error was simulated in multipath fading channels and the results

in a two-ray Rician fading channel are illustrated in Fig. 3.24 [15], where it contains

one direct path and one Rayleigh fading path with 10 μs time delay and equal power

relative to the direct path. The parameters used in the simulation are listed in

Table 3.4. It can be seen that the performance of the sign-bit based frequency offset

detector can be significantly improved by averaging frequency offset over several

OFDM symbols.

If the CP is heavily disturbed by severe multipath fading, the estimation accu-

racy will be significantly degraded, causing degradation of the BER performance.

In order to increase the frequency offset estimation accuracy, especially in such

severe multipath fading channels, a pilot subcarrier aided approach can be used to

further perform the estimation of the remaining CFO by correlating the received

pilot subcarriers with a shifted version of the known pilot subcarriers [17]. This

method is also called as Post-FFT synchronization and is only effectively

performed to track the residual CFO after coarse timing and coarse frequency
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Fig. 3.24 RMS frequency offset versus the number of averaged OFDM symbols. Redrawn

from [15]
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synchronizations have been established. This is because the FFT operation can only

be correctly performed after most timing errors and frequency offset errors are

compensated.

3.3.3 Channel Estimation Technique

An OFDM system divides a wideband spectrum of a single carrier FDM system into

a number of overlapping but orthogonal narrowband subchannels and hence coverts

a frequency selective channel into almost non-frequency selective subchannels. The

frequency response of each subchannel can be approximately treated as constant

within the subchannel when frequency selective fading occurs in the desired

bandwidth. Therefore, the multipath fading channel can be compensated by using

a frequency domain equalizer as simple as a one-tap equalizer. Furthermore, the use

of CP, which is achieved by duplicating the last portion of an OFDM symbol as its

head, avoids ISI caused by multipath fading. These special design features ensure

OFDM systems behave robustly against multipath fading compared with single

carrier systems.

In this section, only commonly used methods in data-aided channel estimation

are described. In data-aided channel estimation, known information to the receiver

is inserted in OFDM symbols so that the current transmission channel characteris-

tics can be estimated by comparing the difference between the received known

information and locally duplicate information. Two arrangements of sending

known information with data together are commonly used:

• Sending known training symbols together with OFDM symbols in the time

domain.

• Sending known pilots together with data in the frequency domain.

The former arrangement is usually called channel estimation with training

symbols. The latter one is known as pilot aided channel estimation.

Table 3.4 Parameters used

in the simulation [15]
Parameter Value

Number of subcarrier 1024

Modulation 16-QAM

Symbol rate 8� 106 symbols/s

Symbol period 128 μs
Guard interval 16 μs
Sampling frequency 9 MHz

Frequency offset 0.48 of subcarrier spacing

Carrier frequency 1.5 GHz

Vehicle speed 100 km/h

SNR 10 dB
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The channel estimation that employs training symbols periodically sends train-

ing symbols so that the channel estimation can be periodically updated. In the IEEE

802.11a standard, for example, the two long training symbols are inserted to the

beginning of the OFDM frame, just following the ten short training symbols, and

used to estimate the channel in either frequency domain or time domain. When the

channel estimation is performed in the frequency domain, the channel frequency

response is estimated. The channel impulse response, on the other hand, is esti-

mated when it is carried out in the time domain.

In the pilot aided channel estimation, the pilots are multiplexed with the data in

the frequency domain. For such frequency domain estimation, the channel at each

pilot subchannel is estimated and then interpolated via different methods, such as

linear interpolation (LI). The interpolated channel estimation is used to compensate

for data subcarrier channels between two continuous pilot subcarriers.

In the 802.11a WLAN system, two long training symbols can be used for both

channel estimation and fine frequency offset estimation. Considering the time

limitation within two long training symbols, we will only introduce pilot aided

channel estimation in this section and leave two long training symbols for the use of

fine frequency estimation. Reader who is interested in the channel estimation based

on training symbols can reference literature [14, 19].

3.3.3.1 Pilot Aided Channel Estimation

The transmitted OFDM signal in the discrete-time domain, excluding CP, can be

expressed with N-point inverse discrete Fourier transform (IDFT) as:

x n½ � ¼ IDFTN X kð Þf g ¼
XK�1

k¼0

X kð Þe j2πkn=K n ¼ 0, 1, . . . ,N � 1 ð3:42Þ

where {X(k)} is the modulation data in frequency domain, k is the subcarrier index
(0, 1, . . ., K� 1) with K being the total number of subcarriers, and n is the nth
OFDM symbol. The CP is inserted to the beginning of each OFDM symbol x(n) to
form a new OFDM symbol s(n) with the CP.

The transmitted signal is sent to the receiver through a multipath fading channel

and the received signal r(n) can be denoted by

r nð Þ ¼ s nð Þ 	 h nð Þ þ w nð Þ ð3:43Þ

where h(n) is the discrete channel impulse response (CIR) of the channel and w(n) is
the i.i.d. complex zero-mean additive white Gaussian noise (AWGN) whose real

and imaginary parts both have variance σ2n.
At the receiver side, after fulfilling symbol timing synchronization, frequency

offset correction, and removing the CP from r(n), the received signal r(n) is

represented by y(n) as follows:
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y nð Þ ¼ x nð Þ 	 h nð Þ þ w nð Þ ð3:44Þ

Here we suppose that the CP interval is longer than the length of the channel

impulse response (CIR), which does not cause ISI between OFDM symbols. A DFT

is further performed on the received samples y(n) in (3.44) to de-multiplex the

multicarrier signals

Y kð Þ ¼DFT y nð Þf g ¼ 1

N

XN�1

n�0

y nð Þe�j2πkn=N , k ¼ 0, 1, . . . ,N � 1

¼ X kð ÞH kð Þ þW kð Þ
ð3:45Þ

In the frequency domain, the received pilot signals {Yp(k)} are extracted from

{Y(k)} and then the channel estimation can be obtained by

Ĥ p kð Þ ¼ Yp kð Þ
Xp kð Þ þ

W kð Þ
Xp kð Þ ð3:46Þ

where {Xp(k)} are pilot symbols transmitted at the transmitter. Equation (3.46)

indicates the estimation of the channel frequency response is simply the division of

the received symbol by the transmitted pilot symbol. The channel transfer function

at data symbols {Ĥd(k)} can then be obtained by using linear interpolation algo-

rithm from two adjacent pilot symbols {Ĥp(k)} as shown in (3.46). With the

calculation of the channel response {Ĥd(k)} at data symbols, the estimated trans-

mitted data samples X̂ d kð Þ� �
can be recovered by simply dividing the received

signal by the estimated channel response

X̂ d kð Þ ¼ Y kð Þ
Ĥ d kð Þ þ

W kð Þ
Ĥ d kð Þ , k ¼ 0, 1, . . . ,N � 1 ð3:47Þ

Even though there are many methods used for estimating the channel responses,

pilot symbol assisted channel estimation for OFDM signals in the frequency

domain is presented here due to its simple, fast and accurate features.

Equation (3.46) is actually identical to the Least Squares (LS) estimation

[20, 21]. In general, LS method is utilized to get the initial channel estimates at

the pilot subcarriers and the initial channel estimates are then further used at the

OFDM data subcarriers via interpolation methods, depending on the variation of the

channel with time. The goal of choosing an interpolation method is to have lower

computation complexity, but at the same time this method can achieve relatively

higher accuracy for a given system.

3.3.3.2 Linear Interpolation

The simplest interpolation is a linear interpolation [20, 21], in which the channel

frequency response (CFR) between pilot subcarriers is simply estimated from a
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straight line between two adjacent {Ĥp(k)} that are estimated by using two succes-

sive pilot symbols. Using LI, the channel estimation at the data subcarrier k, where
mL � k < mþ 1ð ÞL, is given by

Ĥ d kð Þ ¼ l

L
Ĥ p mþ 1ð Þ � Ĥ p mð Þ
 �þ Ĥ p mð Þ, 0 � l < L, m ¼ 0, 1, . . . ,Np � 1

ð3:48Þ
where Np is the number of the total pilot subcarriers, L� 1 is the number of data

subcarriers between adjacent pilots, and l is the distance between the mth pilot

subcarrier and the kth data subcarrier.

For example, two extreme cases are given here. If l is equal to 0, (3.48) becomes

Ĥ d kð Þ ¼ Ĥ p mð Þ ð3:49Þ

If l is equal to L, (3.48) is

Ĥ d kð Þ ¼ Ĥ p mþ 1ð Þ ð3:50Þ

In this example, the first equation shows the CFR at the kth data subcarrier is

equal to the CFR at the mth pilot subcarrier, while the second one indicates the CFR
at the kth data subcarrier is equal to the CFR at the (m + 1)th (or next) pilot

subcarrier.

To further simplify the design implementation, piecewise constant [22] as

shown in Fig. 3.25 can be used for the CFR estimation at data subcarriers. In this

method constant CFR is estimated at the mth pilot subcarrier and is used for the

left side half data subcarriers between (m� 1)th and mth pilot subcarriers and

the right side half data subcarriers between the mth and (m + 1)th subcarriers.

f

Channel
response

Piecewise linear
approximation

Piecewise constant
approximation

Pilot carrierData carrier

(Δ f )p

H ( f )

Fig. 3.25 Spectrum of received OFDM signal with amplitude fading distortion. Redrawn

from [22]
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If the estimation difference between two adjacent pilot subcarriers is large,

linear interpolation can be used. Otherwise the piecewise constant can be

utilized.

3.3.3.3 Adaptive Equalization Techniques

Since LI estimation does not accurately perform channel estimation, especially in

severe frequency selective fading across the entire band; an adaptive equalizer with

one complex tap can be used to achieve further accurate channel compensation after

LI estimation. After LI estimation, the constellation diagram of the recovered signal

can be usually recognized in the type of a modulation format, but still not completely

recovered yet, depending on the transmission channel condition. To completely

compensate for any distortions caused by multipath fading, a one-tap complex

adaptive linear equalizer can be employed after the LI estimation.

There are two different criteria used to determine the values of the linear

equalizer coefficients. The basic idea is to minimize ISI or distortion at the output

of the equalizer when the equalizer coefficients are set to some certain values

determined by these two different criteria:

1. The minimization of the peak distortion.

2. The minimization of the mean-square error.

Assume there are L data subcarriers in an OFDM symbol. Then, an adaptive

equalizer output at the nth OFDM symbol in the frequency domain can be

expressed as

yn lð Þ ¼ cn lð Þvn lð Þ, l ¼ 1, 2, . . . ,L ð3:51Þ
where cn(l ) is the coefficient of the equalizer on the lth data subcarrier branch at the
nth OFDM symbol and vn(l ) is the input signal to the equalizer on the lth data

subcarrier at the nth OFDM symbol. For the 802.11a case, L is equal to 48 due to a

total of 48 data subcarriers in one OFDM symbol. Figure 3.26 illustrates a block

diagram of the equalizer with one complex tap on the lth data subcarrier branch.

vn(l)

cn(l)

yn(l) ~yn(l)

~en(l)

– +

DecisionFig. 3.26 A block diagram

of one complex-tap

equalizer on the lth data

subcarrier branch in a

frequency domain
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Zero-Forcing (ZF) Equalizer: The error signal on the lth data subcarrier branch at
the nth OFDM symbol is

en lð Þ ¼ dn lð Þ � yn lð Þ ð3:52Þ
where dn(l ) is the desired data signal and is usually unknown in the receiver except
for the pilots.

For the first criterion above, the zero-forcing algorithm completely eliminates

the ISI at the output of the equalizer by using an inverse filter to the transfer

function of the distorted channel, regardless of noise in the channel. The zero-

forcing algorithm is obtained by adjusting the coefficient of the equalizer to force

the cross-correlation between the error signal en lð Þ ¼ dn lð Þ � yn lð Þ and the desired

data signal dn(l ) to be zero when ignoring the ratio of the signal-to-noise at the

output of the equalizer. This requires

E en lð Þd*n lð Þ
 � ¼ E dn lð Þ � yn lð Þð Þd*n lð Þ
 � ¼ 0 ð3:53Þ

To meet the condition of (3.53), the coefficient of the equalizer is adaptively

updated as follows [23]

cnþ1 lð Þ ¼ cn lð Þ þ λen lð Þd*n lð Þ ð3:54Þ

where cn(l ) is the coefficient of the equalizer on the lth data subcarrier branch at the
nth OFDM symbol, cnþ1 lð Þ is one of the equalizer on the lth data subcarrier branch

at the (n+ 1)th OFDM symbol, and λ is a step size that controls the rate of the

coefficient adjustment. The decision output signal of eyn(l ), however, can be used

to replace the training signal dn(l ) due to its reliability after using the pilot aided

channel estimation and LI approach. Thus, (3.54) can be written as

cnþ1 lð Þ ¼ cn lð Þ þ λeen lð Þey*n lð Þ, l ¼ 1, 2, . . . , L ð3:55Þ

where een lð Þ ¼ eyn lð Þ � yn lð Þ is used for replacing en lð Þ ¼ dn lð Þ � yn lð Þ as the error
signal at the nth OFDM symbol. The expression in (3.55) is a practical zero-forcing
algorithm. At the pilots, the equation (3.46) is preferred because of its one-time

accurate estimation compared to (3.55).

Least-Mean Square (LMS) Equalizer: The LMS algorithm is determined with the

mean square error (MSE) criterion, which minimizes the mean square value of the

error signal at the output of the equalizer by adjusting the coefficient of the

equalizer. It is obvious that the optimal coefficient value of the equalizer is

dependent of the SNR at the input of the equalizer. In the MSE criterion, the

mean square error function ζ is minimized by adjusting the coefficient cn(l ) of
the equalizer and the function ζ is given by:

ξ ¼ E
		en lð Þ		2
 � ¼ E en lð Þe*n lð Þ
 �

¼ E en lð Þ dn lð Þ � cn lð Þvn lð Þ½ �*f g ð3:56Þ
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One widely used minimization method is called steepest descent, in which the

coefficient is adjusted as follows:

cnþ1 lð Þ ¼ cn lð Þ þ λ � ∂ξ
∂c∗

� �				
c¼cn lð Þ

ð3:57Þ

where λ is the step size that determines the rate of convergence as well as the

iterative stability. To minimize ξ, the derivative of ξ with respect to c* in the

bracket above should be set to zero. A simple and well known LMS algorithm can

be obtained as:

cnþ1 lð Þ ¼ cn lð Þ þ λeen lð Þv*n lð Þ, l ¼ 1, 2, . . . ,L ð3:58Þ

where the error signal een lð Þ ¼ eyn lð Þ � yn lð Þ is used for replacing en lð Þ ¼ dn lð Þ
�yn lð Þ in the case where the desired sequence dn(l ) is not available and the

decision sequence eyn lð Þ is more reliable. Comparing (3.58) with (3.55), we can

see the difference between the ZF algorithm and the LMS algorithm is that vn(l )
in (3.58) is the input sequence to the equalizer whileeyn lð Þ in (3.55) is the decision
sequence at the output of the equalizer. The ZF algorithm gives a faster conver-

gence than the LMS algorithm, while the LMS algorithm gives a higher SNR than

ZF algorithm. In a high input SNR condition, their SNRs at the output of the

equalizer are almost same.

Besides the LI method, there are also other channel estimation algorithms

introduced in [24], such as Gaussian, cubic-spline, and Wiener filter scheme. The

802.11a WLAN system estimates the channel frequency response by using four

pilot subcarriers in each OFDM symbol as a first step. The channel frequency

estimations are then interpolated to get the CFR at data subcarriers. These pilot

signals are located at subcarriers �21, �7, 7 and 21 in the 52 subcarriers and are

BPSKmodulation by a pseudo binary sequence to prevent the generation of spectral

lines. A precise estimation can be further achieved by using the adaptive equalizer

with one complex-tap as described above after the LI approach.

3.4 Design Challenges for RF Transceivers

To meet the need for higher data rates and greater system advantages in multipath

fading channels, the 802.11a standard ratified in 1999 first time adopts OFDM

signals in 802.11 family and is capable of providing data rates of 54 Mbps and

producing high throughput and a high level of performance in the 5-GHz band

because of less sharing with other users, such as Bluetooth radios, cordless

phones, and microwave oven compared with the 802.1b operation band of

2.4 GHz.
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The 802.11a standard consists of two main layers: Media Access Control (MAC)

layer and Physical (PHY) layer. These two layers allow a functional separation of

the standard, but more importantly allow a single data protocol to be used with

several different RF transmission techniques.

Physical Layer: The PHY layer of the 802.11a standard defines OFDM transmis-

sion technique because of splitting a single channel data with a high rate into

multiple subchannel data with a low rate to modulate corresponding subcarriers

in the baseband domain in order to mitigate the effects of multipath fading. As a

result, the compensation for distortions due to multipath fading becomes as simple

as using a frequency domain equalizer with one complex tap.

As indicated in Table 3.3, the 802.11a standard operates in three RF bands

named as U-NII lower band, U-NII middle band, and U-NII upper band and

supports multiple 20 MHz channels among them. There are eight channels with a

bandwidth of 20 MHz in U-NII lower and middle bands and four channels with a

bandwidth of 20 MHz in U-NII upper band. These three bands require different

output powers at the transmitter, which are 40 mW (16 dBm), 200 mW (23 dBm),

and 800 mW (29 dBm), respectively. To support multiple data rates in a 20 MHz

band for different applications, the 802.11a system adopts M-ary QAM formats

with different error-correcting code rates as listed in Table 3.2.

MAC Layer: The MAC is a set of rules to determine how to access the medium

and data link components. The MAC drives every user data transmission into the

air and provides the core framing operation and interaction with a wired network

backbone. It also executes a TDMA access method, where the transmitter and

receiver operate at different time slots or at the TDMA mode. In general, the MAC

Layer manages and maintains communications between 802.11 stations (radio

network cards and access points (AP)) by coordinating access to a shared radio

channel and utilizing protocols that enhance communications over a wireless

medium. In other words, as the “brain” of the network, the MAC layer controls

the 802.11a PHY Layer to perform all tasks of carrier sensing, transmission and

reception of 802.11a frames.

System Partition: To minimize noise interference between digital circuits and

analog circuits, a design decision with two-chip solution known as RF trans-

ceiver and digital baseband chips, rather than integrating them into a single chip,

was made at the beginning phase of the design process [25]. MAC and digital

baseband functions are implemented in the baseband ship. Therefore, an appro-

priate interface should be considered to connect the analog signals and

digital signals between the two chips. To minimize the pin count and substrate

noise that might be introduced by relatively large switching power in the ADCs/

DACs, an analog interface is preferred [25], in which ADCs/DACs are in the

baseband chip.
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3.4.1 RF Transceiver

Like other RF transceivers, the 802.11a RF transceiver mainly consists of a

transmitter, a receiver, and a frequency synthesizer. The RF transceiver performs

to up-convert the I and Q analog baseband signals to a RF signal for the transmis-

sion or down-convert the RF signal to the I and Q analog baseband signals for the

reception by means of the TDMA mode.

3.4.1.1 Architecture and Frequency Planning

The most common architecture in the transmitter is direct up-conversion because it

avoids the need for additional mixers and LO circuits used for additional up

conversions, which are required in the traditional superheterodyne. Therefore, the

direct up-conversion transmitter achieves a low-cost solution with a high level of

integration and is very suitable for wideband modulation transmission applications

such as the 802.11 family. One of the drawbacks that most direct conversion

transmitters face, or LO leakage, can be avoided in the 802.11a because no

subcarrier at DC (0th subcarrier) is used. Another possible drawback in the direct

conversion transmitter is the frequency pulling effect of the internal (or external)

PA output signal on VCO phase noise due to the fact that the VCO operates at twice

the frequency of the RF frequency if a pair of quadrature LO signals are obtained by

dividing the VCO frequency by 2. The second order (or even-order) harmonic

distortion (HD2) of the RF signal, whose frequency is equal to a VCO operation

frequency, is mainly generated by the up-conversion mixers due to imbalance loads

on the positive and negative outputs of the differential mixer. When the loads are

balanced, even-order cancellation of the harmonics is achieved. Otherwise, even-

order harmonics are further amplified either by the power amplifier or the power

amplifier driver. Even-order harmonics can be also generated by the power ampli-

fier due to the nonlinearity of the PA.

When the HD2 content presented in the RF amplification signals leaks into the

PLL due to finite isolation, and then is divided by the PLL’s divider to occur at the

input of the phase and frequency detector (PFD) together with the divided VCO

signal, it may result in interference and noise within the loop bandwidth at the

output of the PFD. As a result, the pulling or disturbance on the VCO signal causes

the VCO phase degradation and drastically degrades the transmitter EVM.

The leakage from the PA output to the VCO can happen either through the power

supply and substrate, or other paths making it difficult to diagnose. To alleviate the

pulling effect on the VCO in the direct-conversion transmitter, the optimization of

the floor plan, package, and PCB layout is required to maximize the isolation

between the PA output and PLL such as attenuation on the HD2 by adding an

appropriate bypass capacitor at the power supply of the PA. One effective approach

to minimizing the effect of HD2 on VCO phase noise disturbance or VCO fre-

quency pulling is to add a passive lowpass filter at the output of the PA during the

PA design. It has been verified that a third-order passive LPF with a π-type achieves
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30 dB attenuation at least at the HD2 frequency for an 802.11n WLAN system and

has only about 0.2 dB insertion loss in-band without causing EVM degradation.

Another effective approach to eliminating the frequency pulling or phase noise

disturbance on the VCO is to ensure the frequencies of the RF signal and its

harmonics far away from the VCO frequency. As illustrated in Fig. 3.27, VCO

operates at the frequency range of 3.2 to 3.9 GHz, which is two-third of the RF

channel frequency for the 802.11a band. The 3.2–3.9 GHz synthesizer output is

divided by 2 and then mixed with the 3.2–3.9-GHz synthesizer output again to

generate a pair of quadrature LO signals at 4.8–5.9 GHz [6] at the cost of additional

mixers. Another method to avoid the pulling effect is to utilize dual up-conversion

[25–27] for the transmitter as shown in Fig. 8.8, where the RF channel frequency

(4.8–5.85 GHz) is generated with two stages of the frequency conversion by mixing

an LO frequency at 2/3 the channel frequency (3.2–3.9 GH) with 1/2 LO quadrature

frequencies (1.6–1.95 GHz) for the 802.11a WLAN systems. Since the transmitter

output frequency and its harmonic frequencies are away from the VCO frequency,

no pulling effect on the VCO signal could happen. Furthermore, any LO leakage to

the antenna will be far away from the in-band signal and appear as out-of-band tone,

which will not interfere with other receivers operating in the 5-GHz band.

The most common choice in the receiver architecture is direct down-conversion

due to low cost, low power consumption, and small die size. The quadrature LO

frequencies at the receiver are obtained as the same as those at the transmitter. The I

and Q baseband signals are generated by mixing the received RF signal with the

quadrature LO signals after high order harmonic components are attenuated by

lowpass filters on the I and Q channels. In either a direct up conversion or dual-up

conversion architecture, only one frequency synthesizer is required, even for dual-

band 2.4-GHz 802.11n and 5-GHz 802.11a WLAN systems.

It should be noted that at the Mobile World Congress 2015 in Barcelona,

Broadcom introduced Industry’s First 5G Wi-Fi 2� 2 MIMO combo chip, or

BCM4359 of the 802.11ac standard, with real simultaneous dual-band (RSDB) to

support dual-band (both 5 GHz and 2.4 GHz bands) simultaneously. When operat-

ing at a RSDB mode, two frequency synthesizers are required in the BCM4359

chipset.

÷ 2

Integer-N
Synthesizer

÷ 2

LO I-CH

LO Q-CH

LO I-CH

LO Q-CH

3.2 to 3.9 GHz

4.8 to 5.9 GHz (5 GHz)

2.4 to 2.5 GHz (2.4 GHz)

Fig. 3.27 Block diagram of LO generation for 2.4 and 5 GHz band. Referenced from [6]
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3.4.1.2 Transmitter Chain Design Challenges

Since the 802.11a OFDM symbol consists of 52 subcarriers; its peak-to-average

power ratio (PAPR) is very high up to more than 11 dB for a 54 Mbps data rate.

Even PAPR is reduced by a few dB with PAR reduction techniques, it is still high

such that a PA should have a large back-off from its P1dB compression point, and

thus reduces its efficiency. For this reason, most power amplifiers designed for

802.11a WLAN systems are biased in the class-AB operation range in order to

achieve relatively high efficiency.

In the direct up-conversion transmitter, the up-conversion mixers are designed

for high linearity and low LO feed-through (LOFT) overs a wide gain control range

[6, 28]. The up-converted RF signal is then amplified through multi stages of

programmable gain amplifiers to achieve the desired RF output power. Up to

today, most RF PAs with high power output and switches are still not integrated

into cellular and WLAN CMOS/Bi-CMOS transceiver ICs. Thus, the PA driver that

usually designed as the final stage and biased in the class-AB mode is capable of

driving a 50 Ω load through a balun and is internally matched to a differential load

of 100 Ω [6]. The class-AB nature of the PA driver can achieve relatively high

efficiency compared with the class-A mode PA meanwhile can keep good linear

characteristic. It was reported in [6] that the transmitter can achieve the output

P1dB powers of +14 and +16 dBm, respectively in the A-band and G-band. To

achieve the required output power as listed in Table 3.3 in the WALN applications,

an external PA is needed.

Two important specifications in the transmitter are error vector magnitude (EVM)

and transmitted spectral mask or adjacent channel power ratio (ACPR). EVM is used

to evaluate the performance of the transmitted signal in-channel, while ACPR is

utilized to assess interference performance to adjacent channels. Both of them are

highly determined by PA nonlinearity. Distortion caused by PA nonlinearity can be

partially compensated by either pre-distortion or post-distortion technique.

EVM: Different impairment sources in the transmit chain can contribute to overall

EVM, which can be approximately expressed with each major impairment source

EVMTOT %ð Þ 

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
EVM2

PA NL þ EVM2
LO PN þ EVM2

IQ IMB þ EVM2
CFR

q
ð3:59Þ

where each EVM item in the square root is caused by PA nonlinearity, LO phase

noise, I–Q imbalance, and crest factor reduction, respectively. It is assumed that

matching between an EVM test point and transceiver chipset output is ideal.

Otherwise an additional EVM item related to matching needs to be added inside

the square root.

In (3.59), EVMPA NL can be compensated by PA pre-distortion methods,

EVMIQ IMB can be reduced by the I–Q calibration in the digital domain. However,

the terms of EVMLO PN and EVMCFR cannot be compensated. In the 802.11a

WLAN system, EVMLO PN can be calculated by integrating LO phase noise from

a pilot effective tracking frequency to the 20 MHz channel bandwidth based on the

measured LO phase noise versus frequency offset. The pilot tracking range is about
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10% of the subcarrier spacing 312.5 kHz, or 31 kHz. Within this range, the common

frequency and phase errors are removed before demodulation in the receiver. Thus,

EVM is a function of integrated phase noise beyond the tracking bandwidth and

inside the channel bandwidth (add 3 dB to correct SSB to DSB).

For example, the measured phase noise (PN) of the PLL for the 802.11a WALN

at 5.24-GHz frequency is shown in Fig. 3.28 [6]. The integrated PN within a defined

frequency range can be read on the screen of the spectrum analyzer when the

integrated PN measurement setting is turned on. Here we can use the straight line

segments to approximate the measured PN curve and then integrate the phase noise

in a desired frequency range. PN line segments from 31 kHz to 10 MHz are used to

calculate the EVM and are listed in Table 3.5 with the integrated range given below:

Residual PM = 0.0027 rad = 0.16 deg
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Fig. 3.28 Measured phase noise of PLL at transmitter output with the frequency 5.24 GHz.

Referenced from [6]

Table 3.5 Approximate phase noise straight line segments of PLL at 5.24 GHz

i 1 2 3 4 5 6

fi (Hz) 1� 103 7� 103 31� 103 1� 106 2� 106 10� 106

L( f ) (dBc/Hz) �87 �105 �108 �108 �125 �140

ai(dBc/decade) �21.30 �4.64 0 �56.47 �21.46 N/A

L( fi) (dBc) �87 �105 �108 �108 �125 �140

MS PNi (dBc) (from i to i+ 1) N/A �55.0 �60.0 �45.1 �51.8 �60.3
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• Starting frequency of the integration: 31 kHz (or 10% of subchannel spacing

312.5 kHz)

• Stopping frequency of the integration: 10 MHz, a single side band (SSB)

To translate the phase noise to EVM in an OFDM system, we assume the

following conditions are met:

• Linear impairment errors are corrected with equalization.

• Pilot tracking completes up to 10% of subcarrier spacing (or 31 kHz for 802.11a

WLAN), and frequency offset and phase error are compensated during the

tracking period.

Then EVM contributed by only the PN can be approximated within a desired

frequency range by using the following equation

EVM dBð Þ ¼ PN dBcð Þ ð3:60Þ

where the PN is obtained by integrating the phase noise from the pilot tracking

ending frequency of 31 kHz to the channel bandwidth of 10 MHz for the 802.11a

WLAN signal.

The PN is calculated based on the phase noise spectrum L( f ), which is defined as
the attenuation in dB from the peak value Sc( f ) of the power spectral density of a

clock signal at the clock frequency fc to a value of Sc( f ) at the frequency offset f as
shown in Fig. 3.29 [29]. Thus, the phase noise spectrum L( f ) can be expressed as:

L fð Þ dBð Þ ¼ 10 log
Sc fð Þ
Sc f cð Þ
� 

ð3:61Þ

L( f ) in (3.61) represents the ratio of two spectral amplitudes at the frequencies

f and fc. In practice, the RF carrier tone at the frequency of fc is first down-converted
to the baseband in a spectrum analyzer and then the phase noise spectrum L( f ) is

L( f )

L( f1)

L ( f2)

L ( f3)

f1 f2 f3 f4 log( f )

a1

a2

a3

Fig. 3.29 A typical phase noise spectrum function L( f )
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measured at the baseband as illustrated in Fig. 3.28, where the measured curve

presents the phase noise spectrum L( f ) in dBc/Hz versus the frequency offset from
zero frequency.

The phase noise spectrum L( f ) can usually be approximated by a linear piece-

wise function based on the measured L( f ) curve when the frequency axis is in log

scale. In such a case, L( f ) can be written as [29]:

L fð Þ ¼
XK�1

i¼1

ai log fð Þ � log f ið Þð Þ þ L f ið Þ½ � ð3:62Þ

where ai is the slope of the line segment from f i�1 to fi and is given by

ai ¼
L f iþ1

� �� L f ið Þ
log f iþ1

� �� log f ið Þ ð3:63Þ

The mean square (MS) of the phase noise PN can be calculated by:

PNMS ¼ 2

ð1
0

10
L fð Þ
10 df ð3:64Þ

where a constant of 2 is used due to single side band (SSB) to double side band

(DSB) conversion. The root mean square (RMS) of the phase noise can be obtained

through (3.64) as

PNRMS radð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
PNMS

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

ð1
0

10
L fð Þ
10 df

s
ð3:65Þ

Substituting ai in (3.63) into L( f ) in (3.62), and then substituting L( f ) into

(3.64), we have the MS phase noise expression as follows:

PNMS ¼
XK�1

i¼1

2� 10
L f ið Þ
10 f

�ai
10

i

ai
10

þ 1
� ��1

f
ai
10
þ 1

iþ1 � f
ai
10
þ 1

i

� �

¼
XK�1

i¼1

PNi

ð3:66Þ

where PNi is the MS phase noise in the range from f i�1 to fi. The RMS phase noise is

given by

PNRMS radð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
PNMS

p
ð3:67Þ

Thus, the integrated phase noise values in the different frequency ranges are

listed in Table 3.5. EVM contributed from the phase noise in the frequency range

from f3 to f6, or 31 kHz to 10 MHz, can be calculated with (3.67) by using the MS

phase noise values in these ranges
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EVM ¼ 20 log PNRMSð Þ ¼ 20 log
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PN4 þ PN5 þ PN6

p� �
¼ 20log

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
10�45:1=10 þ 10�51:8=10 þ 10�60:3=10

p� �
¼�44:15 dBð Þ

ð3:68Þ

Even with the integrated frequency range from 1 kHz to 10 MHz, EVM

contributed by the phase noise is equal to �43.70 dB, which is still relatively

small. The measured EVM for the legacy 802.11a mode based on such RMS phase

noise is actually �40 dB at �5 dBm TX output power [6]. The difference between

them is due to other impairment contributions affecting the EVM, such as I–Q

imbalance, quantization error of DACs, and any nonlinearity from the mixers and

PA driver.

To further verify the accuracy of this approximation method, we approximate

the phase noise in a certain frequency range from about 10 to 310 kHz as shown

in Fig. 3.28, where the measured RMS phase noise PM in radian shown on

the screen is 0.0027 rad. One linear piecewise can be used to approximate the

phase noise in this range, which is listed in Table 3.6, where PNi ¼ �50:77 is

calculated by using (3.66).

By substituting PN2 ¼ �50:77 into (3.67), we have the RMS phase noise in

radian as follows:

PNRMS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
10�50:77=10

p
¼ 0:0029 radð Þ ð3:69Þ

The approximated phase noise is very close to the measured value of

0.0027 rad as shown in Fig. 3.28. Therefore, (3.66) and (3.67) can approximate

either the phase noise of the clock signal or the PLL output signal as well as EVM

contributed by the phase noise.

In addition, the period jitter JPER of the clock at the frequency of fc can be

calculated from the RMS phase noise PNRMS as follows:

JPER RMS sð Þ ¼ PNRMS

2πf c
ð3:70Þ

where the unit of jitter is second.

Another impairment that affects EVM is the I–Q gain and phase imbalance

errors. Unlike the PN, the I–Q imbalance errors can be minimized by calibration,

which is usually performed during the calibration procedure. The cancellation of

the I–Q imbalance will be introduced in Chap. 6. The calibrated EVM due to the I–

Table 3.6 Approximate

phase-noise straight line

segment of PLL at 5.24 GHz

i 1 2

fi (Hz) 10� 103 310� 103

L( f ) (dBc/Hz) �105 �110

PNi (dBc) (from i to i+ 1) N/A �50.77
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Q imbalance errors should be lower than the overall required EVM in order to leave

enough margins. Figure 3.30 illustrates EVM versus I–Q imbalance error for

M-QAM modulation format in a single carrier system. In this figure, other impair-

ments or imperfections, such as LO phase noise and PA nonlinearity, are neglected

or minimized. The minimum EVM curve shown in Fig. 3.30 is 0.01 (or 1%) at a

gain imbalance of about 0.12 dB and a phase imbalance of 0.8�, which leads to

EVM¼ 20log(0.01)¼�40 dB due to the I–Q imbalance errors. The EVM curves

shown in Fig. 3.30 can be also applied to M-QAM modulation format in an OFDM

system even though it is derived from a single-carrier system.

The last term in (3.59) is caused by intentionally reducing PAPR to improve the

efficiency of power amplifiers, and cannot be minimized due to the nonlinear

distortion. The CFR scheme can be used for low-rate data frames (6–24 Mbit/s)

without violating the EVM requirement of the 802.11a specification. For high-rate

data frames (36–54 Mbit/s), however, the CFR scheme is usually not adopted

because of the EVM degradation, which equivalently results in the degradation of

the required higher SNR for reliable detection [25].

In addition, one dominate impairment that degrades EVM in the transmit chain

is nonlinearity of the PA. In order to achieve high efficiency, the PA is preferred to

operate close to its P1dB point. However, the EVM performance in the transmitter

degrades dramatically when the PA operates close to its P1dB point. Therefore, the

transmitter’s EVM expressed in (3.59) is dominated by the item EVMPA NL when

the PA operates near its P1dB point. To determine an optimal back-off (BO) from
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Fig. 3.30 EVM variation versus transmitter I–Q gain and phase imbalance for M-QAM modula-

tion format. Redrawn from [30]
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the P1dB point, we measure EVM versus the BO from P1dB by using the legacy

802.11a WLAN signal with a rate of MCS7 and HT-20 at the carrier frequency of

5500 MHz on a Wi-Fi transceiver chipset of the 802.11ac standard as shown in

Fig. 3.31. In the measurements, an external PA is added at the output of the RF
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Fig. 3.31 Measured EVM and PAPR versus PA output power back-off from the P1dB point: (a)
Measured EVM versus PA output power back-off from the P1dB point, and (b) PAPR versus PA

output power back-off from the P1dB point
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transceiver to achieve a larger coverage range. The P1dB measured at the external

PA output is about 2 dB less than the saturation power.

It can be seen from Fig. 3.31b that the maximum PAPR in the linear region is

about 9 dB and PAPR is reduced when PA BO decreases due to PA’s clipping. As a
rule of thumb, a PA is preferable to operating at a BO from P1dB by a PAPR value

in order to avoid EVM degradation. Thus, the preferred output power of the PA is

calculated by

POP dBmð Þ 
 P1dB� PAPR

¼ P1dB� 9
ð3:71Þ

At this 9-dB BO, EVM degrades about 2 dB compared with a minimum EVM as

shown in Fig. 3.31a.

DC Offset and I–Q Imbalance Calibration: In a quadrature modulation structure,

the in-phase and quadrature baseband signals modulate a pair of orthogonal carrier

signals and are then summed to form a modulated RF signal for transmission.

As described in the previous chapters, a direct up-conversion modulator is

subject to several error sources of DC offsets, quadrature phase and gain imbal-

ances. The DC offset errors determine the carrier suppression and the gain and

phase imbalances affect sideband suppression. If these errors are not small enough,

they will impair the accuracy of the RF modulated signal, or EVM of the RF

modulated signal, especially for higher order modulation schemes such as

64-QAM. DC offset and I–Q imbalance errors can be minimized through the

calibration procedure before transmission. A calibration loop back is usually built

into the RF transceiver chip and calibration process is performed after the

RF transceiver is powered on. The I–Q imbalance calibration will be discussed

in Chap. 6.

Transmit Spectrum Mask: As mentioned above, besides EVM specification,

another critical specification in the transmit chain is the transmit spectrum mask

(TSM) that limits the transmitted power spectral density (PSD) within. The main

purpose of defining TSM is to minimize the adjacent channel power ratio (ACPR),

which is the ratio of the power in the adjacent channel to the power in the main

channel. The 802.11a specification defines the transmitted spectrum mask to be

40 dB down in the alternate channels beyond the frequency offset of �30 MHz

from the desired channel center. Meanwhile considering a maximum 10-dB PAPR

value of the OFDM signal, we might leave as much as a 10-dB back-off from

DAC’s full scale. Thus, a total of 50 dB down is required beyond �30 MHz

frequency offset. A 9-bit DAC has a dynamic range of 54 dB or achieves a SNR

of 54 dB to cover a total of 50-dB down range. A 4-dB margin is obviously not

enough. So a 10-bit DAC is needed to provide a 10-dB margin. When DAC

employs 160 MHz oversampling frequency as introduced in [25], an additional

1.5-bit resolution due to oversampling ratio of 8 can be equivalently achieved,

which leads to an additional SNR¼ 1.5� 6¼ 9 dB. Thus a 9-bit DAC combined

with oversampling frequency of 160 MHz results in a dynamic range of 63 dB,
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which gives a 13-dB margin. As mentioned in [25], an 8-bit DAC with such an

oversampling frequency would be sufficient enough to give a 7-dB margin, but a

9-bit DAC provides an adequate margin for the following circuit blocks to relax

their design requirements.

Nonlinearity of the PA has a significant effect on the transmitted spectral

density. Similar to the PA nonlinearity effect on EVM, the PA output power should

be backed off by the PAPR value from the P1dB point to leave an enough margin

from the transmitted spectral mask. Figure 3.32 shows the measured PSD at the PA

output for the 802.11aWLANOFDM signal with a data rate of 54Mbps, bandwidth

of 20 MHz, PAPR value of 9 dB, and a 64-QAM modulation format. The upper

curve represents the required transmit spectrum mask and the lower curve is the

measured PSD when the PA operates at a 9-dB back-off from the P1dB point. The

spectrum mask is divided into four frequency ranges, from 9 to 11 MHz range, from

11 to 20 MHz range, from 20 to 30 MHz range and greater than 30 MHz range.

It can be seen that the minimum margin is greater than 11 dB across overall mask

ranges.

To achieve relatively high efficiency, however, the PA should operate close to

the P1dB point. To determine an appropriate back-off from the P1dB point, we

measure the PSD margin values versus the BO from the P1dB point in these

spectrum mask ranges described above and illustrate these curves in Fig. 3.33. It

can be seen that PSD does not degrade until BO is less than 5 dB from P1dB. At a

5-dB BO, the minimum margin among three different mask frequency ranges is

about 12 dB from the spectral mask.
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Compared with the curve of EVM versus BO shown in Fig. 3.31a, the require-

ment of PA BO for PSD is less strict. For example, a 6-dB BO from the P1dB gives

a 10-dB margin for EVM while a 3-dB BO achieves a 10-dB margin for PSD.

Therefore, the requirement of PA BO for EVM is more stringent than the require-

ment for PSD, and PA BO should be determined by the tolerance of EVM

degradation.

3.4.1.3 Receiver Chain Design Challenges

Generally, a RF receiver consists of low noise amplifiers (LNA), quadrature mixers,

variable gain amplifiers (VGA) and lowpass filters (LPF) and performs three major

functions as follows:

• Properly amplify or attenuate the received RF signal to achieve the I-Q baseband

signals with the desired level at the inputs of ADCs after frequency down-

conversion.

• Attenuate outside channel interferes and noise through filters to achieve the

maximum SNR before the decision.

To achieve the optimal receiver performance, the 802.11a WLAN defines two

important specifications for different data rates, which are the minimum input level

sensitivity and adjacent channel rejection (ACR). The sensitivity is defined as the
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minimum input level measured at the antenna connector when the packet error rate

(PER) shall be less than 10% in the receiver. The sensitivity level is rate-dependent

and is specified in a range from �82 dBm for the lowest data rate of 6 Mbits/s to

�65 dBm for the highest date rate of 54 Mbits/s. The ACR is defined as the

measured power difference between the adjacent channel interfering and the

desired channel signal when 10% PER is reached by setting the desired signal

level 3 dB above the rate-dependent sensitivity and raising the power of the

adjacent channel interfering signal.

Sensitivity System Requirements: In the 802.11 WLAN time-division

multiplexing (TDM) systems, the receiver sensitivity test is carried out when the

transmitter is turned off. The sensitivity level or minimum level measured at the

antenna connector can be calculated as:

Psen dBmð Þ ¼ �174 dBm=Hzð Þ þ NF dBð Þ þ 10 log Benbð Þ Hzð Þ
þ SNR dBð Þ ð3:72Þ

where NF is the receiver noise figure (NF), Benb [38] is the double-sideband noise

bandwidth of the receiver, SNR is the signal-to-noise ratio to achieve the required

PER of 10%, and kT at a room temperature of 17 �C (290 K) is �174 dBm/Hz, in

which k is a Boltzmann constant and T is the absolute temperature in degrees

Kelvin. The sensitivity equation above is derived in detail in Sect. 7.6.1 of

Chap. 7. The noise bandwidth Benb [38] is usually not equal to a 3-dB bandwidth

B3 dB of the receiver chain, but in practice the 3-dB bandwidth could be used to

approximate the noise bandwidth in the system simulation. The relationship

between Benb and B3 dB depends on the number of poles in the transfer function.

Typically, Benb is equal to about 1.1�B3 dB when the number of poles is greater

than 3 and a single pole roll off is dominated. In practice, NF or Psen is measured at

either the LNA input or antenna connector, depending on actual applications. The

difference between measurement at the LNA input and measurement at the antenna

input lies in a loss of the front-end block between them.

In (3.72), the first three parameters are the total noise power in the receiver

equivalent noise bandwidth of Benb and the last parameter of SNR depends on the

modulation and error correction coding formats. NF is the most important parameter

to be carefully considered during the design of the 802.11a receiver system because it

is the only parameter that can be minimized by optimizing the front-end circuit

designs. The 802.11a WALN standard defines the sensitivity levels for different data

rates in [3], in which NFs of 10- and 5-dB implementation losses are assumed. With

today’s processing technologies, however, most RF transceivers can achieve the

sensitivity levels much lower than those specifications defined in [3].

Usually, BER or PER is originally related to the bit energy to noise density ratio

of Eb/No and the relationship between Eb/No and S/N is given as follows [31]:

Eb

No

¼ S

N
� Benb

f b
ð3:73Þ
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where Benb is the receiver noise bandwidth and fb is the bit rate. From the equation

above, we also have

S

N
¼ Eb

No

� f b
Benb

ð3:74Þ

which can be expressed in decibels,

S

N

� 
dB

¼ Eb

No

� 
dB

þ 10log
f b
Benb

ð3:75Þ

From (3.75), we can see that Eb/No is independent of the bit rate and noise

bandwidth while S/N is related to them. The ratio of fb/Benb is approximately equal

to the spectral efficiency in bit/s/Hz. If the noise bandwidth Benb is replaced with

the channel bandwidth Bw, the ratio fb/Bw is the spectral efficiency in bits/s/Hz.

Hence, the spectral efficiency or bandwidth efficiency is defined as:

ηs ¼
f b
Bw

bit=s=Hzð Þ ð3:76Þ

Here we give one example of calculating the sensitivity of the 802.11a WALN

OFDM signal with a data rate of 54 Mbits/s to achieve a BER of 10�5.

Design Example 3.1 For a data rate of 54 Mbits/s with a coding rate of 3/4 in the

802.11a, the minimum required Eb/No to achieve a system BER of 105 is about 12 dB

in an additive white Gaussian noise (AWGN) channel [4]. A 12 dB Eb/No includes a

5-dB coding gain. Since there are a total of 52 subcarriers and the subchannel spacing

is 312.5 kHz, the signal occupied bandwidth is 52� 312.5 kHz¼ 16.25 MHz.

Assuming the noise bandwidth Benb is equal to 18.3 MHz, which corresponds to

1.1 times the 3-dB bandwidth of 16.6 MHz for the receiver channel selection filter.

What is the sensitivity level needed by the receiver?

Solution The required S/N to achieve the BER of 10�5 is

S

N

� 
dB

¼ Eb

No

� 
dB

þ 10 log
f b
Benb

¼ 12þ 10log
54 Mbits=s

18:3 MHz
¼ 16:7 dBð Þ

ð3:77Þ

Considering a 3-dB implementation loss due to the I–Q imbalance error, carrier

frequency, and timing synchronization errors, a typical OFDM system requires

approximately 20-dB (16.7 + 3) of SNR. Hence, we have the sensitivity level to

achieve BER¼ 10�5 as follows:

Psen ¼ �174 dBm=Hzð Þ þ NFþ 10 log 18:3� 106
� �þ 20 dBð Þ ð3:78Þ
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To achieve the reference sensitivity of �65-dBm for the 802.11a 64QAM

modulation format with a data rate of 54 Mbits/s, we have the required NF at the

antenna connector from (3.78) as follows:

NF ¼ �65þ 81:7 ¼ 16:7 dBð Þ ð3:79Þ

With antenna switch insertion loss (IL) ranging from 0.8 to 1.2-dB, and diplexer

IL ranging from 0.7 to 1-dB in the 5-GHz band for separating 2- and 5-GHz WLAN

bands, the NF referred to the LNA input is 14.5–15.2-dB, which gives plenty of

headroom for RF IC designers to pass the reference sensitivity. On the current

markets, most 802.11a WLAN transceiver chips can achieve a 5–6-dB NF. With a

6-dB NF, the sensitivity referred to the input of the receiver is

Psen ¼ �174 dBmð Þ þ 6 dBð Þ þ 10log 18:3� 106
� �þ 20 dBð Þ

¼ �75:4 dBmð Þ ð3:80Þ

As a consequence, most transceivers pass the reference sensitivity test with at

least an 8-dB margin.

A realistic 802.11a WLAN system requires about a SNR of 20 dB to pass 10%

PER [32]. Hence, a PER of 10% is equivalent to BER of 10�5 for the 802.11a

WALN system to achieve the same SNR of 20 dB in an AWGN channel.

Dynamic Range requirement: The dynamic range of the receiver is capable of

handling strong signals well as it is able to reliably pick up weak ones even in the

presence of nearby strong interferers. In the 802.11a WLAN specifications, a

maximum receive signal level is �30 dBm measured at the antenna connector

and a minimum receive signal level for the data rate of 6 Mbits/s is �82 dBm.

However, a range from �20 to �92 dBm is appropriate for most transceivers with

enough dynamic ranges. The received signal level measured at the antenna input is

in the range from its minimum level to its maximum level; the final signal level

reaching to the input of the ADCs should be around a certain desired level after

appropriate amplification. To reduce the dynamic range requirements of the ADC,

the lowpass filter and the variable gain amplifier (VGA) along with the receive

chain provide filtering function to the blocking signals and the adjacent channel

signals and amplifying function to the desired signal, respectively.

To handle such a large signal variation, the maximum gain of the receiver can be

determined by amplifying the weakest signal at the antenna connector to the desired

level at the ADC input. Considering non 50Ω impedances for the VGA circuits, we

use the voltage gain to determine the maximum gain of the receiver. Assuming that

1 V peak-to-peak differential voltage with a sinusoidal waveform is required at the

output of the last stage before the ADC in the receiver chain and the weakest signal

of �92 dBm is measured at the antenna connector port, their corresponding RMS

voltage with a 50 ohm load are 0.3536Vrms and 5.623μVrms, respectively. Thus,

these two values expressed in dBVrms are equal to 20 log10 0:3536ð Þ ¼ �9dBVrms
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and 20log10 5:623� 10�6
� � ¼ �105dBVrms, respectively. The required voltage

values expressed in dBVrms are given as

At ADC input : �9 dBVrms � 10dB� 5dB ¼ �24dBVrms ð3:81Þ
At antenna input : �105dBVrms � 2dB ¼ �107dBVrms ð3:82Þ

In (3.81), a 10-dB PAPR and a 5-dB fading variation are considered as head-

room, while in (3.82) a 2-dB loss from the antenna connector to the input of the

LNA is added. Thus, the maximum gain of 83 dB is needed to handle the weakest

signal. The total gain of 83 dB consists of the LNA gain, the mixer gain, and the

VGA gain. The gain distribution along the receiver chain depends on the received

signal power at the antenna port and should be set to achieve optimal SNR and

required minimum P1dB to signal power ratio (P1dB/S). P1dB/S minimizes the

nonlinearity effect on the performance of the receiver and should be greater than the

signal PAPR value.

In the 802.11a system, the minimum dynamic range of the ADCs is mainly

determined by adjacent channel interferers. For an 802.11a WLAN OFDM signal

with a data rate of 54 Mbits/s, the adjacent channel (AC) interferers at a frequency

offset of 20 MHz are 1 dB smaller than the desired signal, the alternative adjacent

channel (AAC) interferers at the frequency of 40 MHz are 15 dB larger than the

desired signal. The following calculations assume a third-order lowpass filter with a

3-dB cutoff frequency of 10 MHz with 5% tuned accuracy. Thus these adjacent

channel interferers are minimally attenuated by 5 and 10 dB, respectively at the

channel edges that are close to the signal channel. When the adjacent channel-

interfering signals are properly scaled to the input range of the ADCs, the ADCs

need to feature a minimum dynamic range for different interfering signals,

respectively

At AC : �1dB� 5dB filter att:ð Þ þ 20dB SNRð Þ ¼ 14dB ð3:83Þ
At AAC : 15dB� 10dB filter att:ð Þ þ 20dB SNRð Þ ¼ 25dB ð3:84Þ

Clearly, (3.84) is more stringent than (3.83) with respect to the required dynamic

range. In the following calculation for the dynamic range requirement of the ADCs,

(3.84) is used to determine the required dynamic range.

Theoretically the SNR of 20 dB in (3.83) and (3.84) is the minimum requirement

to meet BER¼ 10�5 or PER¼ 10%, but an extra SNR of 10 dB is needed to achieve

relatively high performance, including some margins for combating multipath

fading. Furthermore, headroom of 10 dB should be reserved due to a 10-dB

PAPR for the 64QAM OFDM signal. As a result, the final required dynamic

range of the ADC is

25dBþ 10dB ext:SNRð Þ þ 10dB headroomð Þ ¼ 45dB ð3:85Þ
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The dynamic range of 45 dB requires at least an 8-bit ADC with a 20-MHz

bandwidth, corresponding to a 48-dB dynamic range. The use of oversampling at

the ADCs gains an additional effective bit after filtering. For example, an 80-MHz

ADC can gain one additional effective bit. Thus, the 8-bit ADC combined with an

oversampling frequency of 80 MHz gives a dynamic range of 54 dB.

Adjacent Channel Rejection: The adjacent channel rejection test in [3] defines the

selectivity and rejection requirements of the channel filter. An interfering signal is

applied to the antenna port in either AC with a frequency offset of �20 MHz or

AAC with a frequency offset of�40MHz from a desired signal, respectively. In the

test, total interfering power in either AC or AAC is increased until 10% PER is

reached, where the desired signal is set to 3 dB above its rate-dependent sensitivity

level. The power difference between the interfering and the desired channel is

defined as the adjacent channel rejection (ACR). The ACR is also rate-dependent.

Adjacent channel rejection is mainly determined by the channel filter rejection in

the adjacent channel band. If the bandwidth of the channel filter is too narrow, more

interfering signal in the adjacent channel is rejected. However, it may also distort

the desired signal. On the other hand, if the bandwidth of the channel filter is too

wide, less interfering signal is rejected and more white Gaussian noise is passed

through. Therefore, the bandwidth of the channel selection filter would be appro-

priate to achieve a larger SNR in the presence of the adjacent channel interferers.

In practice, a slightly higher ACR figure is typically required to achieve a PER of

less than 10%. For a receiver architecture employing direct conversion, the selec-

tivity is achieved in the baseband filters that usually are partitioned into analog and

digital filters. An analog filter with low order such as an anti-alias filter can be used

to partially attenuate the interfering signals to reduce the dynamic range require-

ment of the ADCs, while a digital filter achieves channel selectivity after the ADCs.

The optimum split between the analog and digital domain depends on the resolution

of the ADC and the implementation of the digital filter. In the presence of a large

interfering signal, it is preferable to implement the analog filters early in the

baseband chain to prevent the VGAs from saturating [33].

The attenuation of the adjacent channel-interfering signals in the analog domain

may also depend on the sampling frequency of the ADCs. A higher oversampling

frequency can relax the attenuation requirement at the adjacent channels. In order to

avoid the anti-alias interference, the analog filter should attenuate the adjacent

channel-interfering signal by a certain amount of dB in the frequency range from

the sampling frequency minus 10 MHz or f sam � 0:5� Bw upwards, where Bw is

equal to 20 MHz.

3.4.2 Digital Baseband and MAC Processor

The digital baseband (DBB) and MAC processor chip is a back-end unit, where

DBB mainly performs the implementations of encoding and decoding procedures,
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modulation and demodulation schemes, IFFT and FFT operations, signal detection,

AGC setting, channel compensation and channel selection filtering, while the MAC

processor manages and maintains communications between 802.11 stations, includ-

ing radio cards and access points by coordinating access to a shared radio channel

and utilizing protocols that enhance communications over a wireless medium. The

802.11 MAC, often viewed as the “brains” of the network, uses an 802.11 Physical

(PHY) layer, such as an 802.11a RF and DBB transceiver, to perform the tasks of

carrier detection, transmission, and reception of 802.11 frames.

3.4.2.1 Digital Baseband Designs

The digital baseband unit basically implements the fundamental functions of the

802.11a physical layer as mentioned above and also applies digital algorithms to

compensate for analog impairments and to perform a variety of calibrations for

delivering a high-performance and high-efficient transmission. Some challenge

algorithms are as follows:

• Crest factor reduction

• Digital pre-distortion

• I–Q imbalance calibration

• Closed loop power control

Crest factor Reduction: To achieve highly efficient transmission, one of effective

approaches is to reduce the PAPR value of the transmitted OFDM signal. The

PAPR reduction extent may depend on the data rate because of different EVM

requirements of the 802.11a specification. For low-rate data frames (6–18 Mbit/s),

OFDM symbols can be clipped substantially without violating the EVM require-

ment. For high-rate data frames (24–54 Mbit/s), whose EVM degradations are

heavily related to the PAPR reduction extent, the PAPR reduction should be

made carefully to leave an acceptable margin if needed. For such high-rate data

frames, a kind of pre-distortion technique rather than clipping is used to create an

effectively linear range of the PA [25]. This pre-distortion technique uses a lookup

table to dynamically scale up samples with large amplitude, which are expected to

be compressed by the nonlinearity of the PA. If the compression of the PA occurs,

the final PAPR at the PA output is almost not clipped. As a result, the PA can

operate much closer to its P1dB compression point in order to achieve highly

energy-efficient transmission.

Digital Pre-distortion: An efficient method to extend the linear range of the PA is

digital pre-distortion (DPD), which is usually implemented in either a lookup table

or a digital signal processor in the digital domain. Digital pre-distortion can

accurately generate the pre-distorted baseband I and Q signals to compensate for

the nonlinear distortion caused by the PA. In practice, it is a challenge for RF IC

designers to implement the DPD in the digital domain to effectively compensate for

the nonlinear distortion because the digitally predistorted I and Q baseband signals

have 3-5 times bandwidth of the original I–Q baseband signals. The distorted I–Q
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signals with the extended bandwidth are strictly limited by the bandwidth of the

transmitter, including DAC’s bandwidth, especially for wide bandwidths of the

802.11 legacy. Such a limitation of the bandwidth may affect the predistortion

accuracy. A digitally simplified predistortion algorithm, however, as mentioned in

the paragraph of crest factor reduction, has been reported to be implemented into

the 802.11a transceiver chipset [25].

I–Q Imbalance Calibration: The I–Q gain and phase imbalance errors at the

transmitter can degrade not only the sideband suppression, but also the EVM of

the transmitted signal. This sideband suppression is also called the image rejection

ratio (IRR), which quantifies the factor that describes how much the mirror signal is

suppressed or removed after up-conversion by combining the I–Q channel signals.

During up-conversion the mirror signal is usually folded onto the bandwidth of the

desired signal. As a result, the folded mirror signal distorts the desired signal and

causes spectrum regrowth. In addition, the I–Q imbalance error at the receiver

degrades the EVM of the received signal, which in turn results in BER degradation.

Therefore, I–Q imbalance errors should be minimized by means of calibration at

both the transmitter and receiver. The calibration procedure will be introduced in in

detail Chap. 7.

Closed Loop Power Control: Closed loop power control provides a desired

transmitted output power independent of process, temperature, and power supply

variations, as well as load mismatches. A RF Wi-Fi transceiver has capability of

detecting the transmitted signal strength indicator (TSSI) and the received signal

strength indicator (RSSI). TSSI is an indication of the transmitted signal power

level at the output of the power amplifier (PA) while RSSI is an indication of the

received signal power level in the desired channel after the antenna. To determine

TSSI, the PA provides an integrated power detector to the DBB and MAC chip to

form closed loop power control within the transmitter system. The transmitter gain

in 0.5 dB step is adjusted until the PA output power matches a target level. Thus, the

actual PA output power can be precisely controlled within the desired output level.

In addition, when a client or station wants to access the wireless network, it

needs to communicate an access point (AP) to which it is associated. An AP and the

set of its associated clients are referred to as a “basic service set” (BSS). In WLANs

that cover a large area, multiple APs are needed in order to provide contiguous

coverage. For the transmission from an AP to a client, the receiver of the client can

detect the received signal strength by means of RSSI to determine its appropriate

AGC setting along the receive chain, as well as the signal-to-interference-plus-

noise ratio (SINR) at the receiver. Meanwhile, the client needs to send the acknowl-

edgment packet back to the AP after successfully receiving the packet from the AP.

The SINR information at the receiver is sent with the acknowledge packet back to

the AP such that the AP can decide whether to increase the transmitted power level

or decrease that at the AP. From the AP standpoint of view, power control

mechanism belongs to closed loop control due to feedback power information

from the client.
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In traditional cellular systems, the goal of power control is usually to maintain

the signal-to-interference-plus-noise ratio (SINR) at the receiver as low as possible

to achieve a reliable detection through closed loop mechanism within the BSS, and

meanwhile to improve system capacity within the BSS since reducing the unwanted

signal level to other clients.

3.4.2.2 MAC Basics

The MAC architecture mainly consists of the protocol control unit (PCU), the host

interface unit (HIU), and the descriptor-based direct memory access (DMA) engine.

The PCU manages all low-level timing-critical aspects of the 802.11 MAC layer

function and controls the transfer of frame data between the digital BB and MAC

unit, the HIU provides connectivity to the host processor over a PCI bus, and the

DMA engine controls information and frame data transfer between the PCU and

HIU units [25]. The PCU is the most important unit of the 802.11 MAC layer; its

main function is described simply below.

Before transmitting frames, a station must first have access to the medium,

which is a radio channel shared with other stations. The 802.11 standard defines

two functions of medium access: the distributed coordination function (DCF),

which is mandatory, and the point coordination function (PCF). With DCF,

WLAN stations contend for access and attempt to transmit frames when there is

no other station transmitting. If a station is sending a frame, the other stations must

wait until the channel is released.

An important aspect of the DCF is a random back-off timer in a station if it

detects a busy medium. If the channel is in use, the station must wait a random

period of time before attempting to access the medium again. This prevents

multiple stations from trying to send data to access the medium at the same time.

When the number of active users increases, the back-off timer significantly reduces

the number of collisions and corresponding retransmissions [34].

To ensure complete reception at the receiver, the receiving station needs to send

an acknowledgement (ACK) back to the transmitting station if it detects no errors in

the received frames. If the transmitting station does not receive an ACK after a

specified period of time, it will assume that there was a collision caused by possible

severe interference and retransmit the previous frame. If the transmitting station

still does not receive the ACK after retransmitting the previous frame within the

specified number for retransmitting the frame, it would either transmit the next

frame or change the modulation format with a lower-order modulation due to a poor

SNR channel.

The PCU implements multiple encryption methods, including the traditional

wireless encryption protocol (WEP). The PCU encrypts the frame when the

encryption function is enabled and generates the proper checksum value. The

PCU also provides power management functions. When working in a multimode

network, the WLAN chip set can be programmed to sleep automatically and awake
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just before the next beacon is scheduled to arrive. By analyzing the incoming

beacon, the PCU can determine whether to remain awake for an additional frame

or resume sleeping [25].

3.4.3 Radio Front-End Modules

Currently, most WLAN transceivers in portable electronic devices are capable of

supporting 802.11 a/b/g/n/ac standards in a dual-band format of 2.4 and 5 GHz. In

practical applications, they may need a front-end module (FEM) including an

external PA and an external LNA to achieve a large coverage area. Figure 3.34

illustrates a dual-band (2.4 and 5 GHz) application of an 802.11acWi-Fi transceiver

that is backwards compatible with 802.11b/a/g/n. Traditionally, existing dual-band

Wi-Fi products, such as the iPhone 6, can only work on one band, either the 2.4

GHz or the 5 GHz band, at a time despite having dual-band hardware capability.

Broadcom, a chip maker, announced at Mobile World Congress in 2015 the first

802.11ac (or 5G Wi-Fi) combo chip in the world, which sports real simultaneous

dual band (RSDB) for mobile devices, potentially improving the speed as well as

the quality of the connection.

In Fig. 3.34, the matching networks that consist of L and C components are used

to create optimal impedance matching to achieve both minimum EVM values

across bands in the transmitters or minimum sensitivity levels across bands in the

receivers. A single-chip integrated FEM in either the 2.4- or 5-GHz range usually
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includes a highly linear PA with a power detector, a low NF LNA with bypass

capability, and an antenna switch. The gain for the PA can be in the range 25–

31 dB, depending on actual applications, and the gain for the LNA is usually around

12 dB with a noise figure in the range from 2–3 dB, depending on the operation

frequency bands. A diplexer is a passive device and implements frequency domain

multiplexing. Typically, the diplexer consists of a lowpass filter connecting a port

LP to a third port S and a highpass filter connecting a port HP to a third port S. The

signal power on the port LP is transferred to the port S and vice versa, while the

signal power on the port HP is transferred to the port S and vice versa. In WLAN

applications, the diplexer is capable of minimum attenuation of about 16–18 dB for

the 2.4-GHz signal at the 5-GHz signal band or for the 5-GHz signal at the 2.4-GHz

signal band, as shown in Fig. 3.35.

Design Example 3.2 If an RF receiver with a low sensitivity level is required to

cover a long range, an external LNA with a low NF can be cascaded with the RF

receiver to achieve a lower overall noise figure. In this cascaded case, the external

LNA is considered the first stage, while the RF receiver is treated as the second

stage. Assume that the external LNA has a noise figure of NFEXT LNA ¼ 3:0dB and

a power gain of GEXT LNA ¼ 12 dB and is added prior to the receiver with a noise

figure of NFRX ¼ 6 dB. Assume that the receiver has an equivalent noise band-

width of 18.3 MHz and needs SNR¼ 20 dB to achieve the BER of 10-5, which are

both obtained in the design example 3.1. (1) What is the noise figure of the

two-stage cascaded receiver? (2) What is the sensitivity level referred to an antenna

connector or a port S of the diplexer in Fig. 3.34 if the diplexer and matching

network together cause an insertion loss (IL) of 1.5 dB?

Solution

1. Assume that there is perfect matching between the external LNA and the RF

receiver. The cascaded NFCAS in a two-stage circuit is calculated by

0

–5

–10

–15

–20

–25

–30

–35

–40
Lo

ss
 (

dB
)

S21 for 2.4 GHz S21 for 5.5 GHz

0 1 2 3 4 5 6
Frequency  (GHz)

Fig. 3.35 A typical

diplexer forward

transmission for WLAN at

2.4 and 5.5 GHz

3.4 Design Challenges for RF Transceivers 143



NFCAS ¼ NFEXT LNA þ NFRX � 1

GEXT LNA

¼ 103=10 þ 106=10 � 1

1012=10
¼ 2:18

ð3:86Þ

So the cascaded NFCAS in dB is

NFCASjdB ¼ 10logNFCAS ¼ 3:4 dBð Þ ð3:87Þ

With such a two-stage cascaded receiver, the noise figure is reduced from 6 to

3.4-dB, or more than a 2.5 dB improvement, which is equivalent to improving

the sensitivity level by 2.5 dB at the antenna port compared with the receiver

without the external LNA.

This phenomenon of noise figure improvement indicates that the NF of the

RF receiver can be reduced by cascading an external LNA with a low NF and a

large gain value with it. The noise contributed by the RF receiver decreases as

the gain preceding the stage increases, implying that the first stage in a cascade is

the most critical. Hence, the LNA noise figure in the first stage active circuitry

must be low with a reasonable current consumption. On the other hand, however,

any attenuation (loss) in the front-end passive circuitry, such as filters or

matching networks, causes the noise figure of the following stage to be increased

by the same amount of loss when referred to the input of that stage.

2. With a maximum 1.5-dB IL due to a diplexer and matching network, the NF

referred to the antenna connector is 3.4 + 1.5¼ 4.9 dB. The sensitivity referred to

the antenna connector is calculated by

Psen ¼ �174þ 4:9þ 10log 18:3� 106
� �þ 20

¼ �76:5 dBmð Þ ð3:88Þ

In the transmitter, the average output power of the PA should be back-off from

its P1dB compression point in order to avoid both EVM degradation and PSD

regrowth. As we have known, the back-off required by a practical PA is

dependent on the PAPR value of the transmitted OFDM signal. This means

that the larger the PAPR, the larger the back-off is required. Since the rate-

dependent EVM specification in the 802.11a WLAN system is more stringent

than the rate-independent spectrum mask, a certain amount of PA back-off

should be determined by the rate-dependent EVM. Generally, the PA back-off

should be set in a linear amplification range without significant EVM degrada-

tion. In practice, as a rule of thumb, the back-off should be approximately equal

to PAPR without significant EVM degradation. If the back-off is less than the

PAPR, the transmitted signal will be clipped by the PA, which results in EVM

degradation. It can be seen from Fig. 3.31a that for the signal with a PAPR of

9 dB the PA’s back-off at the PAPR value slightly degrade EVM about 1–2 dB.
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The back-off requirements for the PSD and EVM in the 801.11 WLAN systems

are different. For example, to have a 10-dB margin from both EVM specification

and spectrum mask in an 802.11a system with a rate of 54 Mbps, the back-off

of the PA for the EVM is about 7 dB, as shown in Fig. 3.31a ,while the back-off

for the PSD is about 3 dB, as shown in Fig. 3.33. Therefore, the back-off of the

PA is more stringent for the EVM than for the PSD in order to achieve

acceptable performance.

3.5 Design Applications

After some fundamental design ideas and issues are described for WLAN-based

OFDM techniques, several actual products with WLAN based applications are

introduced in this section. The demand for higher and higher bandwidths on

802.11 WLAN networks has fueled 802.11 WLAN standard developments—from

the early 802.11b standard with 20-MHz bandwidth to the 802.11n standard with

40-MHz bandwidth up to the latest 802.11ac standard with 80-MHz (mandatory)

and 160 MHz (optional) bandwidths. In early 2015, only a handful of chip suppliers

such as Broadcom, Marvell, Qualcomm-Atheros, Redpine, and Quantenna were

able to provide 802.11ac solutions. The 802.11ac standard that operates at the

5-GHz frequency band is the latest development tendency in the industry and is

backward compatible with the 802.11a and 11n standards at the 5-GHz frequency

band. The 802.11ac-based RF transceivers are discussed in the following section.

3.5.1 Marvell’s WLAN 802.11ac Transceiver

Marvell presented a fully integrated three-stream MIMO 802.11ac WLAN SoC that

integrates all functions of the 802.11a/b/g/n/ac WLAN standards to achieve a

record over-the-air TCP/IP throughput of 1.1 Gb/s at the ISSCC conference in

2014, as shown in Fig. 3.36 [35]. Both transmitter and receiver in the 2.4- and

5-GHz bands utilize direct-conversion architecture. A single all-digital

PLL (ADPLL) is used to generate the LO signals in both 2.4- and 5-Hz bands.

A single lowpass filter is shared by both transmitter and receiver, and a single

analog baseband block is utilized between the 2.4- and 5-GHz-chains to reduce

silicon size.

In the transmitter, the pre-power amplifier (PPA) is biased in a Class-AB mode

to achieve high power efficiency and good linearity compared with a PA biased in a

Class-A mode. The mandatory transmission bandwidths in the 802.11ac are up to

80 MHz compared with the 802.11n standard’s maximum bandwidth of 40 MHz.

When such a wide-band signal is applied to the PPA, the PA memory effects can

result in asymmetry in the PSD. Usually, the memory effects of the PA can arise
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from multiple sources, including bias circuit effects, self-heating, and trapping

effects. One significant source of memory effects in this transceiver is bias voltage

draft with the frequencies of the baseband modulation signals [35]. To reduce the

memory effects, a wideband bias scheme has been proposed to ensure that the PPA

bias has low impedance over baseband frequencies and high impedance at the

carrier frequency. For an 802.11ac signal centered at 5,775 MHz with an 80-MHz

bandwidth, after the I–Q calibration, TX EVM of a 256-QAM signal achieves an

EVM floor of�37 dB up to the PA output power of�5 dBm, as shown in Fig. 3.37.

The inputs of the LNAs in both the 2.4- and 5-GHz bands are single-end, which

reduces the number of RF input pins, especially for MIMO architectures. A fifth-

order Chebyshev lowpass filter is implemented with programmable gain and band-

width, supporting all signal bandwidths up to 80 MHz for IEEE 802.11 a/b/g/n/ac

standards. The measured receiver noise figures for the 2.4- and 5-GHz bands

are 3 and 4.3 dB, respectively. The RF transceiver IC occupies a total die area of

46 mm2 in a digital 40-nm CMOS process, of which 47% is occupied by the analog

and RF circuits.

3.5.2 MediaTek’s 802.11a/b/g/n/ac WLAN SoC

Mediate presented a 2� 2 MIMO 802.11ac Wave 1 (stage 1) Wi-Fi + BT combo

SoC chip with integrated dual-band power amplifiers, low noise amplifiers, and T/R

switches in 2014 [36]. The proposed broadband TX transmitter can deliver a high

output power of 17.5 dBm for the 802.11ac Wave 1 VHT80 (80 MHz bandwidth)
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256-QAM MCS9 (modulation and coding scheme), and is extendable to the next

stage 802.11ac Wave 2 VHT160 256-QAM by using a technology called Multi-

User MIMO (MU-MIMO). The maximum throughput achieved by using VHT80

Wave 1 with two-spatial stream mode is 580 Mbps in an AWGN channel. The

802.11ac standard operates in the 5-GHz UNII band and is backward compatible

with the 802.11a standard. Figure 3.38 shows a top-level block diagram of a 2� 2

MIMO 802.11ac Wave 1 WiFi +BT combo SoC chip with integrated dual-band

PAs, LNAs, and T/R switches. For simplicity, only one of the two dual-band

transceiver block diagram is shown.

MediaTek’s WLAN SoC has some particularly worthy qualities of: integrated

dual-band PAs, LANs, and T/R switches; simple first-order LPFs after a pair of

10-bit TX DACs with a high sampling frequency of 960 MHz; PA linearization

implementation with a digital pre-distortion (DPD) algorithm. These characteristics

are described below.

The direct up-conversion (DUC) transmitter and direct down-conversion (DDC)

receiver architectures are chosen for both the 2.4- and 5-GHz frequency bands due

to their simple implementations. The dual-band PAs and T/R switches are inte-

grated on-chip to further reduce the number of external components, which is the

key to low cost and small board size. Hence, MediaTek has become one of several

WLAN/BT vendors that have successfully integrated less demanding PAs onto the

transceivers. However, it is more challenging for RF IC designers to minimize VCO

pulling or VCO phase disturbance caused by a larger output power of the on-chip
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PA due to the second-order harmonic leakage back to the VCO loop at a DUC TX

transmitter.

In order to meet the stringent EVM requirement of the 802.11ac Wave 1 VHT80

256-QAM, the proposed transmitter adopts what is called “broadband” TX archi-

tecture, in which a pair of 10-bit DACs are designed to operate at a high sampling

rate of 960 MHz and are followed by a simple first-order passive RC lowpass filter

for DAC image suppression on the I–Q channels, respectively. A 3-dB corner

frequency of the lowpass filter can be larger than the channel bandwidth due to

the high sampling rate of the DAC. Therefore, the broadband TX transmitter

mitigates the I–Q mismatch errors and eliminates the need for more complex I–Q

calibration. The baseband I–Q signals after the LPFs modulate a pair of orthogonal

LO signals to form a RF-modulated signal as the input to the power amplifier. At the

transmitter, the I–Q modulator and program gain amplifier (PGA) are designed as a

cascaded structure called IQMPGA to reduce power consumption and space. The

IQMPGA provides a 24-dB gain with a step of 6 dB within �1-dB accuracy.

The PA is the most critical block in the TX path and dominates the TX EVM

budget because of its nonlinearity distortion and TX current consumption due to

high output power. With an 80-MHz bandwidth in VHT80, the memory effect of

the PA becomes severe and becomes an additional contributor to EVM. Although
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the PA’s nonlinearity distortion accompanied by the memory effect can be com-

pensated by using a complex memory polynomial DPD (as described in Chap. 5),

the approach taken in this work, however, uses a simple memoryless polynomial

DPD to compensate for nonlinearity distortion only [37]. The PA bias is designed as

a Class-AB mode to achieve high linearity and energy efficiency. Because of the

larger PAPR value of the OFDM signal with the 256-QAM scheme, the PA bias

circuit is designed to adaptively track the peak amplitude of the PA input signal to

boost the PA bias voltage, hence improving the PA linearity whenever the input

OFDM signal reaches its peak amplitude [36].

To obtain the AM-AM and AM-PM characteristics of the PA, a closed-loop is

designed with a dedicated loopback path from the PA output inside the RF

transceiver to the RX path [37]. The closed-loop calibration is executed during

power-on. The pre-defined ramp signals that are generated from the digital

baseband modulate a pair of orthogonal LO signals to form the RF signal. The

RF signal is passed through the PA and is partially fed back to the receiver path

through a coupler at the output of the PA. The feedback RF signal is then down-

converted to the baseband I–Q signals, which are then digitally sampled through

ADCs after being passed through the analog lowpass filters on the I–Q channels.

The AM-AM and AM-PM characteristics of the PA are estimated by comparing the

difference between the transmitted and received digital baseband signals. The

AM-AM and AM-PM characteristics of the DPD can be obtained by reversing

the estimated AM-AM and AM-PM characteristics of the PA and then stored in the

AM-AM and AM-PM lookup tables (LUTs). During a normal transmission mode,

the complex baseband signals are pre-distorted by multiplying the outputs of the

DPD AM-AM and AM-PM LUTs, respectively. Finally, the pre-distorted RF signal

is passed through the PA to minimize the nonlinearity effect of the PA on EVM

degradation and PSD regrowth. The measured TX result shows that a single-stage

Wi-Fi PA delivered a high output power of about 17.5 dBm for the 802.11ac Wave

1 VHT80/256QAM/MCS9 at the EVM specification of �32 dB [37]. The die size

of the SoC is 27.8 mm2 in 55-nm CMOS technology.
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Chapter 4

Energy and Bandwidth-Efficient Modulation
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4.1 Introduction

In addition to the requirement of high spectral efficiency, energy efficiency or

equivalent to battery duration is another important requirement for modulation

techniques. In some applications, such as mobile handset devices, portable devices,

and even satellite communication equipment, energy efficiency is crucial to achieve

longer battery life or longer communication time. In these applications, the power

amplifier is preferable to operate in or close to the saturation region to maximize

energy efficiency or minimize DC current consumption in a saturation region.

However, a saturated amplifier introduces amplitude modulation to amplitude

modulation (AM-AM) and amplitude modulation to phase modulation (AM-PM)
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conversions into the amplified signal, which is usually the amplitude- and phase-

modulated signal. If such an input signal to a power amplifier that operates in or

close to a saturated condition is a non-constant envelope modulation signal, its

output will be affected by the AM-AM and AM-PM conversions. As a result, a

nonlinearly amplified signal at the output of the power amplifier is affected by

spectrum regrowth such that its output signal cannot meet the required spectrum

mask or adjacent channel power ratio (ACPR) imposed by different standards and

its error vector magnitude (EVM) is degraded as well. Thus, requirements of both

energy efficiency and spectral efficiency either impose constant or nearly constant

envelope characteristics on the modulated signal to the power amplifier (PA).

It is desirable to choose digital modulation schemes with either constant enve-

lope or nearly constant envelope property when considering the need for high

energy and spectral efficiency transmission. There are many types of constant or

nearly constant envelope modulation schemes available today to achieve a goal of

high energy and spectral efficiency transmission. However, in this book, we focus

our attention on quadrature modulation architectures with in-phase and quadrature

(I–Q) representation because they can be coherently demodulated to achieve good

bit error rate (BER) performance.

4.2 Constant Envelope Modulation of Minimum

Shift Keying

Minimum shift keying (MSK) modulation was derived from continuous phase

frequency shift keying (CPFSK) and is a special case of binary CPFSK, in which

the modulation index is set to 0.5. The carrier-modulated CPFSK signal may be

expressed as

s tð Þ ¼ A cos 2πf ctþ ϕ tð Þ½ � ð4:1Þ

where ϕ(t) represents the instant phase of the carrier and is defined as

ϕ tð Þ ¼ kd

ðt
�1

p τð Þdτ

¼ kd

ðt
�1

X
n

dng τ � nTbð Þ
" #

dτ

ð4:2Þ

where p(t) is the instantaneous frequency deviation; dn is an independent and

identically distributed binary information sequence at the nth bit, with each element

taking on equiprobable values �1; g(t) is a square waveform pulse with amplitude

1; Tb is the bit duration in the case of MSK (CPFSK); and kd is the constant related

154 4 Energy and Bandwidth-Efficient Modulation



to the frequency deviation. Since it is often more convenient to express frequency

deviation in radians per second and hertz, we further define

kd ¼ ωdTb ¼ 2πf dTb ð4:3Þ

where ωd and fd are the frequency deviation constants of the frequency modulation,

expressed in radians per second per unit of p(t) and in hertz per unit of p(t),
respectively.

The instantaneous phase φ(t) of the carrier in the interval nTb � t � nþ 1ð ÞTb is

further expressed as

ϕ tð Þ ¼ kd

ðnTb

�1

Xn�1

m¼�1
dmg τ � mTbð Þdτ þ kd

ðt
nTb

dng τ � nTbð Þdτ

¼ kd
Xn�1

m¼�1
dm þ kddn t� nTbð Þ=Tb

¼ θn þ kddn t� nTbð Þ=Tb

ð4:4Þ

where θn, the accumulated phase for all bits up to time n� 1ð ÞTb, and g(t) are
defined as

θn ¼ kd
Xn�1

m¼�1
dm ð4:5Þ

g tð Þ ¼ 1=Tb, 0 � t � Tb

0, otherwise

(
ð4:6Þ

Now we need to determine kd in (4.4). In the MSK modulation, kd is chosen

such that the contribution of an individual bit sequence dn ¼ 1 or dn ¼ �1 to the

change of the phase ϕ(t) in the bit interval Tb is exactly equal to π/2 or �π=2.
From (4.4), we have the phase value at time t ¼ nþ 1ð ÞTb for dn ¼ 1:

ϕ tð Þ��t¼ nþ1ð ÞTb
¼ θn þ kd ¼ θn þ π=2 ð4:7Þ

Solving (4.7), we have

kd ¼ π

2
ð4:8Þ

From (4.3) and (4.8), we have the frequency deviation constant in hertz:

f d ¼
1

4Tb

ð4:9Þ

Thus, substituting (4.8) into (4.4) and then into (4.1), we obtain the

MSK-modulated signal in the interval nTb � t � nþ 1ð ÞTb in the form
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s tð Þ ¼ A cos 2πf ctþ ϕ tð Þ½ �

¼ A cos 2πf ctþ θn þ π

2Tb

dn t� nTbð Þ
� �

¼ A cos 2π f c þ
dn
4Tb

� �
t� nπdn

2
þ θn

� �
¼ A cos 2π f c þ dn f dð Þtþ θ0n

� �
ð4:10Þ

where f d ¼ 1=4Td was substituted into (4.10), and the accumulated phase θ
0
n up to

time t ¼ nTb is simplified as

θ0n ¼ θn � nπdn
2

¼ π

2

Xn�1

m¼�1
dm � nπdn

2

¼�nπ, n ¼ 0, 1, 2, . . .

ð4:11Þ

From (4.11), we see that θ
0
n takes value of 0 or a positive or negative integer

multiple of π. From (4.10), we know that the MSK-modulated signal has two

possible instantaneous frequencies in the interval nTb � t � nþ 1ð ÞTb, depending

on information bit dn:

f 1 ¼ f c þ f d, for dn ¼ 1

f 2 ¼ f c � f d, for dn ¼ �1
ð4:12Þ

Therefore, the instantaneous frequency of the modulated signal is shifted

between f c þ f d and f c � f d, depending on dn. Since dn is the random information

bit, the spectrum of the MSK-modulated signal is not just two discrete frequency

components.

The modulation index m is defined as

m ¼ Peak-to-peak frequency deviation

Modulation frequency
¼ 2f d

1=Tb

ð4:13Þ

Substituting f d ¼ 1=4Tb into (4.13), we obtain the modulation index as we

assumed before, or m ¼ 0:5. The condition of the modulation index m ¼ 0:5 is

precisely required to coherently demodulate the MSK signal in the receiver because

it is necessary to ensure the orthogonality of the two MSK signals with possible

shift frequencies separated by 2f d ¼ 1= 2Tbð Þ over the bit interval of Tb [1].

The modulation index m¼ 0.5 has the following advantages:

• Relatively narrow main lobe and fast drop-off side-lobes

• A quadrature I–Q implementation capability to achieve a simply modulation

• Coherent detection capability to achieve a good BER
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Figure 4.1 shows a block diagram of voltage-controlled oscillator (VCO)-based

frequency modulation (FM) implementation of an MSK modulator. In such an

MSK modulator, the modulation index m¼ 0.5 must be kept exactly in order not

to degrade the coherent demodulation performance. However, it is very difficult to

keep such a value constant over temperature and other variations. Hence, an MSK

modulator with a VCO structure is rarely implemented in practice, whereas the I–

Q-based quadrature architecture is popularly used for the MSK modulator, which is

explained in the following.

Figure 4.2 shows an illustration of the phase trajectories of MSK, where the

branches are labeled with the data bits that generate the corresponding phase

transition. The phase transition is calculated from (4.5) and (4.8). These phase

trajectories are also called the phase tree. It is clear that phase change of the MSK

carrier is either π/2 or �π/2 during every bit interval Tb relative to the previous

phase, depending on information bit dn. In Fig. 4.2, the initial phase ϕ(t) is assumed

to be zero at time t¼ 0.

An MSK signal can also be expressed as a form of quadrature representation in

the interval nTb� t� (n+ 1)Tb from (4.10):

s tð Þ ¼ Acos dn
πt

2Tb

þ θ0n

� �
cos 2πf ctð Þ � Asin dn

πt

2Tb

þ θ0n

� �
sin 2πf ctð Þ

¼ Acos θ0n cos
πt

2Tb

� �
cos 2πf ctð Þ � Adncos θ

0
n sin

πt

2Tb

� �
sin 2πf ctð Þ

¼ Aancos
πt

2Tb

� �
cos 2πf ctð Þ � Abn sin

πt

2Tb

� �
sin 2πf ctð Þ

¼ Acosϕ tð Þcos 2πf ctð Þ � Asinϕ tð Þsin 2πf ctð Þ
¼ ui tð Þcos 2πf ctð Þ � uq tð Þsin 2πf ctð Þ

ð4:14Þ

Fig. 4.1 A VCO-based MSK modulator
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where

ui tð Þ ¼ Acosϕ tð Þ ¼ AanC tð Þ, uq tð Þ ¼ Asinϕ tð Þ ¼ AbnS tð Þ ð4:15Þ

and

an ¼ cos θ0n ¼ �1, bn ¼ dncos θ
0
n ¼ �1 ð4:16Þ

C tð Þ ¼ cos
πt

2Tb

� �
, S tð Þ ¼ sin

πt

2Tb

� �
ð4:17Þ

We can see from (4.14) that dn is absorbed in the I branch since

cos dnπt=2Tbð Þ ¼ cos πt=2Tbð Þ.
Thus, the pulse shapes of the MSK-modulated signal are cosine and sinusoid

waveforms with a period of 2Tb. It might be considered that the MSK of (4.14) is

similar to the form of OQPSK with one-half cycle of a sinusoid. However,
it should be noted from (4.14) that the polarity of each pulse symbol in the I
and Q channels is determined by the input bit sequence dn and the accumulated
phase up to time t¼ nTb, which is different from that of OQPSK. This is because
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0

p  / 2
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Fig. 4.2 Phase tree of MSK signal
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in the OQPSK signal the polarities of the I and Q symbols are determined by the

even-numbered binary symbol and the odd-numbered binary symbols after a

serial-to-parallel converter, respectively. We discuss the difference between

them below.

To let the quadrature structure of MSK be compatible with that of OQPSK with

one-half cycle of a sinusoid, Simon [2] suggested adding a differential encoder

before an OQPSK modulator with one-half cycle of a sinusoid. Thus, by substitut-

ing (4.15) into (4.14) and letting A¼ 1, we have the representation of MSK in the

interval nTb � t � nþ 1ð ÞTb in the form

s tð Þ ¼ anC tð Þcos 2πf ctð Þ � bnS tð Þsin 2πf ctð Þ ð4:18Þ

where {an} and {bn}, equivalent to those as defined in (4.16), are now the I and Q

binary data sequences and are also the odd- and even-numbered sequences of a

differentially encoded sequence {cn}. The output of the differential encoder is

expressed as

cn ¼ dncn�1 ð4:19Þ

and

an ¼ c2n�1, bn ¼ c2n ð4:20Þ

From (4.19) and (4.20), we can see that the binary data sequences {an} and {bn}
are obtained through the differentially encoded data sequence {cn} after a serial-to-
parallel converter, instead of through (4.16). Figure 4.3 illustrates such a quadrature

structure of an MSK modulator, which is realized by OQPSK weighted with

one-half cycle of a sinusoid.

Note that the expression of MSK in (4.18) still does not exactly resemble

the quadrature structure of OQPSK with one-half cycle of a sinusoid because C(t)
and S(t) are the continuous waveforms instead of shaping pulses. To replace the

continuous waveforms with the desired shaping pulse, we define a shaping pulse in

the form

Fig. 4.3 Equivalent quadrature implementation of MSK realized by OQPSK with a half-cycle

sinusoidal pulse
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p tð Þ ¼ sin
πt

2Tb

� �
, 0 � t � 2Tb

0, otherwise

8<: ð4:21Þ

Thus, the expression of MSK in (4.18) can be rewritten as

s tð Þ ¼ vi tð Þcos 2πf ctð Þ � vq tð Þsin 2πf ctð Þ ð4:22Þ

where

vi tð Þ ¼
X
n

�1ð Þnanp t� 2n� 1ð ÞTb½ � ð4:23Þ

vq tð Þ ¼
X
n

�1ð Þnbnp t� 2nTbð Þ ð4:24Þ

The negative signs in (4.23) and (4.24) perform the alternative polarity changes

of the I and Q shaping pulses at a symbol rate of 2Tb to create the continuous

waveforms expressed in (4.17). Thus, with a differential encoder before the serial-

to-parallel converter, MSK can be treated as a special case of OQPSK with the

pulse shape of a sinusoid lasting one-half cycle.

It can be clearly seen in Fig. 4.3 that the difference between the I–Q implemen-

tation of MSK and the conventional OQPSK with one-half cycle of a sinusoid is

that a differential encoder before the serial-to-parallel converter and alternatively

switching sign circuits in the I and Q channels are needed in the former. However,

the latter has the same property of the power spectral density (PSD) as the former,

but the latter cannot be differentially demodulated, while the former can.

To clearly compare the I–Q implementation waveforms of the equivalent quad-

rature MSK shown in Fig. 4.3 with ones of the conventional MSK shown in Fig. 4.1,

we illustrate their waveforms in Fig. 4.4. First, we start with the input signal d(t),
corresponding to the sequence dn, to the differential encoder, which is shown in

Fig. 4.4a. After the differential encoder, the differentially encoded data c(t) are split
into the odd-numbered signal a(t) on the I channel and the even-numbered signal

b(t) on the Q channel, as shown with the dashed-line curves in Fig. 4.4c, d. After the

I–Q signals are multiplexed with properly alternative signs, and then weighted with

the shape pulse p(t), the final baseband signals vi(t) and vq(t) are shown with the

solid-line curves in Fig. 4.3c, d. In order to compare the I–Q baseband signals

generated from the quadrature MSK modulation in Fig. 4.3 with ones created from

the conventional MSK modulation in Fig. 4.1, we illustrate the phase trajectory φ(t)
in Fig. 4.4e. The phase trajectory φ(t) that corresponds to the sequence in Fig. 4.4a

starts with 0 at time and changes either up π/2 for dn¼ 1 or down π/2 for dn¼�1.

From the phase trajectory φ(t), the I–Q baseband signals ui(t) and uq(t) expressed by
ui(t)¼ cosϕ(t) and uq(t)¼ sinϕ(t) under the assumption A¼ 1 in (4.15) are shown

in Fig. 4.4f and g, which are identical to the I–Q baseband signals generated

from the quadrature MSK modulation shown in Fig. 4.4c and d, respectively.
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Hence, the equivalent quadrature MSK modulation with a differential encoder prior

to a serial to parallel converter in Fig. 4.3 is identical to the conventional MSK

modulation in Fig. 4.1. Finally, the modulated MSK signal switched between two

frequencies of f1 and f2 controlled by the random sequence dn is shown in Fig. 4.4h.

Fig. 4.4 Waveforms in Fig. 4.3: (a) input data, (b) differentially encoded data, (c) OQPSK even-

numbered data/baseband signal in the I channel, (d) OQPSK odd-numbered data/baseband signal

in the Q channel, (e) MSK instantaneous phase, (f) MSK baseband signal in the I channel, (g) MSK

baseband signal in the Q channel, and (h) MSK-modulated signal
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The constellation of the MSK signal shows a circle in Fig. 4.5. The constellation

trace is represented on a X–Y plane by the magnitude and angle of the baseband

vector signal, in which the X-axis stands for the I branch and the Y-axis presents the
Q branch. The black dots represent all possible phase trajectory endpoints in the bit

interval Tb corresponding to points in Fig. 4.4e.

The PSD of the MSK-modulated signal is identical to that of the MSK baseband

signal that is expressed in (2.50) and plotted in Fig. 2.14. Even though PSD of the

MSK-modulated signal has fast side-lobe roll-off compared with the unfiltered

QPSK/OQPSK shown in Fig. 2.14, one of disadvantages for the MSK signal is

that its spectral main lobe is 50% wider than that of QPSK/OQPSK. Furthermore,

its spectral side-lobes don’t drop faster than that of SQORC. These disadvantages

don’t satisfy the critical requirements with respect to out-of-band radiation for

many wireless communication systems, such as from early SCPC satellite earth

station systems to current GSM systems, and thus limit its application. To mitigate

such disadvantages, a Gaussian-filtered MSK (GMSK) modulation scheme was

proposed by Murota in 1981 [3], which will be introduced in the next section.

4.3 Constant Envelope Modulation of GMSK

It can be clearly seen from the phase tree of the MSK signal in Fig. 4.2 that the

phase transition is not smooth at time t¼ nTb, n¼ 0,1,. . .whenever two consecutive
information bits are different, such as ‘1’ to ‘�1’ or ‘�1’ to ‘1’. Such an unsmooth

phase transition results in slow roll-off of spectral side-lobes. To achieve fast

roll-off of spectral side-lobes, a Gaussian lowpass filter is used to suppress the

high-frequency components of the NRZ data before a MSK modulator. Reasons for

choosing Gaussian LPF lies in the following properties [3]:

1. Narrow main lobe and fast roll-off side-lobes

2. Lower overshooting impulse response

3. Preservation of the filter output pulse area to keep m¼ 0.5

Q Channel

I Channel
0

Fig. 4.5 MSK

constellation with its

possible phase trajectories

162 4 Energy and Bandwidth-Efficient Modulation

http://dx.doi.org/10.1007/978-3-319-44222-8_2
http://dx.doi.org/10.1007/978-3-319-44222-8_2
http://dx.doi.org/10.1007/978-3-319-44222-8_2


4.3.1 VCO-Based GMSK Modulation

Like an early MSK modulator, a GMSK modulator used to be implemented in the

structure of the VCO-based FM modulation, as shown in Fig. 4.6, where the

modulation index of the binary digital FM modulator was controlled to be 0.5.

The input data sequence {dn} is passed through a square waveform pulse (or a zero-

order hold) to form NRZ data, and then through a Gaussian LPF to suppress high-

frequency components of the input NRZ data. The filtered NRZ signal as voltage

value b(t) controls VCO output frequency to form the GMSK-modulated signal.

A big challenge here is to keep m¼ 0.5 as closely as possible even through

temperature changes. Any inaccuracy of the modulation index m may cause

intersymbol interference (ISI) when GMSK is coherently detected at the receiver.

This VCO-based GMSK structure has not been used for more than two decades at

least due to the problem of modulation index accuracy.

4.3.2 Quadrature Architecture of GMSK

The GMSK-modulated signal has the same expression as MSK as shown in (4.1)

and (4.2). The only modification is that NRZ data must pass through a Gaussian

LPF. The instant phase ϕ(t) in (4.2) now is

ϕ tð Þ ¼ kd

ðt
�1

b τð Þd τ

¼ kd

ðt
�1

p τð Þ * hg τð Þd τ
ð4:25Þ

Fig. 4.6 VCO-based GMSK implementation
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where b(t) is the Gaussian LPF output and hg (t) is the impulse response of the

Gaussian LPF. The transfer function and impulse response of Gaussian LPF are

given by

G fð Þ ¼ exp �π
f

kgB

� �2
" #

ð4:26Þ

hg tð Þ ¼ ℑ�1 G fð Þ½ � ¼ kgBexp �πk2gB
2t2

	 

ð4:27Þ

with

kg ¼
ffiffiffiffiffiffiffi
2π

ln2

r
ð4:28Þ

where B is the �3-dB bandwidth of the Gaussian LPF. The pulse response of the

Gaussian LPF is more interesting the impulse response of the Gaussian LPF

because the input signal to the Gaussian LPF is actually composed of NRZ

sequences instead of the impulse response sequences.

For a single square waveform pulse g(t) with the amplitude 1 and time duration

Tb to the input of the Gaussian LPF, the output is [4]

p tð Þ ¼ g tð Þ * hg tð Þ

¼
ð1

�1
hg τð Þdτ ¼ kgB

ðtþTb

t

exp �π k2gB
2τ2

	 

dτ

¼ 1

2
erf �kg

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B t� Tb

2

� �s" #
þ erf kg

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B tþ Tb

2

� �s" #( ) ð4:29Þ

and

erf tð Þ ¼ 2ffiffiffi
π

p
ðt
0

exp �τ2
� 

dτ ð4:30Þ

With

g tð Þ ¼ 1,
��t�� � Tb=2

0,
��t�� > Tb=2

(
ð4:31Þ

Figure 4.7 shows the pulse response p(t) in (4.29) with different BTb values. The
pulse response of the GLPF has a limited width in the time domain, and spans one
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Tb for BTb¼1, while it spans several bit durations for a small BTb value. Further-
more, smaller BTb values lead to more compact filter spectra, but at the same time

the pulse response spreads over adjacent data and results in ISI.

There are two fundamental methods to implement the Gaussian LPF. The first

one is to use a FIR filter to design it, whose taps can be calculated from (4.27). The

number of taps is also dependent on the number of samples in the bit interval Tb.
The second method is to use a lookup table (LUT) to implement it as introduced

in [5]. The LUT method for the Gaussian filter is quite a bit simpler than the FIR

filter, and features a straightforward implementation.

Gaussian Filter Design: In the LUT-based Gaussian filter design we first need to

know how many different waveform segments at the output of the Gaussian filter

are contained in the bit duration of Tb for a certain BTb value such that we can

decide how many bits at the input of the Gaussian filter are needed. For example,

there are a total of 32 different segments for BTb¼ 0.3 within one bit duration Tb
(or from t/Tb¼ 0.5 to t/Tb¼ 1.5 in the eye diagram as shown in Fig. 4.8). We know

the different combination of five successive input bits (25¼ 32) corresponds to

each segment. The relationship between the output signal segment and input

data pattern is listed in Table 4.1, where only positive segments and their

corresponding input data are illustrated. Negative segments are easily obtained

based on the rule for positive segments, while the input data are taken NOT
operation, or 11110 to 00001.

The number of the segments within the bit duration Tb at the output of the

Gaussian filter is determined by the value of BTb. For example, the number of the

segments is 8 for BTb¼ 0.5. In this case, three consecutive input data sequences

determine one output segment at the output of the Gaussian filter from the total
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Fig. 4.7 Pulse response of Gaussian LPF with different BTb values
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eight segments. Because the pulse response of the Gaussian filter is symmetrical,

the number of the input sequences is always odd, or the middle sequence determines

the polarity of the output segment. (For the detailed circuit design, please

reference [5].) Furthermore, the number of the required segments can be reduced

to half or even more if some control logics are added [5].
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Fig. 4.8 Eye diagram at Gaussian filter output: (a) whole view and (b) detailed positive view
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I–Q Modulation: The GMSK-modulated signal can be also expressed by (4.1),

except that the phase ϕ(t) is substituted by (4.25) with kd¼ π/2 or

s tð Þ ¼ Acos 2πf ctþ ϕ tð Þ½ �
¼ Acos ϕ tð Þ½ �cos 2πf ctð Þ � Asin ϕ tð Þ½ �sin 2πf ctð Þ

¼ Acos
π

2

ðt
�1

b τð Þdτ
24 35cos 2πf ctð Þ � Asin

π

2

ðt
�1

b τð Þdτ
24 35sin 2πf ctð Þ

¼ Acos
π

2

ðt
�1

p τð Þ * hg τð Þdτ
24 35cos 2πf ctð Þ � Asin

π

2

ðt
�1

p τð Þ * hg τð Þdτ
24 35sin 2πf ctð Þ

¼ ui tð Þcos 2πf ctð Þ � uq tð Þsin 2πf ctð Þ
ð4:32Þ

where

ui tð Þ ¼ Acos
π

2

ðt
�1

p τð Þ * hg τð Þdτ
24 35 ð4:33Þ

uq tð Þ ¼ Asin
π

2

ðt
�1

p τð Þ * hg τð Þdτ
24 35 ð4:34Þ

Table 4.1 Relationship

between input data and all

positive output signals for a

Gaussian LPF with BTb¼ 0.3

Waveform

Index

Input data an�2, an�1,

an, an+1, an+2

Output

signal si(t)

1 11111 s1(t) [(a)–(b)]
a

2 11110 s2(t) [(a)–(d)]

3 01101 s3(t) [(f)–(g)]

4 01100 s4(t) [(f)–(h)]

5 11000 s5(t) [(e)–(h)]

6 11001 s6(t) [(e)–(g)]

7 00100 s7(t) [(n)–(o)]

8 00101 s8(t) [(n)–(p)]

9 00110 s9(t) [(k)–(i)]

10 00111 s10(t) [(k)–(j)]

11 01110 s11(t) [(c)–(d)]

12 01111 s12(t) [(c)–(b)]

13 10111 s13(t) [(l)–(j)]

14 10110 s14(t) [(l)–(i)]

15 10100 s15(t) [(m)–(o)]

16 10101 s16(t) [(m)–(p)]
a[(a)–(b)] means the segment starts at the line marked by

(a) and ends at the line marked by (b)
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The MSK-modulated signal in (4.14) and GMSK-modulated signal in (4.32)

indicate that they can be implemented in a quadrature I–Q structure as shown in

Fig. 4.9. One big advantage of the quadrature implementation of GMSK is to

guarantee the modulation index m¼ 0.5 exactly, which is strictly required by

coherent detection.

In the GSM standard, the output data from the GSM burst is a binary

{dn} 2 {0,1} bit sequence. This Return to Zero (RZ) sequence is first mapped to

a Non Return to Zero (NRZ) a(t) 2 {0,1} sequence, and then is differentially

encoded into â(t) in the interval ðn� 1ÞTb � t � nTb as follows:

â t� nTbð Þ ¼ a t� nTbð Þ � a t� n� 1ð ÞTbð Þ ð4:35Þ

where� denotes modulo 2 addition. To avoid an uncertain start condition, the GSM

standard recommends the bit 1 is assumed to precede the burst to be processed at

time tþ Tb � t < 0

For an analog Gaussian LPF implementation, differentially encoded sequence

â(t) is mapped onto +1 and �1 symbols to form the modulation data signal p(t)
input to a Gaussian filter as follows:

p t� nTbð Þ ¼ 1� 2â t� nTbð Þ ð4:36Þ

Fig. 4.9 Quadrature implementations of MSK/GMSK digital baseband I–Q signals, where

Gaussian filter is bypassed for MSK
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The procedure above is mapped a logic 1 to a symbol �1 and a logic 0 to a

symbol +1, respectively. For the look-up-table (LUT) Gaussian LPF implementa-

tion as shown in Table 4.1, however, the differentially encoded sequence â(t) does
not need to be mapped onto +1 and�1 symbols. In such a case, the modulation data

signal p(t) is given by

p t� nTbð Þ ¼ â t� nTbð Þ ð4:37Þ

For the GMSK modulation in the GSM standard, the output waveforms of

Gaussian LPF can be generated by using the LUT method as listed in Table 4.1,

according to the combination of a continuous five-bit input sequences to the

Gaussian LPF with BTb¼ 0.3. Note that a smaller BTb value may require the

combination of more input bit sequences.

A differential encoder at the transmitter is used to remove nature 180� phase

ambiguity at the receiver, where a differential decoder at the receiver is employed

to recover the original bit stream. Such a combination of differential encoding at the

transmitter and differential decoding at the receiver results in a loss in BER

performance relative to that obtained by conventional OQPSK.

The modulation data signal p(t) is then passed through the Gaussian lowpass

filter to form the smooth instant frequency modulation signal b(t). After an inte-

grator in the analog domain or an accumulator in the digital domain, the smooth

phase modulation signal ϕm(t) is generated. The modulation phase signal ϕm(t) is
then used as the argument for sine and cosine functions to create the baseband I–Q

signals. Figure 4.9 also illustrates different waveforms corresponding to different

circuit blocks.

To prevent the output value of the phase accumulator from being too large, we

use a logic control circuit to change the unwrapped phase signal to a wrapped phase

signal within the range of �π. Whenever the phase ϕm(t) at the accumulator output

is greater than π, the accumulator extracts 2π from its current phase. On the other

hand, whenever the phase is less than –π, the accumulator adds 2π to its current

phase. Figure 4.10a shows both unwrapped and wrapped phase signals at the output

of the accumulator, where there are 16 samples per bit interval of Tb and the phase

signal starts with an initial phase of zero. Figure 4.10b illustrates the baseband I–Q

signals created from the wrapped phase signal used as the argument for sine and

cosine functions.

Figure 4.11 illustrates the equivalent analog I–Q waveforms corresponding

to the digital waveforms on the I-CH and Q-CH branches in Fig. 4.9.

The differentially encoded sequence p(t) to the Gaussian LPF is processed by

using (4.36) in order to change to +1 and �1 symbols as shown in Fig. 4.11d.

The initial value “1” of the input sequence a(t) to the differential encoder is

assumed at time –Tb� t� 0. Due to Gaussian filtering, the phase ϕm(t) for

GMSK becomes much smoother than one for MSK at the corner of the phase

direction change whenever the input data change polarity as shown in Fig. 4.11e.

This means that the phase change of the GMSK signal does not reach the maximum

�π/2 phase shift at the end of the bit period whenever the input bit changes its
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polarity. The extent of the phase smoothing is determined by the BTb value. The
smaller the BTb value is, the smoother the phase ϕm(t) is. It is known that the

smooth phase of the GMSK signal results in its spectrum being more compact, but

with more severe ISI.

Figure 4.12 shows the photographs of the eye diagrams and baseband signals of

the GMSK signal used in the GSM system, where the bit rate fb is 207.833 kbps.

The GMSK baseband signals have ISI at the maximum eye-opening instants. ISI is

caused by intentionally generating a constant envelope that allows the use of a

nonlinear power amplifier to achieve energy efficiency. The property of the con-

stant envelope that is characterized by the constellation is shown in Fig. 4.13. Four

thick arc segments on the constellation are due to many overlapped traces shown in

the range marked in (m) and (n) in Fig. 4.11f, g in a relatively short time. These

thick arc segments will be shinier than any other parts if the constellation is

displayed on an oscilloscope due to their staying relatively longer than any other

parts in the certain time period.

Figure 4.14 shows curves of the normalizedGMSKPSD related to different values

of the Gaussian filter BTb. The case of BTb¼1 corresponds to MSK. The GMSK

signal, especially for smaller BTb values, has a narrower main lobe of spectrum and

faster drop-off side-lobes than that of the MSK, which leads to a great advantage of
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and the phase signal starts with an initial value of zero
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GMSK over MSK in the transmission bandwidth. This is major reason that MSK

modulation is rarely used in today’s digital communication systems. However, the

smaller the BTb value is, the worse the BER performance is due to larger ISI.

4.4 Nearly Constant Envelope Modulation of FQPSK

Previously in this chapter we mentioned that MSK and GMSK signals with constant

envelope can achieve greater energy and spectral efficiency when they are trans-

mitted over nonlinear channels compared with QPSK and OQPSK signals.

The PSD of a modulated signal at the output of the power amplifier (PA) is

approximately identical to its PSD at the input of the PA if the envelope of the

input-modulated signal is constant. This is because AM-AM conversion and

AM-PM conversion of the PA do not distort the amplified signal when a

RF-modulated signal with a constant envelope is amplified by the PA.

In this section, Feher-Patented Quadrature Phase Shift Keying (FQPSK) modu-

lation techniques [6], which have the properties of possessing either a non-constant

or nearly constant envelope but achieve significant improvements in spectral effi-

ciency and energy efficiency, are described. The family of FQPSK techniques have
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Fig. 4.11 Various waveforms in Fig. 4.9: (a) NRZ data, (b) one-bit delayed NRZ data,

(c) differentially encoded NRZ data, (d) differentially encoded NRZ to +1/�1 symbol mapping

and then Gaussian filtered signal (or instantaneous modulation frequency signal), (e) instantaneous

modulation phase signal, (f) baseband signal in I channel (MSK in solid-line, GMSK in dashed-
line), and (g) baseband signal in Q channel (MSK in solid-line, GMSK in dashed-line)
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been developing since early 1982. As of 2015, from the author’s point of view, there
were mainly four different versions of modulation techniques that had been studied

and developed. The first version of FQPSK, which is also called intersymbol

interference- and jitter-free OQPSK (IJF-OQPSK), was proposed to replace

QPSK/OQPSK and MSK modulations for low-cost-power and bandwidth-efficient

satellite earth stations in 1982 due to its small envelope fluctuation of 3 dB, in which

Fig. 4.12 GMSK signal with BTb¼ 0.3 (a) baseband signals in I–Q branches and (b) eye dia-

grams in I–Q branches
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the transmission channels exhibit nonlinear characteristics or fully saturated ampli-

fications. Besides its energy and spectral efficiency, the IJF-OQPSK signal shows

BER performance that is superior to that of QPSK/OQPSK and MSK signals in an

additive white Gaussian noise and adjacent channel interference environment. In

order to further reduce the maximum 3-dB envelope fluctuation of IJF-OQPSK, a

superposed QAM (SQAM)modulation technique was introduced in 1983 as the next

version of FQPSK [7]. The maximum envelope fluctuation of the SQAM signal is

reduced from 3 dB (A¼ 1 for IJF-OQPSK) to 0.7 dB (A¼ 0.7). Therefore, the

SQAM signal shows further improvements over the IJF-OQPSK signal in energy,

spectral efficiency, and BER performance in a nonlinear channel. At almost the same

time, a cross-correlated PSKmodulation technique called XPSK as the third version

of FQPSK was introduced in 1983 [8] by adding the cross-correlation between the I

and Q channels to obtain a nearly constant envelope. The spectral efficiency and

BER performance of the XPSK signal in a nonlinear channel is almost the same as

that in a linear channel due to its nearly constant envelope. The spectral efficiency of

XPSK is superior to that of IJF-OQPSK, and the BER performance of XPSK is

almost the same as that of the IJF-OQPSK in a nonlinear channel. It had not been

further improved until 1998, when the Butterworth filtered XPSK, also named

FQPSK-B as the fourth version of FQPSK, which was first studied and researched

in 1996, was invented by Dr. Kamilo Feher. This more recent version of FQPSK-B

or simply called FQPSK has achieved great energy and spectral efficiency in a

nonlinear channel. Since then, FQPSK has been adopted as the standard modulation

technique in many applications, especially for high-data-rate transmissions, where

the available bandwidth is limited.

FQPSK mainly employs pulse shaping to achieve compact spectrum and cross-

correlation between the I–Q channels to significantly reduce envelope fluctuation of

the modulated signal and then achieve high energy and spectral efficiency through

nonlinear power amplifiers. FQPSK has been demonstrated and confirmed by the

extensive studies conducted by the US Department of Defense (DoD), National

Aeronautics and Space Administration (NASA), and the International Consultative

Committee for Space Data Systems (CCSDS) to be the most energy- and spectral-

efficient systems with robust BER performance when nonlinearly amplified. In

2000, FQPSK was adopted as the standard in the Aeronautical Telemetry Standard

IRIG 106 [9].

Since a nonlinear amplifier is more RF energy efficient and leads to longer

battery duration, and lower cost, it is highly desirable for applications that require

high transmit-energy efficiency and long battery duration such as satellite and

cellular systems.

4.4.1 XPSK Modulation

In Chap. 2, we introduced the concepts and generations of IJF-OQPSK and SQAM

in the FQPSK family and also demonstrated that a SQAM signal with A¼ 0.8 has

the properties of smaller envelope fluctuation and higher energy and spectral
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efficiency than an IJF-OQKSK signal through nonlinear channels. In order to

further improve constant envelope characteristics, in 1983 Sato and Feher pro-

posed a cross-correlation operation be performed on a pair of IJF encoder outputs

at every half-symbol interval between the I–Q channels, which was originally

called Cross-Correlated Phase Shift Keying (XPSK) [8]. The cross-correlator is

inserted at the output of the IJF encoders on the I–Q channels, as indicated by a

dashed-line block in Fig. 4.15. In general, this block diagram can be used to

generate the baseband waveforms of IJF-OQPSK, XPSK, and filtered XPSK

(or FQPSK-B). IJF-OQPSK modulation (corresponding to all solid-line blocks)

is the same as OQPSK excluding IJF-OQPSK encoders. After a serial-to-parallel

(S/P) converter, the input bit non-return-to-zero (NRZ) data with the bit interval

Tb are converted into the I and Q NRZ symbol data xI(t) and xQ(t) with the symbol

interval of Ts¼ 2Tb:

xI tð Þ ¼
Xþ1

n¼�1
dI,ng t� nTsð Þ ð4:38Þ

xQ tð Þ ¼
Xþ1

n¼�1
dQ,ng t� nTsð Þ ð4:39Þ

where the pulse shaping is rectangular, or

g t� nTsð Þ ¼ 1,
��t� nTs

�� � Ts=2

0,
��t� nTs

�� > Ts=2

(
ð4:40Þ

and

dIn ¼ �1, with probability of 1=2 for each

dQn ¼ �1, with probability of 1=2 for each

NRZ
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Fig. 4.15 Block diagram of an IJF-OQPSK modulator, where a cross-correlator in the dotted-

dashed line and LPFs in the dotted line are excluded
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The I channel data xI(t) and the half-symbol interval delayed Q channel data

xQ(t –Ts/2) are then encoded into IJF baseband signals bI(t) and bQ(t), respectively,
which are expressed as

bI tð Þ ¼
Xþ1

n¼�1
bIn tð Þ ð4:41Þ

where

bIn tð Þ ¼

s1 t� nTsð Þ ¼ se t� nTsð Þ, if dI,n�1 ¼ dI,n ¼ 1

s2 t� nTsð Þ ¼ �se t� nTsð Þ, if dI,n�1 ¼ dI,n ¼ �1

s3 t� nTsð Þ ¼ so t� nTsð Þ, if dI,n�1 ¼ �1, dI,n ¼ 1

s4 t� nTsð Þ ¼ �so t� nTsð Þ, if dI,n�1 ¼ 1, dI,n ¼ �1

8>>>><>>>>: ð4:42Þ

and the odd and even waveforms, so(t) and se(t), meet

so t� nTsð Þ ¼ �so �tþ nTsð Þ, for
��t� nTs

�� < Ts=2

se t� nTsð Þ ¼ se �tþ nTsð Þ, for
��t� nTs

�� < Ts=2

so t� nTsð Þ ¼ se t� nTsð Þ, for
��t� nTs

�� � Ts=2

ð4:43Þ

and are defined by

so t� nTsð Þ ¼ sin
πt

Ts

, for
��t� nTs

�� < Ts=2

se t� nTsð Þ ¼ 1, for
��t� nTs

�� < Ts=2

ð4:44Þ

These two fundamental waveforms are shown in Fig. 4.16 and are the same as

the first and third segments in Fig. 2.15. The Q channel waveform segment bQn (t)
can be generated by the same mapping as bIn (t) in (4.42), which is delayed by a

half-symbol relative to bIn (t). Figure 4.17 shows the baseband signals of

t0

1

-1

so(t) se(t)

t-Ts/2

-Ts/2

Ts/2 Ts/20

1

Fig. 4.16 Odd and even waveforms of so(t) and se(t)
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IJF-OQPSK at different observation points in Fig. 4.15. The dashed-line waveforms

represent the baseband signals of IJF-OQPSK.

In XPSK baseband generation, for the nth data symbol input dI,n in (4.38), the

waveform of the I channel in the half-symbol interval at the output of the cross-

correlator is dependent on not only one current data symbol dI,n and one previous

data symbol dI, n�1 on the I channel, but also one current data symbol dQ, n and two
previous data symbol dQ, n�1, dQ, n�2 on the Q channel in order to reduce the

envelope fluctuation. The same waveform segment process is applied to the

baseband waveform of the Q-channel. Hence, the baseband waveform shapes on

the I channel and the Q channel at the output of the correlator are correlated with

each other. As a result, a nearly constant envelope modulation can be achieved. A

detailed description and baseband signal generation can be found in Appendix C.

The baseband signals cI(t) and cQ(t) of the cross-correlated FQPSK or XPSK are

shown in Fig. 4.17b, d (represented by the solid-line waveforms). Eye diagrams and

constellation are shown in Figs. 4.18 and 4.19, respectively. As shown in Fig. 4.18,

ISI at the decision instants in either the I channel or Q channel are intentionally

introduced to achieve constant envelope characteristics. Mathematically, the enve-

lope of the cross-correlated FQPSK is nearly constant, as shown in Fig. 4.19. As a

result, the cross-correlated FQPSK avoids PSD regrowth when passing through a

nonlinear amplification channel.
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Fig. 4.18 Eye diagrams of cross-correlation FQPSK, or XPSK
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4.4.2 FQPSK-B

Even though the XPSK modulation technique was first published as early as 1983,

further spectral efficiency had not been significantly improved without significant

degradation of the BER until 1996 when the baseband signals of XPSK were

filtered through Butterworth lowpass filters at the output of the cross-correlator,

as shown in Fig. 4.15 [6]. A 3-dB bandwidth B3dB of the lowpass filter is set to an

appropriate value according to a multiplication of B3dBTb, in which Tb is the bit rate,
such that the side-lobes of the PSD could roll off quickly. Due to the Butterworth

filtering process, the filtered XPSK has been called FQPSK-B since then. Now

FQPSK simply stands for this latest process, or FQPSK-B. With such filtering,

the PSD of FQPSK-B through both linear and nonlinear channels rolls off signif-

icantly with the frequency increase compared with XPSK, while its envelope

fluctuation slightly deviates from nearly constant. FQPSK-B, however, only suffers

from BER degradation of 0.2 dB compared with unfiltered FQPSK.

In real applications, the baseband signals of FQPSK-B are generated in the

digital domain and then are converted into the analog baseband signals through

DACs. Before modulating a pair of orthogonal carrier signals, the analog baseband

signals need to be passed through a lowpass filter, also called a reconstruction filter,

in order to attenuate the image signals and high-order harmonic components. Thus,

Butterworth lowpass filters with the cutoff frequency setting for FQPSK-B can be

also used as the reconstruction filters in the I and Q channels without the need for

extra lowpass filters.

Figure 4.20 illustrates the comparison of power spectral densities among

FQPSK-B and other modulation formats in both linear and nonlinear channels.

It is clear that the PSD of FQPSK-B is slightly affected by nonlinear amplification
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compared to one by linear amplification channel. FQPSK-B, however, still achieves

a significant spectral advantage over the filtered OQPSK, MSK, GMSK with

BTb¼ 0.3, IJF-OQPSK, and XPSK (or unfiltered FQPSK) modulations in a

nonlinear channel. Even compared with GMSK, the PSD of FQPSK-B shows a

spectral advantage over GMSK with BTb¼ 0.3 down to –90 dB.

4.5 Coherent Demodulation

In general, MSK and GMSK signals can be either coherently detected or

non-coherently (or differentially) detected with the same method at the receiver.

In the former detection, the MSK signal can be treated as a special case of an

OQPSK signal with sinusoidal pulse shaping (or weighting). Hence, the MSK

signal can be coherently detected by using the same methods as those used for

OQPSK signal. In the latter case, since MSK is a type of SFSK with a modulation

index of 0.5, it can also be differentially detected. The major difference between

coherent detection and differential detection is that in the former a reference carrier

signal in the receiver needs to phase-lock to the carrier phase of the received MSK

signal, while in the latter the receiver does not need such a phase-locked reference

carrier signal. In fact, in the differential detection it simply uses a delayed version of

the received MSK signal as the local reference carrier to multiply the received MSK

signal. Compared with the recovered carrier signal performed by a phase-locked

loop (PLL), the delayed version of the received MSK signal contains not only noise,

but also information data. Hence, it can be expected that the performance of

differential detection for MSK should be poorer than that of coherent detection.

Since the performance of coherent detection is superior to that of differential

detection and the training-sequence-aided carrier recovery required by coherent

detection performs very fast in modern digital communication systems, such as

GSM and WLAN, we will only introduce the coherent detection methods in

this book. For differential detection, the interested reader can reference materials

in [2, 10].

Considering that an equalizer may be used in conjunction with a

decision-directed carrier recovery loop, we will first introduce some fundamental

equalization techniques that can be used together with the decision-directed carrier

recovery loop in coherent detection.

4.5.1 Adaptive Equalization

Based on its structure, an adaptive equalizer can be classified into a linear

equalizer and a nonlinear equalizer. The linear equalizer is usually implemented

with the transversal filter or the finite impulse response (FIR) filter, which is also

called a feed-forward filter. The nonlinear equalizer that is also called a
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decision-feedback equalizer (DFE) has the feedback filter in addition to the feed-

forward filter. Figure 4.21 illustrates a general block diagram of a decision-

feedback equalizer. In the following sections, we will only introduce the linear

equalizer.

4.5.1.1 Zero-Forcing Linear Equalizer

A linear equalizer is usually constructed by a feed-forward FIR filter with an order

of L and adjustable coefficient length of L+ 1, as shown in Fig. 4.21. Assume the

equalizer has a coefficient vector at time t¼ kT

ck ¼

ck 0ð Þ
ck 1ð Þ
⋮

ck Lð Þ

266664
377775 ¼ ck 0ð Þ ck 1ð Þ . . . ck Lð Þ½ �T ð4:45Þ

The input signal vector to the equalizer is

vk ¼ vk vk�1 	 	 	 vk�L½ �T ð4:46Þ

The equalizer output is expressed as

yk ¼
XL
l¼0

ck lð Þvk�l

¼ vT
k ck ¼ cTk vk

ð4:47Þ

T T

- +
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ky kŷ

ke kd

T

)(0kb

T

)(1kb

-1kŷ -2kŷ
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Fig. 4.21 A block diagram of an adaptive decision-feedback equalizer
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The error signal at time t ¼ kT created at the output of the equalizer is

ek ¼ dk � yk ¼ dk � vT
k cK ¼ dk � cTk vK ð4:48Þ

where dk is the desired sequence at time t ¼ kT: Theoretically, the zero-forcing

algorithm completely eliminates ISI at the output of the equalizer (or the FIR filter)

by using an inverse filter to the transfer function of the distorted channel, regardless

of noise in the channel. The zero-forcing algorithm is obtained by adjusting the

coefficients of the equalizer to force the cross-correlation between the error signal

ek ¼ dk � yk: and the desired data signal dk at time t ¼ kT to be zero while ignoring

the ratio of the signal-to-noise at the output of the equalizer. This requires

E ekd*k�n½ � ¼ E dk � ykð Þd*k�n

� � ¼ 0, n ¼ 0, 1, . . . ,L ð4:49Þ

To meet the condition of (4.49), the coefficients of the equalizer are adaptively

updated as follows:

ckþ1 nð Þ ¼ ck nð Þ þ λekd
*
k�n, n ¼ 0, 1, . . . ,L ð4:50Þ

where ck(n) is the value of the n-th coefficient at time t ¼ kT; and λ is the step size

that controls the rate of the coefficient adjustment.

In (4.50), the desired signal dk is usually unknown in the receiver unless the

training signal is used. In practice, the detected output sequence ŷk is used to replace
the desired sequence dk. Thus, (4.50) is written as

ckþ1 nð Þ ¼ ck nð Þ þ λeek ŷ *
k�n, n ¼ 0, 1, . . . ,L ð4:51Þ

where the error signal is eek ¼ ŷ k � yk: The expression in (4.51) is a practical zero-
forcing (ZF) algorithm. In the training-based equalizer, (4.50) is usually used

during the training period if the training sequence is available. Before the training

period is over, the equalized signal eye diagrams at the output of the equalizer are

quite open and therefore the decisions at the output of the detector are sufficiently

reliable so that the training sequence dk can be replaced by the decision sequence ŷk.
When the training period is over, (4.51) is switched to continue the coefficient

adaptation process. Figure 4.22 illustrates the adaptive zero-forcing equalizer

switched between the training mode and adaptive operation mode. A dashed-line

delay block is used in the actual implementation and will be discussed in the

following section.

In certain applications, (4.51) can be used at the beginning of adaption if the

training sequence is not available. If the zero-forcing equalizer does not converge,

the zero-forcing equalizer will restart the adaptation again with the initial coeffi-

cients until it can achieve convergence. It has been demonstrated in microwave

digital communication systems that the zero-forcing equalizer has shown a superior

convergence property compared to an least-mean square (LMS) equalizer at the

beginning of adaption, when there is no training sequence available. When the eye
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diagram or signal constellation at the output of the equalizer is quite open, the

coefficient update equation in (4.51) is replaced by an equation based on an LMS

algorithm. The performance of the LMS algorithm is superior to the performance of

the ZF algorithm under low-SNR ratio conditions, but the LMS algorithm is

identical to the ZF algorithm when the SNR is high. The LMS algorithm will be

described in the following section.

4.5.1.2 Least-Mean Square Linear Equalizer

The LMS algorithm is determined by the mean square error (MSE) criterion, which

minimizes the mean square value of the error signal at the output of the equalizer by

adjusting the coefficients of the equalizer. It is obvious that the optimal coefficient

values of the equalizer are dependent on the SNR at the input of the equalizer. In the

MSE criterion, a cost function ξ is

ξ¼ E ekj j2
h i

¼ E ek dk � cTKvK
� *h i ð4:52Þ

The coefficient vector cK of the equalizer should be adjusted in such a direction

to minimize the mean square error function ξ. One widely used method is called

the method of steepest descent, which leads to the LMS algorithm with the vector

expression for adaptively adjusting the coefficients of the equalizer as

T T

–

T

λ

T T +TT

T T T

( )* ( )*( )* ( )*

Delay

ykˆ

ek

yk

vk vk−1 vk−2 vk−L
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Fig. 4.22 An adaptive linear equalizer with zero-forcing algorithm
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ckþ1 ¼ ck þ λ � ∂ξ
∂c*

	 
���
C¼CK

¼ ck þ λekv*k

ð4:53Þ

The LMS algorithm for each individual coefficient adjustment is expressed as

ckþ1 nð Þ ¼ ck nð Þ þ λeekv*k�n, n ¼ 0, 1, . . . ,L ð4:54Þ

where the error signal eek ¼ ŷ k � yk is used to replace ek ¼ dk � yk in (4.53) in the

case when the decision sequences are more reliable. Comparing (4.54) with (4.51),

we can see that the difference between the LMS algorithm and the ZF algorithm is

that vk in the former is the input signal of the equalizer while ŷ k sin the latter is the

decision signal.

Practical Implementation of the Equalizer: In practical communication systems,

the received baseband signals are usually complex signals, consisting of real and

imaginary parts. Thus, the coefficients of the equalizer in either the LMS algorithm

or ZF algorithm are complex values. The equalizer with complex coefficients,

however, can be implemented with four sub-equalizers, each with real coefficients.

The real and imaginary coefficients are obtained from the real and imaginary parts

of the input and output of the equalizer:

yk ¼ cTk vk

or

yI,k þ jyQ,k ¼ cI,k þ jcQ,k½ �T 
 vI,k þ jvQ,k½ �
¼ cT0,kvI,k þ cT1,kvQ,k þ j cT2,kvQ,k þ cT3,kvI,k

� � ð4:55Þ

In (4.55), we changed the I and Q subscripts with the numbers 0–3 representing

four real coefficients. Thus, one equalizer with complex coefficients can be split

into four individual equalizers with real coefficients in each. These four equalizers

in practice, however, should have independent coefficients because the I–Q chan-

nels may have both amplitude and phase imbalances. Therefore, this asymmetric
baseband equalizer architecture is used in practice instead of the conventional

complex or symmetric baseband equalizer architecture.

Expressed with four independent real coefficients, the equalizer based on the

ZF algorithm in (4.51) can be rewritten as

c0,kþ1 nð Þ ¼ c0,k nð Þ þ λeeI,kŷ I,k�n

c1,kþ1 nð Þ ¼ c1,k nð Þ þ λeeI,kŷ Q,k�n

c2,kþ1 nð Þ ¼ c2,k nð Þ þ λeeQ,kŷ Q,k�n

c3,kþ1 nð Þ ¼ c3,k nð Þ þ λeeQ,kŷ I,k�n, k ¼ 0, 1, . . . ,L

ð4:56Þ
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Similar to the ZF algorithm, the LMS algorithm in (4.54) can be rewritten as

c0,kþ1 nð Þ ¼ c0,k nð Þ þ λeeI,kvI,k�n

c1,kþ1 nð Þ ¼ c1,k nð Þ þ λeeI,kvQ,k�n

c2,kþ1 nð Þ ¼ c2,k nð Þ þ λeeQ,kvQ,k�n

c3,kþ1 nð Þ ¼ c3,k nð Þ þ λeeQ,kvI,k�n, n ¼ 0, 1, . . . ,L

ð4:57Þ

The real and image output signals in (4.55) are

yI,k ¼
XL
n¼0

c0,k nð Þ 
 vI,k�n þ
XL
n¼0

c1,k nð Þ 
 vQ,k�n

yQ,k ¼
XL
n¼0

c2,k nð Þ
vI,k�n þ
XL
n¼0

c3,k nð Þ 
 vQ,k�n

ð4:58Þ

Figure 4.23 shows a block diagram of a finite impulse response (FIR) filter or

equalizer, in which one FIR filter with the complex coefficients is split into four

identical FIR filters. Each filter has independent and real coefficients that can be

updated by the ZF or LMS algorithm, depending on actual applications. Four

identical FIR filters with independent coefficients are capable of cancelling the

gain and phase imbalance errors on the I–Q branches at the receiver besides

multipath fading compensation.

Sign Simplification: In practice, sign information obtained in the delayed input

signal of vk can be used to replace its actual value in order to simplify some

calculations. In such a simplification, the LMS algorithm in (4.57) becomes

c0,kþ1 nð Þ ¼ c0,k nð Þ þ λeeI,ksign vI,k�n½ �
c1,kþ1 nð Þ ¼ c1,k nð Þ þ λeeI,ksign vQ,k�n½ �
c2,kþ1 nð Þ ¼ c2,k nð Þ þ λeeQ,ksign vQ,k�n½ �
c3,kþ1 nð Þ ¼ c3,k nð Þ þ λeeQ,ksign vI,k�n½ �, n ¼ 0, 1, . . . , L

ð4:59Þ
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where sign(x) is defined as

sign xð Þ ¼ 1, for x � 0

�1, for x < 0

(
ð4:60Þ

With such a simplification, it is clear that the equalizer can be simply

implemented without such a multiplication with the error signal for each of the

four updated equations in (4.59). Of course, the error signal may also be replaced

with its sign information for further simplification, but the step size value should be

reduced.

Latency in Multiplication and Addition Operations: In a practical implementa-

tion, each multiplication or addition causes one delay unit because all mathematical

operations are updated at each clock period. Furthermore, the addition operation

after the multiplication with more than two inputs should be decomposed into

several adders each with only two inputs. Hence, an adder with more inputs results

in more stages of the addition operation after the decomposition.

Figure 4.24 shows the latency caused by actual multiplication and addition

operation in the five-coefficient equalization implementation. The total latency

T T TT
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kv 1−kv 2−kv 3−kv 4−kv
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ky
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Fig. 4.24 A block diagram

of a practical FIR filter

branch implementation
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for the five-coefficient equalizer is a four-clock period time of 4 T. Therefore the

error signal also needs to be delayed by 4 T before being used for the coefficient

adaption. For an equalizer with five coefficients, the amount of delay on the error

signal path in Fig. 4.24 is a four-clock period of 4 T. Corresponding to the four-

clock period of delay, the I and Q error signals in (4.56) and (4.57) should be

replaced by eeI,k�4 and eeQ,k�4 to ensure that the coefficients at the next time instant

are updated from ones at the current time instant and the associated error signal at

the correct time instant. The latency in actual multiplication and addition operations

clearly indicates why an an extra delay block in Fig. 4.24 is needed.

4.5.1.3 Blind Equalizer Based on Constant Modulus Algorithm

One problem that the adaptive equalizer updated with the LMS algorithm faces is

the need for training sequences. In trained equalization techniques, a known

training sequence is transmitted with information data to the receiver for the

purpose of initially adjusting the equalizer coefficients. Once the eye diagram at

the output of the equalizer is open before the training sequence is over, we may

switch the equalizer from a training mode to a decision-directed mode to form the

error signal. However, the training-sequence-based equalizer may not be practical

in some applications, such as aeronautical communication systems and multipoint

communication networks, where the receivers synchronize to the received signal

and adjust the coefficients of the equalizers without having a known training

sequence available. Therefore blind (no training sequence) equalization techniques

represent an attractive alternative for these applications.

One of the broadly defined classes of adaptive blind equalization algorithms

developed over the last 40 years is the group of steepest descent based algo-
rithms, which rely solely on the equalized output signal and a priori statistical

knowledge of the transmitted symbol constellation. These algorithms include the

Sato’s algorithm [11] and Godard’s algorithm [12] or the constant modulus

algorithm (CMA) [13]. The CMA for complex two-dimensional data communi-

cation systems is the most widely referenced blind equalization technique in both

industry and academia due to its simplicity and ease of implementation with

digital signal processing (DSP) chips. The CMA is well suited for use with a

constant envelope modulation signal at sampling points because it has a constant

modulus at the channel input. It can also be used for non-constant envelope

modulation signals, like M-ary QAM, at a low convergence rate. Furthermore,

unlike the LMS algorithm, the CMA approach has the advantage of allowing the

equalizer to be adapted independent of the carrier recovery because the CMA

cost function used to derive the CMA is insensitive to the phase of the equalizer

output. This advantage makes the CMA more powerful in opening the constel-

lation at the equalizer output than the LMS without the need to care about carrier

frequency offset and phase error. The carrier recovery can be carried out after the

equalizer.
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The CMA blind approach minimizes a cost function, whose minimum is equiv-

alent to minimizing the MSE for the LMS case. The cost function of the CMA

depends on the output of the equalizer and some a priori knowledge of the statistics

of the transmitted symbol constellation. A general cost function proposed by

Godard [12] is of the form

CFp kð Þ ¼ 1

4
E ykj jp � Rp

� 2h i
ð4:61Þ

where E[•] indicates statistical expectation, yk is the output of the equalizer at time

t¼ kT, p is a positive integer, and Rp is a positive real constant depending on the

transmitted signal constellation points and is given by

Rp ¼
E akj j2p
h i
E akj jp½ � ð4:62Þ

where ak is the complex symbol information at time t¼ kT at the transmitter. It

was demonstrated by Godard [12] that a relatively simple algorithm and fast

convergence speed can be obtained in the case of p¼ 2 compared with p¼ 1.

For QPSK, Rp can be normalized to be one, and thus the cost function in (4.61)

will be close to zero at the decision instants due to the constant envelope of the

QPSK modulation signal at the middle instant points of the baseband signals at the

transmitter. For a high-order QAM modulation, Rp is a constant value that projects

all of the constellation points onto the same circle [13].

For the case of p¼ 2, minimization of CF2(k) with respect to the equalizer

coefficients by using a stochastic gradient method results in the coefficient update

equation

ckþ1 nð Þ ¼ ck nð Þ þ λ � ∂CF2 kð Þ
∂c

	 
���
c¼ck

¼ ck nð Þ þ λeckv*k�n, n ¼ 0, 1, . . . , L
ð4:63Þ

with

eck ¼ yk R2 � ykj j2
	 


ð4:64Þ

where λ is the step size used to control the rate of the coefficient adjustment. Note

that the coefficient update equation of (4.63) is independent of the carrier phase.

Hence, the CMA-based blind equalizer has a particular advantage in allowing the

equalizer to be adapted independent of the carrier recovery. The carrier phase

tracking can be performed in a decision-directed mode after the equalizer, which

will be described in Sect. 4.5.2.5.
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4.5.2 Coherent Detection

In coherent detection, a receiver should synchronize the phase of the local reference

carrier with the phase of the received signal carrier and also synchronize the phase

of the local timing sequence with the phase of the recovered symbol sequence.

A fundamental MSK receiver based on the coherent detection principle is shown

in Fig. 4.25 [2, 14]. Without loss of generality, the received signal r(t) to the input of
the receiver in Fig. 4.25 is a modulated signal at either a radio frequency (RF) or an

intermediate frequency (IF). In the latter case, it is down-converted from the RF

modulated signal through a mixer. In either case, the received signal r(t) is

expressed by the transmitted signal s(t) that has the same expression as one in

(4.14) plus white Gaussian noise n(t). Then, the received signal r(t) is coherently
demodulated with a pair of orthogonal local signals C tð Þ cos 2πf ctþ φ̂ð Þ and

�S tð Þ sin 2πf ctþ φ̂ð Þ on the I–Q channels, respectively. where C(t) and S(t) are
two half-cycle sinusoidal pulse shapes given in (4.17), φ̂ is the carrier phase

estimate for the carrier phase φ(t) of the received signal r(t).
In an ideal carrier recovery case, the carrier phase difference between the

transmitter and receiver is Δφ ¼ φ̂ � φ ¼ 0: The coherently demodulated

baseband I–Q signals are passed through integrate and dump (I&D) circuits that

perform correlation detection or matched filtering to achieve optimum coherent

detection. The outputs of the correlator are sampled by the recovered symbol clock

signal at the bit rate or 1/2 symbol rate clock, alternatively. After each decision on

the I–Q channels, the I channel sequences are combined with the Q channel

sequences through a combiner, which consists of two XOR gates performing a

kind of differential decoding before producing the recovered data {d̂n}.
Compared with the optimum detection for MSK described above, the optimum

coherent detections for GMSK and FQPSK are more complicated. They need more

I&D branches corresponding to the different waveform segments to perform

1
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Fig. 4.25 A optimum coherent receiver of MSK
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correlation detections on both I–Q channels and employ the Viterbi Algorithm

(VA) to minimize the BER. In optimum coherent detection for FQPSK, FQPSK can

be considered as a trellis-coded modulation due to its cross-correlation and inherent

memory. The interested reader can read [2] for details.

In practice, it is preferable for the receiver to have low current consumption and

low cost as high priorities the conditions that do not significantly degrade the

performance, especially for mobile handset and portable communication devices.

In this section, we focus on traditional lowpass filtering (LPF) detection, simply

called a LPF detection, for both GMSK and FQPSK, which is implemented by

using lowpass filters to replace I&D circuits in Fig. 4.25. This type of LPF detection

is usually used to detect QPSK and OQPSK signals and has been demonstrated to

coherently detect MSK, GMSK, and FQPSK signals with slight performance

degradation relative to the optimum detection of GMSK and FQPSK.

It is clear in coherent detection that the carrier recovery and symbol timing

recovery play key roles in recovering the transmitted data. Hence we discuss some

practical options for implementing carrier synchronization methods. Generally,

there are two basic approaches to performing carrier synchronization at the

receiver. One is that a transmitter transmits a special signal called a pilot signal

or a training sequence together with the information-bearing signal. This pilot

signal can be inserted either at a certain frequency band or at a certain time slot

depending on applications. This pilot signal allows the receiver to extract and then

track the received carrier frequency so that its local oscillator can quickly synchro-

nize to the carrier frequency and phase of the received signal because most phase-

and amplitude-modulated signals don’t contain a carrier component in their spec-

trum due to the carrier’s being suppressed. However, such pilot-approach–based

carrier synchronization has the distinct disadvantage that the pilot signal occupies

certain frequency resources or time slots without carrying any information. The

second approach is to derive the carrier phase synchronization directly from the

received signal by means of some nonlinear methods, such as squaring loop carrier

recovery for MSK [14].

In the following sections, we will introduce two major types of carrier synchro-

nization techniques: reverse modulation or remodulation-loop–based carrier syn-

chronization and Costas-loop–based carrier synchronization. Both of them can be

used for the optimum detection and LPF detection.

4.5.2.1 Reverse Modulation Carrier Recovery

Generally, carrier recovery is performed at either an intermediate frequency (IF)

domain after down-conversion of the RF signal or all the way down to baseband

domain due to advanced DSP techniques. Hence, we focus our discussion on the

carrier recovery techniques in the IF and BB domains in the following sections. For

simplicity’s sake, we still use the symbol fc to represent for the carrier frequency

regardless of RF and IF signals.
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Before starting our discussion, we need to distinguish reverse modulation carrier

recovery from remodulation carrier recovery. In reverse modulation carrier recov-

ery, the recovered data are used to reversely modulate the received IF-modulated
signal in order to remove the modulation data and obtain a pure carrier component

as the input to the phase detector of the PLL. In remodulation carrier recovery, the

recovered data are employed to remodulate the recovered carrier signal as the input
to the phase detector of the PLL. In the former case, two input signals to the phase

detector are both pure carrier signals, while in the latter case they are both

modulated signals.

The reverse-modulation–based phase-locked loop is a popular carrier recovery

method that is very suitable for frame-based time-division multiplexing (TDM)

transmission. This method can achieve fast carrier recovery if a short length of

training sequences is inserted at the beginning of each frame. Of course, the reverse

modulation or remodulation loop can also be applied to non-training-sequence–

based carrier synchronization. It would be better for us to start with the reverse-

modulation-loop–based carrier recovery for a BPSK signal. A block diagram of the

reverse-modulation-loop–based carrier recovery for an intermediate frequency

(IF) BPSK signal r(t) is shown in Fig. 4.26, which may be expressed as

r tð Þ ¼ s tð Þ þ n tð Þ
¼ A tð Þ cos 2πf ctþ φð Þ þ n tð Þ

ð4:65Þ

where s(t) is the BPSK modulated signal at the IF, A(t) is the modulation waveform

carrying �1 data sequence, φ(t) is the carrier phase, and n(t) is a realization of a

zero-mean Gaussian noise with double-sided power spectral density N0/2 over the

bandwidth of s(t). For simplicity’s sake, noise is assumed to be zero in the received

signal.

First of all, the PLL is initially phase-locked to a local reference carrier signal

whose frequency set to be close to the carrier frequency fc of the input IF signal r(t)
in the absence of the received signal. When the input IF signal r(t) is detected in the

r (t)
Lowpass

Filter

VCO
fc

Delay
td

ˆcos(2p fct + j )

Loop
Filter

90°
Phase Shift

Bandpass
Filter

fc 

A(t) cos (2p fct + j )

e (t)

A(t − tL)Recovered signal

A(t − td) cos [2p fc (t − td) + j ]

Delay
ts

ˆsin [2p fc (t − ts) + j ]

Delay
tL

m (t)

Reverse modulator

Fig. 4.26 Reverse modulation carrier recovery for BPSK signal
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receiver, the PLL is immediately switched to the input IF signal to extract the

carrier component from the input-modulated IF signal. In order to recover the

carrier component from the IF-modulated signal, the delayed IF-modulated signal

is reversely modulated by the recovered data to remove the modulation data

through the reverse modulator. The local carrier signal is phase-locked to the

input frequency fc shortly if a training sequence is inserted at the beginning of

each frame. Otherwise, it would take a little bit more time for the local carrier signal

to be phase-locked to the input frequency fc.
During the carrier synchronization process, the IF BPSK signal is coherently

demodulated with the recovered carrier signal from the PLL and the information

waveform A(t) is recovered with the delay tL at the output of the lowpass filter

where the delay tL is caused by the lowpass filter. In turn, the recovered baseband

waveform is used to reversely modulate the delayed IF BPSK signal with time td in
order to remove the modulation signal A(t) from the IF signal. Thus, if time is

aligned well, or td ¼ tL ¼ ts; in the reverse modulation procedure, the input signal to

the phase detector is

m tð Þ ¼ A2 t� tdð Þ cos 2πf c t� tdð Þ þ φ½ � ð4:66Þ

Since the amplitude A2 t� tdð Þ is always positive, the sign information or �1

contained in A(t) is removed or the phase modulation is removed completely

from the delayed IF BPSK signal. Hence, the input signal m(t) to the phase detector
has a pure carrier component at the frequency of fc and is then used to

drive the PLL.

Now we introduce reverse-modulation-loop–based carrier recovery for a

GMSK signal, as illustrated in Fig. 4.27. The bandpass filtered IF signal r(t) is
expressed as

r tð Þ ¼ s tð Þ þ n tð Þ ð4:67Þ

where s(t) is the received GMSK signal at the IF and n(t) is the bandpass Gaussian
noise. The signal s(t) is given as

s tð Þ ¼ A cos 2πf ctþ ϕ tð Þ þ φ½ �
¼ ui tð Þ cos 2πf ctþ φð Þ � uq tð Þ sin 2πf ctþ φð Þ ð4:68Þ

where ui(t) and uq(t) expressed in (4.33) and (4.34) are the baseband signals on the I
channel and Q channel, respectively, and φ, the phase constant, is created through a
transmission channel and is used here for the purpose of carrier recovery. The

bandpass noise is

n tð Þ ¼ nc tð Þ cos 2πf ctþ φð Þ � ns tð Þ sin 2πf ctþ φð Þ ð4:69Þ

where nc(t) and ns(t) are the in-phase and quadrature components, respectively, of

the Gaussian noise and are assumed to be statistically independent.
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After passing through the bandpass filter without causing any intersymbol

interference, r(t) is multiplied by cos 2π f ctþ φ̂ð Þ and sin 2π f ctþ φ̂ð Þ; which

are the estimated orthogonal carrier signals from the VCO, and φ̂ is the estimated

carrier phase. The double frequency components due to the multiplication process

are removed by the lowpass filters following the mixers and the lowpass filtered

baseband signals are

IL tð Þ ¼ 1

2
ui tð Þ þ nc tð Þ½ � cos φ̂ � φð Þ � 1

2
uq tð Þ þ ns tð Þ
� �

sin φ̂ � φð Þ ð4:70Þ

QL tð Þ ¼ 1

2
uq tð Þ þ ns tð Þ
� �

cos φ̂ � φð Þ � 1

2
ui tð Þ þ nc tð Þ½ � sin φ̂ � φð Þ ð4:71Þ

The delayed and 90� phase-shifted IF signal as the input to the I channel mixer of

a reverse modulator is

yI tð Þ ¼ ui t� tdð Þsin 2πf c t� tdð Þ þ φ½ � þ uq t� tdð Þcos 2πf c t� tdð Þ þ φ½ �
þ nc t� tdð Þ sin 2πf c t� tdð Þ þ φ½ � þ ns t� tdð Þ cos 2πf c t� tdð Þ þ φ½ �

ð4:72Þ
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Fig. 4.27 Reverse modulation carrier recovery for QPSK/OQPSK/MSK/GMSK
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Similar to the I channel, the delayed IF signal as the input to the Q channel mixer

of a reverse modulator is

yQ tð Þ ¼ r t� tdð Þ
¼ uI t� tdð Þ cos 2πf c t� tdð Þ þ φ½ � � uQ t� tdð Þ sin 2πf c t� tdð Þ þ φ½ �

þ nc t� tdð Þ cos 2πf c t� tdð Þ þ φ½ � � ns t� tdð Þ sin 2πf c t� tdð Þ þ φ½ �
ð4:73Þ

If the phase error Δφ ¼ φ̂ � φ ¼ 0 in (4.70) and (4.71), then the filtered

baseband signals with the delay tL become

IL t� tLð Þ ¼ 1

2
ui t� tLð Þ þ nc t� tLð Þ½ � ð4:74Þ

QL t� tLð Þ ¼ 1

2
uq t� tLð Þ þ ns t� tLð Þ� � ð4:75Þ

If the delay td has compensated for the delay tL of the lowpass filters, or td ¼ tL;
and t0 ¼ t� td ¼ t� tL is met from (4.72) to (4.75), two products at the mixer’s
outputs of the reverse modulator are

Im tð Þ ¼ yI tð Þ 
 IL t� tLð Þ

¼ 1

2
u2i t0ð Þ þ 2ui t

0ð Þnc t0ð Þ þ n2c t0ð Þ� �
sin 2πf ct

0 þ φð Þ

þ 1

2
ui t

0ð Þuq t0ð Þ þ ui t
0ð Þns t0ð Þ þ uq t0ð Þnc t0ð Þ þ nc t0ð Þns t0ð Þ� �

cos 2πf ct
0 þ φð Þ
ð4:76Þ

Qm tð Þ ¼ yQ tð Þ 
 QL t� tLð Þ

¼ 1

2
ui t

0ð Þuq t0ð Þ þ uq t0ð Þnc t0ð Þ þ ui t
0ð Þns t0ð Þ þ nc t0ð Þns t0ð Þ� �

cos 2πf ct
0 þ φð Þ

� 1

2
u2q t0ð Þ þ 2uq t0ð Þns t0ð Þ þ n2s t0ð Þ
h i

sin 2πf ct
0 þ φð Þ

ð4:77Þ
The output of the sum is

m tð Þ ¼ Im tð Þ � Qm tð Þ

¼ 1

2
u2i t0ð Þ þ u2q t0ð Þ þ 2ui t

0ð Þnc t0ð Þ þ 2uq t0ð Þns t0ð Þ þ n2c t0ð Þ þ n2s t0ð Þ
h i


 sin 2πf ct
0 þ φð Þ

ð4:78Þ

Since the modulation is a cyclostationary stochastic process [1], the expected

value of m(t) is
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E m tð Þ½ � ¼ 1

2
E
�
u2i t0ð Þ þ u2q t0ð Þ� sin 2πf ct

0 þ φð Þ

þ 1

2
E n2c t0ð Þ þ n2s t0ð Þ� �

sin 2πf ct
0 þ φð Þ

ð4:79Þ

From the equation above, we can see that a pure carrier component at the

frequency fc appears in addition to bandpass white noise. Such a carrier component

can be acquired by the phase-locked loop (PLL).

The reverse modulation carrier recovery technique has been hardware-

implemented to coherently demodulate both GMSK and FQPSK signals with a

data rate of 270.833 kbps, in which the reverse modulator is digitally implemented

to accurately remove the modulation data from the IF input-modulated signal, as

shown in Fig. 4.28 [15]. This digital reverse modulator can replace the analog

reverse modulator represented by the dashed-line block in Fig. 4.27, including a

delay td block. In the digital reverse modulator, a delay with time td and four-state

phase shifter can be precisely implemented at a clock signal CLK. The recovered

data on the I–Q channels have a total of four combinations after the hard limiters in

each half-symbol (or a bit) duration due to an offset QPSK receiver structure with

each combination corresponding to one of four-state phase shifter outputs. Thus, the

output of the multiplexer controlled by the recovered data is the removed modula-

tion carrier signal at the IF frequency.

Figure 4.29a shows a relatively pure carrier component at the frequency of

1.25 MHz at the output of the reverse modulator. The power level of the carrier

component is about 30 dB above the noise level. From the carrier component purity

point of view, the reverse modulation carrier recovery loop is not only better than

the fourth power loop where the pure carrier component at the frequency of 4fc is

BPF out
r (t) Hard

Limiter
Delay td

4-State
Phase
Shifter

4-to-1
Multiplexer

0°

90°

180°

270°

IL (t)

QL (t)

m (t)

Recovered I channel data

Recovered Q channel data

Digital reverse modulator

CLK

Fig. 4.28 FPGA implementation of digital reverse modulator for GMSK and FQPSK
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Fig. 4.29 Carrier component spectrum at an IF of 1.25 MHz: (a) measured at PLL input and

(b) measured at PLL output
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attenuated if there is amplitude imbalance [16], but also better than the pilot-tone–

aided carrier recovery where additional power is consumed by pilot-tone signal

[17]. The phase noise of the synchronized carrier component at the output of the

PLL is shown in Fig. 4.29b. It is clear that the phase noise is further improved by

another 30 dB compared with the phase noise at the input of the PLL.

Figure 4.30 illustrates eye diagram patterns at the output of the lowpass filters in

the receiver after coherent demodulation when GMSK and FQPSK signals are

Fig. 4.30 Coherently demodulated eye diagrams: (a) GMSK with BTb ¼ 0:3; and (b) cross-

correlated FQPSK [15]
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passed through nonlinear amplification channels, respectively. A 3-dB bandwidth

of the bandpass filter of the receiver before the coherent detection is equal to

200 kHz, i.e., the normalized equivalent bandwidth BwTb ¼ 0:74; which is close

to the optimum parameter of 0.63 reported in [3].

4.5.2.2 Remodulation Carrier Recovery

Unlike the reverse modulation loop in Fig. 4.27, the remodulation loop [18, 19] uses

the recovered I–Q baseband signals to phase-remodulate a pair of quadrature carrier

signals from the PLL so that both inputs to the phase detector are the modulated

signals as shown in Fig. 4.31 rather than the un-modulated (or carrier) signals.

Here the recovered baseband I–Q signals are hard-limited before remodulating the

recovered carrier signal because the error signal e(t) is only dependent on the phase
difference between the received phase-modulated signal and the phase-remodulated

signal. In the following, we shall derive the phase error signal at the phase detector

output.

After the bandpass filter, r(t), given in (4.67), is multiplied by cos 2πf ctþ φ̂ð Þ
and sin 2πf ctþ φ̂ð Þ; which are the estimated orthogonal carrier signals from the

VCO and φ̂ is the estimated carrier phase. The output baseband signals on the I–Q

channels after coherent demodulation and lowpass filtering are expressed by

r(t)
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Filter
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QL(t)

m(t)
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+

eL(t)
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Fig. 4.31 Remodulation carrier recovery for QPSK and OQPSK, where inputs to the phase

detector are both modulated signals
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IL tð Þ ¼ 1

2

�
ui tð Þcos φ� φ̂ð Þ þ uq tð Þsin φ� φ̂ð Þ

þ nc tð Þcos φ� φ̂ð Þ þ ns tð Þsin φ� φ̂ð Þ� ð4:80Þ

QL tð Þ ¼ 1

2

�
uq tð Þcos φ� φ̂ð Þ � ui tð Þsin φ� φ̂ð Þ

þ ns tð Þcos φ� φ̂ð Þ � nc tð Þsin φ� φ̂ð Þ� ð4:81Þ

It is assumed in (4.80) and (4.81) that any distortions caused by the lowpass

filters on the filtered baseband signals and Gaussian noise are ignored and the phase

difference φ� φ̂ is very small. The recovered data of sgn[IL(t)] and sgn[QL(t)] at
the outputs of hard-limiters remodulate the recovered quadrature carrier signals and

the summed signal m(t) at the remodulator output is then expressed by

m tð Þ ¼Qm tð Þ þ Im tð Þ
¼ sgn QL tð Þ½ � cos 2πf ctþ φ̂ð Þ þ sgn IL tð Þ½ � sin 2πf ctþ φ̂ð Þ
¼ sgn uq tð Þ� �

cos 2πf ctþ φ̂ð Þ þ sgn ui tð Þ½ � sin 2πf ctþ φ̂ð Þ
ð4:82Þ

The remodulated signal m(t) is now used as the reference signal input to the

phase detector. Another input to the phase detector is a delayed version of

the received signal r(t). The delay time td is used to compensate for the time delay

tL that is caused by the lowpass filters and is not shown in Fig. 4.31. When the delay

compensation is perfect, the lowpass filtered phase error after the phase detector is

e tð Þ ¼ r tð Þ 
 m tð Þ ð4:83Þ

It can be noted in (4.83) that the time delays td and tL were omitted for perfect

delay compensation. After the double-frequency terms are filtered out and noise is

ignored, the phase error at the output of the loop filter is

eL tð Þ ¼ 1

2

�� ui tð Þsgn ui tð Þ½ � sin φ� φ̂ð Þ � uq tð Þsgn uq tð Þ� �
sin φ� φ̂ð Þ

þ ui tð Þsgn uq tð Þ� �
cos φ� φ̂ð Þ � uq tð Þsgn ui tð Þ½ � cos φ� φ̂ð Þ� ð4:84Þ

With a perfect carrier phase estimate, or φ� φ̂ ¼ 0; the phase error is

rewritten as

eL tð Þ ¼ 1

2
ui tð Þsgn uq tð Þ� �� uq tð Þsgn ui tð Þ½ �� � ð4:85Þ

For OPSK/OQPSK signals, we have sgn ui tð Þ½ � ¼ �1 and sgn uq tð Þ� � ¼ �1:Thus,

the error signal eL(t) is very small if ui(t) is close to uq(t).
A 100-Mbit/s prototype MSK modem with an optimum receiver using the

remodulation loop for satellite communications was proposed in [20] and shown

in Fig. 4.32. The received MSK signal is first down-converted into the IF signal r(t),
as given in (4.67), where the MSK signal is written as
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s tð Þ ¼ DI tð ÞCI tð Þ cos 2πf ctþ φð Þ þ DQ tð ÞCQ tð Þ sin 2πf ctþ φð Þ ð4:86Þ

The baseband signals CI(t),CQ(t),DI(t), and DQ(t) are defined as

DI tð Þ ¼
X1

n¼�1
an, DQ tð Þ ¼

X1
n¼�1

bn ð4:87Þ

CI tð Þ ¼ cos
πt

2Tb

� �
, CQ tð Þ ¼ sin

πt

2Tb

� �
ð4:88Þ

Equation (4.86) is identical to (4.14) except for the plus sign before the second

term and phase constant. In (4.87), an and bn represent the differentially encoded

sequences in the I–Q channels and are expressed in (4.20).

In Fig. 4.32, it is assumed that the bit clock signal with the frequencyfb is

recovered. The symbol clock signal with the frequency fs is obtained by passing

through a divider by two and used to detect the recovered baseband I–Q signals in

the samplers. For the MSK signal, one of the inputs to the samplers is phased-

shifted by 180� for the offset sampling purposes. The sinusoidal signal and its 90�

phase-shifted signal with the frequency fs/2, represented by EI(t) and EQ(t), are
generated by further dividing the symbol clock signal by two. These signals are

expressed by

EI tð Þ ¼ cos
πt

2Tb

þ θ

� �
, EQ tð Þ ¼ sin

πt

2Tb

þ θ

� �
ð4:89Þ

where θ represents an initial phase status with one value of 0, π, π/2, or 3π/2,
depending on the initial conditions of the divide-by-two circuits. These two

signals will be used as the matched pulses to correlate with the received MSK

signals so that they have the same polarity in the case θ ¼ 0: For other initial phase
values of θ, the relationships between the polarities of the half-cycle sinusoidal

pulses in the transmitter and that of the matched pulses in the receiver are listed in

Table 1 in [20].

The regenerated quadrature carrier signals RI(t) and RQ(t) in Fig. 4.32 are

written as

RI tð Þ ¼ EI tð Þcos 2πf ctþ φ̂ð Þ ¼ cos
πt

2Tb

þ θ

� �
cos 2πf ctþ φ̂ð Þ ð4:90Þ

RQ tð Þ ¼ EQ tð Þsin 2πf ctþ φ̂ð Þ ¼ sin
πt

2Tb

þ θ

� �
sin 2πf ctþ φ̂ð Þ ð4:91Þ

where φ̂ is the estimated carrier phase. The received MSK-modulated signal is

coherently demodulated by multiplying RI(t) and RQ(t) in the I channel and Q

channel, respectively, so that two correlators (or matched filters) correlate the

received signal with the two quadrature carrier signals RI(t) and RQ(t)
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Meanwhile, RI(t) and RQ(t) are remodulated by detected data DI(t) and DQ(t) in
order to obtain another remodulated MSK signal at the input of the phase detector in

the same baseband I–Q polarities as that of modulation. Taking the delay time td
caused by the lowpass filters into account, the remodulated signal sR(t) is given by

sR tð Þ ¼ DQ t� tdð ÞEQ t� tdð Þ cos 2πf ctþ φ̂ð Þ
� DI t� tdð ÞEI t� tdð Þsin 2πf ctþ φ̂ð Þ

ð4:92Þ

A delay block with td needs to be inserted on the received signal path at the input of
the phase detector in order to compensate for the delay td. The received signal sD(t)
with the delay td at the phase detector after ignoring noise n(t) is

sD tð Þ ¼ r t� tdð Þ ¼ s t� tdð Þ
¼ DI t� tdð ÞCI t� tdð Þ cos 2πf ctþ φð Þ
þ DQ t� tdð ÞCQ t� tdð Þ sin 2πf ctþ φð Þ

ð4:93Þ

Note that the extra phase corresponding to delay time td is simply taken account

into φ. If the initial phase θ is equal to zero in (4.89), then EI tð Þ ¼ CI tð Þ and EQ tð Þ
¼ CQ tð Þ: With these relationships above, the phase error after the loop filter is

e tð Þ ¼ 1

2
D2

IE
2
I þ D2

QE
2
Q

	 

sin φ� φ̂ð Þ ¼ 1

2
sin φ� φ̂ð Þ ð4:94Þ

where the expression of time t� td is omitted for simplicity, DI ¼ DQ ¼ �1 and

E2
I þ E2

Q ¼ 1 are used.

It is reported that although stochastically equivalent, the quadrature

remodulation loop has been shown to exhibit a somewhat faster acquisition time

when compared to a conventional quadrature Costas loop. Even though both inputs

to the phase detector can be either un-modulated signals in the reverse modulation

loop or modulated signals in remodulation-loop–based carrier recovery, the former

is more popular than the later. This is especially true for the case when the pilot

carrier signal is inserted at the beginning of data sequences because the carrier loop

performs without the need for the recovered data.

Optimum detection or matched filter detection receiver with an integrate-and-

dump (I&D) circuit achieves the best performance for the MSK signal. This

detection receiver, however, requires a very wideband transmission channel, and

the I&D circuit is difficult to create at a high bit rate [20]. In practice, wideband

transmission channels result in less spectrum efficiency and include the penalty of

high cost. Furthermore, in wireless handsets and other portable devices, the goal of

achieving low power consumption and low cost along with acceptable BER per-

formance is a higher priority than achieving the optimum BER performance at the

price of high power consumption and high cost.

As mentioned previously in this Chapter, another type of the detection receivers

performed by substituting a lowpass filter for an I&D, shown in Fig. 4.32, has the
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advantages of simple implementation and low cost in a bandlimited channel and

only leads to slight BER degradation compared to the optimum receiver. The

receiver with the LPF instead of the I&D is widely used for QPSK and OQPSK

detections, as illustrated in Figs. 4.27 and 4.31. Such receivers with LPFs have been

experimentally demonstrated to coherently demodulate MSK, GMSK, and FQPSK

signals in [3, 15].

To evaluate the performance of the MSK system with different detection

methods, we use SIMULINK to simulate the BER performance of coherent detec-

tion for MSK, as shown in Fig. 4.33. A total of three different detection methods are

used to evaluate the MSK performance in a white Gaussian noise (WGN) channel.

The first BER curve stands for the optimum receiver using matched filter detection

with the Viterbi decoder, called Viterbi detection, while the second one represents

the same optimum receiver as the first one, except without the Viterbi decoder; this

is called correlation detection. It can be seen that they have no differences because

there is no the encoder at the transmitter. The third curve is obtained from the

receiver with the LPF and sample detection circuit and is called LPF detection. In
LPF detection, the Gaussian lowpass filters with normalized bandwidth of BTb

¼ 0:63 are used in the I–Q channels, where B is the –3-dB bandwidth of Gaussian

LPF and Tb is the bit duration,. This normalized –3-dB bandwidth ofBTb ¼ 0:63 for
MSK was demonstrated to be optimal in achieving the best BER in a Gaussian

channel [3].

The Eb/No degradation for the receiver with the LPF detection is only about

0.2–0.3 dB at BER ¼ 10�4 compared to the optimum detection receiver, whose

BER performance degrades about 0.5 dB compared to ideal QPSK. However, the
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Fig. 4.33 BER performance of coherent detection MSK
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optimum receiver achieves its performance in an infinite-bandwidth condition,

which is impossible in practice. Therefore, the receiver with the Gaussian LPF

or other lowpass filters would be more practical, especially in mobile and portable

RF IC designs.

A variety of different types of optimum receivers have been proposed for

coherent optimum detection of GMSK [21–23]. In [21] the optimum receivers are

based on the representation of the binary continuous phase modulation (CPM)

signal as a sum of phase-shifted amplitude-modulation pulse (AMP) streams, in

which the number of such AMP streams is dependent on the value of BTb in the

modulation. Such a decomposition of this representation for CPM using the form of

a superposition of AMP streams developed by Laurent [24] helped Kaleh [21]

simplify the implementation of coherent receivers for CPM signals, especially

for GMSK.

In [24], the baseband signal of GMSK can be expressed as a superposition of

2L�1 AMP streams or the equivalent pulses {hk(t)}, where L is used to present

the duration LTb for the pulses {hk(t)} and is determined by the value of BTb. For
a GMSK signal with BTb � 0:25, the value of L ¼ 4 is adequate to represent such

a GMSK signal. Thus, GMSK signal needs 2L�1¼ 8 different pulses

hk tð Þ; k ¼ 0, 1, . . . , 7f g in its expression. In this case, the optimum receiver

that minimizes the message error probability employs a bank of eight matched

filters hk �tð Þ; k ¼ 0, 1, . . . , 7f g corresponding to each of the 2L�1¼ 8 pulses and

a Viterbi algorithm (VA) decoder. The number of states in the trellis diagram

characterizing the VA is 2L¼ 16.

The complexity of the optimum receiver is directly proportional to the number of

states 2L. Using approximate signals composed of a smaller number of AMP

streams, Kaleh [21] proposed a simplified Viterbi receiver, which is composed of

only two matched filters, or h0 �tð Þ and h1 �tð Þ, and results in a four-state VA and

achieves suboptimum performance. This suboptimum or nearly optimum receiver

has a performance degradation of less than 0.24 dB compared with the optimum

receiver. The optimum filter is obtained by inserting a Wiener filter in the receiver

after the simplified matched filters and before the threshold detector based on the

minimum mean square error criterion (MMSE). The purpose of adding such a

Wiener filter (or an equalizer taking the form of a FIR filter) is to reduce noise

and ISI caused by adjacent symbols. Figure 4.34 shows the eye diagram of GMSK

with BTb ¼ 0:25 at the output of the optimum filter with the Wiener filter

coefficients of 11. For more detailed results, the interested reader can

reference [21].

As pointed out in [21], the nearly optimum receiver consisting of two matched

filters and a four-state VA for GMSK with BTb ¼ 0:25 degrades less than 0.24 dB

compared with the optimum receiver that is constructed by combining the matched

filter and Wiener filter, and less than 0.7 dB + 0.24 dB¼ 0.94 dB compared with the

optimum detection for MSK, respectively. In fact, these two matched filters in the

nearly optimum receiver can be replaced with Gaussian lowpass filters with

BLTb ¼ 0:63, where BL is the 3-dB down bandwidth of the Gaussian LPF and is

equivalent to the half of the 3-dB down bandwidth Bi of the Gaussian BPF in [3]. By
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using the fourth-order Gaussian filters in the receiver, Murota [3] experimentally

tested the static BER performance of GMSK and showed that the BER performance

of GMSK withBTb ¼ 0:25 degrades by 1.0 dB relative to MSK, which is very close

to 0.94 dB in [21] above. The eye diagram of GMSK at the output of the

fourth-order Gaussian LPF is illustrated in Fig. 4.35a, where the ISI is slightly

larger than the ISI in Fig. 4.34 at the sampling instants. To reduce the ISI caused by

the non-constant group delay property of the analog Gaussian LPF, we illustrate the

eye diagram of GMSK with BTb ¼ 0:25 at the output of an approximate eighth-

order LPF including the group delay compensation in Fig. 4.35b, which was used in

a commercial GSM transceiver chip. It is seen from Fig. 4.35b that the eye diagram

becomes symmetrical with group delay compensation.

Figure 4.36a shows the experimental test BER curves of coherent detection

GMSK systems in a stationary AWGN environment where the normalized –3-dB

bandwidth of the pre-detection Gaussian BPF is BiTb ffi 0:63 [3]. The parameter Bi

is the –3-dB bandwidth of the Gaussian BPF and is equal to twice the –3-dB

bandwidth of the Gaussian equivalent LPF, or Bi ¼ 2BL. This condition of BiTb

ffi 0:63 is nearly optimum for these values of BTb ¼ 0:25 and 1, as illustrated in

Fig. 4.36b.

4.5.2.3 Analog Costas Loop

Another widely used method for generating a proper phase-locked carrier for a

double-sideband suppressed carrier signal is a Costas loop, which is insensitive to

the presence of data modulation. The Costas loop was invented by John P. Costas in

1956 [25]. Unlike the reverse modulation and remodulation loops, an error signal in

Fig. 4.34 Eye diagram at

the output of the optimum

receiver filter for GMSK

with BTb ¼ 0:25, where the
optimal filter is formed by

the combination of the

matched and Wiener

filters [21]
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the Costa loop is generated from the recovered baseband data on the I–Q branches.

Figure 4.37 shows a Costas loop used for synchronizing the received BPSK-

modulated signal. Again we consider that a suppressed carrier signal of BPSK

plus noise is as follows:

r tð Þ ¼ A tð Þ cos 2πf ctþ φð Þ þ n tð Þ ð4:95Þ
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Fig. 4.35 Eye diagrams at

the output of the nearly

optimum receiver filter for

GMSKwithBTb ¼ 0:25: (a)
a Gaussian fourth-order

LPF and (b) an eighth-order

LPF, including group delay

compensation, is used and

Ts ¼ 2Tb is the symbol
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where A(t) carriers the binary bit information, φ is the unknown phase of the carrier

signal, and n(t) is the white Gaussian noise given in (4.69). The received signal r(t)
is multiplied by the local carrier replicas cos 2πf ctþ φ̂ð Þ on the I branch and

sin 2πf ctþ φ̂ð Þ on the Q branch, respectively. After the double-frequency compo-

nents are eliminated by the lowpass filters following the multiplications, the outputs

of the lowpass filters are

I tð Þ ¼ 1

2
A tð Þ þ nc tð Þ½ �cos Δφð Þ þ 1

2
ns tð Þsin Δφð Þ ð4:96Þ

Q tð Þ ¼ 1

2
A tð Þ þ nc tð Þ½ �sin Δφð Þ � 1

2
ns tð Þcos Δφð Þ ð4:97Þ

where the phase errorΔφ ¼ φ� φ̂ :An error signal is then generated by multiplying

the output of the I-branch lowpass filter with the output of the Q branch lowpass

filter.

Thus,

e tð Þ ¼ 1

8
A tð Þ þ ni tð Þ½ �2 � n2q tð Þ

n o
sin 2Δφð Þ

� 1

4
nq tð Þ A tð Þ þ ni tð Þ½ � cos 2Δφð Þ

ð4:98Þ

VCO

Lowpass
Filter

Loop
Filter

r (t)

Lowpass
Filter

90°

To I branch
data detector

ˆsin(2p fc t + j )

ˆcos(2p fc t + j )

I (t)

Q (t)

e (t)

Fig. 4.37 Costas loop for BPSK with hard-limiter in-phase branch, also called a modified

version [27]
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The error signal is then filtered by the loop filter and the filtered output voltage

drives the VCO in such a way that the phase of the local carrier replica reaches the

phase of the received carrier step by step. If noise is ignored, the error signal in

(4.98) is

e tð Þ ¼ 1

8
A2 tð Þsin 2Δφð Þ ð4:99Þ

where the bit information transition determined by A(t) is removed. The error e(t)
closely approaches zero when the loop is phase-clocked, depending on the SNR in

the received signal.

A modified version of the Costas loop requiring even less hardware is illustrated

in Fig. 4.37 when the hard-limiter as indicated by the dashed-line block is included

[26, 27]. Using this modified Costas loop, the multiplier of the phase detector can be

replaced with a simple chopper multiplier. In this case, the error e(t) ignoring noise
is given as

e tð Þ ¼ 1

2
A tð Þsin Δφð Þ 
 sign

1

2
A tð Þcos Δφð Þ

h i
ð4:100Þ

It can be seen clearly from (4.100) that the error signal is proportional to the

desired term jA(t)j sin(Δφ), regardless of the bit information transition of A(t).
The Costas loop used for a four-phase modulated signal like QPSK is different

from that used for binary modulation as shown above. Figure 4.38 shows a block

diagram of the Costas loop for a four-phase modulation [28]. In a four-phase

transmission, the modulated signal is expressed a

s tð Þ ¼ ui tð Þ cos 2πf ctþ φð Þ � uq tð Þ sin 2πf ctþ φð Þ ð4:101Þ
where ui(t) and uq(t) are independent baseband waveforms in the I and Q branches,

respectively. The received input signal r(t) is approximately equal to the transmit-

ted signal s(t) after neglecting AWGN. The error e(t) is generated as

e tð Þ ¼ 1
2
ui tð Þ sin Δφð Þ þ uq tð Þ cos Δφð Þ� �

sign 1
2
ui tð Þ cos Δφð Þ � uq tð Þ sin Δφð Þ� �� �

� 1
2
ui tð Þ cos Δφð Þ � uq tð Þ sin Δφð Þ� �

sign 1
2
ui tð Þ sin Δφð Þ þ uq tð Þ cos Δφð Þ� �� �

ð4:102Þ

where sign() stands for the hard-limiting operation. For a specific case where the

baseband waveforms are unfiltered or rectangular and the bandwidth of the trans-

mission channel is unlimited, the average error signal eave is calculated as [28]

eave ¼

sin Δφð Þ, �45� < Δφ � 45�

� cos Δφð Þ, 45� < Δφ � 135�

� sin Δφð Þ, 135� < Δφ � 225�

cos Δφð Þ, 225� < Δφ � 315�

8>>>><>>>>: ð4:103Þ
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The characteristic of the average error signal expressed in (4.103) is illustrated

by the solid curve of Fig. 4.39. It approximates to a sawtooth pattern.

The baseband waveforms, however, are not rectangular and the bandwidth is

limited as well in practical applications. For instance, the baseband signal during

the symbol interval is generated by overlapping several adjacent filtered pulses in

raised-cosine pulse shaping. If one-half cycle of a sinusoidal waveform is used to

replace the rectangular pulse in the I–Q branches, the sharp peaks of the sawtooth

curve are rounded off as shown by the dashed-line curve in Fig. 4.39.

A stable lock can occur at any of the four different phases: �90, 0, 90, and

180 [28]. An inherent fourfold ambiguity can be resolved by the differential

encoding in the transmitter.

4.5.2.4 Digital Costas Loop

Digital carrier recovery is widely used in most communication systems due to its

flexibility, precision, and robustness. Chung [27] derived and analyzed the linear

PLL model in 1993. A first-order loop filter is used because zero steady-state phase

error and frequency error can be achieved if the DC gain of the loop filter is infinite

and the frequency offset is constant.

r (t)

Lowpass
Filter

VCO

90°

Lowpass
Filter

To I branch
data detector

ˆsin(2p fc t + j )

ˆcos(2p fc t + j ) I (t)

Q (t)

e(t)
Loop
Filter

+

–

To Q branch
data detector

Fig. 4.38 Costas loop for QPSK [28]

212 4 Energy and Bandwidth-Efficient Modulation



A second-order PLL system with a first-order loop filter F(s) and a voltage

controlled oscillator (VCO) N(s) is shown in Fig. 4.40a. Their transfer functions

are given by

F sð Þ ¼ 1

s

τ2sþ 1

τ1
ð4:104Þ

N sð Þ ¼ Kv

s
ð4:105Þ

where τ1 ¼ R1C and τ2 ¼ R2C are time constants in an active loop filter and Kv is

gain of the VCO. By using the bilinear transformation, the digital filter and NCO

(digital VCO) are

F zð Þ ¼ K1 þ K2ð Þ � K1z
�1

1� z�1
ð4:106Þ

N zð Þ ¼ Kvz
�1

1� z�1
ð4:107Þ

where the coefficients K1 ¼ τ2=τ1 � T= 2τ1ð Þ; K2 ¼ T=τ1, and T is the sampling

interval. The digital loop filter is shown in Fig. 4.41.
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Fig. 4.39 Phase detector characteristics of a Costas loop for a QPSK modulation signal, where

the solid curve depicts the case of a rectangular pulse while the dashed curve depicts one-half cycle

of a sinusoid
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The transfer function of a linearized analog PLL model is [27]

H sð Þ ¼ φo sð Þ
φi sð Þ ¼

KdF sð ÞN sð Þ
1þ KdF sð ÞN sð Þ ð4:108Þ

where Kd is the gain of the phase detector. Substituting (4.104) and (4.105) into

(4.108) yields the following the transfer function:

H sð Þ ¼ 2ζωnsþ ω2
n

s2 þ 2ζωnsþ ω2
n

ð4:109Þ

where the natural frequency ωn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
KdKvð Þ=τ1

p
and the damping factor

ζ ¼ τ2ωnð Þ=2: Applying the bilinear transformation to (4.109) yields the digital

transfer function of the PLL model given by

Kd F(s)
s

Kv
+

–

Phase Detector Loop Filter VCO
j i (s) jo (s)

j e (s) = jo (s) − j i (s)

(a)

Kd F(z)
+

–

Phase Detector Loop Filter NCO

1− z−1
Kv z−1j i (z) jo (z)

j e (z) = jo (z) − j i (z)

(b)

Fig. 4.40 Block diagram of a second-order PLL: (a) basic analog phase-locked loop (PLL) and

(b) digital phase-locked loop

K2

K1

Z–1

To NCO

Fig. 4.41 A digital first-order loop filter
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H zð Þ ¼
4ζωnT þ ωnTð Þ2
h i

þ 2 ωnTð Þ2z�1 þ ωnTð Þ2 � 4ζωnT
h i

z�2

4þ 4ζωnT þ ωnTð Þ2
h i

þ 2 ωnTð Þ2 � 8
h i

z�1 þ 4� 4ζωnT þ ωnTð Þ2
h i

z�2

ð4:110Þ

Similarly, the transfer function of the digital Costas loop can be also derived

from Fig. 4.40b as

H zð Þ ¼ φo zð Þ
φi zð Þ ¼

KdF zð ÞN zð Þ
1þ KdF zð ÞN zð Þ ð4:111Þ

By substituting F(z) and N(z) in (4.106) and (4.107) into (4.111), we have the

following transfer function of the digital PLL model:

H zð Þ ¼ KdKv K1 þ K2ð Þz�1 � KdKvK1z
�2

1þ KdKv K1 þ K2ð Þ � 2½ �z�1 þ 1� KdKvK1ð Þz�2
ð4:112Þ

Comparing (4.112) with (4.110) yields the following equations:

K1 ¼ 8ζωnT

KdKv 4þ 4ζωnT þ ωnTð Þ2
h i ð4:113Þ

K2 ¼ 4 ωnTð Þ2

KdKv 4þ 4ζωnT þ ωnTð Þ2
h i ð4:114Þ

The sampling interval T is usually equal to the symbol interval in the case of

QPSK modulation or the bit interval in the case of BPSK modulation. If an integrate

and dump (I&D) circuit is used rather than a lowpass filter after the multiplier, the

sampling interval T at the I&D output is naturally equal to the symbol interval

because the I&D performs both lowpass filtering and decimation functions [27].

The natural frequency for an active lag-lead loop filter of the second-order PLL

model can be found in [28] as

ωn ¼ 8ζBenb

4ζ2 þ 1
ð4:115Þ

where Benb is the noise bandwidth (one-side) of the PLL loop and has units of Hertz,

despite the fact that ωn is given in radians per second. The noise bandwidth of the

PLL loop is defined as

Benb ¼
ð1
0

H j2πfð Þj j2 df Hzð Þ ð4:116Þ
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It should be noted that the noise bandwidth is different from and not equal to a

3-dB bandwidth. For the second-order PLL loop model, minimum noise bandwidth

is achieved for ζ ¼ 0:5: Noise bandwidth does not exceed the minimum by more

than 25% for any damping factor between 0.25 and 1.0 [28].

The noise bandwidth controls the amount of noise passed through the filter. A

large noise bandwidth implies that the PLL quickly locks to the real frequency and

phase in the tracking phase, but has a relatively large noise after the lock. A small

noise bandwidth, on the other hand, indicates that the PLL takes more time to lock

to the real frequency and phase, but has less noise after the lock. Therefore, the PLL

may have two kinds of noise bandwidths, used for pull-in and tracking states,

respectively.

Like other transfer functions, the transfer function H(s) in (4.109) has a well-

defined 3-dB bandwidth, labeled by ω3dB. Generally, there is very little interesting

in ω3dB of a PLL, but its relation to ωn is provided here as a comparison with a

familiar concept of bandwidth and is given by [28]

ω3dB ¼ ωn 2ζ2 þ 1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ζ2 þ 1
� 2 þ 1

q� �1=2
ð4:117Þ

Substituting (4.115) into (4.117) gives the relationship between ω3dB and Benb as

ω3dB ¼ 8ζBenb

4ζ2 þ 1
2ζ2 þ 1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ζ2 þ 1
� 2 þ 1

q� �1=2
ð4:118Þ

In the case ofζ ¼ 0:707; it is found from (4.117) and (4.118) thatω3dB � 2ωn and

f 3dB ¼ ω3dB= 2πð Þ � 0:62Benb:
The damping factor controls not only how fast the PLL reaches its settle point,

but also how much overshoot the PLL could tolerate. The tradeoff between over-

shoot and settling time should be taken into account. In most applications, the

damping factor is chosen to be 0.707.

Digital frequency synthesis can be implemented by using a numerically

controlled oscillator (NCO) for precise carrier replication in the receiver. Basically,

one replica carrier cycle is completed each time the NCO overflows. A block

diagram of the carrier loop NCO and its sine and cosine look-up table (LUT)

functions are illustrated in Fig. 4.42. The system clock frequency fsam or sampling

frequency is usually set to Nsam 
 fNCO, where Nsam is the number of samples

per carrier (or NCO) cycle and fNCO is the frequency of the center NCO

operation (or carrier). The phase offset step is set to 2π/Nsam. Then, the NCO output

waveforms are controlled by the system clock at the frequency of fsam and shown

in Fig. 4.43.

In Fig. 4.43a, the NCO output phase accumulates by an offset step at every clock

cycle until it reaches 2π after every Nsam cycles. Then sine and cosine values are

extracted from the sine and cosine LUT. In this example, Nsam ¼ 8 and f sam ¼ 8


 fNCO are assumed, where fNCO is the frequency of the center NCO operation.
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When the input error signal is zero, the NCO accumulated phase reaches 2π or

generates exactly one cycle of sinusoidal waveform in time of Nsam cycles. How-

ever, when the input error signal is greater than zero, the NCO accumulation speed

gets higher. Then the accumulated phase reaches 2π in a time less than Nsam cycles,

which corresponds to a higher frequency than the frequency of fNCO. Conversely,
when the input error signal is less than zero, the NCO accumulation speed gets

lower. Then a lower frequency than the frequency of fNCO is generated. Conse-

quently, the NCO operation frequency will be controlled by the input error signal

with a center frequency of fNCO. The NCO gain Kv is set to a2π
NCO input scaling

factor of (1/Nsam), which finally is equal to Kv ¼ 2π=Nsam [27].
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LUT

sin
LUT

Phase error
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Fig. 4.42 Block diagram of numerical controlled oscillator
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Next, the phase detection gain Kd is needed to solve the equation. The phase

error signal in the modified Costas loop for BPSK is relatively easy to get; it is

expressed in (4.100) and is rewritten here:

e nð Þ ¼ A nð Þj j
2

sin Δφð Þ ð4:119Þ

where A(n) is the pulse-shaping baseband binary signal at time

t ¼ nTs, n ¼ 0, 1, 2, . . ., and Ts is the symbol duration.

Then, in the digital modified Costas loop of Fig. 4.40b, the phase detector gain

Kd is Adec/2, where Adec is the average positive decision values of A(n).
In the QPSK case, the error signal in (4.103) can be approximately expressed as

e nð Þ � uq nð Þ�� ��sin Δφð Þ, if ui nð Þ 
 uq nð Þ � 0

ui nð Þj jsin Δφð Þ, if ui nð Þ 
 uq nð Þ < 0

(
ð4:120Þ

Because the averagely sampled absolute values at the symbol instants in the I

branch are equal to those in the Q branch, the phase error signal in (4.120) can be

simply expressed as

e nð Þ ¼ Aavesin Δφð Þ ð4:121Þ
Then, the phase detector gain Kd is Aave, where Aave is the averagely sampled

absolute values of ui(n) and uq(n) at the symbol instants. The phase detector gain for

BPSK is half that for QPSK.

For a BPSK signal case, a Costas loop phase discriminator is usually used to

generate the precise phase error signal. From (4.96) and (4.97), the phase different

signal Δφ when the noise is ignored for a moment can be found as

Q nð Þ
I nð Þ ¼

1
2
A nð Þ sin Δφð Þ

1
2
A nð Þ cos Δφð Þ ¼ tan Δφð Þ ð4:122Þ

Δφ ¼ tan �1 Q nð Þ
I nð Þ

� �
ð4:123Þ

Now, the phase error Δφ is precisely expressed in (4.123) in terms of the I

sample I(n) and Q sample Q(n) regardless of the noise, where the samples are

generated at every symbol instant. It can be seen that the phase error is minimized

when the sampled value in the Q branch is zero and the sampled value in the I

branch is at its maximum. Table 4.2 summarizes the most commonly used Costas

PLL discriminators and their characteristics.

A graphical comparison of these discriminator algorithms is made in the absence

of noise and the results are plotted in Fig. 4.44. These phase discriminator outputs

are calculated using the actual expressions of the Costas PLL different discrimina-

tors for a BPSK signal rather than those given in Table 4.2. For example, the curve

of Q nð Þ 
 I nð Þ is computed using (4.96) and (4.97) with the baseband amplitude

A nð Þ ¼ 1 or �1 at time t ¼ nTs.
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The slope of the Q nð Þ 
 I nð Þ curve near zero degrees is much lower than that of

the ATAN[Q(n)/I(n)] curve because the phase detector gain is small and the phase

detector output of the ATAN[Q(n)/I(n)] is independent of the amplitude values of the

I and Q branches. It can also be seen that the ATAN[Q(n)/I(n)] type of Costas

discriminator has a linear property over half of the input phase error range of

�90�. Furthermore, it can be seen that all Costas PLL discriminator outputs reach

zero when the real phase error is 0 and�180�. This tells us that the Costas loop has an
180o phase ambiguity, which can be solved using a differential encoder in the

transmitter.

Table 4.2 Different types of Costas PLL discriminators for BPSK signals

Discriminator

operation

Error signal

proportional to

Phase detector

gain Kd
a Loop characteristics

Q nð Þ 
 I nð Þ A2(n)sin(2Δφ) A2 nð Þ
4

Classic Costas discriminator

Phase detector output proportional

to I- or Q-squared amplitude

Q nð Þ 
 sign I nð Þ½ � A nð Þb sin Δφð Þ

sign A nð Þ cos Δφð Þ½ �

A nð Þ
2

Modified Costas discriminator

Phase detector output proportional

to I or Q amplitude

tan�1 Q nð Þ=I nð Þ½ � Δφ 1 Precise Costas digital discrimina-

tor

Phase detector output independent

of I and Q amplitude
aIt is obtained when the received BPSK signal is A tð Þ cos 2πf ctþ φð Þ at the demodulator input and

the amplitude of the carrier replica is unit
bA(n) is the average sample value prior to a decision device when +1 is transmitted at the

transmitter
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4.5 Coherent Demodulation 219



Design Example 4.1 Design a digital loop filter of the second-order Costas PLL to

track a real GPS carrier signal with a frequency offset of 50 Hz, in which the rate of

the C/A spreading code is 1.023 Mchips/s. In this example, a low-IF digital signal

with a center frequency of 9.548 MHz is the input signal to the Costas carrier

loop. The modified Costas loop is chosen due to its simplified implementation.

The parameters of the Costas loop are given as follows:

Noise bandwidth: Benb ¼ 80Hz

Dumping factor: ζ ¼ 0:707

Phase detector gain: Kd ¼ A=2 with A ¼ 0:5

VCO gain: Kv ¼ 2π 
 NCOinput scalingfactor 1=4ð Þ ¼ π=2

Chip rate: Rchip ¼ 1:023Mchips=s

Sampling interval: T ¼ 1=Rchip

Solution Substituting the corresponding parameters above into (4.115) yields

the natural frequency of ωn. Then, substituting ωn with other necessary

parameters above into (4.113) and (4.114) yields the loop filter coefficients of

K1 ¼ 5:31e� 4, and K2 ¼ 5:54e� 8, respectively. With these parameters solved,

the amplitude response of the PLL transfer function in (4.112) is sketched in

Fig. 4.45.

From (4.118), a 3-dB frequency for this case is calculated as

f 3dB � 0:62Benb ¼ 0:62
 80 ¼ 50Hz, which is the same as the value read on the

curve of Fig. 4.45.
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Fig. 4.45 Frequency response of a second-order Costas PLL transfer function
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4.5.2.5 Decision-Directed Carrier Recovery

In modern digital communication systems, carrier recovery can be simply

performed at the baseband domain rather than at the IF domain as described in

the previous sections. In this case, the RF received signal is directly

down-converted to the I–Q baseband signals with a pair of orthogonal local

oscillator signals at a fixed frequency. Or alternatively, the received RF signal is

first down-converted to the quadrature low-IF signals for the appropriate process

and then to the I–Q baseband signals both with quadrature local RF and IF oscillator

signals at the fixed frequency, respectively.

Consider a noiseless RF received signal with frequency offset and phase jitter as

shown below:

y tð Þ ¼ Re e j ωctþθ tð Þð Þ ui tð Þ þ juq tð Þ� �n o
ð4:124Þ

and

ui tð Þ ¼
X1
n¼�1

AIng t� nTsð Þ ð4:125Þ

uq tð Þ ¼
X1
n¼�1

AQng t� nTsð Þ ð4:126Þ

where AIn ¼ �1 and AQn ¼ �1 are random sequences for QPSK on the I–Q

channels, g(t) stands for the transmit pulse shape, ωc is the carrier frequency,

θ tð Þ ¼ ωotþ θo models the frequency offset of ωo and constant phase θo, and
ui(t) and uq(t) are the I–Q baseband signals. The received signal in (4.124) is

down-converted to the complex baseband signal with the local quadrature

carrier signals

e�j ωctþφ tð Þð Þ ð4:127Þ

where φ(t) is the phase of the local oscillator signal at the receiver. After down-

conversion and lowpass filtering through a SRRC filter, which is matched to the

transmitter-side SRRC filter to achieve the minimal ISI, the complex baseband

signal is

r tð Þ ¼ e jϕ tð Þ X1
n¼�1

AIn þ jAQnð Þp t� nTsð Þ ð4:128Þ

where ϕ tð Þ ¼ θ tð Þ � φ tð Þ is the phase difference between the transmitter and

receiver, including the frequency offset, and p(t) is the pulse representing the

response of the receiving SRRC filter to its input pulse. The complex baseband

signals sampled at the symbol rate t ¼ KTs are
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r kTsð Þ ¼ rk ¼ e jϕk

X1
n¼�1

AIn þ jAQnð Þpk�n ð4:129Þ

where ϕk and pk are samples of ϕ(t) and p(t), respectively. If a transmission channel

is ideal without causing any distortion, then the pulse shape should satisfy the

Nyquist criterion without ISI

pk ¼ 1, k ¼ 0

0, k 6¼ 0

�
ð4:130Þ

and consequently

rk ¼ e jϕk AIk þ jAQkð Þ ¼ e jϕkAk ð4:131Þ

If the transmission channel is not ideal, the pulse shape does not satisfy ISI-free

condition. In this case, if the carrier recovery joins together with the adaptive

baseband equalizer, then the equalized pulse shape should approximately satisfy

the Nyquist criterion.

The sampled baseband signal rk is multiplied with the estimated carrier phase

e�jϕ̂k from a digital complex VCO as shown in Fig. 4.46, and then the recovered

baseband signal is obtained:

qk ¼ rke
�jϕ̂ k ¼ e j ϕk�ϕ̂ kð ÞAk ð4:132Þ

Frequency and carrier tracking loop
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Fig. 4.46 A second-order carrier recovery loop with frequency offset correction
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From (4.132), the phase error can be expressed as [29]

sin εkð Þ ¼ sin ϕk � ϕ̂ k

�  ¼ Im qkA
*
k

� 
Akj j2 ð4:133Þ

Considering that the phase error is usually small and the denominator can be

omitted to avoid the division operation, we can further simplify (4.133) as

εk ¼ Im qkA
*
k

�  ð4:134Þ

Actually, the complex information symbols Ak that are transmitted from the

transmitter are not known in the receiver unless some training sequences are

inserted into the information sequences during a short period of time. In a

decision-directed carrier-tracking loop, the decision values Âk can be used to

replace Ak. Thus, the error signal can be expressed as

εk ¼ Im qkÂ
*

k

	 

ð4:135Þ

The error above is then filtered by a lowpass filter to remove out-of-band noise.

When K2 is equal to zero and K1 is not equal to zero, or the transfer function of the

loop filter L zð Þ ¼ K1, the carrier recovery is a first-order PLL loop and is able to

correct the phase error. When both K1 and K2 are not equal to zero, corresponding to

the second-order PLL loop, the carrier recovery loop is capable of tracking the

frequency offset and phase jitter. By properly choosing the parameters of K1 and K2,

which are mainly determined by the noise bandwidth of the PLL and the damping

factor as well, the PLL is able to perfectly track some frequency offset and phase

jitter. From the design example in the previous section, it can be seen that the noise

bandwidth of the PLL is determined by the maximum frequency offset and should

be set to be larger than the maximum frequency offset that the PLL is designed to

track. After the frequency offset is acquired, the noise bandwidth can be reduced by

adjusting K1 and K2 in order to achieve low noise in the tracking state.

The error signal in (4.135) can be expressed in another form. Let ek be the

difference between the output and the input of the decision or ek ¼ Â k � qk; then
the error signal in (4.135) has the following property:

Im qk ekð Þ*
n o

¼ Im qkÂ
*

k

n o
ð4:136Þ

In the derivative of (4.136), Im qkq
*
k

�  ¼ 0 is used. Substituting (4.136) into

(4.135), we have another form of the error signal;

εk ¼ Im qk Â k � qk
� *n o

ð4:137Þ
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If a first-order carrier phase tracking loop L zð Þ ¼ K1ð Þ is used, the adaptive phase
algorithm is expressed as

ϕ̂ kþ1 ¼ ϕ̂ k þ K1εk ð4:138Þ

Figure 4.47 illustrates a block diagram of an adaptive baseband equalizer in

conjunction with a decision-directed carrier recover loop for QPSK/OQPSK-type

signals, including GMSK and FQPSK signals. The equalizer is adaptively updated

by using a least-mean square (LMS) algorithm. In this block diagram, the phase

error εk is performed based on (4.137) instead of (4.135) even though they are

equivalent. The reason for using (4.137) is that the error signal can be shared by

both theequalizer and carrier recovery loop in Fig. 4.47. The principle of the

adaptive equalizer was introduced in Sect. 4.5.1 and the vector coefficient ckþ1 of

the equalizer with LMS is adaptively adjusted at time t ¼ k þ 1ð ÞTs as

ckþ1 ¼ ck þ λekr
*
k ð4:139Þ

where ek ¼ Â k � qk is the error signal, rk ¼ rk rkþ1 . . . rk�L½ �T is the

transpose of the input signal vector to the equalizer with a coefficient number of

Lþ 1, and λ is the step size that controls the rate of the coefficient adjustment.

Note that in Fig. 4.47 the error signal ek to the equalizer adaptation should be

phase de-rotated back by multiplying the complex carrier reference exp jϕ̂ k

� 
because the equalizer is prior to the carrier recovery loop. The term derotation
means that the equalizer is phase-blind updated to open the signal’s constellation at
the output of the equalizer regardless of the phase error. Prior to a decision circuit,

Fig. 4.47 Block diagram of a typical baseband equalizer followed by a carrier recovery loop
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the equalized signal is multiplied with the complex carrier reference exp �jϕ̂ k

� 
from the carrier recovery loop to correct the phase error. For a QPSK-type signal,

the decision for the complex signal qk is made at the same time t ¼ kTs between the

I–Q branches, while for an OQPSK-type signal like GMSK and FQPSK signals, the

decision is alternatively made at time t ¼ kTs=2 between the I–Q branches due to

the offset property of a half-symbol time interval Ts/2 between the I–Q signals.

Because of such an offset property, a fractionally spaced equalizer, or tap-spacing

of Ts/2, is used to replace the symbol-spaced equalizer used for QPSK. The

fractionally spaced equalizer has an advantage over the symbol-spaced equalizer

of no sensitivity to timing phase and can achieve superior performance in most

cases, such as high SNR and low BER ratios in the receivers.

Another type of the equalization technique described above can be also applied

to adopt this equalizer in conjunction with a decision-directed carrier recovery loop.

For example, a blind equalizer using a CMA can be used to replace the LMS-based

equalizer in Fig. 4.47. Unlike the LMS algorithm, the error signal used in the

coefficient adaptation of the blind equalizer is generated from the constellation of

the signal modulation format. Thus, the blind equalizer operates independently of

the carrier recovery loop.

Figure 4.48 shows a relatively detailed block diagram for Fig. 4.47, and is

actually close to an implementation approach. One complex vector coefficient of

the equalizer is split to four real independent vector coefficients that are capable of

correcting the gain and phase imbalances on the I–Q branches in the receiver. The

recursive coefficient equations of four real vector coefficients are also shown in

Fig. 4.48. The de-rotated complex error signal is split to real and imaginary parts,

as illustrated by the dashed rectangle representing the error signal de-rotator at the

bottom of Fig. 4.48. The real and imaginary error signals are used to update the

coefficients of the LMS-based equalizer. Each vector coefficient length is L+ 1,

corresponding to L shift registers and is updated for the n-th coefficient at time t
¼ k þ 1ð ÞTs=2 based on the previous coefficient and error at time t ¼ kTs=2, where
Ts ¼ 2Tb is the symbol interval and is equal to twice bit interval 2Tb for an

OQPSK-type signal, like GMSK and FQPSK. All blocks operate at a bit rate of

1/Tb except that error signals at the symbol rate of 1=Ts ¼ 1= 2Tbð Þ, but toggled at

the bit rate of 1/Tb between the I–Q channels due to an offset property of the

OQPSK-type signal.

To see adaptive processing through joint equalization and carrier recovery in two

dimensional digital communication systems, we simulate the performance of a

GMSK signal with BTb ¼ 0:3. The GMSK signal with the GSM standard data

rate of 270.833 kbits/s through a Gaussian channel with the frequency offset of Δ
f Tb ¼ 0:02 (or Δf ¼ 5:4kHz) due to the frequency difference between a source

frequency at the transmitter and a reference frequency at the receiver. Figure 4.49

shows the constellation and eye diagrams of the received GMSK signal at different

locations as shown in Fig. 4.48. The adaptive equalizer with the LMS algorithm is

used in the simulation.
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Figure 4.49a shows the constellation of the complex signalerk at the output of the
equalizer using the LMS algorithm. The constellation rotates with the frequency

offset of Δf Tb ¼ 0:02 and mainly consists of two circles because of inherent ISI

feature of GMSK signal at the maximum eye opening instants.

Figure 4.49b illustrates the eye diagrams of the baseband I–Q signals of

Re{qk} and Im{qk} at the output of the carrier recovery loop, where the fre-

quency offset and phase error are completely corrected before the decision

blocks. The decisions are made at the maximum eye-opening instants on the

I–Q branches, alternatively.

Fig. 4.48 Block diagram of a practical baseband equalizer with LMS algorithm followed by a

carrier recover loop
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Fig. 4.49 Constellation and eye diagram of GMSK with BTb¼ 0.3 at different points in Fig. 4.47

under high SNR and wide bandwidth conditions: (a) complex signal erk at the output of the

equalizer with LMS and (b) eye diagram of complex signal qk at the output of the carrier

recovery loop
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4.6 RF Transmitter Architectures for GMSK

In user equipment (UE), a RF transmitter transfers information-bearing baseband

signals into the RF signal by means of modulation, up-conversion, filtering, and

power amplification in order to send out the RF signal through a small antenna.

Among these function blocks, modulation plays a very important role in enhancing

spectral efficiency (or narrow bandwidth occupancy) and energy efficiency (long

battery duration) of the UE transmitter system. Very large scale integrated (VLSI)

circuit technology provides tremendous momentum to miniaturize the transmitter

in a RF transceiver at low cost. Usually, typical requirements for the transmitters

are high spectral and energy efficiency, low PSD regrowth, and low EVM.

In general, GMSK transmitter architectures can be divided into two categories:

mixer-based frequency up-conversion and phase-locked-loop (PLL)–based fre-
quency up-conversion. Which category to use to implement the transmitter is

mainly dependent on practical applications. Wise selection of the transmitter

architecture can bring a high-quality transmitter with the best performance to its

application. In this section, we introduce the main implementation structures of

GMSK modulation that are usually adopted for the GSM application.

4.6.1 System Specifications of Quad-Band GSM Transmitter

The quad-band GSM transmitters targeted for GSM 850, E-GSM 900, DCS 1800,

and PCS 1900 applications use GMSK modulation with BTb ¼ 0:3 to achieve

energy- and spectrum-efficient transmission. In this transmission information data

with a bit rate of 270.833 kbps modulates the RF carrier signal to perform the

frequency transfer so that the RF-modulated signal can be effectively emitted

through the air within a desired bandwidth of 200 kHz. The quad-band frequency

bands and channel arrangement are depicted in Fig. 4.50.

Another important specification is the output RF modulation spectrum mask

summarized in Tables 4.3, 4.4, and 4.5 [30]. The most stringent requirement for all

frequency bands is –60 dBc at the frequency offset of 400 kHz. Furthermore, the

levels of the phase noise are specified to be –112 dBc/Hz at the frequency offset

400 kHz and –162 dBc/Hz at the frequency offset 20 MHz from the carrier signal

frequency, respectively.

The next important specification for the transmitter is the modulation accuracy,

which is actually defined by the phase error of the transmitted waveform. A RMS

phase error of 5� and a maximum peak phase error of 15� are specified when the

system typically has 6-dBm output power delivered into a 50-Ω load. The phase error

is defined as the difference between the phase trajectory of the transmitted waveform

and the phase trajectory of the theoretical transmitted waveform. Since the larger

RMS phase error degrades the system performance, the RMS phase error is the most

stringent and important specification for GMSK modulation in the transmitter.
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4.6.2 Mixer-Based Frequency Up-Conversion

The most simple and common type of transmitter architecture used in the past and

present is mixer-based. Mixer-based frequency up-conversion architecture can be

implemented in the form of a direct up-conversion transmitter, two-stage

up-conversion transmitter, and harmonic-rejection transmitter [31].

Due to its simplicity, the direct up-conversion transmitter architecture is very

attractive for high-level-integration applications. In the case of the generation of

Table 4.3 Spectrum mask specifications of GSM 805 and E-GSM 900 mobile stations

Frequency Offset (kHz) 200 250 400 �600

<1800

�1800

<3000

�3000

<6000

�6000

Maximum Level (dBc) �30 �33 �60 �60 �63 �65 �71

Table 4.4 Spectrum mask specifications of a PCS 1900 mobile station

Frequency Offset (kHz) 200 250 400 �600

<1800

�1800

<6000

�6000

Maximum Level (dBc) �30 �33 �60 �60 �65 �73
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Fig. 4.50 Quad-band frequency bands of GSM mobile station

Table 4.5 Spectrum mask specifications of PCS 1900 mobile station

Frequency Offset (kHz) 200 250 400 �600

<1200

�1200

<1800

�1800

<6000

�6000

Maximum Level (dBc) �30 �33 �60 �60 �60 �65 �73

Note: the measurement bandwidth and video bandwidth of 30 kHz should be used in the above

measurements
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quadrature LO signals by means of dividing the VCO signal by 2, however, the

second harmonic output of the power-amplified RF signal with the same frequency

as the VCO signal often disturbs the clean VCO spectrum through injection,

disturbing or pulling VCO due to finite isolation in a quadrature-modulation–

based up-conversion structure. Various shielding techniques have been proposed

either to isolate the RF signal from disturbing the VCO or to shift the frequency of

the RF signal from the VCO frequency with an offset by using the second LO

source in order to minimize the VCO-disturbing phenomenon [32]. Here the word

disturbing instead of pulling is used due to the fact that the second-order harmonic

of the RF-modulated signal with a double-bandwidth only disturbs the phase noise

of the VCO signal rather than its frequency.

The two-stage up-conversion transmitter architecture can eliminate the problem

of VCO disturbing. However, this architecture needs some bandpass filters to

suppress the harmonics or remove the unwanted sideband signals. Implementing

these filters in the RF transceiver increases cost and die-area as well as complexity.

Even though the harmonic rejection transmitter architecture may eliminate the need

for the IF and the RF bandpass filters to be used in the two-stage transmission,

rejections of these harmonics and sideband signals are still limited due to the

amplitude and the phase imbalance errors on the I–Q branches. Hence, this kind

of transmitter still requires an RF filter to sufficiently reject the transmit noise

falling into other channels, such as the receive band, which would degrade the

receiver performance. For example, the GSM standard requires that the level of the

transmit noise at a 20-MHz offset away from the carrier frequency with the range

from 880 to 915 MHz should be below –162 dBc/Hz, which is within the receive

band. Furthermore, when using a mixer-based frequency up-conversion transmitter

it is very hard to achieve such a low level of phase noise for the GSM systems

without extra bandpass filters because active mixer circuits usually generate rela-

tively high noise levels. In addition, it is not realistic to add an extra BPF after the

PA to filter out the out-of-channel phase noise generated by the mixer-based

quadrature modulator at the RF band because such a BPF with a narrow bandwidth

is very complicated to be designed at the RF band. Hence, a GMSK transmitter is

generally implemented by using the architecture of the phase-locked-loop–based

frequency up-conversion in the GSM systems, which will be introduced in the

following two sections.

4.6.3 Phase-Locked Loop-Based Frequency Up-Conversion

Quadrature-based MSK or GMSKmodulators usually require at least one IF BPF or

RF BPF before a power amplifier (PA) to suppress harmonics. For example, in a

high level of integration modulator, an external SAW filter is inserted before the

PA. This external SAW filter causes extra cost as well as additional power losses in

applications. In addition, a quadrature architecture modulator also suffers I–Q
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amplitude and phase imbalances and carrier leakage, which in turn result in poor

sideband and carrier suppressions of the modulated RF signal.

GSM systems actually have very stringent requirements on far-out suppression,

in which the transmitted power spectral density must be lower than –60 dBc at a

frequency of 400 kHz away from the carrier frequency. In addition, a very low

phase noise below –162 dBc/Hz at a frequency of 20 MHz offset from the

transmission carrier is required in order to avoid interfering the received signal in

the receive band. To achieve such high requirements on low sideband suppression

and phase noise without using any bandpass filter, one great method is to exploit the

merit of the inherent narrow filtering property of a phase-looked loop (PLL) to

reduce the harmonics and phase noise generated during the up-conversion process

[33], which will be discussed later in this section. Generally, this kind of PLL-based

frequency up-conversion can be accomplished in at least three different structures

used for frequency up-conversion:

(a) Open-loop structure

(b) Closed-loop structure

(c) Offset (or translation) loop structure.

4.6.3.1 Open-Loop–Based PLL

The PLL open-loop–based frequency up-conversion technique is a relatively simple

method to achieve frequency modulation. It consists of a basic PLL with the ability

to open the loop during data transmission period and to close the loop to have the

VCO frequency lock to the desired frequency. One of designs is realized with the

LMX3162 RF transceiver chip manufactured by National Semiconductor Corp [34]

and used commercially for a GFSK system, as shown in Fig. 4.51. First, the PLL

loop is closed so that the PLL locks to the reference frequency of fREF, or the output
frequency of the VCO is equal toN 
 f REF, which is 1.2 GHz and then is doubled to
achieve the 2.4-GHz Industrial, Scientific, and Medical (ISM) band. During data

PD
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Fig. 4.51 Open-loop architecture
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transmission, the loop is opened and data is applied to the tuning pin of the VCO

such that the Gaussian-filtered data stream can directly modulate the VCO. By

properly setting the modulation voltage Vmod, the maximum frequency deviation

�f d of the VCO output is�175 kHz for Bluetooth standard because the modulation

index is equal to 2f d=f b ¼ 350=1000 ¼ 0:35, and �250kHz for the DECT

standard. In order to achieve low frequency draft, a large capacitor is connected

at the input of the VCO to discharge and charge during the loop opening and closing

periods. After the transmission, the data path is disabled again and the loop is closed

to let the VCO lock to the reference frequency again.

This architecture allows a significant reduction in components; no mixers are

required since the VCO performs the frequency translation, and no high-Q,

low-noise, low-distortion bandpass filters are required at IF and RF. Only one

DAC may be required to produce the Gaussian filtered signal as the modulation

signal to the input of the VCO (not drawn in Fig. 4.51) if the precise modulation

signal as the control voltage to the VCO is needed. With such architecture,

significant power savings are achieved [35] compared with the mixer-based

designs. However, two main drawbacks of this architecture are that the carrier

frequency drifts without phase tracking during the period of open-loop modulation

due to the drafting of the control voltage to the VCO and that the modulation index

is inaccurate because it is difficult to accurately maintain the frequency deviation fd.
The first drawback limits its use to frame-based burst transmission, where the frame

time will not last long. Thus, the PLL is able to periodically close the loop to

prevent the tuned VCO frequency from drifting out of its allowable range. The

second drawback renders it unsuitable for use with MSK and GMSK modulations,

which require a modulation index of exactly 0.5.

Therefore, the open-loop architecture is mainly suitable for GFSK modulation

because it is unnecessary for the GFSK modulation to keep an accurate modulation

index. In the Bluetooth system, the modulation index will be between 0.28 and 0.35,

while in the Digital European Cordless Telephone (DECT) system, it will be

without the restriction of 0.5, or between 0.35 and 0.70. In contrast, coherent

detection on the GMSK signal requires the exactly accurate modulation index

value of 0.5.

Although there are numerous disadvantages in this scheme, the open-loop

architecture has been used in some applications with more relaxed specifications

such as DECT. For this reason, we only introduce this architecture simply here.

4.6.3.2 Modulated Fractional-N Synthesizer

Unlike the open-loop modulation architecture associated with the PLL, a modulated

fractional-N synthesizer performs the frequency modulation through the PLL in the

closed-loop format. The key point lies in using a fractional-N synthesizer to

perform the frequency modulation of the VCO through appropriate control of a

frequency synthesizer that sets the VCO frequency and yields the simplest trans-

mitter solution. One of the fractional-N synthesizer’s key advantages is its ability to
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use a high reference frequency along with fine resolution in the frequency steps.

This property is not achievable with the conventional integer-N synthesizer. Since

the VCO frequency change takes place in the closed-loop format during modula-

tion, the problem of frequency drift during modulation is eliminated. For more

detailed information regarding basics principles of fractional-N synthesizer, the

interested reader can reference [36, 37].

Since the fractional-N frequency synthesizer has fine resolution in the frequency

steps, Riley [38] proposed to add the Gaussian filtered modulation information in

the loop through the input of the delta-sigma modulator to realize the RF GMSK-

modulated signal at the output of the transmitter. This implementation achieves a

significant performance improvement over the open-loop modulation based archi-

tecture. The modulated fractional-N synthesizer, however, is only suitable to low

data rate information due to the fact that the PLL functions lowpass filtering. For

high data rate information like 270.833 kbits/s GMSK signal, the performance of

the modulated GMSK signal through this fractional-N synthesizer such as phase

accuracy degrades because modulation information in high frequency range is

filtered out by the loop lowpass filter of the PLL. In order to prevent information

in high frequency from loss, the PLL needs to have a wider loop bandwidth. On the

other hand, the PLL with wider bandwidth has worse phase noise as well as big

quantization noise produced by the delta-sigma modulator. Therefore, this topology

has a natural conflict between the required low phase noise and actually high data

rate, which results in such a way that we could not have both fish and bear foot.

Hence, designers are encouraged to find new methods to achieve a new balance

between high data rate and low phase noise.

The obstacles of achieving high data rate modulation mentioned above are

significantly mitigated if the bandwidth of the modulation signal is allowed to

exceed the bandwidth of the PLL without filtering out high frequency components

of the modulation signal. One method to achieve such a goal is that the high data

rate modulation is achievable by inserting a pre-distortion filter before the delta-

sigma modulator [39–41] as shown in Fig. 4.52. The basic idea for this compensa-

tion is to boost the high frequency components of the modulation signal, which are

attenuated by the PLL bandwidth later so that the bandwidth of the overall PLL

from the input of the compensator to the output of the PLL is extended after such

compensation. The fact is that modulation baseband signals suited to the modulated

fractional-N synthesizer should have a constant envelope feature to allow direct

modulation on a VCO embedded inside a PLL.

Figure 4.53 depicts an equivalent baseband model of the proposed compensation

method as in Fig. 4.52 in the frequency domain, where the Gaussian lowpass filter

and the pre-distortion filter are both digital, and the equivalent baseband filter of the

PLL is analog. To extend the modulation bandwidth, the transfer function of the

pre-distortion is the inverse of the PLL transfer function. By doing so the overall

transfer function allows the data rate to exceed the PLL bandwidth.

However, it is a difficult design task to approach the inverse of the PLL transfer

function in the digital domain to match the analog transfer function of the

PLL [42]. This is because the transfer function of the PLL has many unknowns
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such as open-loop gain and the pole/zero frequencies. Moreover, these parameters

are sensitive to process and temperature variations. All these uncertain

parameters indicate that expensive factory calibrations are often necessary in

production [43, 44].

In order to not physically extend the bandwidth of the closed-loop PLL transfer

function due to phase noise problem the compensation filter or pre-distortion filter,

HC(s), needs to be inserted before the delta-sigma modulator. Its amplitude

response is the inverse of the PLL transfer function HPL(s), or
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HC sð Þ ¼ 1

HPL sð Þ ð4:140Þ

Thus, the overall transfer function seen by the Gaussian filtered data is flat within

a relative wide bandwidth at the least. If the pre-distortion filter matches the inverse

of the PLL transfer function well, this method is equivalent to the traditional FM

modulator based VCO with the well-controlled modulation index of 0.5.

One of the tough requirements of this approach is that the pre-distortion filter and

PLL transfer function must have complementary transfer function. Otherwise, the

phase error of the GMSK-modulated signal would be relatively big if the

pre-distortion filter does not match the inverse of the PLL transfer function well.

Good matching requires well control of the parameters of the PLL transfer function,

such as the phase detector gain, VCO gain, and loop filter RC values. To achieve

good matching, the calibration for each of these characteristics is needed.

Mathematically, the transfer function of the pre-distortion filter can be realized

by inversing the transfer function of the PLL. This requires that the transfer function

of the PLL should have its zero to be the left range of S-plan in order to have a stable

pre-distortion filter. Since the parameters of the PLL transfer function are usually

unknown and may suffer change due to temperature change, and furthermore in

practice, the pre-distortion filter is implemented digitally and the PLL transfer

function is of the form of analog, close matching between them is impossible

without calibration. Therefore, the behavior of the compensated PLL transfer

function needs to be analyzed due to possible mismatches in these parameters.

Due to the inverse relationship between the pre-distortion filter and the PLL as

given in (4.140), the shape of the amplitude response of the closed-loop PLL affects

the compensation implementation and accuracy. After studying the effects of a

type-1 loop and type-2 loop on the modulated fractional-N synthesizer, Lee [42]

utilized the type1 loop in the implementation of the modulated fractional-N syn-

thesizer based on the following main advantages:

(a) By choosing the damping factor of 0.707, a type-1 loop has a maximally flat

Butterworth frequency response. This PLL is relatively easy to be implemented

in its inverse form.

(b) Mismatches in the charge pump currents associated with type-2 loop are not

present in the type-1 loop. The sample-and-hold phase detector in the type

1-loop can be designed with high linearity to minimize noise folding to lower

offset frequencies that reappear as spurious tones in the output spectrum.

(c) The implementation of the pre-distortion filter is relatively easier for the type-1

loop since the closed-loop PLL has a maximally flat Butterworth response.

(d) A type-1 loop does not face a jitter peaking problem that a type-2 loop faces

since the type-1 loop filter consists of poles only [42, 45].

A linearized model for the modulated fractional-N synthesizer is shown in

Fig. 4.54 [42]. The phase detector is modeled as a subtractor with a gain Kp. This

phase detector gain that depends on the absolute values of resistance and
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capacitance is process dependent. Therefore, any gain variation on Kp needs to be

calibrated using an automatic Kp tuning circuit. The loop filter consisting of one

dominant pole and one out-of-band pole is used to simply form a type-1 PLL.

Here, the loop filter with two poles instead of three is used for the sake of

simplicity. In the actual implementation, the first pole is embedded in the phase

detector through switched capacitor techniques and its location is mainly deter-

mined by the ratio of capacitances, which can be controlled accurately and does

not depend on process. The second out-of-band pole is used to attenuate the

quantization noise from the sigma-delta modulator and also minimize the refer-

ence feedthrough. The VCO is modeled as an integrator with a gain KV, which is

also process dependent. Therefore, it must also be calibrated. The divider is

linearized about its operating point where N is the nominal divide value and n is

the variation about the operating point.

From the description of all parameters in the PLL, we know that the closed-loop

transfer function of the PLL is well defined with just two unknown parameters;

namely the gain Kp of the phase detector and the gain KV of the VCO. Any

deviations of these two parameters from the desired values need to be calibrated

using automatic tuning circuits.

The complete PLL open-loop gain with type-1 PLL is given by

L sð Þ ¼ Kp

1

τ1sþ 1ð Þ τ2sþ 1ð Þ
� �

Kv

s

� �
1

N

� �
¼ K

1

s τ1sþ 1ð Þ τ2sþ 1ð Þ
� � ð4:141Þ

where the total gain constant K ¼ KpKv

� 
=N. The transfer function of the closed-

loop PLL is given by

(t1s + 1)(t2s + 1)
1

s
KVKP

N
1

s

+

–

n

Divider

+

–

Loop Filter VCO
Phase Detector

f f

f ef ref
fout

ωref

Fig. 4.54 Simplified block diagram of a modulated fractional-N synthesizer. Referenced

from [42]
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HPL sð Þ ¼ L sð Þ
1þ L sð Þ

¼ K

s τ1sþ 1ð Þ τ2sþ 1ð Þ þ K

ð4:142Þ

As mentioned previously, the transfer functionHC(s) of the pre-distortion filter is
the inverse of the transfer function HPL(s) of the PLL closed-loop and is given by

HC sð Þ ¼ 1eHPL sð Þ ¼
1þ eL sð ÞeL sð Þ

¼ s eτ1sþ 1ð Þ eτ2sþ 1ð Þ þ eKeK
ð4:143Þ

where par denotes approximation due to impossible complementary. A simplified

block diagram of the cascade of the Gaussian filter, the pre-distortion filter, and the

PLL is shown in Fig. 4.55.

It is easy to find the transfer function from the output of the Gaussian filter to the

modulation part of the instantaneous output as given by

Hmod sð Þ ¼ ωout sð Þ
ωmod sð Þ ¼ HC sð Þ 
 HPL sð Þ

¼
1eK s eτ1sþ 1ð Þ eτ2sþ 1ð Þ þ 1

1

K
s τ1sþ 1ð Þ τ2sþ 1ð Þ þ 1

ð4:144Þ

It can be seen from the equation above that the modulation transfer function is

determined by how close the estimated parameters of the gain constant eK , time

constantseτ1 andeτ2 are to the actual parameters K, τ1 and τ2, where K is dependent on

KP and KV, τ1 and τ2 are determined by R and C values of the loop filter. Figure 4.56

shows the amplitude response of the modulation transfer function versus the

mismatch in value of K when eτ1 ¼ τ1, eτ2 ¼ τ2, where the first pole is located at

200 kHz and the second pole is located at 4.6 MHz.

G(s) ~
~

1 + L(s)
L(s) 1 + L(s)

L(s)

s
1

s
1

Data

Gaussian
Filter Pre-Compensation PLL

fmod

foutwoutwmod

Fig. 4.55 Simplified compensation model. Redrawn from [42]
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It can be seen that the amplitude of the modulation transfer function is almost

constant before the frequency of about 50 kHz and then reaches its peak value at the

first pole with the frequency of 200 kHz for different variations of K. The second

pole at the frequency of 4.6 MHz has no effect on the amplitude of the modulation

transfer function at low frequencies.

Figure 4.57 shows amplitude response of the modulation transfer function versus

different variations of τ1 ¼ R1C1 values related to the first pole. Compared with the

impact of gain K on the amplitude, the values of R1 and C1 have less effect on the

amplitude.

The most important parameter that we are concerned is the phase error,

which determines the modulation accuracy, or EVM. The phase error between the

desired output phase ϕmod and the actual output phase ϕout due to mismatch is

calculated as in [42]:

ϕe sð Þ ¼ ϕmod sð Þ � ϕout sð Þ ¼ 1� Hmod sð Þ½ �ϕmod sð Þ ð4:145Þ

Substituting (4.144) into (4.145) gives

ϕe sð Þ ¼
1
K � 1eK	 


s τ1sþ 1ð Þ τ2sþ 1ð Þ
1þ 1

Ks τ1sþ 1ð Þ τ2sþ 1ð Þ

0@ 1Aϕmod sð Þ ð4:146Þ

where eτ1 ¼ τ1 and eτ2 ¼ τ2 are assumed.
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The term 1
K � 1eK	 


can be further written as follows:

1

K
� 1eK

� �
¼ 1

K

eK � KeK
 !

¼ 1

K

δ

1þ δ

� � ð4:147Þ

102 103 104 105 106 107
1

0.8

0.6

0.4

0.2

0

0.2

0.4

0.6

0.8

1

Frequency (Hz)

A
m

pl
itu

de
 |H

m
od

(s
)|

 (
dB

)

+5% 

+2% 

+1% 

Perfect match

(a)

102 103 104 105 106 107
–1

–0.8

–0.6

–0.4

–0.2

0

0.2

0.4

0.6

0.8

1

Frequency (Hz)

A
m

pl
itu

de
 |H

m
od

 (
s)

| (
dB

)

+5%
+2% 

+1% 

Perfect match

(b)

Fig. 4.57 Frequency response of modulation transfer function with mismatch in R1C1: (a)

Mismatch in R1 and (b) mismatch in C1

4.6 RF Transmitter Architectures for GMSK 239



where the estimated gain constant eK ¼ 1þ δð ÞK and δ is gain error. Substituting

(4.147) into (4.146) and assuming δ 1, the phase error is rewritten as

ϕe sð Þ ¼ δ

K

� �
s τ1sþ 1ð Þ τ2sþ 1ð Þ

1þ 1
Ks τ1sþ 1ð Þ τ2sþ 1ð Þ

 !
ϕmod sð Þ ð4:148Þ

If gain matching is pretty well, or δ¼ 0, the phase error is zero. Otherwise, the

phase error is dependent on the gain error δ or mismatching extent if the locations of

all poles (or all zeros if the PLL loop filter has them) are estimated precisely. It is

actually impossible to precisely estimate the locations of all poles and zeros of the

closed-loop PLL transfer function. Therefore, calibration for mismatches between

the pre-distortion filter and the closed-loop PLL transfer function is necessary.

As mentioned previously, the transfer function of the closed-loop PLL is only

well defined with just two unknown parameters of KP and KV after the cut-off

frequency of the first pole is well controlled through the use of switched capacitor

techniques [42]. Then, any deviations of the phase detector gain of KP—which

depends on the absolute value of the current source and the sampling capacitor—

from the desired value are first calibrated out using an automatic tuning circuit.

Then the estimate of the VCO gain KV, and in turn the estimate of the loop gain of

the closed-loop PLL, is performed through measuring the amplitude of the single-

tone–modulated signal after demodulating it from the RF band to the baseband

signal by using a first-order frequency discriminator. Finally, the measured ampli-

tude value is used as the input address to an LUT to update the parameters of the

pre-distortion filter and to ensure the best compensation [42]. The test results in [42]

showed that the RMS phase error for the low-band was 2.6�, and the spectrum at a

400-kHz offset was –67 dBc with a resolution bandwidth of 30 kHz.

Another compensation (or calibration) solution is to apply a frequency step

signal to the input of the sigma-delta modulator in the time domain and then to

measure the integrated phase error to estimate the K value, which is directly

proportional to the product of KV and KP. In this solution, a type-2 PLL is used,

where the loop filter has one zero and three poles. Figure 4.58 illustrates a block

diagram of the modulated fractional-N synthesizer with the digital calibration

circuits. The upper portion is the modulated fractional-N synthesizer and the

lower portion is the phase error measurement circuit, which consists of a delta-

sigma frequency discriminator and a lowpass filter. The delta-sigma frequency

discriminator realized by a sampled-data delta-sigma modulator is used to mea-

sure the phase error trace between the RF signal divided by N/N + 1 and the

reference clock signal in the time domain. Since different loop gain K values

depend on different phase error traces, the compensation algorithm circuit com-

pares the measured phase error trace with the stored phase error curves with time,

which are related to different known transfer functions of the closed-loop PLL, to

find the best-fit curve with the smallest phase error. Then corresponding coeffi-

cients of the pre-distortion filter related to the smallest phase error are read out and

loaded to the pre-distortion filter. With this solution, hardware-measured RMS
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phase error from 1.6 to 2.0� is achieved. More accurate compensation can be

achieved if capacitors with �5% tolerance are used in the loop filter. A total of

21 pre-stored curves in the LUT are used.

Figure 4.59 illustrates the amplitude response of the closed-loop PLL versus

K variation by using MATLAB simulation, where the pre-distortion filter is
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bypassed. It can be seen that the amplitude response of the closed-loop PLL has a

narrow loop bandwidth and a large peak for small K values, while it has a wide loop

bandwidth and a smooth peak for large K values.

With this calibration solution, we simulated the demodulated eye diagrams

from the modulated fractional-N synthesizer, as shown in Fig. 4.60. Figure 4.60a

displays the eye diagrams without the pre-distortion filter, where the parameter KP

is within the range from 36 to 130 μA/2π. In this case, the RMS phase error is 6.2�,
which is above the standard defined value of 5�. After the pre-distortion filter, the

RMS phase error is reduced to 1.3�, as shown in Fig. 4.60b. It is obvious that the

modulated fractional-N synthesizer could not be used to realize GMSK modulation

in the GSM standard without the pre-distortion filter or another compensation

method.
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4.6.3.3 Offset Phased-Locked Loop

Offset or translation PLL-based modulation has been widely developed over more

than two decades for the GSM transceiver due to its superior performance, specif-

ically the sufficient suppression level of the noise transmitted in the GSM receive

band, the small phase noise, and fast PLL setting time [46–52]. A sufficient

suppression level of the noise at the output of the PA falling in the receive band

eliminates the need for the duplexer and the transmit SAW filter. The low level of

phase noise is required to meet the RMS phase error of less than 5o defined by the

GSM standard. The fast setting time can reduce the transmitter’s current consump-

tion during the transmit mode. Figure 4.61 presents a block diagram of the quad-

rature modulation of an IF carrier by means of a frequency translation loop or an

offset phased-locked loop. The modulator-based offset phased-locked loop consists

mainly of a down-conversion mixer, a quadrature IF modulator, a phase detector, a

loop filter, and a VCO. All filters and VCO are built inside the RF transceiver chip.

The modulated RF signal at the RF VCO output with the frequency fRF is first

down-converted to an intermediate frequency (IF) signal having the frequency fIF
with a local oscillator through a mixer. The output IF signal is then filtered through
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a bandpass or lowpass filter to remove high-frequency harmonics. Then, the IF

signal that actually is a modulated signal is modulated by the I–Q baseband signals,

lowpass filtered, divided by D2, and finally phase-compared with the local refer-

ence signal after being divided by D1.
The local reference signal as another input to the phase detector is obtained from

the UHF VCO signal after the divided-by-three and then the divided-by-D1 circuits.

The phase difference then drives the charge pump and is filtered by the loop filter.

The filtered error signal drives the RF VCO so that the phase difference between

inputs of the phase detector reaches zero in steady state. Thus, the IF modulated

signal is translated into the RF modulated signal, which is available at the RF VCO

output. Now it is easy to understand that the offset here means that the center

frequency fRF of the RF VCO is offset from the doubled local oscillator frequency

fLO by fIF, or f RF ¼ 2
 f LO � f IF.
For example, during the GSM TX mode, if the output frequency of UHF VCO is

fVCO ¼ 1425 MHz, the frequency of the LO output is f LO ¼ fVCO=3 ¼ 475 MHz.

The LO frequency is further divided by D1¼ 10 as the reference signal with the

frequency of 47.5 MHz to the phase detector. Another input signal with the carrier

frequency of 47.5 MHz to the phase detector is obtained by dividing the GMSK-

modulated IF signal with the carrier frequency of 95 MHz with D2¼ 2. After the

PLL is in its locked state, the RF GMSK signal at the RF VCO output is down-

converted with a doubled LO signal with the frequency of 950 MHz. The difference

frequency component of the down-converted signal is used as the IF carrier signal

with a frequency of 95 MHz for the I–Q modulator after passing through the

on-chip lowpass filter (LPF) following the mixer. This LPF attenuates the unwanted

harmonics as well as the unwanted side-lobes. Hence, the carrier frequency of the

RF GMSK signal is 950� 95¼ 855 MHz. D1 and D2 can be programmed inde-

pendently to make the device particularly suitable for dual-band applications. The

LO frequency planning plays an important role in designing the multi-band GSM
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transceivers because it strongly influences the performance of the transceiver

[53]. For example, some combinations result in poor power spectral density

(PSD) and spurious performance if the frequency fLO, D1 and D2 are not chosen

appropriately.

A key feature of operations is that the PLL cancels the phase shift of the IF

modulated signal at the input of the phase detector by generating an equal and

opposite phase shift at the RF VCO output [47]. As a result, the RF VCO follows the

inverse phase of the I–Q baseband signals of the modulator. Thus, the RF modu-

lated signal with an equal and opposite phase shift is generated at the RF VCO

output relative to the phase shift of the IF modulated signal at the input of the phase

detector. Swapping I–Q signals can reverse the polarity of the modulation. Finally,

the RF modulated signal has low phase noise and suppressed harmonics.

In Fig. 4.61, the I–Q modulator is in the feedback path of RF PLL. The phase

noise property of the RF modulated signal is determined by the PLL. The PLL must

be fast enough to follow the modulation signal, whose data rate is 270.833 kbps, but

it must also be slow enough to suppress the high frequency phase noise [47]. There-

fore, the trade-off between phase accuracy and phase noise suppression is depen-

dent of the closed-loop bandwidth. In general, a loop bandwidth two to four times

bigger than the modulation data rate is acceptable in GSM applications. For

example, the loop bandwidth values of 500 kHz and 800 kHz were used in [47]

and [54], respectively. These values of the bandwidth give an acceptable RMS

phase error and phase noise suppression at the frequency offset of 20 MHz from the

carrier. The phase detector is frequency sensitive and its frequency range is

typically between 50 and 150 MHz. In addition, the frequency range at the input

of the phase detector can be up to about 400 MHz [50].

In contrast, the I–Q modulator can be inserted outside the feedback loop of the

RF PLL as well. In [47] and [33], the modulator is placed at the reference input, as

shown in Fig. 4.62. In this case, an IF continuous waveform (CW) carrier is
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modulated by the baseband I–Q signals to form the IF modulated reference signal,

which is used as one of the input signals of the phase detector. The other input is the

output of the down-converter mixer after lowpass filtering at the frequency of

fMIX ¼ f LO=D1� f RF. The phase detector output is an error current whose value

is proportional to the phase difference between the feedback signal fMIX and the

reference IF signal fIF. The error current signal is lowpass filtered to form an error

voltage to further drive the RF VCO. Thus, the RF VCO output is frequency-

modulated with the GMSK baseband signal. In the locked status, the frequency of

the down-converted signal is equal to that of the reference IF-modulated signal. The

center frequency of the RF VCO output is offset from the LO frequency by fIF or
f RF ¼ f LO=D1� f IF.

The performance is equivalent wherever the I–Q modulator is replaced,

whether inside the PLL or outside the PLL. It should be noted that the major

difference between the conventional PLL and the offset PLL (OPLL) is that the

frequency modulation of the reference input is reproduced at the output of the

OPLL without scaling [46]. Precisely speaking, the offset PLL-based transmitter

performs both frequency up-conversion and narrow bandpass filtering after the

I–Q modulation. On the other hand, an RF transmitter performed by an I–Q

modulator with one-stage direct up-conversion is very difficult to meet the strin-

gent requirements of both low phase noise and suppressed harmonics in the GSM

standard.

The closed-loop transfer function HCL(s) of the offset PLL can be derived from

Fig. 4.63:

HCL sð Þ ¼ Θout sð Þ
Θref sð Þ ¼

KdKvF sð Þ
sþ KdKvF sð Þ ð4:149Þ

where Kd is the phase comparator constant in A/rad, Kv is the gain of the VCO in

rad
 s�1/V, and F(s) is the transfer function of the loop filter.

In general, the loop filter is a third-order lowpass filter, so that the closed-loop

transfer function is the fourth-order. This selection is chosen based on sufficient

suppression level of the transmitter noise. Figure 4.64 illustrates an example of the

magnitude response of the closed-loop function HCL(s). The flat 0-dB region is

defined as the loop bandwidth for the case of the normalized frequency response.

Kd F(s)
s

Kv
+

–

Phase Detector Loop Filter VCO
ΘoutΘref

Θe = Θout − Θref

Fig. 4.63 Linear model of an OPLL in the s-domain
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The input phase variation within the loop bandwidth at the input of the phase

detector is reproduced at its output, and the input phase variation outside the loop

bandwidth is suppressed by the PLL. Consequently, the OPLL performs the

function of a bandpass filter whose bandwidth equals twice the loop bandwidth.

The trade-off between the transmit noise level and the phase error must be consid-

ered in the design of the OPLL because they are both related to the loop bandwidth

[46]. For example, the narrower bandwidth increases the suppression level of the

transmit noise but also increases the RMS phase error because the input phase

variation at the input of the phase detector is not completely reproduced at the

output of the phase detector.

The trade-off between the RMS phase error and the 20 MHz offset noise was

simulated and measured in [50] and [46], respectively. In order to achieve RMS

phase error of less than 2� and 20-MHz offset noise of less than –165 dBc/Hz in

[46], the optimum bandwidth must be in the range from 0.6 to 2.6 MHz. In practice,

the bandwidth around 1 MHz can yield acceptable performance.

So far we have introduced the offset or translation PLL-based GMSK-modulation

scheme. Now we shall show some curves of the measured GMSK signal from a

commercial GSM chip. The first curve is the PSD of GMSK, as shown in Fig. 4.65,

where the measured PSD is about �68 dBc at a frequency offset of 400 kHz on the

OPLL-based GMSK transmitter output in the E-GSM 900 band and meets the most

critical specification value of �60 dBc at the frequency offset of 400 kHz.

The transmission format of the GSM system is TDM burst transmission. One

frame consists of eight time slots or bursts. Each time slot has a total of 156.25 bits,

of which the first three are tail bits, followed by 58 encrypted bits, 26 training

Loop bandwidth

0
|H

C
L(

s)
| (

dB
)

Frequency (Hz)

Fig. 4.64 Amplitude response of the closed-loop transfer function
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sequence bits, another 58 encrypted bits, another 3 tail bits, and finally 8.25 guard

period (bits). Hence, one time slot lasts 156.25/270833� 577 μs. Eight time slots l

form a TDMA frame, which lasts about 4.62 ms.

The modulation accuracy of the GMSK-modulated signal is defined by the phase

accuracy of the-modulated signal and is specified in the following way:

For any 148-bit subsequence of the 511-bit pseudo-random sequence, the phase
error trajectory on the useful part of the burst shall be measured by computing the
difference between the phase of the transmitted signal and the phase of the
theoretical modulated signal. The RMS phase error shall not be greater than 5�

with a maximum peak deviation during the useful part of the burst less than 20�.

Figure 4.66 illustrates the transmitted RF signal power level versus time within

one-burst duration for GMSK modulation, where the transmitted power level must

be within the time mask to qualify the specification. To measure the RMS phase

error of the transmitted GMSK signal, the transmitted signal shall be demodulated

to the I and Q baseband signals in the receiver. Figure 4.67 illustrates the measured

PSD of the transmitted GMSK signal and the RMS phase error for one burst slot,

where the RMS phase error is 1.42�.

Fig. 4.65 Measured power spectrum density (PSD) at transmitter output from a commercial GSM

transceiver chip, where the PSD is located at the center frequency of 891 MHz with a span of

3.6 MHz or the range from 885.6 to 889.2 MHz
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Fig. 4.66 Transmitted GMSK signal power level versus time in one time slot duration for one

commercial RF transceiver and baseband chips. (Rise time¼ 4 bits, fall time¼ 2 bits)

Fig. 4.67 Measured constellation and PSD of RF offset loop-based I–Q GMSK signal for one

commercial RF transceiver and baseband chips, where the RMS phase error is 1.42�
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Chapter 5

Linearization Techniques for RF

Power Amplifiers
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5.1 Introduction

Orthogonal frequency division multiplexing (OFDM) with high-order modulation

formats of M-ary QAM adopted by many wireless standards are widely used in

modern wireless communication systems due to its advantages over single-carrier

schemes in robustly combating multipath fading with simple equalization filters and

over classical FDM schemes in achieving spectrally efficient transmission. OFDM

signals naturally behave with non-constant envelope characteristics and have a very

high peak-to-average power ratio (PAPR). The RF modulated signal with a high

PAPR highly requires that RF transmitter power amplifiers (PAs) operate with a
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large backoff power from their P1dB compression point to perform linearly,

resulting, however, in low energy efficiency. If its back-off power is not enough,

or if it operates close to its P1dB point, the PA causes spectral regrowth, which

leads to adjacent channel interference. Meanwhile, it also causes in-band signal

error vector magnitude (EVM) degradation, which in turn degrades the bit error rate

(BER) performance at the receiver. It is commonly known that achieving both

highly spectral efficiency and energy efficiency is contradictory in wireless com-

munications. To obtain high energy efficiency to reduce severe distortion caused by

PA non-linearity, pre-distortion or linearization techniques have been widely used

in applications. Generally, predistortion is classified as digital predistortion (DPD)

and RF analog predistortion (APD), according to its operation domain at either a

digital or analog domain.

Digital predistorters (DPDs) are often implemented in either a look-up table
(LUT) or a digital signal processor (DSP) in the digital domain, which can

accurately generate the predistorted baseband I–Q signals to compensate for the

nonlinear distortion caused by the PA. The transfer function of the DPD is

the inverse of the nonlinear function exhibited by the PA. A linear characteristic

of the transfer function can be approximated when both predistorter and PA are

serially cascaded. The digital pre-distortion is highly dependent on the modulation

formats, is strictly limited by the modulation signal bandwidth because of the band

spreading of the distorted signal, and is a very complicated algorithm and an

expensive solution [1–3].

RF analog pre-distorters (APDs) are usually implemented with an RF vector

modulator [4] or an RF block having adjustable gain and phase controls [5] before a

PA. Baseband-independent APDs have simple structure, low cost, and wide band-

width compensation compared with DPDs. One big advantage of APDs over DPDs

is that the implementation of APDs is independent of the modulator and is a

standalone mode, and therefore they are suitable to PA linearization with applica-

tions in either base stations or handsets for PA manufactures.

In this chapter, a Volterra model of a PA with a memory effect, which approx-

imates PA nonlinearity characterization, is described first. Then, a precise

and simple Volterra model of a pre-distorter, which is used to approximate the

inverse of a nonlinear PA, is presented. Next, the structure of a vector modulator

used as an APD is illustrated in greater detail. Finally, a RF APD system-on-chip

(SoC) chipset that has been commercially used in cellular base stations is intro-

duced as the example of a study of APD applications.

5.2 Memory Model of Power Amplifiers

Memory effects are a general phenomenon of typical RF PAs. The memory

effects of RF PAs can arise from multiple sources, including bias circuit effects,

self-heating, and trapping effects. They are mainly characterized by both ampli-

tude-to-amplitude modulation (AM-AM) conversion and amplitude-to-phase
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modulation (AM-PM) conversion; AM-AM is generated mainly by the voltage drop

across the loss resistance of the drain inductor and AM-PM is mainly created by the

variations of the drain source capacitance as a function of drain voltage. One of the

obvious distortions affected by the memory effects is asymmetric sidebands of RF

power spectral density (PSD), which may violate the required specification on one

side and have more margins on another side. Therefore, from a hardware design

point of view, the memory effects of RF PAs should be minimized. On the other

hand, it is necessary for circuit designers to precisely set up a PA model by

considering its nonlinearity and memory effects.

The Volterra series is a generalization of the Taylor series and has been widely

used for modeling PAs with mild nonlinearities and memory effects. One serious

drawback of the Volterra model is the large number of coefficients that need to be

extracted based on the amount of the collected input and output data of the

PA. Therefore, it is very complicated, and sometimes it may be impossible.

In practical applications, the Volterra series must be simplified by avoiding

summation over an infinite number of terms. A sufficiently accurate model,

depending on an actual application, can be obtained by using a finite number of

nonlinear terms and a few memory terms, which characterize the order of the

nonlinear model and the amount of memory, respectively. With this kind of

simplification, the number of coefficients of the Volterra model can be dramatically

reduced and the structure of this model can be significantly simplified.

There are some simplified approaches to approximating the Volterra model with

memory, such as the truncated Volterra series presented by Zhu et al. [6, 7], the

Wiener model proposed by Clark et al. [8], and the memory polynomial (MP)

model proposed by Kim and Konstantinous [9]. Most of the approaches are based

on an analysis of the physical characteristics of PAs or structure modification of the

original polynomials. It has been shown that the MP model has low complexity in

its hardware implementation and easy extraction from the captured input and output

data of the PA [10, 11].

In addition, some efforts have been made to adaptively prune the Volterra

models based on captured input and output signals of the PA, where small kernels

were considered negligible and therefore removed [12, 13]. Even these methods

based on adaption can update the coefficients of the Volterra model with time to

avoid any changes caused by supply voltage variation, temperature change, agility,

and other factors, but they also increase the complexity and power consumption in

the hardware implementation.

A complex baseband Volterra series with odd-order kernels only in a discrete

time domain can be expressed as [6]
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ey nð Þ ¼
XM
m¼0

h1 mð Þz n� mð Þ þ
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m1¼0
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m3¼m2

h3 m1;m2;m3ð Þz n� m1ð Þz n� m2ð Þz* n� m3ð Þ
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j

z n� mj

� �
z* n� m5ð Þþ . . .

ð5:1Þ

where hi m1;m2; � � �;mið Þ is the ith-order Volterra kernel, M is the highest memory

unit, the symbol * represents the conjugate transpose, andey nð Þ is the estimate value

of y(n) at the PA output. Ifhi m1;m2; � � �;mið Þ is equal to 0, except along the diagonal
m1 ¼ m2 ¼ � � � ¼ mi, then (5.1) can be simplified by

ey nð Þ ¼
XM
m¼0

�
h1 mð Þz n� mð Þ þ h3 m;m;mð Þz n� mð Þ��z n� mð Þ��2þ� � �

þ h2nþ1 m;m; � � �;mð Þz n� mð Þ��z n� mð Þ��2n þ � � ��, n ¼ 0, 1, � � �
ð5:2Þ

Equation (5.2) is referred to as an MP. In practice, the finite-orderN ¼ 2nþ 1 is

used to truncate the model shown above.

A relatively simple approximation to the Volterra model is the MP model

proposed by Kim and Konstantinous [9], which captures both memory effects and

nonlinear behavior of a PA, and is suitable to modeling a PA with the wideband

input signal. Similar to the Volterra model of a PA, the MP model of the digital

pre-distortion (DPD) is described as an approximate inverse of a PA. Two

advantages of MPs are their simple implementation and the good approximation

they yield.

More generally, a baseband memory polynomial model of a PA with input z(n)
and output y(n) as given in (5.2) can be expressed as

ey nð Þ ¼
XK
k¼1

XM
m¼0

bkmz n� mð Þ��z n� mð Þ��k�1 ð5:3Þ

where K is the order of nonlinearity, M is the maximum delay unit, bkm is the

kernel charactering the nonlinearity of the system, and ey nð Þ is the approximate

output y(n) of the PA. If M is equal to 0, or memoryless system, then (5.3)

reduces to

ey nð Þ ¼
XK
k¼1

bkz nð Þ��z nð Þ��k�1 ð5:4Þ

The model in (5.4) has a good approximation for a PA with a narrowband signal

as its input. However, most PAs have memory effects on the output signals.

Therefore, the memoryless polynomial in (5.4) does not approximate a model
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well for an actual PA, especially for a PA operating in a wideband frequency

domain. In contrast, (5.3) has a better approximation than (5.4) and presents both

a nonlinearity property and a memory effect, which means that the output of the PA

is not only a function of the current input, but also a function of the past inputs and

their power terms. Based on practical PA memory modeling simulations, one

memory delay unit ranging from 1 to 3 ns is a good approximation.

An important advantage of MP models, including memory and memoryless

polynomials, is that their expressions of (5.3) and (5.4) are linear combinations of

the basic functions. Thus, the least squares (LS) estimation method can be applied

to identify the coefficients of the model. In practice, the LS estimator is more

commonly used due to its easy implementation and acceptable performance. The

criteria are that it be unbiased and have minimum variance. The LS estimator uses

variance as a measure of performance to minimize the error between the estimate

and the true value, which is expressed by

E bð Þ ¼
XN�1

n¼0

��e nð Þ��2 ¼ XN�1

n¼0

��y nð Þ � ey nð Þ��2 ð5:5Þ

where N is the length of the captured input and output data, and b is the vector of

coefficients of bkm in (5.3) or bk in (5.4). The minimum error, corresponding to the

optimal vector of bopt value, is dependent on the highest orders of nonlinearity and

the maximum delay unit of memory effect. If the process is ergodic and stationary,

the LS error (LSE) estimator approaches the minimummean squared error (MMSE)

estimator as the length of the captured data grows, in which the MMSE is defined as

E bopt
� � ¼ min E

��y nð Þ � ey nð Þ��2� �� � ð5:6Þ

where E[�] is the expectation, and bopt is the optimal vector that leads to the MMSE.

The PA model and algorithm accuracy actually depends on the selected nonlinear

polynomial order, the captured data length, and the MATLAB computation accu-

racy. The modeling accuracy for the PA is usually evaluated by using the normal-

ized mean square error (NMSE), defined as

NMSEPA dB½ � ¼ 10 log10

XN
n¼1

��y nð Þ � ey nð Þ��2
XN
n¼1

��y nð Þ��2

0
BBBB@

1
CCCCA ð5:7Þ

where y(n) is the measured data at the output of PA, andey nð Þ is the modeled data at

the output of Volterra model.

The coefficients bkm in (5.3) can be solved by using the LS method. By defining a

new variable
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ukm nð Þ ¼ z n� mð Þ��z n� mð Þ��k�1 ð5:8Þ

then (5.3) can be written in matrix form as

ey ¼ Ub ð5:9Þ

where ey is the vector of the output, b is the vector of the coefficients to be

determined, and U is a matrix filled with all input series’ values. In details, they

are expressed as

z ¼ z 0ð Þ, . . . , z N � 1ð Þ½ �T
b ¼ b10; . . . ; bK0; . . . ; b1M; . . . ; bKM½ �T
U ¼ u10; . . . ; uK0; . . . ; u1M; . . . ; uKM½ �

ukm ¼ ukm 0ð Þ, . . . ,ukm N � 1ð Þ½ �T
ð5:10Þ

Consequently, the LS solution for (5.9) is given by

b ¼ UHU
� ��1

UHey ð5:11Þ

where �ð ÞH denotes the Hermitian transpose operator, (�)�1 stands for the inverse

operator, and the hat indicates an estimator.

Design Example 5.1 As an example, a memory polynomial model is used to

approximate a nonlinear system which is to obey a Wiener-Hammerstein (W-H)

model [8, 10], i.e., a linear time-invariant (LTI) system with memory (or a TX

Butterworth filter including the pulse-sharping filter) followed by a memoryless

nonlinearity and then by another LTI system with memory (or a RX Butterworth

filter), as shown in Fig. 5.1. Such a configuration is usually used to simulate satellite

communication channels in which the PA of the satellite transponder is driven at

near saturation by the PSK-modulated signals to achieve maximum energy

efficiency.

The transfer functions of two LTI blocks are assumed to be expressed as

HF zð Þ ¼ 1þ 0:4z�2

1� 0:2z�1
,HE zð Þ ¼ 1� 0:1z�1

1� 0:4z�1
ð5:12Þ

In the discrete time domain, the expression for the input and output of the

memoryless nonlinear block is given by

HF (z) F (v) HE (z)
z (n) v(n) w (n) y(n)

Fig. 5.1 A Wiener-Hammerstein block diagram
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w nð Þ ¼
XK
k ¼ 1

kodd

bkv nð Þ��v nð Þ��k�1 ð5:13Þ

where the coefficients actually extracted from a real Class AB PA are

b1 ¼ 1:0108þ j0:0858

b3 ¼ 0:0879� j0:1583

b5 ¼ �1:0992� j0:8891

ð5:14Þ

The complex gain of the memoryless block F(v) is obtained as in (5.13):

F vð Þ ¼ b1 þ b3
��v nð Þ��2 þ b5

��v nð Þ��4 ð5:15Þ

It can be seen that the complex gain is dependent on the magnitude of the

complex baseband envelope.

Solution To collect the output data of y(n), the baseband input z(n) to the Wiener-

Hammerstein (W-H) model is a three-carrier WCDMA signal with each having a

5-MHz bandwidth. Around 10,000 I–Q samples used as the output data y(n) at the
output of the W-H model are collected at a sampling rate of 61.44 MHz. The

coefficients of the memory polynomial model with fifth odd-order K¼ 5 and

maximum memory unit M¼ 2 can be extracted by substituting both input and

output data into (5.11), each having 10,000 data samples. The memory polynomial

model used here is expressed by

ey nð Þ ¼
X5
k ¼ 1

kodd

X2
m¼0

bkmz n� mð Þ��z n� mð Þ��k�1 ð5:16Þ

The coefficients are

b10 ¼ �0:7199þ j 0:06523, b30 ¼ 58:6535þ j 6:4971, b50 ¼ �942:6704� j 151:8989

b11 ¼ 3:3960þ j 0:2959, b31 ¼ �117:0267� j 13:7877, b51 ¼ 1869:1053þ j 282:9810

b12 ¼ �0:0255þ j 0:0059, b32 ¼ 59:2177þ j 6:0675, b52 ¼ �956:1663� j 154:2885

ð5:17Þ

Figures 5.2a, b show the simulated AM-AM and AM-PM characteristics for the

output y(n) of W-H system and the outputey nð Þ of the memory polynomial model. It

can be seen from the curves that AM-AM and AM-PM curves of the memory

polynomial model are identical to those of the W-H system well due to their

complete overlap. Such accurate behavioral modeling of nonlinear PA based

on memory polynomial series can be also seen in Fig. 5.3 where the PSD of the

5.2 Memory Model of Power Amplifiers 259



curve (c) matches PSD of the curve (b) in the frequency domain well, down to

�70 dB relative to the peak level.

The best method to evaluate modeling accuracy is to calculate NMSE using

(5.7). Thus, an appropriate order number with satisfactory performance can be

obtained through NMSE, as shown in Fig. 5.4, where the targeted PA characteristic

is the W-H model expressed in (5.12)–(5.14). It can be seen from Fig. 5.4 that the

memory polynomial model with odd-order only has a similar NMSE value as one

with even-odd order when the odd-order number is beyond 5, but a simple
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Fig. 5.2 AM-AM and AM-PM characteristics of the outputs y(n) and ey nð Þ of W-H model and

memory polynomial model, respectively: (a) AM-AM and (b) AM-PM characteristics
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expression. NMSE with order number 1 is not included here because it corresponds

to a linear model rather than a nonlinear model.

In this section, the memory polynomial series expressed in (5.3) has been used to

model the behavioral characteristics of a nonlinear PA based on the amount of the

collected input and output data from the PA through the LS algorithm (5.11).
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Fig. 5.3 Power spectral density of three-WCDMA signals at baseband: (a) input, (b) output of

W-H system, and (c) output of memory polynomial model
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Fig. 5.4 NMSE versus order of memory polynomial model with maximum delay unit M¼ 2
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Actually, an example introduced above can be applied to modeling the behavioral

characteristics of a practical PA. Specifically, attention should be first paid to

aligning the collected output data of the PA with the collected input data of the

PA accurately. Then the LS algorithm can be used to calculate the coefficients of

the memory polynomial model. Try different number of even-odd order and

odd-order, and different number of memory delay unit to find available numbers

for fitting practical applications based on the calculated NMSE value. From a

hardware-implementation point of view, simplicity and satisfactory performance

is always preferred.

In the following section, we will introduce some procedures for extracting the

coefficients of the Volterra polynomial by means of the LS algorithm based on the

measured data from the input and output of a practical power amplifier.

5.3 Behavioral Modeling of a Practical Power Amplifier

In this section, we present the nonlinear characteristics of a practical power

amplifier (PA) and coefficient extractions from the measured input and output

data of the power amplifier. From these extracted coefficients, an accurately

behavioral model with memory effects for this practical power amplifier is approx-

imated using the Volterra polynomial model.

A test-bench setup used to collect data from the input and output of the PA is

shown in Fig. 5.5, where the PA from Skyworks Solutions is referred to as a device

under test (DUT). A MXG ES4438C Agilent signal generator (SG) is used to

generate an 802.11a OFDM signal sent as a stimulating signal with a 20-MHz

bandwidth to the PA, which is biased as a Class-AB model, is operated at an RF

frequency of 5 GHz, and has a P1dB output compression point of 27 dBm with

PA

PC

Signal Generator
DUT ATT.

Spectrum Analyzer

PA Input

PA Output

RF signal

I/Q BB signal

Fig. 5.5 Experimental setup for extracting the coefficients of the Volterra Polynomial
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measurement. An R&S FSW spectrum analyzer (SA) is employed to down-convert

the RF modulated signal to the analog baseband I–Q signals and then to recover the

transmitted baseband I–Q signals in digital formats after correcting frequency

offsets and then performing carrier phase, frame, and symbol timing synchroniza-

tions. A personal computer (PC) is used to import the digital baseband I–Q signals

from the I–Q output interface of the SA. The PC needs to collect two groups of data:

one group data is obtained when the output of the DUT is connected to the input of

the SA, while one another group is acquired when the output of the SG is linked to

the input of the SA. The former corresponds to the output signal data of the PA and

the latter corresponds to the input signal data of the PA. With input and output data,

coefficients of the Volterra polynomial that model an actual PA can be extracted by

using the LS algorithm expressed in (5.11).

In data collection experiment, a frame-based 802.11a OFDM signal as complex

I–Q data with a modulation format of 64-QAM and a bandwidth of 20 MHz is

downloaded from an N7617B Signal Studio of KEYSIGHT Technologies to an

MXG ES4438C Agilent Signal Generator, where each frame is identical and is

continuously repeated. The frame-based OFDMbaseband I–Q signals then modulate

a pair of quadrature carrier signals to generate a RF-modulated signal at 5500MHz or

the channel 100, which has about a 9.5-dB peak-to-average power ratio with mea-

surement. In order to extract the coefficients of the Volterra polynomial used to

approximate to the PA behavioral modeling, we need to collect the input and output

data of the PA through the I–Q output interface of the SA, both when the output of the

SG is connected to the SA and then when the output of the PA is connected to the

SA. The collected data signals need to be interpolated and aligned in MATLAB

before the PA coefficient extraction. These procedures are described below:

1. Data Collection From PA Input
When the output of the SG is connected to the SA, it is treated as the input signal

of the PA. To collect the complex I–Q data from the SA, the RF output signal of

the SG is first down-converted to the baseband I–Q signals and then the digital

baseband I–Q signals after carrier phase and symbol timing synchronizations are

sent to the PC through the I–Q output interface of the SA at a sampling rate of

40 MHz, i.e., four times higher than the baseband bandwidth of about 8.5 MHz

For the frame-based WLAN OFDM signals, one complete frame data should be

collected at least.

2. Data Collection From PA Output
In order to characterize nonlinearity of the PA, the average output power of the

PA is set to a 4-dB back-off from its P1dB compression point. As a rule of

thumb, a PA it is preferred to operate back-off from the P1dB compression point

by a PAPR value in order to avoid causing nonlinear distortions. Here, PA

operation with a 4-dB back-off implies that the PA operates in near-saturated

region. The output of the PA is then connected to the input of the SA through a

20 dB attenuator to prevent SA saturation. After down-conversion and carrier

phase and symbol timing synchronizations are performed inside the SA, the

digital baseband I–Q signals are collected by the PC through the I–Q output

interface of the SA.
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3. Data Interpolation and Alignment
As described above, data are collected from both the input and output of the PA

at a sampling rate of 40 MHz, which corresponds to the interval of 25 ns between

two consecutive samples. It has been found from actually modeling approxima-

tion that a delay unit of less than 5 ns can achieve a good approximation to the

memory effects of the PA. If the interval of 2.5 ns between two consecutive

samples is chosen, interpolated data samples, corresponding to a sampling rate

of 400 MHz, can be obtained in MATLAB by interpolating the original sampled

data at the sampling rate of 40 MHz with a factor of 10.

After interpolation, the input and output data of the PA need to be aligned

before the PA coefficient extraction. Alignment can be performed with one

frame by searching for a cross-correlation peak between the interpolated input

and output data. Due to pseudo-random characteristics of the frame data, the

cross-correlation peak is unique and occurs significantly.

4. Coefficient Extraction
After alignment, the coefficients of the Volterra polynomial can be extracted by

substituting the aligned input and output data into (5.11) with proper arrange-

ments in (5.10). In practice, the coefficient extraction is performed in

MATLAB.

Around 7000 I–Q samples in one frame time duration were collected at a

sampling rate of 40 MHz. After interpolation with a factor of 10, 70,000

interpolated I–Q samples were obtained and about 30,000 interpolated samples

were used for coefficient extraction. A small number of samples less than

30,000 can be also used for coefficient extraction. In order to accurately

model the nonlinear characteristics of the PA, the nonlinearity order K in the

Volterra model (5.3) was set to 5 and the maximum memory unit M to 2. By

substituting the interpolated input and output data into (5.11), coefficients of

the Volterra polynomial can be extracted. Then, by substituting these coeffi-

cients and interpolated input data into (5.3), we can obtain the baseband I–Q

data at the output of the Volterra model that approximates to the collected and

interpolated baseband I–Q data at the output of the practical or actual

PA. Figure 5.6 shows the AM-AM and AM-PM curves of both measured and

extracted group data. It can be seen that data at the output of the memory

polynomial model match data at the output of the actual PA well on both

AM-AM and AM-PM curves.

The modeling accuracy for this case can be evaluated with the NMSE value

that is calculated in (5.7) and is equal to �42.77 dB. Table 5.1 lists some NMSE

values with nonlinear order numbers up to 7 and with a memory delay unit

M¼ 2. It shows that the NMSE value decreases very slowly when the

nonlinearity order K is greater than or equal to 4. Hence, the Volterra polynomial

with K¼ 4 andM¼ 2 is an accurate modeling approximation to the AM-AM and

AM-PM characteristics of this actual PA.
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Fig. 5.6 Normalized AM-AM and AM-PM characteristics of a practical PA for 802.11a OFDM

transmission and a Volterra polynomial modeling with fifth even-odd order K¼ 5 and maximum

memory unit M¼ 2: (a) AM-AM characteristic and (b) AM-PM characteristic

Table 5.1 NMSE value of a

PA model versus nonlinearity

order K at maximum delay

unit M¼ 2

Nonlinearity

order K
Maximum

delay unitM NMSE (dB)

2 2 �33.65

3 2 �39.12

4 2 �42.43

5 2 �42.77

6 2 �43.22

7 2 �43.27



5.4 Power Amplifier Linearization

A power amplifier is the last active stage of the transmitter before a RF signal is

transmitted. Most specifications for the transmission part are defined at the output of

the power amplifier. In general, these specifications for the transmitter are more

stringent than those for the receiver because any violations would affect the recep-

tions of other users, such as spectral emission, out-of-band emission, and adjacent

channel power ratio (ACPR). Considering that nonlinear distortion of the transmitter

is usually dominated by a PA, all specifications for the transmitter are usually met

with some amount of margin before the power amplifier and after a RF modulator.

Therefore, the power amplifier plays a very important role in the transmitter.

When transmitting constant-envelope–modulated signals, power amplifiers can

achieve energy efficiency without causing spectrum regrowth when operating at the

saturation region or close to the saturation region. This is because both the AM-AM

and AM-PM characteristics of power amplifiers do not distort the amplified RF

signals due to their constant envelope features. For the transmissions of

non-constant envelope modulation signals, on the other hand, one way for the

power amplifier to avoid nonlinear distortion is to operate at a certain amount of

back-off from its P1 dB compression point, which in turn decreases the energy

efficiency of the power amplifier. In order to achieve both spectrum efficiency and

energy efficiency for such non-constant envelope signals, the power amplifier has to

be linearized.

Predistortion is the most commonly and simply used technique for linearizing an

amplifier and has existed for many decades until today. The basic concept of

pre-distortion is to insert a nonlinear pre-distortion module or block before either

the baseband modulation signal at the digital domain or the RF modulated signal

prior to the power amplifier at the analog domain. The nonlinear module generates

intermodulation distortion (IMD) products that are in anti-phase with the IMD

products generated by the power amplifier, hence, reducing out-of-channel emis-

sions at the output of the power amplifier.

In general, predistorter techniques can be classified as three kinds: the baseband

predistorter, the cuber (or third-order) predistorter, and the RF envelope

predistorter. The first kind of predistorter generates the predistorted baseband I–Q

signals in the digital baseband domain. In the second technique, the RF input signal

is split into a delay path and an error generation path. A pair of diodes in the error

generation path of the nonlinear module keeps the distorted signals after canceling

the fundamental signal. Then, the distorted signals with the controllable magnitudes

and phases are recombined with the original RF signal via the delay path at the end

of the predistorter. Finally, the spurious signals are cancelled after the combiner [4].

The third predistortion technique creates two second-order nonlinear functions that

interpolate the inverse AM-AM and AM-PM nonlinearities of the power amplifier

by using the envelope of the modulating signal [14]. These two second-order

nonlinear functions are used to generate the pre-distorted RF signal prior to the

power amplifier. Furthermore, its coefficients can be adaptively updated by using

some forms of adaptive algorithms since the power amplifier’s characteristics tend
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to drift with time, such as changes in temperature, supply voltage variations, aging

of devices, and switching among bands or channels.

The nonlinearity of the PA primarily results in degradations of the adjacent

channel power ratio (ACPR) and error vector magnitude (EVM) at the transmitter.

There are several types of linearization techniques to minimize the nonlinear effects

on ACPR and EVM in literature, such as feedback linearization, feed-forward

linearization and predistortion linearization. Due to its low cost and simple hard-

ware implementation, the predistortion technique is introduced in this chapter.

5.4.1 Digital Baseband Pre-distortion

A general way to compensate for the nonlinear distortions of a PA by means of a

pre-distortion technique is to insert a pre-distortion block with a transfer function of

F in the signal path prior to the PA’s having a transfer function of G, as shown in

Fig. 5.7. A linear amplification Q can be achieved when these two blocks are

cascaded together if F is the inverse of G or F¼G�1 under the assumption that

G is invertible. It can be also be expressed as

y nð Þ ¼ g
��z nð Þ��2� �

z nð Þ
¼ g

�� f ��x nð Þ��2� �
x nð Þ��2� �� f

��x nð Þ��2� �
x nð Þ ð5:18Þ

where f and g stand for gains of the pre-distorter and power amplifier in time

domain, respectively. The PA is linearized when the cascaded gain q meets the

following condition:

q ¼ g
�� f ��x nð Þ��2� �

x nð Þ��2� �� f
��x nð Þ��2� � � constant ð5:19Þ

Since it is very complicated to directly solve an inverse function of a PA with

memory effect, the parameters of a digital pre-distorter (DPD) are iteratively

estimated through either a closed-loop adaptation mechanism or an indirect learn-

ing structure for DPD identification. Either one avoids obtaining the transfer

function of the PA first, and then solves its inverse function for the DPD.

F G

| F | | G | | Q |

f f f

x(n) z(n) y(n)

Q

× =

Fig. 5.7 Block diagram of

a pre-distortion system
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Indirect learning [10, 15, 16] and direct learning [17, 18] structures for

pre-distortion identification are illustrated in Fig. 5.8. The indirect learning method

first identifies the coefficients of the pre-distorter training block on the feedback

path by minimizing the error signal of e(n) in Fig. 5.8a, and then copies these

coefficients to the pre-distorter on the feed-forward path. On the contrary, the direct

learning strategy in Fig. 5.8b directly adjusts the coefficients of the pre-distorter in

the feed-forward path based on the input of the pre-distorter and the output of the

power amplifier. Both architectures have similar compensation principles, but they

also have different features. One advantage of the indirect learning structure is that

the system operation is very stable and its performance is relatively good because it

is an open-loop system and the coefficients are only updated once they converge.

The updating rate can be very slow depending on the variations of the power

amplifier, such as the changes of temperature and supply voltage. Hence, the

indirect learning configuration shall be introduced in this section, while the direct

learning structure shall be presented in the application section of this chapter.

Power
Amplifier

Adaptive
Algorithm

G
1

x(n) z (n) y(n)
Predistorter

Power
Amplifier

Predistorter
Training (A)

+

–
G
1

x(n) z (n)

e(n)

~z (n)

y(n)Predistorter
(Copy of A)

(a)

(b)

+

Fig. 5.8 Block diagram of equivalent baseband for a PA with a pre-distorter: (a) indirect learning

structure, (b) direct learning structure
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In Fig. 5.8a, a block of pre-distorter training (A) on the feedback path has the

input of y(n)/G, where G is the linear gain of the PA, and the output of ~z nð Þ. The
actual pre-distorter prior to the PA is an exact copy of the pre-distorter training

block (A) on the feedback path; its input is x(n) and its output is z(n). In an ideal

case, the output of the PA would be equal to y nð Þ ¼ Gx nð Þ, corresponding to

z nð Þ ¼ ~z nð Þ, which leads to the error signal e nð Þ ¼ 0.

A basic procedure for obtaining the parameters of pre-distorter training A is to

collect a number of data samples of the input y(n)/G of the predistorter training

block and the input z(n) of the PA that is used to approximate the output~z nð Þ of the
predistorter training block after convergence; then the parameters can be solved

through the least-squared solution offline, which can be used as the initial param-

eters or coefficients of the pre-distorter. The system can run in open loop—i.e., the

pre-distorter training block is shut down—if the PA characteristics do not change

rapidly with time due to power supply voltage variation, temperature drift, aging,

and other factors, which have long time constants. If the PA characteristics change

too much with time, an adaptive algorithm may be used to update the coefficients of

pre-distorter when the feedback loop is closed.

Similar to the memory polynomial expression of the PA model in (5.3), the

memory polynomial of the pre-distorter can be also expressed as

z nð Þ ¼
XK
k¼1

XM
m¼0

akmx n� mð Þ��x n� mð Þ��k�1 ð5:20Þ

where M is the largest delay unit representing the memory effect, and K is the

highest nonlinear order. In most practical pre-distortion designs, the compensation

for the nonlinearity of the PA is well approximated by using odd-order nonlinear-

ities only. Then, the expression (5.20) can be written as

z nð Þ ¼
XK

k¼2lþ1

XM
m¼0

akmx n� mð Þ��x n� mð Þ��k�1, l ¼ 0, 1, 2, . . . ð5:21Þ

where K is an odd number. Actually, if even-order nonlinearity items in (5.20) are

included, the spectral regrowth can be further reduced slightly. Therefore, from the

hardware simplicity point of view, it is very worthwhile to use odd-order

nonlinearity items for the pre-distorter.

From the collected input and output data of the PA offline, a transfer function of

the pre-distorter on the feedback path can be estimated through a LS algorithm. The

output signal y(n) of the PA is first attenuated by a linear gain G of the PA to avoid

excessive input to the pre-distorter training block. Defining the input to the

pre-distorter training as a new signal [10] yields

ukq nð Þ ¼ y n� qð Þ
G

y n� qð Þ
G

����
����
k�1

ð5:22Þ
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At convergence, ez nð Þ � z nð Þ and the output of the pre-distorter training block

can be expressed by

z ¼ Ua ð5:23Þ

where z ¼ z 0ð Þ, . . . , z N � 1ð ÞT
h i

,U ¼ u10; . . . ; uK0; . . . ; u1Q; . . . ; uKQ
� �

, ukq

¼ ukq 0ð Þ, . . . ,ukq N � 1ð Þ� �T
, and a ¼ a10, . . . ,aK0, . . . a1Q, . . . ,aKQ

� �T
. Solving

the LS solution for (5.23), the coefficients of the pre-distorter training block are

a ¼ UHU
� ��1

UHz ð5:24Þ

where (•)H stands for complex conjugate transpose.

The coefficients of the pre-distorter obtained through (5.24) offline are copied to

the pre-distorter on the feed-forward path as the initial coefficients when the system

is powered on. When needed because of variations of power supply voltage and

temperature, the coefficients can be updated by the adaptive algorithm [9].

Similar to the NMSE used for evaluating PA modeling accuracy defined in (5.7),

the compensation accuracy for the PD is usually evaluated using the NMSE defined

as

NMSEPD dB½ � ¼ 10 log10

XN
n¼1

��z nð Þ � ez nð Þ��2
XN
n¼1

��z nð Þ��2

0
BBBB@

1
CCCCA ð5:25Þ

where z(n) is the input data to the PA and ez nð Þ is the output data from the

pre-distorter shown in Fig. 5.8a. If ez nð Þ is close to z(n), then NMSEPD becomes

very small, which implies that the PD accurately compensates for the nonlinear

distortions of the PA.

The digital pre-distorters (DPDs) are implemented in the digital baseband

domain before the digital to analog converter (DAC). To see how the DPD

compensates for the nonlinear distortions, we assume the behavioral model of

the targeted PA is the same as one expressed in (5.16), which is extracted from

the W-H model given in (5.12)–(5.15). Figure 5.9 shows the performance of the

pre-distorter with a nonlinear order K¼ 5 and delay unit M¼ 2 of the memory

polynomial series. It can be clearly seen that the memory polynomial PD is able

to suppress most of the spectral regrowth as indicated by the curves (b) and (c),

where the PD with odd-order nonlinearity terms has only about 3-dB degradation

compared with the one with even-odd order nonlinearity terms, but it has fewer

coefficients. From a simplicity point of view, the lower-cost implementation

would be preferred.
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Table 5.2 illustrates NMSEPD results versus different the maximum delay

number M. NMSEPD is not much improved after M is equal to or greater than 1.

This tendency is similar to that shown in Fig. 5.10. The differences in spectral

regrowth at the upper and lower adjacent channels betweenM¼ 0 corresponding to

the curve (b) andM¼ 2 corresponding to the curve (d) are about 10 dB because the

memory effect of the PA model used here is not severe. Otherwise, the memoryless

DPD would be incapable of suppressing the spectral regrowth, especially for

wideband PA applications with significant memory effects, such as LTE and

802.11 Wi-Fi standards.

For K¼ 5 andM¼ 2, the memory polynomial model of DPD used in Fig. 5.10 is

expressed as
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Fig. 5.9 Power spectral density of a three-carrier WCDMA signal at baseband: (a) PA output

without PD, (b) PA output with fifth odd order PD, (c) PA output with fifth even-odd order PD, and

(d) PA input

Table 5.2 Compensation

NMSE versus maximum

memory delay M at even-odd

order K¼ 5

Memory effect

Maximum

delay unit M NMSE (dB)

Memoryless 0 �29.6

Memory 1 �50.1

Memory 2 �50.7

5.4 Power Amplifier Linearization 271



z nð Þ ¼
X5
k¼1

X2
m¼0

akmx n� mð Þ��x n� mð Þ��k�1

¼ a10x nð Þ þ a11x n� 1ð Þ þ a12x n� 2ð Þ
þ a20x nð Þ��x nð Þ��þ a21x n� 1ð Þ��x n� 1ð Þ��þ a22x n� 2ð Þ��x n� 2ð Þ��
þ a30x nð Þ��x nð Þ��2 þ a31x n� 1ð Þ��x n� 1ð Þ��2 þ a32x n� 2ð Þ��x n� 2ð Þ��2
þ a40x nð Þ��x nð Þ��3 þ a41x n� 1ð Þ��x n� 1ð Þ��3 þ a42x n� 2ð Þ��x n� 2ð Þ��3
þ a50x nð Þ��x nð Þ��4 þ a51x n� 1ð Þ��x n� 1ð Þ��4 þ a52x n� 2ð Þ��x n� 2ð Þ��4

ð5:26Þ

where the coefficients are

a10 ¼ 1:8517þ j0:0976, a20 ¼ 15:0286þ j2:5592, a30 ¼ �225:4617� j28:4730,

a40 ¼ 1090:1275þ j130:1822, a50 ¼ �1719:0851� j254:8413

a11 ¼ �0:4903þ j0:0874, a21 ¼ �29:9729� j5:1971, a31 ¼ 452:3464þ j53:8019,

a41 ¼ �2198:3903� j239:4420, a51 ¼ 3516:1881þ j424:4039

a12 ¼ �0:3743� j0:1007, a22 ¼ 15:1299þ j2:6554, a32 ¼ �229:2100� j26:4797,

a42 ¼ 1116:9208þ j115:4541, a52 ¼ �1796:8289� j193:8795

ð5:27Þ
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Fig. 5.10 Power spectral density of a three-carrier WCDMA signal at baseband: (a) PA output

without PD, (b) PA output with PD having M¼ 0, (c) PA output with PD having M¼ 1, (d) PA

output with PD having M¼ 2, and (e) PA input. All PD models have even-odd order K¼ 5

272 5 Linearization Techniques for RF Power Amplifiers



In (5.26), the output z(n) of the pre-distorter consists of even-odd order nonlinear
items with both memory and memoryless polynomial series. These nonlinear items

can be implemented with the structure as shown in Fig. 5.11. This nonlinear term

generation can be used either for the digital pre-distortion (DPD) or for the RF

analog pre-distortion (APD). In the latter case, the baseband signal x(t) is recovered
from the RF input signal to the PA after down-conversion. Even- and odd-order

item generators following the delay blocks generate the delayed even- and

odd-order components, respectively. These delay components are used to compen-

sate for the memory effects of the power amplifier.

To validate the effective compensation for the memory effects of the PA,

Fig. 5.12 illustrates the AM-AM and AM-PM plots of the PA without DPD and

with DPD, where the PA obeys the W-H model given in (5.16)–(5.17) and the

coefficients of the PD are expressed in (5.27). It can be clearly seen that both

nonlinear characteristics and memory effects of the PA have been significantly

compensated. For a comparison between the memory DPD and memoryless DPD,

the AM-AM and AM-PM plots of the same PA with and without memoryless DPD

are shown in Fig. 5.13, where memory effects still remain although the gain and

phase nonlinear features have been mostly compensated.

Design Example 5.2 As we have introduced four procedures regarding to the

coefficient extraction of the PA behavioral modeling from a practical PA measure-

ment in Sect. 5.3, now we need to design a pre-distorter to compensate for the PA

nonlinear distortions by using the nonlinear order K¼ 5 and the maximum delay

unit M¼ 2 for the pre-distorter.
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Fig. 5.11 Block diagram of high-order nonlinear term generation
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Solution In Sect. 5.3, we extracted the coefficients of the Volterra polynomial

model based on the measured data collected at the input and output of the practical

PA, respectively. Thus, we have the Volterra polynomial model being used for

designing a pre-distorter to compensate for the nonlinearities of this practical

PA. To extract the coefficients of the pre-distorter as expressed in (5.24), we also

need to collect data at the input and output of the Volterra polynomial model,
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respectively. The Volterra polynomial model used above with K¼ 5 and M¼ 2 is

chosen as a predistorter.

Similar to the behavioral modeling of the PA—except there is no need for

interpolation here—there are also four major procedures for the coefficient
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Fig. 5.13 AM-AM and AM-PM characteristics for nonlinear PA with memory effects after

memoryless DPD compensation: (a) AM-AM characteristic, and (b) AM-PM characteristic.

Note: Here AM-AM is actually for voltage gain
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extraction of the PD: data collection from the input of the PA behavioral model,
data collection from the output of the PA behavioral model, data alignment, and
coefficient extraction.

Note that interpolation is not needed here because the coefficients of the PA

behavioral model are extracted from the interpolated input and output data. Around

30,000 interpolated samples at the sampling rate of 400 MHz from one frame data

are collected in MATLAB, aligned between the input and output samples, and then

are substituted into (5.24) for coefficient extraction. From a simplicity-of-design

point of view, the nonlinear order K¼ 5 and the maximum delay unit M¼ 2 are

chosen for the PD polynomial expression in (5.20).

Figure 5.14 shows the PSD plots of an 802.11a OFDM signal with a data rate of

54 Mbps that passes through a practical PA under different conditions. It is clear

that the spectrum regrowth at the output of the PA without PD can be successfully

compensated by at least a 15-dB reduction within the frequency offset range,

either 10 to 20 MHz or �10 to �20 MHz, by inserting a pre-distorter prior to the

PA. This can also be seen from Fig. 5.14, where the PSD curve of the PA with PD

is very close to the PSD curve of the PD input, which indicates that the PD

significantly compensates for the spectrum regrowth due to nonlinear amplification

of the PA.
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5.4.2 RF Analog Pre-distortion

Compared with DPD, the analog pre-distorter (APD) has advantages of simple

structure, low cost, and flexible standalone operation; nor it does not affect the

architecture of existing system since it is simply inserted between the RF modulator

and the RF PA without direct access to a digital baseband processor. Analog

pre-distorters that consist of a vector modulator were introduced to cancel the

distorted harmonic components at the output of the pre-distorter by controlling

the attenuator and phase shifter of the vector modulator [4, 19–21]. The APD in the

system level approach is suitable for base station applications or repeater applica-

tions, where a small amount of extra power consumption due to the APD is

negligible compared with the base station in these applications. A CMOS PA

with a built-in RF analog pre-distorter in the circuit level approach was proposed

for handset applications [5], in which the driver stage of the PA adopts a vector

modulator with gain and phase of a pre-distorter controlled via a two-word look-up

table (LUT) with multiple AM-AM and AM-PM curves. Another APD for the base

station applications was presented to correct both nonlinearity and memory effects

of the PA by using both input signal envelope and its derivative [22]. The RF input

signal is pre-distorted using the vector modulator controlled with the correcting

coefficients. As opposed to those the mentioned above, the RF analog pre-distorter

uses the envelope of the RF-modulated signal to generate two second-order

nonlinear functions that interpolate the inverse AM-AM and AM-PM nonlinearities

of the power amplifier [14, 23]. Due to its features of flexible insertion and complete

standalone capability between the RF modulator and power amplifier, this type of

RF analog PD (APD), representing a general RF APD, will be presented in the

following sections.

A simplified block diagram of the adaptive APD is shown in Fig. 5.15. The

adaptive algorithm is used to update the coefficients of F1 and F2 for tracking

90°

PA

| • |2
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IMD detection & 
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IQ Demod &
filtering, ADC

y(t)z(t)u(t)

Coupler Coupler
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x(t)

APD

Complex Signal

Real Signal

Fig. 5.15 Block diagram of an analog pre-distorter. Referenced from [14]
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possible drifts of the power amplifier’s characteristics with time. These drifts may

be caused by temperature changes, supply voltage variations, and aging of devices.

The complex baseband signal x(t) is expressed with the in-phase (I) baseband

signal xi(t) and quadrature (Q) baseband signal xq(t) as

x tð Þ ¼ xi tð Þ þ jxq tð Þ ð5:28Þ

The I–Q baseband signals modulate a pair of quadrature carriers with the

frequencies of ωc¼ 2πfc, respectively, and then they are summed to form a real

RF signal u(t), which is expressed as

u tð Þ ¼ xi tð Þcos ωctð Þ � xq tð Þsin ωctð Þ ¼ Re x tð Þe jωct
� � ð5:29Þ

where x(t) is referred to as the complex envelope. The RF signal is split into the

I–Q paths of the pre-distorter that is made up of a complex phasor modulator [14],

where a pair of the quadrature RF signals is multiplied by two nonlinear second

functions F1 and F2 to generate the pre-distorted signals, respectively. F1 and F2,

which interpolate the inverse AM-AM and AM-PM nonlinearities of the power

amplifier, are functions of the complex envelope of the modulation signal and are

represented by

F1 x tð Þj j2
h i

¼ α11 þ α13
��x tð Þ��2 þ α15

��x tð Þ��4
F2 x tð Þj j2

h i
¼ α21 þ α23

��x tð Þ��2 þ α25
��x tð Þ��4 ð5:30Þ

where |x(t)| is the envelope of the complex baseband signal. Therefore, F1 and F2

are amplitude dependent of the baseband signal. With the F1 and F2 expressions, the

complex gain F[|x(t)|2] of the pre-distorter can be expressed as

F x tð Þj j2
h i

¼ F1 x tð Þj j2
h i

þ j� F2 x tð Þj j2
h i

¼ α1 þ α3
��x tð Þ��2 þ α5

��x tð Þ��4 ð5:31Þ

where αi ¼ α1i þ jα2i are complex coefficients that model the inverse AM-AM

and AM-PM characteristics of the power amplifier using the 3rd order and 5th

order IMD products. The reason that the third- and fifth-order IMD products are

only considered here is that these IMD products are the critical unwanted

frequency IMD products with relatively high amplitudes compared with any

other higher odd-order IMD products. The even-order IMD products are not

considered here because they are outside the frequency band of interest. When

two continuous wave (CW) tones with frequencies of f1 and f2 are combined and

input to a device under test (DUT), the frequencies of the second-, third-, and

fifth-order IMD products at the DUT output are shown in Fig. 5.16, which

appear at

2nd order IMD frequencies: f 2 � f 1 and f 1 þ f 2
3rd order IMD frequencies: 2� f 1 � f 2 and 2� f 2 � f 1
5th order IMD frequencies: 3� f 1 � 2� f 2 and 3� f 2 � 2� f 1
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Actually, (5.31) is the same as the gain of the DPD in (5.21) with K ¼ 5

(odd-order only) and M ¼ 0, which is expressed as

GDPD x nð Þj j2
	 


¼ z nð Þ
x nð Þ ¼ a10 þ a30

��x nð Þ��2 þ α50
��x nð Þ��4 ð5:32Þ

The model of the APD used in [14, 23] is memoryless polynomial expression,

but it can be modified to the memory polynomial model by adding the delay unit.

The difference between DPD and APD is a location where the pre-distortion is

performed. In the DPD, the pre-distortion is carried out in the digital domain before

the DAC, while in the APD the pre-distortion is performed in the analog domain

after the DAC and before the PA.

With the complex gain F[|x(t)|2] of the APD, the output of the APD can be

expressed as

z tð Þ ¼ ℜe ez tð Þe jωct
� � ¼ ℜe x tð ÞF x tð Þj j2

h i
e jωct

n o
ð5:33Þ

where ez tð Þ is the complex envelope of the real signal of z(t). Hence, its equivalent
complex baseband signal in (5.33) is expressed as

ez tð Þ ¼ x tð Þ � F x tð Þj j2
h i

ð5:34Þ

With the substitution of (5.31) into (5.34), (5.34) becomes

ez tð Þ ¼ α1x tð Þ þ α3x tð Þ��x tð Þ��2 þ α5x tð Þ��x tð Þ��4 ð5:35Þ

It can be clearly seen from (5.21) and (5.35) that (5.35) is a special case of (5.21)

when the maximum odd-order K¼ 5 and maximum memory M¼ 0.
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Considering the memory effects, (5.35) can be expressed with odd-order

terms only: as

ez tð Þ ¼
XK
k ¼ 1

kodd

XM
m¼0

αkmx t� mð Þ��x t� mð Þ��k�1 ð5:36Þ

As described in the previous section, the AM-AM and AM-PM of the power

amplifier can be modeled using the memory polynomial series. The quadrature

model of a power amplifier can be described in a real bandpass form as illustrated in

Fig. 5.17 [14], where the quadrature signal is realized by creating a 90� phase shift
for the RF real signal on the quadrature path after the splitter. The complex gain is

expressed as

G ez tð Þj j2
h i

¼ G1 ez tð Þj j2
h i

þ jG2 ez tð Þj j2
h i

¼ β1 þ β3
��ez tð Þ��2 þ β5

��ez tð Þ��4 ð5:37Þ

The real and imagined parts of the complex gain in (5.37) are given by

G1 ez tð Þj j2
h i

¼ β11 þ β13
��ez tð Þ��2 þ β15

��ez tð Þ��4
G2 ez tð Þj j2

h i
¼ β21 þ β23

��ez tð Þ��2 þ β25
��ez tð Þ��4 ð5:38Þ

where the complex coefficients of βi ¼ β1i þ jβ2i model the AM-AM and AM-PM

characteristics of the power amplifier and can be extracted from the measured input

and output data of the power amplifier.

With the complex gain expressions of the APD and PA, the real bandpass signal

at the output of the PA becomes

y tð Þ ¼ ℜe ey tð Þe jωct
� � ¼ ℜe x tð ÞF x tð Þj j2

h i
G ez tð Þj j2
h i

e jωct
n o

ð5:39Þ
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Fig. 5.17 Quadrature structure of a power amplifier. Redrawn from [14]
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Its equivalent complex baseband signal in (5.39) is

ey tð Þ ¼ x tð ÞF x tð Þj j2
h i

G ez tð Þj j2
h i

ð5:40Þ

It is shown in (5.40) that the complex baseband output of the power amplifier is a

function of the complex baseband input, complex gain of the PD, and complex gain

of the PA, where the complex gains depend on the complex envelopes of the

baseband inputs of the PD and PA. A cascaded gain with a complex baseband

gain form given in (5.40) is illustrated in Fig. 5.18.

Using envelope notation, the output of the power amplifier is

ey tð Þ ¼ x tð ÞF x tð Þj j2
h i

G ez tð Þj j2
h i

¼ x tð ÞK x tð Þj j2
h i ð5:41Þ

where the composite complex gain K x tð Þj j2
h i

is defined as

K x tð Þj j2
h i

¼ F x tð Þj j2
h i

G ez tð Þj j2
h i

¼ F x tð Þj j2
h i

G x tð Þj j2 � ��F x tð Þj j2
h i��2h i ð5:42Þ

Furthermore, the composite complex gain can be approximated by a power

series of the form with odd-order up to fifth order

K x tð Þj j2
h i

¼ K1 x tð Þj j2
h i

þ jK2 x tð Þj j2
h i

¼ γ1 þ γ3
��x tð Þ��2 þ γ5

��x tð Þ��4 ð5:43Þ

where the in-phase and quadrature gains are expressed as

K1 x tð Þj j2
h i

¼ γ11 þ γ13
��x tð Þ��2 þ γ15

��x tð Þ��4
K2 x tð Þj j2

h i
¼ γ21 þ γ23

��x tð Þ��2 þ γ25
��x tð Þ��4 ð5:44Þ

The relationship of the complex coefficients between (5.43) and (5.44) is

γi ¼ γ1i þ jγ2i, which is also a function of the pre-distorter’s αi and power

P

´ ´
D PA )(~ ty)(tx

]|)([| 2txF ]|)(~[| 2tzG

)(~ tz
Fig. 5.18 Cascaded

complex gain of

pre-distorter and power

amplifier. Redrawn

from [14]
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amplifier’s βi coefficients. Substituting (5.31), (5.37), and (5.43) into (5.42) and

solving for γi yields [14]

γ1 ¼ α1β1

γ3 ¼ α3β1 þ α1β3
��α1��2

γ5 ¼ α5β1 þ α3β3
��α1��2 þ α1β5

��α1��4 þ 2α1β3ℜe α1α*3
� � ð5:45Þ

In (5.45), the third- and fifth-order IMD products are unwanted and have to be

reduced; this is determined by the coefficients of γ3 and γ5. There are two different

approaches to minimize γ3 and γ5. The first one is to obtain the coefficients βi of the
power amplifier first through the LS in (5.11) based on themeasured input and output

data of the power amplifier, where the memory M is set to zero for memoryless

nonlinearity. Then, the coefficients of αi can be solved by using (5.45). The second

approach is to directly use the LS in (5.24) to solve the coefficients αi of the -

pre-distorter based on the captured input and output data of the power amplifier. It

should be noted above that when using (5.24) and (5.11) solve the coefficients of αi
and βi in (5.45), αi is the same as the predistorter coefficient of ak0 in (5.24) while βi
is the same as the power amplifier coefficient of bk0 in (5.11), where the largest delay
M is set to zero.

5.4.3 Coefficient Adaption of Analog Pre-distortion

An initial estimate for the pre-distorter’s coefficients can be obtained by using a

least squares approximation method, which can be applied to the initial coefficients

of either APD or DPD. The optimum coefficients can be achieved by minimizing

adjacent channel emission through an adaptive algorithm. In addition, characteris-

tics of the power amplifier drift due to aging, temperature changes, and supply

voltage variations. All of these factors require the pre-distorter should be designed

to have an adaptive capability.

Unlike an adaptive LMS equalizer, whose adaptive algorithm is derived by

taking the derivative of the mean square error (objective) function with respect to

the coefficients, an analytical expression (closed-form) for the pre-distorter is rarely

available due to its nonlinear characteristics. In this case, a simple iterative algo-

rithm called “simultaneous perturbation stochastic approximation (SPSA)” [24] for

such optimization problems without available mathematical expression can be

utilized to adaptively adjust the coefficients of the pre-distorter. Actually, the

SPSA method is similar to Hooke and Jeeves’ method, which is also known as

derivative-free or direct search optimization method [29].

The essential feature of SPSA is the gradient approximation, which requires only

two measurements of the objective function performed by perturbing a variable

vector with upward and downward values regardless of the dimension of the

optimization problems [24]. This feature is very suitable to some applications in
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which the mathematical objective function expressions are unavailable, and reduces

the cost of optimization, especially when a large number of variables need to be

optimized.

Consider the objective function ξ(x), where the vector x ¼ x1; x2; . . . ; xnð Þ is an
n-dimensional vector and presents the coefficients of the pre-distorter. The optimi-

zation problem can be translated into taking the derivative of ξ with respect to x*

such that it is equal to zero or ∂ξ=∂x* ¼ 0, and where the solution vector xopt
corresponds to the minimal objective function, or ξ xopt

� � ¼ ξmin. Actually, this is

the classical formulation of local optimization for differentiable object functions.

The objective function can target the integrated out-of-channel power in the

frequency domain at the output of the power amplifier or the output of the

equivalent complex PA in the baseband domain. For example, the out-of-channel

power is integrated within the adjacent and alternative adjacent channels. It is

assumed that measurements of ξ(x) are available at various values of x. In general,

the SPSA algorithm is of a recursive form:

x̂ kþ1 ¼ x̂ k � akĝ k x̂ kð Þ ð5:46Þ

where ĝ k x̂ kð Þ is the estimate of the gradient g xð Þ ¼ ∂ξ=∂x at the k-th iterate x̂ k

based on measurements of the objective function, and ak is a small positive step that

usually gets smaller as k gets larger. Under appropriate conditions, the iteration in

(5.46) will converge to an optimum value of xopt that minimizes the objective

function ξ(xopt). Ignoring any noise, the estimated gradient ĝ k x̂ kð Þ for upward and

downward simultaneous perturbation approximation is given by

ĝ k x̂ kð Þ ¼ ξ x̂ k þ ckΔkð Þ � ξ x̂ k � ckΔkð Þ
2ck

Δ�1
k, 1

Δ�1
k, 2

⋮
Δ�1

k,p

2
66664

3
77775 ð5:47Þ

where ck is a small positive number and becomes smaller as k increases, and

Δk¼ Δk, 1;Δk, 2; . . . ;Δk,p

� �T
is the distribution of the user-specified p-dimensional

random perturbation vector, in which the superscript T denotes vector transpose. In

(5.46) and (5.47), the choice of the positive steps of ak and ck is critical to the

performance of SPSA algorithm, affecting the speed of the convergence and

stability. Some guidance on picking these numbers can be found in [25].
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5.5 Applications

Linearization techniques of power amplification, including both analog

pre-distortion (APD) and digital pre-distortion (DPD) techniques, have been widely

used in modern wireless digital communication systems, especially in systems of

base station PA linearization. Application requirements in these systems include

wide bandwidth, high energy efficiency, multi-standard capability, and low distor-

tion due to nonlinearity. Due to the low current consumption requirements for

mobile phones and portable devices, adaptive and effective APD and DPD tech-

niques, including down-conversion in the feedback RF path, still have a long way to

go before having wide application in phones and devices even though some

function-simplified and bandwidth-limited predistortion techniques have been

used. In this section, one typical APD chip designed by Maxim is briefly introduced

and discussed, which is suitable to applications of base station PA linearization.

5.5.1 Maxim’s RF Pre-distortion Technique

Maxim’s RF analog pre-distorter (RFAPD) [26, 27] is similar to DPD in the

compensation for AM-AM and AM-PM distortions, IMD, and PA memory effects;

both employ a feedback loop to adaptively update the coefficients of the

pre-distorter for the compensation. The major difference is their circuit design

and system implementation. RF APD SoC chipsets from Maxim work with RF

input and output signals of the power amplifier so that they enable standalone

operation without direct access to a digital modulator of the existing transmitter

system. This feature is an attractive and practical solution for achieving both energy

and spectral efficiencies in existing wireless communication systems. Figure 5.19

Input
Coupler

Delay

0ns up
to 6ns

Correction
Coupler

Balun

Balun

Balun

SC18XX

RFINP
RFINN

RFOUTP
RFOUTN

RFFBP
RFFBN

RF PA
Linearizer

PA

Attenuator

Feedback
Coupler

Antenna

RF IN

RF Analog 
Predistorter

RF FB
RF OUT

Fig. 5.19 Top-level block diagram of RF APD. Redrawn from [27]
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below shows a top-level block diagram of a PA utilizing RFAPD, which is also

called a RF-power amplifier linearizer (RFPAL) and was developed based on

Scintera’s RFPAL chipset [28]. A detailed block diagram of a RF APD IC chipset

is illustrated in Fig. 5.20.

There are two input signals, the RF input and RF feedback signals, to the RF PA

linearizer and one output signal, as shown in Fig. 5.19. The single-ended signals to

the block of the RF APD are transferred into the differential signal through baluns

so that the common mode noises are suppressed during the analog signal operations.

Referenced in Fig. 5.19, the RF signal at the output of the power amplifier feeds

back to the RF APD block via a feedback coupler after passing through an

attenuator. The RF FB signal is first down-converted into the baseband I–Q signals,

and then filtered by the lowpass filters to remove out-of-band harmonics. Then, the

baseband I–Q signals are digitally processed using an FFT operation in the fre-

quency domain after passing through the analog-to-digital converters (ADC). The

IMD products in the adjacent channels and alternative adjacent channels are

integrated to generate an objective function. By minimizing the objective function

through the adjustments of the coefficients α1i and α2i in the functions of F1 and F2

90°
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Fig. 5.20 A detailed block diagram of RF IC APD chip. Redrawn from [27]
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expressed in (5.30), the nonlinearity distortions and memory effects of the power

amplifier are continuously compensated. The period of coefficient adaption can be

made either faster or slower according to the environment change, such as temper-

ature drifts, power supply variations, and PA aging. When the adaption works very

slowly, the RF APD system can be treated as an open loop rather than a closed loop

to ensure that the system operation is stable. F1 and F2 are functions of the complex

envelope of the RF-modulated signal and interpolate the inverse AM-AM and

AM-PM nonlinearities of the power amplifier. After passing through variable

gain amplifiers as shown in Fig. 5.20, F1 and F2 multiply the RF in-phase and

quadrature signals, respectively. Actually, this multiplication converts the even-

order terms into odd-order terms to cancel the odd-order nonlinearity harmonics

created by the power amplifier. The RF I–Q signals are then summed and amplified

to form the pre-distorted RF signal at the input of the power amplifier.

The RF input in Fig. 5.19 is split into two parts via an input coupler. The first part

goes to an orthogonal RF modulator, and another one is further split into two parts

at the input of the RF APD, as shown in Fig. 5.20. In the APD, one is down-

converted into the baseband I–Q signals as the reference signals relative to the RF

FB path, and another one is used to generate the envelope amplitude and

second-order nonlinearity items used in the Volterra series generator block. In

order to compensate for the memory effects of the power amplifier, four different

sets of coefficients are created based on delay terms from τ1 to τ4, ranging from 0 to
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Fig. 5.21 Power spectral density of two WCDMA signals on a Doherty LDMOS PA,

where PSD-0 stands for PSD without APD and PSD-1 corresponds to PSD with APD. Referenced

from [28]
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300 ns [27] and corresponding to the maximum delay unitM¼ 3 of the polynomial

memory expression in (5.36). The maximum delay unit is determined by the

memory effects of an actual power amplifier and the cost and power consumption

of hardware implements. These second-order nonlinearity elements and the coeffi-

cients of the memory polynomial series from the outputs of DACs compose the

pre-distorter’s gain series of F1 and F2 as given in (5.30).

Figure 5.21 shows power spectral density (PSD) curves of a two-carrier

WCDMA signal at the output of the power amplifier with an APD and without an

APD. A class AB power amplifier with average output power of about 41 dBm was

used to evaluate the performance improvement, where PSD-0 represents PSD

without APD while PSD-1 stands for PSD with APD. In the 3GPP WCDMA

standard specifications, the adjacent channel leakage ratio (ACLR) requirements

are listed in Table 5.3, where adjacent channels located at a �5-MHz frequency

offset from the center frequency of the desired channel are called ACLR1, while

alternative adjacent channels located at a �10-MHz frequency offset are called

ACLR2.

It can clearly be seen in Fig. 5.21 that ACLR1 at the lower side is improved from

�27.3 to�53.3 dB, and at the upper side from�29.1 to�53.3 dB, while ACLR2 at

the lower side is improved from �36.7 to �54.4 dB and at the upper side from

�39.4 to �54.9 dB under the same average output powers. Such improvements

made by the RF APD can let the power amplifier have less back-off from its P1dB

compression point to achieve energy efficiency. Otherwise, the power amplifier will

back off more from its P1dB point in order to meet the 3GPP WCDMA ACLR

specifications at the price of low energy efficiency.

As described in [27], the RF APD is suitable to small cellular base stations at

power levels below 60 W, as in microcell, picocell, and enterprise femtocell

applications from 470 to 2800 MHz with PAPR of up to 10 dB, and a wide range

of PAs, including Class AB or Doherty amplifiers. Its power consumption is a small

portion of the total system power consumption in a transmitter system of the small

cell base stations, and hence it can be ignored. If the power consumption, com-

plexity, and cost can be further reduced with open-loop–based pre-distortion by

removing the complicated down-conversion, demodulation, and adaption blocks,

the RF APDmay find its application in user equipment, handsets, and other portable

wireless devices. In some applications, such as 802.11 WALN systems, it is also

possible for the RF APD to be applied if the coefficients of the APD can be initially

updated through the calibration procedure during the beginning of power-on and

adaptively updated by using a local receiver in a SoC transceiver chip during the

Table 5.3 ACLR

requirements in the 3GPP

WCDMA system
WCDMA system

Adjacent channel

frequency offset (MHz)

ACLR

limit (dB)

Base station �5 �45

�10 �50

User equipment �5 �33

�10 �43
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receiver’s idle time. Such adaption processing in these applications would not be

performed often in order to reduce power consumption, depending on temperature

change and power supply variation.
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Chapter 6

Transceiver I: Transmitter Architectures
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6.1 Introduction

In the previous chapters, we described the three major subsystems of modulation,

demodulation, up-conversion, and power amplification in wireless communication

systems. Starting with Chap. 6, we move to a top level, or the transceiver architec-

ture that includes other functional blocks besides these three subsystems to achieve

complete transmission and reception. In general, there are three types of common

© Springer International Publishing Switzerland 2017

W. Gao, Energy and Bandwidth-Efficient Wireless Transmission, Signals
and Communication Technology, DOI 10.1007/978-3-319-44222-8_6

291

http://dx.doi.org/10.1007/978-3-319-44222-8_6


transmit and receive architectures available to the wireless radio frequency (RF)

integrated circuit (IC) transceiver architect: superheterodyne, low intermediate
frequency (IF), and direct conversion, also known as zero-IF. Each of these

architectures has its own advantages and disadvantages, and some of the potential

issues related to the particular architecture can be minimized with either careful

circuit design techniques or calibration methods. We describe and analyze what

advantages and disadvantages these architectures have in practical applications and

what challenges RFIC designers may face in their designs, and we discuss some of

these design techniques and calibration methods in more detail in the subsequent

chapters.

Considering that a transmitter has different operational functions than a

receiver, and that some of the potential issues are different between transmitters

and receivers, we divide the transceiver architecture into two parts, or the trans-

mitter architecture (Chap. 6) and receiver architecture (Chap. 7). Therefore, some

unique and special features that the transmitter and receiver may have are intro-

duced and discussed in more detail in the subsequent chapters. We focus on the

system designs of RF and analog mixed signals, and digital signal algorithms. A

detailed function and design treatment of each block, as well challenges and

problems encountered therein, are also described. Applications of these architec-

tures are limited to cellular communications systems and IEEE 802.11 wireless

local area network (WLAN) systems.

6.2 Brief Description of Cellular and WLAN Systems

Wireless communication affects all aspects of life today—from making phone calls

to transferring data or even video images from a computer through the internet. In

the past decade, numerous wireless proposals have been standardized for various

applications. Cellular systems are in their fourth generation and researchers are well

on their way to developing the fifth-generation standard.

The first generation of analogy cellular FM systems was developed beginning in

the 1990s and was used mainly to transfer analog voice information with a channel

bandwidth of about 25 kHz. The second generation (2G) featured digital cellular

systems that achieved higher capacity and improved compatibility. Digital signal

processing (DSP) and digital communications techniques played a key role in the

2G because of their dramatic performance improvements and low cost and power

consumption. The 2G digital cellular systems conformed to at least three standards:

one for Europe and international applications (“Global System for Mobile commu-
nication (GSM)); one for cdmaOne (IS-95); and another one for North America

(IS-54 and IS-136). The data rate of the GSM system is 270.833 kbps and the

channel bandwidth is 200 kHz. The third-generation (3G) cellular systems could

transmit data at high rates—up to 3.84 Mbps—to support high-capacity messaging

and used advanced time division multiple access (TDMA) and code division

multiple access (CDMA). In the early 2000s, the standard for the 3G cellular
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systems was released to provide multi-media support along with peak data rates up

to at least 200 kbps. With growing worldwide development and commercial

operation in the following years, 3G systems mainly included wideband code-

division multiple access (WCDMA) systems from the Universal Mobile Telecom-

munications System (UMTS), CDMA2000 systems from Qualcomm, and time-

division synchronous CDMA (TD-SCDMA) systems from China. In the early

2010s, the Long Term Evolution Advanced (LTE Advanced) system was recog-

nized worldwide as a fourth-generation (4G) technology able to deliver downlink

speeds of 1 Gbps and 100 Mbps for stationary and mobile reception, respectively.

With the mature development and successful commercial operation of 4G systems,

the next generation of terrestrial mobile telecommunications (i.e., 5G) technologies

have been investigated and researched so as to meet the anticipated worldwide

demand in the 2020 era and beyond . These demands and needs include higher

traffic volume; indoor or hotspot traffic; and spectrum, energy, and cost efficiencies.

Various organizations from different countries and regions have launched research

programs aimed at developing potentially key 5G technologies. Mobile and Wire-

less Communications Enabled for the Twenty-Twenty Information Society

(METIS) is an integrated project partly funded by the European Commission and

is considered the 5G flagship project. The objective of METIS is to lay the

foundation for 5G mobile and wireless communications systems, whose applica-

tions are expected to begin rolling out in 2020 [1–3].

One of the major users of 3G and 4G cellular systems for high-data-rate services

is the WLAN system based on IEEE 802.11a/b/g/n/ac standards. WLAN devices

have been widely used to provide wireless internet access in public places and in

personal homes. The current WLAN standard, or 802.11 ac, utilizes up to eight

spatial streams and has a transmission channel band up to 80 MHz, which can be

combined to form a 160-MHz transmission channel (option). The 802.11 ac wave

1 standard that supports single-user multiple input/multiple output (MIMO) and

achieves maximum data rates up to 1.3 Gbps with three spatial streams has

dominated today’s WLAN product market. The 802.11ac wave 2 standard that

supports multiple-user MIMO and achieves a maximum data rate up to 3.5 Gbps

with eight spatial streams will be available in 2017.

Complete radio solutions are developed as RFIC transceiver chipsets mainly

comprising two chipsets—an RF chip and a digital baseband (DBB) and media

access control (MAC) chip. A complete RF system usually consists of several

independent modules/chipsets: a radio frequency (RF) front-end module that may

contain a power amplifier (PA), a low noise amplifier (LNA) and transmit/receive

(T/R) switch, a RF transceiver chip, and a digital baseband (DBB) &MAC chip. Of

course, a final goal of complete chipsets is to integrate the RF transceiver chip and

the DBB and MAC chip into one chipset to achieve low-cost and small form factor

with manageable power dissipation. Consequently, a high level of integration of

radio functions becomes a necessity [4].

In the following sections, we mainly focus on the transmit system design aspects

of the RFIC chipset technique, which includes the features, advantages and
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disadvantages that apply to different transmitter architectures with applications to

cellular and Wi-Fi communications. In addition, some approaches to minimizing

these disadvantages are introduced and discussed in detail.

6.3 Superheterodyne Transmitter

An RF transmitter mainly performs the functions of digital baseband modulation

mapping and pulse shaping, reconstruction filtering, RF IQ modulation, frequency

up-conversion, and power amplification. A majority of commercial wireless trans-

mitters transfer the baseband spectrum to the RF spectrum in either one or two

steps. In the former case, it is called direct up-conversion. In the latter case, it is

referred to as superheterodyne, a system in which intermediate frequency (IF)

quadrature carrier signals are first either phase-modulated or phase- and

amplitude-modulated by the I and Q baseband signals, and then converted into

the RF frequency with a second LO signal. Each of these transmitter structures has

its own inherent strengths and weaknesses, presents many potential challenges for

RF IC engineers. Some features of the superheterodyne transmitter will be

described briefly below.

The superheterodyne transmitter is shown in Fig. 6.1. In this transmitter, the I

and Q digital baseband (BB) signals are received from the digital baseband PHY

block and passed through the DACs to generate the I and Q analog BB signals. The

lowpass filters, also called reconstruction filters, with the proper cut-off frequency

on the I and Q channels are used to remove image components of the digital pulse-

shaping signals at the outputs of the DACs. The cutoff frequency of the lowpass

filter depends on the sampling frequency of the DAC, the rate of symbol data, and

the required transmit spectrum mask. The filtered I and Q baseband signals then

modulate a pair of orthogonal IF carrier signals in phase, represented by LO1, to

form the single-sideband–modulated signal at the IF (ω1). The modulated IF signal

is further up-converted into the RF frequency with the second local oscillator

(LO2). The first bandpass filter (BPF) suppresses the harmonics of the IF signal,

while the second BPF passes the wanted RF signal at the frequency of either

ω2�ω1 or ω2 +ω1 depending on the application and attenuates the harmonics of

the RF signal. Note that the second BPF can be replaced with either a LPF for the

RF signal at the frequency of ω2�ω1 or a highpass filter (HPF) for one at the

frequency of ω2 +ω1 respectively.

Superheterodyne transmitters allow the system designers, through proper fre-

quency planning, to avoid the carrier feed-through (or leakage) that plagues direct

up-conversion. Another advantage of the superheterodyne transmitter is that it

avoids the VCO-pulling that the direct conversion transmitter may face because

the PA output signal frequency and its harmonic frequencies are away from the

frequency of the VCO. The VCO-pulling problem will be described in a direct-

conversion transmitter in the following section. Furthermore, the superheterodyne

transmitter also minimizes the performance degradation because the I–Q amplitude

and phase mismatching problems are minor at the IF frequency.
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However, the main disadvantages of the superheterodyne transmitter are as

follows:

• It requires an extra BPF following the second upconversion. This filter should

have a high Q factor to reject the side-lobes of the RF output signal by a large

certain amount, typically 50–60 dB [5]. For example, in the GSM standard

specification, the spectrum sideband of the RF-modulated GMSK signal at the

frequency offset of 400 kHz should not exceed –60 dBc. Without the BPF, it is

not possible to achieve such a low sideband output signal in the mixing
up-conversion structure. Such a BPF with the higher center frequency is typi-

cally a passive and is usually implemented with relatively expensive off-chip

device.

• It needs the second LO source to convert the IF-modulated signal to the RF

frequency. Hence, a superheterodyne transmitter usually has large size and high

cost compared with a direct up-conversion transmitter. It is not suitable for RF

IC transceivers, especially for multimode applications, due to the narrowband

nature of the IF filter.

6.4 Direct up-Conversion Transmitter

Generally a direct up-conversion transmitter requires fewer blocks compared to a

superheterodyne transmitter. From the meaning of its name, we may surmise that

the direct up-conversion transmitter performs the frequency transfer from the

baseband frequency to the RF frequency with one frequency mixing stage, as

shown in Fig. 6.2. The filtered baseband I–Q signals directly modulate a pair of

the orthogonal LO signals after DACs on the I–Q channels and then are summed to

generate the single-sideband–modulated signal at the RF frequency. After passing

through a lowpass filter or a bandpass filter that attenuates high-order harmonics,

the RF-modulated signal is amplified via the power amplifier or power amplifier

driver. It is obvious that the direct up-conversion transmitter omits the needs for the

second LO source and an associated BPF after the second LO mixing, which are

very important for the RF IC designers to create a low-cost transceiver with low

power consumption, and a high degree of integration.

Even though the direct up-conversion transmitter has the advantages mentioned

above, it may have some potential disadvantages as well:

• Error Vector Magnitude (EVM) degradation due to the I–Q amplitude and phase
imbalance or mismatching: The I–Q amplitude imbalance is mainly caused by

either gain imbalance of the I–Q baseband signals or gain imbalance of the

quadrature LO carrier signals, while the I–Q phase mismatching is caused by a

not exactly 90
�
-phase difference between quadrature LO signals.

• The LO leakage at the RF output, also called LO feed-through (LOFT), due to
the DC offsets on the IQ baseband branches: Various wireless standards have
certain requirements on the maximum amount of LO leakage allowed. For
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example, the IEEE 802.11a standard requires that the LO leakage should not

exceed -15 dB relative to overall transmitted power. In the fact, the larger LO

leakage does not carry any information for the receiver, but consumes the

transmitted power.

• There is phase noise disturbance of the VCO by a strong RF signal at the output
of the PA due to the fact that the VCO operates at the same frequency as the
second order harmonic frequency of the RF signal: The phase noise disturbance
of the VCO is somewhat similar to the VCO-pulling except without injection

locking. In this case, a pair of the orthogonal LO signals are generated by

dividing the VCO frequency by 2. The second harmonic of the RF-modulated

signal at the PA output could couple to the PLL loop through various paths, such

as through bond wires of the package, through the substrate, and through the

power supplies. The coupled second harmonic component that has the same

frequency as the VCO output signal may pass through the frequency and phase

detector to degrade the phase noise of the VCO after being divided by the PLL

divider together with the VCO output. This phenomenon may also happen even

using an external power amplifier rather than integrating a power amplifier in the

RF transceiver IC chip due to finite oscillation. The phase-noise disturbance of

the VCO severely degrades EVM performance.

These transmission impairments associated with the direct-conversion transmit-

ter can be mitigated by using either calibration techniques or careful circuit designs.

For example, the first two disadvantages mentioned above can be minimized by

using calibration methods, while the third one can be reduced with careful printed

circuit board (PCB) design and layout. Hence, the direct-conversion transmitter

architectures are widely used in RF transceivers for wireless cellular and WLAN

standards, especially for wideband signals, such as WCDMA signals in the 3G

cellular standard, OFDM signals in the 4G (LTE Advanced) cellular standard, and

OFDM signals in the 802.11 series WLAN standards.

6.5 Transmission Impairments

In this section, we will first introduce some calibration methods to minimize the I–Q

imbalance errors and LO leakage and some design strategies to reduce phase-noise

disturbance in detail. Then, we will discuss the performance degradations due to

nonlinear distortion caused by the power amplifier and possible techniques to

mitigate nonlinear distortion. It is important to note that the nonlinearity of the

power amplifier dominates the performance degradations of the transmitter.

6.5.1 I–Q Gain and Phase Imbalances and DC Offsets

I–Q gain (or amplitude) and phase imbalances can happen at either a transmitter or

a receiver. The I–Q gain imbalance is usually caused by the mismatches either
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between the amplitudes of the I–Q baseband signal branches or between the

amplitudes of the in-phase and quadrature (I–Q) signal of the LO paths, while the

I–Q phase imbalance is caused by a non-90� phase shift between the I–Q signals of

the LO only. Figure 6.3 illustrates possible major source that can generate the I–Q

gain and phase imbalances at the transmitter.

The problems that the I–Q imbalance errors and DC offsets may cause at the

transmitter are intermodulation (IM) products and degradation of EVM. The I–Q

gain and phase imbalance errors and DC offsets cause spurious products at the

output of the I–Q modulator. These distortions can interact with the amplifier

nonlinearity to produce unexpected intermodulation products at the output of the

amplifier. In practice, these intermodulation products are related to the regrowth of

power spectral density of the RF modulated signal. The gain and phase imbalance

errors and DC offsets distort the signal constellation, which results in the degrada-

tions of TX EVM and RX BER. It was demonstrated that combined impairments of

the gain and phase imbalance errors of 3% and 3� and DC offset of 3% at the

transmitter result in the 1-dB degradation at the BER of 10�5 for a 16QAM signal at

the receiver [6].

To see how the I–Q imbalance affects the EVM performance, we use two types

of complex baseband (BB) signals as the inputs to a quadrature modulator. The first

one is a complex sinusoidal signal of x tð Þ ¼ xI tð Þ þ jxQ tð Þ ¼ GI cos ωbbtð Þ þ jGQ

sin ωbbtð Þ while the second one is a complex BB waveform through pulse shaping

for a QPSK signal expressed generally by x tð Þ ¼ xI tð Þ þ jxQ tð Þ. Here ωbb is the

frequency of the sinusoidal signal, xI(t) and xQ(t) are real and imaginary parts of the

complex signal. The sinusoidal signal frequency of fbb is assumed to be equal to one

half of the symbol rate of fs, or f bb ¼ f s=2. The real and imaginary waveforms of

these two complex signals are plotted on the I–Q channels shown in Fig. 6.3.
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In practice, the I–Q phase imbalance ϕ is caused by non-ideal 90 degree phase

shift between quadrature LO signals rather than the I-Q baseband signals, and the

gain imbalance is caused by either quadrature LO signals or I–Q baseband signals.

Here, we assume that the gain imbalance is due to gain difference between the I–Q

baseband signals only and the amplitudes of quadrature LO signals are the same

with a gain value of A in the following derivation. Then, the modulated signal is

expressed as

y tð Þ ¼ AxI tð Þcos ωctþ ϕ

2

� �
þ AxQ tð Þsin ωct� ϕ

2

� �
ð6:1Þ

where the baseband signals in the I–Q channels are given by

xI tð Þ ¼ GIcos ωbbtð Þ � 1þ ε

2

� �
cos ωbbtð Þ ð6:2Þ

xQ tð Þ ¼ GQ sin ωbbtð Þ � 1� ε

2

� �
sin ωbbtð Þ ð6:3Þ

and ε and ϕ are gain and phase errors, respectively. The gain error ε is expressed as

ε ¼ GI

GQ

� 1 ð6:4Þ

where GI and GQ are gain values of the I–Q channels, respectively. With the Taylor

series first-order approximations to GI and GQ, we have

GI � 1þ ε

2
, GQ � 1� ε

2
; ð6:5Þ

The expression of (6.5) is used in (6.2) and (6.3). To obtain the constellation of

the RF-modulated signal in (6.1), we need to coherently demodulate the modulated

signal y(t) with ideally synchronized carrier signals cos(ωct) and sin(ωct) at the
receiver. After respectively multiplying y(t) by these two quadrature carrier signals
and lowpass-filtering the high-order harmonics, we obtain the recovered baseband

I–Q signals:

xRI tð Þ ¼ A

2
1þ ε

2

� �
cos ωbbtð Þcos ϕ

2

� �
� A

2
1� ε

2

� �
sin ωbbtð Þsin ϕ

2

� �
ð6:6Þ

xRQ tð Þ ¼ �A

2
1þ ε

2

� �
cos ωbbtð Þsinϕ

2
þ A

2
1� ε

2

� �
sin ωbbtð Þcos ϕ

2

� �
ð6:7Þ

In the ideal case, the I–Q gain and phase errors are equal to zero. The vector trace

of the complex sinusoidal signal is illustrated in Fig. 6.4a by a large circle. To see
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the effect of the I–Q gain error on the constellation vector trace, set the phase error

ϕ¼ 0. Equations (6.6) and (6.7) can be rewritten as

xRI tð Þ ¼ A

2
1þ ε

2

� �
cos ωbbtð Þ ð6:8Þ

xRQ tð Þ ¼ A

2
1� ε

2

� �
sin ωbbtð Þ ð6:9Þ

From (6.4), when the I gain is larger than the Q gain, or GI>GQ and ε> 0, the

maximum baseband signal vector occurs at ωbbt ¼ φbb ¼ 0, or I-axis, as shown in

Fig. 6.4b by a large ellipse. Similar to the I channel case, when the Q gain is bigger

than the I gain, or GI<GQ and ε< 0, the maximum baseband signal vector occurs

at ωbt ¼ φbb ¼ π=2, or Q-axis (not shown in Fig. 6.4).
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Fig. 6.4 Effect of the I–Q gain and phase imbalance on quadrature signal constellation: (a) ideal

case, (b) ϕ¼ 0, ε> 0, or GI>GQ, (c) ε¼ 0, or GI¼GQ, ϕ< 0, (d) ε¼ 0, or GI¼GQ, ϕ> 0
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To see the effect of the I–Q phase error on the vector trace, let the gain error

ε¼ 0 (6.6) and (6.7) can be rewritten as

xRI tð Þ ¼ A

2
cos ωbbtþ ϕ

2

� �
ð6:10Þ

xRQ tð Þ ¼ A

2
sin ωbbt� ϕ

2

� �
ð6:11Þ

Equations (6.10) and (6.11) show that the maximum baseband signal vector trace

occurs atωbbt ¼ φbb ¼ 45∘ for a negative phase error, or ϕ< 0, while the maximum

vector trace occurs at ωbbt ¼ φbb ¼ �45∘ for a positive phase error, or ϕ> 0, as

shown in Fig. 6.4c, d by the large ellipses. It is clearly seen that the complex

sinusoidal signal with either gain error or phase imbalance error causes the vector

trace shape change from a perfect circle in the ideal case of zero imbalance. Next,

we apply a complex-value QPSK signal; its real and imaginary parts are referred to

as the baseband I–Q components of BB signals, to the input of the I–Q modulator.

In the ideal case of zero imbalances, the constellation diagram of QPSK with the

optimal decision values is shown in Fig. 6.4 (a) by four small filled circles. The

constellation diagrams of QPSK, corresponding to other non-ideal conditions used

for the complex sinusoidal signal, are illustrated in Fig. 6.4 (b), (c), and (d),

respectively, by four small filled circles. It can be seen that these filled circles

deviate from the ideal constellation diagram of QPSK, represented by small empty

circles. As a result, BER or PER will degrade due to these deviations at the receiver.

Therefore, the gain and phase imbalances need to be minimized through the

calibration at the transmitter.

Quadrature Modulator Sideband Suppression: Quadrature modulators perform

spectral transfer of the baseband signal by using the I–Q data streams to modulate

two orthogonal carrier signals in their phases, amplitudes or both, respectively, such

as QPSK and QAM formats. Important specifications for quadrature modulators are

the carrier suppression and sideband suppression, which are completely correlated

with DC offsets, amplitude, and phase imbalance errors on the baseband I–Q

channels or the orthogonal LO signal paths. Usually DC offsets are generated on

the baseband I–Q channels, while the I–Q amplitude imbalance error may be

generated on either baseband I–Q channels or the orthogonal LO paths. The

phase imbalance error is mainly generated in a 90o phase splitter on the LO path,

which provides a pair of orthogonal carrier signals. Figure 6.5 illustrates the

concept of a high sideband suppression and carrier suppression at the output of a

conventional quadrature modulator, as shown in Fig. 6.3, where the baseband I–Q

signals of GIcos(ωbbt) and GQsin(ωbbt) are expressed in (6.2) and (6.3). In

performing carrier and sideband suppression measurements, the baseband I–Q

signals are single tones with the frequency of fbb and orthogonal (or 90� between

in–phase and quadrature paths) to each other. The baseband I–Q signals are,

respectively, mixed with a pair of orthogonal carrier (LO) signals at the frequency
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of fc to generate new frequency components at the outputs of the I mixer and

Q-mixer at the frequencies of fbb + fc and fc� fbb. In a perfect modulator, at the

outputs of the I mixer and Q-mixer, the frequency components at fc� fbb have the
same amplitude and phase, while the frequency components at fcþ fbb have the

same amplitude and an exact 180� difference in phase. After combining the outputs

of the I mixer and Q-mixer, the frequency component at fcþ fbb is completely

cancelled, while the frequency components at fc� fbb is added with double

amplitude.

If there are no DC offsets on the I–Q channels, then the carrier is completely

suppressed at the output of the quadrature modulator. Similar to the carrier sup-

pression, if the amplitudes and phases of both orthogonal carrier signals are the

same and different by 90�, respectively, and the amplitudes of the baseband I–Q

channels are also the same, then one of the sidebands is completely cancelled out at

the output of the quadrature modulator. In practice, however, complete cancellation

is never accomplished, but with careful design, achieving 40 dB of sideband

cancellation is possible. Similar to the sideband suppression, the carrier suppression

of –25 dBc or even more is also achievable with careful design. For higher

suppression requirements, the calibration or compensation method can be used to

minimize DC offsets and I–Q imbalances. To understand how compensation can be

achieved, it is helpful to understand how sideband suppression and carrier suppres-

sion are related with the amplitude and phase imbalance errors.

The level of the sideband signal power can be calculated using the sideband

suppression equation as follows

SBS dBcð Þ ¼ 10 log
γ2 þ 1� 2γ cos ϕð Þ
γ2 þ 1þ 2γ cos ϕð Þ ð6:12Þ

The gain ratio γ and gain imbalance ε are expressed as follows:

γ ¼ GI

GQ

and ε ¼ γ � 1 ð6:13Þ

In order to plot a set of suppression contours with gain and phase errors as the

axes, we can express the phase error ϕ as a function of gain error γ and sideband

suppression SBS, or

fc + fbbfc − fbb fc f

High Sideband
Suppression

Carrier
Suppression

HSB
Carrier

Fig. 6.5 Carrier at the

frequency of fc and high

sideband suppressions

for a pair of cos(ωbbt) and
sin(ωbbt) baseband signals

at a frequency of fbb
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ϕ ¼ cos�1 γ2 þ 1� γ210
SBS dBð Þ

10 � 10
SBS dBð Þ

10

2γ10
SBS dBð Þ

10 þ 2γ

 !
ð6:14Þ

Figure 6.6 illustrates different SBS values versus gain and phase imbalance

errors, where SBS values versus negative phase imbalance error are not shown

here because they are identical to SBS values versus positive phase imbalance error.

Compared with phase imbalance adjustment, it is relatively easy to balance gain

error due to no cross-adjustment between the I and Q channels. Figure 6.7 shows

SBS values as a function of the phase error for different gain errors.

It should be noted that sideband suppression is also called the image rejection

ratio (IRR), which quantifies the factor that describes how much the mirror signal is

suppressed or removed after down-conversion or up-conversion by combining the

in-phase and quadrature channels. During the down-conversion or up-conversion

the mirror signal is usually folded onto the bandwidth of the wanted signal. As a

result, the folded mirror signal distorts the wanted signal. Any gain and phase

imbalance errors decrease such an ability to remove or suppress the mirror signal,

especially in a low-IF receiver. Basically, SBS or IRR factor must be small enough

in order not to distort the wanted signal.

Compensations for I–Q Imbalance and DC Offset: There are many compensa-

tion methods for minimizing the I–Q imbalances and DC offsets in literature. In this

section, a compensation method of the I–Q imbalances and DC offsets by means of

the FFT operation is introduced, which is very suitable for an OFDM-signal–based

transceiver.
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Considering DC offsets of DI and DQ in the I and Q channels, we can rewrite

(6.2) and (6.3) as

xI tð Þ ¼ 1þ ε

2

� �
cos ωbbtð Þ þ DI ð6:15Þ

xQ tð Þ ¼ 1� ε

2

� �
sin ωbbtð Þ þ DQ ð6:16Þ

By substituting (6.15) and (6.16) into (6.1), and also applying the trigonometric

identity to (6.1), we can write it as

y tð Þ ¼ U tð Þcos ωctð Þ � V tð Þsin ωctð Þ ð6:17Þ

Here, U(t) and V(t) are expressed as

U tð Þ ¼ xI tð Þcos ϕ=2ð Þ þ xQ tð Þsin ϕ=2ð Þ ð6:18Þ

V tð Þ ¼ xI tð Þsin ϕ=2ð Þ þ xQ tð Þcos ϕ=2ð Þ ð6:19Þ

It should be pointed out that in the derivative above the amplitude of A is set to

1 and the sign before the second item in (6.1) is set to negative for the sake of

simplicity.
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It can be clearly seen from (6.18) and (6.19) that the phase imbalance error ϕ is

equivalently transferred into the baseband domain. Thus, the gain and phase

imbalance errors ε and ϕ, and DC offset errors DI and DQ, are enclosed in the

equivalent baseband signals U(t) and V(t). These three kinds of errors can be

detected from the envelope of the modulated signal in (6.17) by passing them

through a squared device, and then a lowpass filter with DC blocking (or a series

capacitor before a LPF). The envelope expression of (6.17) is given as

ENV tð Þ ¼ U2 tð Þ þ V2 tð Þ
¼ 1þ ε=2ð Þcos ωbbtð Þ þ DI½ �cos ϕ=2ð Þ þ 1� ε=2ð Þsin ωbbtð Þ þ DQ½ �sin ϕ=2ð Þf g2

þ 1þ ε=2ð Þcos ωbbtð Þ þ DI½ �sin ϕ=2ð Þ þ 1� ε=2ð Þsin ωbbtð Þ þ DQ½ �cos ϕ=2ð Þf g2
ð6:20Þ

For the sake of simplicity, the I–Q imbalance and DC offset errors will be treated

separately in the following derivatives.

1. I–Q Gain and Phase Imbalance Errors.
In this case, DI¼DQ¼ 0. After the DC component is blocked by the lowpass

filter with DC blocking, (6.20) can be written as [7]:

ENV tð Þ � εcos 2ωbbtð Þ þ ϕ sin 2ωbbtð Þ ð6:21Þ
In the derivative above, gain and phase imbalance errors are assumed to be

small, or ε� 1, ϕ� 1. Thus, both gain and phase imbalance errors in (6.21) are

related to the second harmonic frequency of the test tone. These two errors can

be estimated by taking the DFT operation of (6.21), or

ε̂ ¼ Re ENV 2ωbbð Þf g ð6:22Þ

ϕ̂ ¼ Im ENV 2ωbbð Þf g ð6:23Þ

where ENV(2ωbb) is the discrete Fourier transform of ENV(t) at 2ωbb.

It is convenient to use a recursive equation to approach the optimal values

with a small step size λ for each iteration, or

ε̂ nð Þ ¼ ε̂ n� 1ð Þ þ Δε̂ , ϕ̂ nð Þ ¼ ϕ̂ n� 1ð Þ þ Δϕ̂ ð6:24Þ

with

Δε̂ ¼ λRe ENV 2ωbbð Þf g, Δϕ̂ ¼ λ Im ENV 2ωbbð Þf g ð6:25Þ

2. DC Offset Error.
In this case, ϕ¼ 0, and ε¼ 0. After the DC component is blocked by the lowpass

filter with DC blocking, (6.20) can be written as [7]:
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ENV tð Þ � DI cos ωbbtð Þ þ DQ sin ωbbtð Þ ð6:26Þ

DC offset errors in the I and Q channels are both related to the fundamental

frequency of the test tone. DC offsets can be estimated by taking the DFT

operation, or

D̂ I ¼ Re ENV ωbbð Þf g ð6:27Þ

D̂ Q ¼ Im ENV ωbbð Þf g ð6:28Þ

Similar to the estimation of the gain and phase imbalance, the recursive equa-

tions for DC offset are given by

D̂ I nð Þ ¼ D̂ I n� 1ð Þ þ ΔD̂ I, D̂ Q nð Þ ¼ D̂ Q n� 1ð Þ þ ΔD̂ Q ð6:29Þ

with

ΔD̂ I ¼ λRe ENV ωbbð Þf g, ΔD̂ Q ¼ λ Im ENV ωbbð Þf g ð6:30Þ

After the gain and phase imbalance parameters ε̂ and ϕ̂ , and the DC offset

parameters D̂ I and D̂ Q are adaptively estimated, the fundamental frequency item

and second-order frequency item are minimized. Figure 6.8 shows a block diagram

of the digital compensator for the I–Q gain, phase imbalance, and DC offset errors

in the transmitter. In practice, the compensation for the I–Q imbalance and DC

offset errors can be performed during the period of the calibration in a RF trans-

ceiver. ADC and FFT calculation blocks can be shared with a digital baseband

receiver, which is capable of supporting OFDM signal receptions.

To validate the adaptive algorithm described above, we performed MATLAB

simulation to adaptively compensate for these impairments, targeting the 802.11n

WLAN in the 2.4 GHz band. A test tone located at the fourth subcarrier at a

frequency of fb¼ 4� 0.3125¼ 1.25 MHz modulates a carrier signal at a frequency

of 2.412 GHz in channel 1 of the 2.4 GHz band. Figure 6.9 illustrates that adaptive

compensation for the I–Q imbalance and DC offset is performed in three different

stages. After the modulation, the frequency component at fc + fb is partially

cancelled due to I–Q imbalance error, the frequency component at

fc� fb¼ 2412–1.25¼ 2410.75 MHz is summed as the desired RF output signal,

and the middle component at fc¼ 2412 MHz is a carrier leakage signal due to DC

offsets, as shown in Fig. 6.9a. It can be clearly seen that at the beginning the carrier

leakage located in the middle of components is about �25 dB down related to a

lower sideband component in the left due to DC offsets, while an upper sideband

component in the right is about �27 dB down related to the lower sideband

component. After three iterations, they are reduced to �35 and �36 dB,
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Fig. 6.9 Adaptive compensation for I–Q imbalance and DC offset errors in channel 1 at the center

frequency of 2.412 MHz in the WLAN 2.4-GHz band, a test tone at a fourth subcarrier

fb¼ 4� 312.5 kHz¼ 1.25 MHz: (a) TX spectrum with initial errors, (b) TX spectrum after the

3rd iteration, and (c) TX spectrum after the fifth iteration
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respectively, compared to the lower sideband component in the left, as shown in

Fig. 6.9b. Finally, they are reduced to more than �45 dB after five iterations, as

shown in Fig. 6.9c. Note from Fig. 6.9 that the leftmost one is the low sideband

desired signal, the middle one is the carrier leakage, and the rightmost one is the

high sideband suppressed signal.

6.5.2 LO Leakage

Ideally, there should be no signal at the PA output or at the RF output port when

there is no data transmission. A common problem that modern communication

systems face is that the local oscillator (LO) signal used as the modulator’s carrier
signal may leak to the RF output [8, 9]. Two major reasons for this leakage are the

finite isolation between LO and RF ports and an unavoidable DC offset voltage at

the input of the mixer due to mismatches and imperfections in the analog baseband

components [10], including DAC offsets.

There are two main reasons to reduce LO leakage. Firstly, the LO leakage

signal as interferer may drop into other channel with the same frequency band.

For example, in WLAN systems, since the transmitter and receiver share the

same frequency band; a TX/RX switch between the antenna and the transceiver is

used to achieve transmission and reception functions in different time intervals.
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Fig. 6.9 (continued)
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The LO signal leaked into the receive chain through either the antenna or the

TX/RX switch will affect the received signal when the leakage level is relatively

high compared to a weakly received signal. In a WCDMA UMTS system where

the transmitter and receiver operate at the same time but in different frequency

bands or up-link frequency band from 1920 to 1980 MHz used for the transmis-

sion of signals from a user equipment (UE) to a base station (BS) and down-link

frequency band from 2110 to 2170 MHz used for the reception of signals from a

BS to a UE in the band I, the requirement for the transmitter OFF power should

be less than –56 dBm [11]. If the transmitter leakage signal to the receiver chain

is not too small, it may create a third-order intermodulation product with other

blockers through the mixer of the receiver and drop into the desired baseband

signal band. As a result, the system performance degrades.

Secondly, poor carrier suppression at the RF-modulated signal spectrum

consumes the transmitted signal power such that the useful signal-to-noise ratio

decreases because the carrier does not carry any information. Furthermore, the

RF-modulated signal with poor carrier suppression may result in a DC offset after

the down-conversion in the receiver. The IEEE 802.11WLAN standard mandates

that the transmitter center frequency leakage should not exceed �15 and �20 dB

relative to the overall transmitted power for transmission at a 20 MHz bandwidth

and a 40 MHz bandwidth, respectively. For the carrier leakage related to such an

OFDM signal, one cancellation method that was introduced for I–Q imbalance

correction in the previous section can be used. Even though there are many other

methods for LO leakage cancellation [9, 12], in this section another calibration

method for LO leakage for a more general modulated signal, including both

OFDM signals and non-OFDM signals, will be presented. This calibration

method is called the synchronous detection method and its block diagram is

shown in Fig. 6.2.

One key feature is to estimate the proper DC voltage in a loop back path from the

PA driver output to the I–Q BB input and then to subtract the input DC offset at the

I–Q BB inputs step by step until the LO leakage is minimal. The synchronous

detection method uses a coherent demodulation to extract the DC voltage. In

Fig. 6.2, a weak LO leakage RF signal is decoupled at the output of the PA driver

as an input to a down-conversion mixer in the loop back path. Since the RF LO

leakage signal consists of the RF Sine (quadrature) and Cosine (in-phase) signals,

synchronous detection is performed separately through a switch controlled by VCTR

between the I–Q channels. First, the DC offset caused in the I channel is detected by

multiplying the LO leakage signal with the synchronous Cosine signal. The DC

offset is passed through a lowpass filter, while the second-order harmonic is filtered

out. The DC offset signal is then converted into the digital signal through a voltage

comparator. A binary search algorithm in the digital circuit is used to output an N-
bit code word to the I channel DAC with an N-bit resolution. N depends on how

small the LO leakage level needs to be. The bigger the N number, the lower the LO

suppression level that can be reached.

After the LO leakage signal cancellation is done in the I channel, the LO leakage

cancellation is then carried out in the Q channel; the procedure is the same as that in

6.5 Transmission Impairments 311



the I channel. An advantage of synchronous detection is that a very small

LO leakage value can be reached because the method avoids measuring the

small LO leakage signal level precisely as one in [9].

As an example, the principle of synchronous detection using a binary search

algorithm with 6-bit logic coding is shown in Fig. 6.10, where a�20-mV DC offset

voltage exists in the I channel and a 4.8-mV DC offset voltage exists in the

Q channel as initial DC offsets, respectively. The calibration is performed in the I

channel first until the LO leakage signal is minimized and is then carried out in the

Q channel until the LO leakage signal is minimized. The solid waveform in

Fig. 6.10 represents the combined carrier leakage signals at a frequency of

2.4 GHz from the I–Q channels. For an N-bit binary search, the successive approx-

imation register (SAR) performs (N� 1)-step operations. The residual error is

usually less than or equal to the step size of ΔV.
In this case, it is assumed that the maximum peak-to-peak value is in the range

from –20 to 20 mV and a 6-bit resolution DAC is used. Then, a step size ΔV¼ 40

(mV)/26¼ 0.625 mV is calculated. First, the LO leakage calibration is carried out in

the I channel. After 5-step binary searches, the LO leakage caused by the I channel

DC offset is minimized. During the calibration of the I channel DC offset, the LO

leakage caused by the Q-channel DC offset cannot be reduced. In the next proce-

dure, the LO leakage signal is cancelled by switching Sine signal to the cancellation
circuit. After another 5-step binary searches in the Q-channel, the peak-to-peak of

the LO leakage signal is reduced to �0.625 mV from the initial value 4.8 mV. The
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Fig. 6.10 LO amplitude is reduced from an initial value of �20 mV to a final value of 0.625 mV

with 6-bit DAC; LO leakage signal at a frequency of 2.4 GHz, binary search clock frequency

of 22 MHz

312 6 Transceiver I: Transmitter Architectures



absolute residual error is equal to the step size ΔV¼ 0.625 mV. It can be seen from

Fig. 6.10 that the estimate DC offsets are close to –20 and 4.8 mV in the I and Q

channels, respectively.

It should be noted that the final LO leakage signal might not be smallest

among the previously reached LO leakage values, but it is less than or equal to

the step size. This is because the N-bit binary search algorithm must perform

(N� 1)-time even though the LO leakage signal reaches the minimum value

before (N� 1)-time operation. It should be also pointed out that the carrier

phase error between quadrature carrier signals and the synchronized quadrature

signals should be as small as possible so that the detected DC offsets are close to

their true values.

6.5.3 VCO Phase-Noise Disturbance

VCO phase noise can be introduced into a RF-modulated signal when a baseband

signal is mixed with a local oscillator (LO) signal that is obtained from a VCO

output signal to perform frequency translation from baseband to RF. Hence, the

quality of VCO phase noise plays a very important role for the overall performance

of both the transmitter and receiver. The LO phase-noise contribution reflects the

frequency stability of the reference crystal oscillator used by the frequency synthe-

sizer and frequency stability of the free-running voltage-controlled oscillator

(VCO) used by the synthesizer’s phase-locked loop (PLL) [13]. Depending on the

PLL-loop bandwidth, the ideal result is that the synthesizer’s output phase-noise
spectral density is dominated by the generally good long-term stability of the

crystal oscillator at low frequency offsets and by the generally good short-term

stability of the VCO at high frequency offsets, with the in-band noise floor

established by the phase detector and frequency dividers of the PLL itself [13].

The performance of the transmitter can degrade due to a VCO frequency pulling

phenomenon. The VCO frequency pulling occurs when the VCO frequency

changes in response to either load varying or injection pulling. In the former

case, a change in impedance seen by the VCO output can induce changes in the

DC voltage across junctions of the VCO’s active devise. As a result, it leads to the

VCO’s frequency change. In the latter case, an interfering signal that is very close to
the VCO’s operation frequency and is of sufficient amplitude at the VCO output

port can cause the VCO to shift its oscillation frequency to track the interfering

frequency instead of the VCO output frequency.

The performance degradation of the transmitter can be also caused by VCO

phase noise disturbance. One of major phenomena that produce the VCO phase

noise disturbance is the leakage of the second-order harmonic distortion (HD2) at

the PA output to the PLL due to finite isolation, especially in the case when the PA

has relatively large output power.

In a direct up-conversion transmitter, the phase-noise disturbance of the VCO is

the biggest potential challenge for the RFIC designers if a pair of orthogonal LO
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signals used for a quadrature modulator are obtained by dividing the VCO signal by

two. Thus, the HD2 of the RF-modulated signal at the output of the PA has the same

frequency as the VCO signal. The HD2 that has twice the bandwidth of the RF

modulated signal may leak to the PLL due to finite isolation and pass through a

divider with the VCO signal together. Figure 6.11 illustrates a possible mechanism

of the PA leakage to the PLL. The divided HD2 component as “noise” occurs at the

input of the phase and frequency detector (PFD) and then passes through a loop

filter with the divided VCO signal together. The lowpass filtered phase-frequency

error simply increases the phase-noise power spectral density of the VCO after the

loop filter, and hence degrades the VCO phase noise and its spectral purity. As a

result, the VCO phase-noise disturbance results in EVM degradation of the trans-

mitted signal. Here, the term “VCO disturbance” is preferable to “VCO-pulling”

that is commonly used in literature because there is no VCO frequency-pulling

phenomenon in this case.

Figure 6.12a shows a constellation of the 802.11g DQPSK-DSSS signal mea-

sured at a RF transceiver output for the case where a strong second-order harmonic

signal at a PA output affects the VCO phase noise due to insufficient isolation

between the PA output and the PLL. It can be seen that the constellation degrades in

the phase angle spreading rather than amplitude disturbance, as shown by the

banana-shaped dark traces. The banana-shaped dark traces with a phase error of

9.6� indicate that the constellation at the sampled instants spreads along the circle

due to the VCO phase noise degradation rather than PA’s nonlinear distortion. The
constellation diagram shown in Fig. 6.12b, however, becomes more compact at the

decision points when sufficient isolation between the PA output and the VCO

control loop is increased to mitigate the VCO disturbance. In Fig. 6.12b, the PA

output power is the same as the one in Fig. 6.12a. Therefore, the isolation between

the PA output and the PLL is a big challenge in RF transceiver designs.

In addition to increasing the isolation between the PA output signal and the PLL

to reduce the effect of the PA output signal on the VCO phase disturbance, the

phenomenon of VCO phase disturbance can be avoided if the RF signal frequency

and its harmonic frequencies are far away from the frequency of the VCO. One

effective method is to use a quadrature-structured VCO operating at two-thirds of

the LO frequency, as shown in Fig. 6.13 [14, 15]. Suppose the frequency of the LO

signal is represented by fLO. Then the frequency of the VCO is given by

fVCO ¼ 2=3ð Þf LO. The VCO signal is first split into two paths: one passes through

a 90� shift network to get two quadrature signals at the frequency of fVCO, while
another goes to a divide-by-two circuit to obtain another two quadrature signals at

one-third of the LO frequency, or fDIV ¼ 1=3ð Þf LO. These two coupled quadrature

signals go to a single-sideband (SSB) circuit to obtain the quadrature upper-band

LO signals and meanwhile suppress the quadrature lower-band LO signals. The

detailed derivation is given by
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fVCO þ fDIVð Þ 0� ¼ 0:5 cos 2π fVCO þ fDIVð Þt½ � þ cos 2π fVCO þ fDIVð Þt½ �f g
� 0:5 cos 2π fVCO þ fDIVð Þt½ � � cos 2π fVCO þ fDIVð Þt½ �f g

¼ cos 2π fVCO þ fDIVð Þt½ �

¼ cos 2π
2

3
f LO þ 1

3
f LO

� �
t

� �
¼ cos 2πf LOtð Þ

ð6:31Þ

Ch1 QPSK Meas Time

I-Q I-Q

1.5

–1.5

Range 1V Ch1 QPSK Meas Time Range 1V

–1.5

1.5

(a) (b)

Fig. 6.12 Constellation of the 802.11g 2 Mbps DQPSK-DSSS signal due to VCO phase noise

disturbance: (a) RMS EVM of 16.5% and phase error of 9.4�, and (b) RMS EVM of 2.7% and

phase error of 1.2�

SSB Mixer

Buffer

Poly-phase
Filter

+

+

+

–

1/2

(fVCO + fDIV )_90°

(fVCO + fDIV )_0°

fDIV _90°

fDIV _90°

fDIV _0°

fDIV _90°

fVCO _90°

fDIV _0°

fDIV _0°

fVCO _0°

fVCO

Fig. 6.13 Block diagram of single-sideband mixer
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fVOC þ fDIVð Þ 90� ¼ 0:5 sin 2π fVCO þ fDIVð Þt½ � � sin 2π fVCO þ fDIVð Þt½ �f g
þ 0:5 sin 2π fVCO þ fDIVð Þt½ � þ sin 2π fVCO þ fDIVð Þt½ �f g

¼ sin 2π fVCO þ fDIVð Þt½ �

¼ sin 2π
2

3
f LO þ 1

3
f LO

� �
t

� �
¼ sin 2πf LOtð Þ

ð6:32Þ

From (6.31) and (6.32), we can see that harmonic frequencies of the local

oscillator do not coincide with the VCO frequency. In turn, any harmonic frequen-

cies of the RF signal also do not coincide the VCO frequency because the LO

frequency is the same as the RF frequency in the direct conversion transceiver. As a

result, the VCO disturbance or pulling problem can be avoided when the PA

delivers high output power. This frequency planning is very useful when the PA

and the RF transceivers are integrated together in one IC chip.

In Fig. 6.13, a quadrature-structured VCO needs a 90� phase shifter. There are

several ways to implement a 90� phase shifter, such as an RC-CR network [16], and
a Sequence Asymmetric Polyphase Network [17]. For detailed design information,

the interested reader can reference the literature.

Transient effects that happen in WLAN systems cause serious frequency

pulling and can be especially difficult to isolate and identify. In the 802.11

WLAN systems, the RF power amplifier is switched on and off between trans-

mission and reception because they share the same frequency band. When the PA

is enabled before each transmission, the PA will start drawing significant current

and may cause a drop in the power supply voltage or induce a ground current

[13]. As a result, this transient phenomenon can affect the frequency synthesizer

and introduce transient frequency drift and phase noise, which momentarily

degrade the transmitted signal performance, such as EVM. Figure 6.14 shows

that such frequency pulling of the synthesizer’s VCO causes big frequency errors

at the moment of switching on the PA, and generally settles down to its steady-

state frequency within microseconds. If such a settlement takes too long and the

frequency drift is too far away from its steady frequency, the transient frequency

errors can degrade the received signal performance in the case that the receiver

estimates the frequency offset on the first few the received preamble symbols.

Such a transient effect of switching PA on the frequency shift of the VCO can be

minimized or avoided if the transmitter on is slightly delayed after the PA is

powered on. Figure 6.15 shows the transient frequency drift versus time for such

a case.
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Fig. 6.15 Transient frequency versus time by switching on PA first, and then TX transmitter

after 3 μs
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Fig. 6.14 Transient frequency drift caused by frequency pulling due to switching on PA and TX

transmitter together
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6.5.4 Nonlinearity of Power Amplifier

Power amplifier is the last stage of the transmitter and delivers the required power

level to an antenna. Generally, it is required for the transmitter to have a power

amplifier with large linear operation range and low-voltage operation in order to

avoid causing non-linearity degradation for the transmitted signal. This is because

the main source of spectral re-growth is intermodulation distortion (IMD) of the

modulated signal by non-linearity in the transmitted chain [18]. In many wireless

systems, system designers have relied on the PA output back-off from its P1-dB

compression point, which is 1 dB down from its output with the linear gain slope to

ensure acceptable distortion. However, too much output back-off results in poor

energy efficiency or DC-to-AC (RF) power conversion [19]. In turn, poor energy

efficiency reduces talk time in handset units.

On the other hand, it is desirable for the PA to operate at a near saturation or full

saturation region in order to achieve high energy efficiency, especially for wireless

portable systems. The advantage of high energy efficiency is that it extends battery

duration in mobile handsets and wireless local area network (WLAN)-enabled

notebook PC cards. The concept and definition of power amplifiers’ efficiency

was discussed in Chap. 2.

However, when the power amplifier operates at saturation or the near satura-

tion region in order to achieve high efficiency, the PA behaves in a nonlinear

feature, which results in both spectral regrowth and error vector magnitude

(EVM) degradation of the RF-modulated signal at the PA output. As a result,

the regrowth spectrum causes severe adjacent channel interferences and EVM

degradation. The nonlinearity of the PA is generally described by two functions,

namely, AM-AM and AM-PM conversions. The AM-AM describes amplitude

nonlinearity of the PA, while AM-PM characterizes the phase nonlinearity of the

PA. In practice, most power amplifiers have significant frequency-dependent

memory effects that are highly associated with the amplified signal wideband.

The measured AM-AM and AM-PM characteristics of a commercially available

and RF-integrated circuit (RFIC) power amplifier at a frequency of 5 GHz for the

802.11 a WLAN application with a 20-MHz bandwidth are illustrated in

Fig. 6.16, where the input and output amplitudes of the PA are normalized to

unit (Volts). The widths of AM-AM and AM-PM curves are determined by the

output signals, which are historically dependent on both the current input signals

and the previous input signals, i.e., memory effects, which can sometimes

severely degrade system performance, especially in high-speed data

transmission.

To obtain the AM-AM and AM-PM characteristics, a RF-modulated OFDM

signal at the output of the PA was first down-converted to the baseband band and

then coherently demodulated to the complex I–Q baseband signal with a bandwidth

(a single sideband) of 10 MHz through a spectrum analyzer, or FSW from Rohde &

Schwarz, and finally exported to MATLAB for the further analysis. Around 10,000

I–Q samples in one frame at the input and the output of the PA were captured at a

6.5 Transmission Impairments 319

http://dx.doi.org/10.1007/978-3-319-44222-8_2


sampling rate of 80 MHz, respectively. Time alignment and normalization were

then performed between the PA input data u(n) and the PA output data y(n), and the
AM-AM and AM-PM curves are illustrated in Fig. 6.16a, b, where the coordinates

(x, y) in these plots are calculated by
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Fig. 6.16 Normalized characteristics of a RFIC commercial power amplifier used for Wi-Fi

transceivers: (a) AM-AM, (b) AM-PM, and (c) amplitude voltage gain, where a WLAN OFDM

signal at 5-GHz frequency with a 20-MHz bandwidth is used as input signal to PA
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AM� AM : 20 log10 u nð Þj jð Þ, 20 log10
y nð Þj j
u nð Þj j

� �
ð6:33Þ

AM� PM : 20 log10 u nð Þj jð Þ,∠y nð Þ �∠u nð Þð Þ ð6:34Þ

It can be clearly seen that the widths of the AM-AM and AM-PM curves are

due to memory effects of the PA, and the width even spreads in a low input

signal amplitude range for the AM-PM characteristic. Frequency-dependent

memory effects may result in asymmetric power spectral density (PSD) of the

RF transmitted signal, and also cause difficulties in the PA pre-distortion.

Generally, the memory effects of the PA can arise from multiple sources,

including bias circuit effects, self-heating, and trapping effects. Meanwhile the

memory effects in RF power amplifiers are variations of the nonlinear gain due

to the frequency of the signal, the frequency of the envelope of the signal, or

temperature.

As the input signal amplitude increases, the PA gain goes into compression and

drops by 1 dB from its linear gain at the normalized input signal amplitude of 1, as

shown in Fig. 6.16c. Corresponding to such a 1-dB gain compression point, the

input power of the PA is referred to as the input P1dB point, while the output power

of the PA is called the output P1dB point. When the mean power that the PA

delivers to its load is close to the output P1dB point, the PA can cause the nonlinear

distortions of the amplified signal. Major effects of the nonlinearity of the PA on the

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
–8

–6

–4

–2

0

2

4

6(c)

Normalized Input Amplitude

N
or

m
al

iz
ed

 A
m

pl
itu

de
 G

ai
n 

(d
B

) Linear Gain
Measured Gain

Fig. 6.16 (continued)
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system performance are spectral regrowth and EVM degradation of the

RF-modulated signal.

To avoid such nonlinear distortion, it is preferable that a PA operates back

from P1dB point by a PAPR value, which is dependent on the modulation

format. Otherwise, the envelope amplitude of the amplified signal will be

clipped or compressed by the PA. Therefore, it is very challenging for the PA

to amplify high-speed data signals with large PAPR values, such as WLAN

OFDM signals. For example, if an OFDM signal has a 10-dB PAPR value, as a

rule of thumb the PA should operate from its P1dB point back-off by 10 dB in

order to avoid either spectral regrowth or EVM degradation of the

RF-modulated signal.

To see how nonlinearity affects the system performance, we tested PSDs and

EVMs of a 802.11n WLAN OFDM-64QAM signal with a PAPR value of 10 dB

versus different back-off values from a P1dB compression point that corresponds

to an actual output P1dB power of 28 dBm, as illustrated in Figs. 6.17 and 6.18.

First, we look at how PA back off affects PSD. Figure 6.17a, b illustrates the PSD

of the RF OFDM-64QAM signal with a carrier frequency of 5500 MHz at the

output of the PA when the power amplifier operates at a 12-dB back-off and a

4-dB back-off from the P1-dB compression point, respectively. The minimum

margin of PSD from the transmitted spectrum mask is about 15 dB at the back-off

of 12 dB, as shown in the bottom part of Fig. 6.17a and then is reduced to less

than 4 dB at the back-off of 4 dB, as shown in the bottom part of Fig. 6.17b. Now

let’s see how EVM performance behaves for the same back-off values as those

used in Fig. 6.17. Figure 6.18a illustrates that the RMS EVM is about �38.63 dB

and meets the specification of -27.00 dB when the back-off is set to a 12 dB from

P1dB compression point. In this test case, a 10-dB margin for EVM is achieved

compared to the specification of �27.00 dB. Figure 6.18b shows that the RMS

EVM is about �27.24 dB, which is almost equal to the specification of

�27.00 dB, when the back-off is reduced to 4 dB. Table 6.1 summarizes the

minimum margins of the tested PSD and EVM versus PA back-off (BO) from the

P1dB compression point.

It can be seen from Table 6.1 that PSD has more margin from specification at

certain PA BO values compared to RMS EVM. Hence, PSD has looser requirement

when the PA operates close to saturation region or the PA has less back-off from the

P1dB point compared to RMS EVM. Therefore, the nonlinearity of the PA has more

severe effect on EVM than on PSD.
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Fig. 6.17 PSD of a WLAN 802.11n OFDM-64QAM-modulated signal at 5580 MHz: (a) 12-dB

back-off from P1dB of 28 dBm and (b) 4 dB back-off from P1 dB
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Chapter 7

Transceiver II: Receiver Architectures
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7.1 Introduction

Similar to transmitter architectures, receiver architectures are mainly classified into

three types: a heterodyne (or high intermediate frequency [IF]) receiver, a low-IF

receiver, and a direct down-conversion (or zero-IF) receiver. In a low-IF receiver,

the RF signal is mixed down to a low, but non-zero, IF signal that is usually set to

one or two times the channel-spacing frequency and is compatible with the

bandwidth of the desired signal. To further suppress the adjacent channel
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interferers, the low-IF may be set to half the channel-spacing frequency such that

the image signal is located at the adjacent channel. Because of some advantages

over the zero-IF receiver, such as being insensitive to direct current (DC) offset and

lessening the impact of the flicker noise, the low-IF receiver has been adopted by

many integrated circuit (IC) design companies in the design of the radio frequency

(RF) transceivers.

In the following sections, we present some general receiver architectures that are

widely used in wireless communication standards. In addition, we focus on some

common issues or challenges that RFIC designers face and introduce some effec-

tive techniques to minimize these effects on system performance.

7.2 Heterodyne Receiver

Traditionally, the most straightforward architecture for designing a wireless

receiver RF and mixed baseband (BB) circuit has been the heterodyne receiver

[1], as shown in Fig. 7.1, which has been used over the past several decades because

of its high selectivity and sensitivity. The RF signal received at the antenna is first

filtered using a pre-select bandpass filter to attenuate the interferers at the frequen-

cies far away from the desired frequency band. After amplification by a low-noise

amplifier, the signal is then fed into an image-reject filter before the down-

conversion mixer. The image-reject filter has two functions: first, it greatly atten-

uates any undesirable signal at the image frequency, which is located at either

fRF + 2fIF for high-side local oscillation (LO) injection or fRF� 2fIF for low-side LO
injection in the case of an input frequency fRF; second, it also attenuates the thermal

noise at the image frequency. After the image-reject filter, the received RF signal is

down-converted into an IF signal, and then the resulting IF signal is filtered through

a channel-select filter to further remove outside band noise and interferers. At this

point, the IF signal is ready for further down-conversion to baseband either in the

analog domain or digital domain.

The important design choice in a heterodyne is the frequency of the IF signal.

The separation between the RF signal and its image is 2fIF. When this separation is

large it is referred to as high IF, whereas when it is small it is referred to as low-IF.

In the former, the image is greatly attenuated with the image-reject filter, but close-

in interference after down-conversion is not significantly suppressed using another

bandpass filter unless a high-Q bandpass filter is used, such as an off-chip passive

surface-acoustic wave or an LC filter that is comprised of the inductor (L) and

capacitor (C), which increases the cost and size. In the latter, the attenuation of the

image is poor because the separation is small, but the close-in interferer after down-

conversion is greatly attenuated using a bandpass filter with sharp cut-off charac-

teristics, where the bandpass filter with high-Q is easily implemented due to a

low IF.

Traditionally, many down-mixing stages can relax the Q value required by each

channel selection filter and linearity required by each amplification stage due to
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large interferers at the input of the receiver antenna. However, the heterodyne

receiver requires expensive and bulky external filters and extra internal local

oscillators. Therefore, from a low-cost, high-integration, low-power-consumption

point of view, the heterodyne receiver architecture is not an optimal solution

for achieving such characteristics, especially for RF IC transceivers.

Heterodyne receivers are, however, widely used in some special applications,

such as satellite communication and microwave communication systems, where

the implementations are mainly designed with discrete component units.

7.2.1 Image Rejection

Figure 7.2 shows a block diagram of the RF front-end circuits for a heterodyne

receiver. The frequency translation from a RF to an IF is first carried out by the

means of an RF mixer, in which the received RF signal at a frequency of ωRF is

mixed with a real LO signal cos(ωLOt) with ωLO¼ωRF +ωIF to generate two major

signal components, or one at a frequency of�ωIF ¼ � ωLO � ωRFð Þ and another at a
frequency of � ωLO þ ωRFð Þ. The latter can be removed by a lowpass filter. In the

frequency domain, the frequency components of the real LO signal cos (ωLOt) are
located at �ωLO and ωLO, respectively. The symmetrical property from zero

frequency is due to the real signal property of the LO signal. In detail, the desired

and image signals at the negative frequency are down-converted to the IF with the

LO signal at the positive frequency, whereas the desired and image signals at

the positive frequency are down-converted to the IF with the LO at the negative

frequency, as indicated by arrows in Fig. 7.2.

In frequency translation, any frequency components located around the fre-

quency of �ωim ¼ � ωLO þ ωIFð Þ, which is called the “image frequency,” is also

translated to the same IF around�ωIF. The frequency component around the image

frequency is called the “image signal.” Within the desired signal bandwidth, the

image signal distorts the desired signal.

A simple method to remove the image signal is to add an RF image reject filter

before the mixer, as shown in Fig. 7.2. If the chosen IF is high enough, the image

signal can be significantly attenuated, and the image rejection filter can be

implemented relatively simply. But the drawback for a high IF receiver is that it

is challenging for an RF designer to design an IF channel select bandpass filter

(BPF) with sharp attenuation or a higher Q after the mixer because of the limitation

of the BIF-to-fIF ratio, especially for narrow-band signal reception. On the contrary,
a certain amount of residual image signal may be down-converted to the band

around the IF because of a small frequency spacing 2ωIF between the wanted signal

and image signal if the choice of IF is too low, as shown by the image rejection filter

(dashed line) in Fig. 7.2b.

The pre-select filter before the low-noise amplifier (LNA) typically acts to select

the desired signal and suppress the out-of-band interferers and blockers in order to

prevent the LNA from being saturated in the presence of larger interferers and
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blockers. However, the in-band loss of the passive pre-select filter can contribute to

the noise figure degradation of the system. Therefore, the use of the pre-select filter

is an optional choice, as shown with a dashed line.

The choice of the IF depends on an actual application associated with the signal

bandwidth and the amount of acceptable image noise. The trade-off between image

rejection and channel selection, however, can be ignored by using multiple down-

conversions, which are widely used in the digital microwave and satellite commu-

nication systems that are mostly implemented with the discrete components.

Figure 7.3 illustrates a dual-IF superheterodyne receiver, where the last down-

conversion from the second IF2 to the BB signal is performed in a quadrature

demodulator with a pair of orthogonal carrier signals at the frequency of ωIF2 .

Hence, this superheterodyne receiver performs frequency down-conversion from

RF to BB in three stages, or two stages from the RF to the second IF2 and one stage

from the second IF2 to BB.

One of these applications is a satellite communication system using a single

channel per carrier (SCPC)/frequency-division multiple access (FDMA) technol-

ogy. The primary advantage of the SCPC system is that the architecture allows full

connectivity between any sites in the network and also allows quick set-up to a

satellite link as needed. This system is especially useful for remote area communi-

cations with a relatively small capacity needed for each user. The frequency of the

up-link from the earth stations to the satellite is 6 GHz, while the frequency of the

down-link is 4 GHz. A total of 800 data/voice channels occupy a 36-MHz tran-

sponder bandwidth of the satellite. Each user can transmit and receive either data at

the rate of 64 kbps with a QPSK modulation or voice at the rate of 32 kbps with a

BPSK modulation in a channel with an equivalent noise bandwidth of 38.4 kHz.

The channel spacing is 45 kHz (or 36 MHz/800).

The received RF signal with a frequency of 4 GHz at the down-link is first down-

converted to the IF1 signal of 70 MHz with the first LO1 after LNA amplification

and image rejection. After passing through a wide channel select filter, the IF1
signal is further down-converted to an IF2 signal of 512 kHz with the second LO2.

The narrow channel select filter with a noise bandwidth of 38.4 kHz centered at a

frequency of 512 kHz significantly suppresses outside channel interferers and noise

that are close to the desired signal before the quadrature demodulation. This narrow

channel select filter determines the noise bandwidth of the receiver, and therefore it

plays an important role in determining the sensitivity of the receiver. Further down-

conversion from IF2 to the BB domain, carrier recovery, symbol timing recovery,

and BB data detection all are performed after the narrow channel selection filter,

and hence their performances greatly depend on the amplitude and group delay

responses of the narrow channel select filter.

This narrow channel selection BPF was implemented in the late 1980s with a

passive BPF filter with sharp attenuation or a high quality factor Q. A group delay

equalizer was built with the BPF to minimize intersymbol interference (ISI)

because of the non-constant group delay property of the analog BPF. From the

SCPC system described above, it is clear that this dual-IF heterodyne receiver has
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advantages of significant image rejection and great channel selection. It should be

noted that the heterodyne receiver usually has such a narrow channel select filter in

the receive chain to determine a noise bandwidth of the receiver before the

demodulation.

7.3 Low-IF Receiver and Zero-IF Receiver

Low cost and low power consumption are key factors for wireless IC vendors in

choosing low-IF and zero-IF (or direct-conversion) receiver architectures, which

have shown good performance with regard to low power consumption and small

chip area as well as system bit error rate. A number of articles [2–6] describe and

report their applications in wireless communications systems, such as IEEE

802.11a/b/g/n/ac WLAN, IEEE 802.15.4 Zigbee, GSM/EDGE, and 3GPP

WCDMA.

Figure 7.4 shows a block diagram of a typical receiver, using either the zero-IF

or the low-IF architecture. The difference between the zero-IF and the low-IF is

that the RF signal in the former is down-converted directly to baseband, while the

RF signal in the latter is mixed down to non-zero IF or a low-IF. In practice,

depending on the bandwidth of the transmitted signal, the low-IF frequency can be

in a range from a half to two times (or even more) the bandwidth of the transmitted

signal. After down-conversion, the baseband/low-IF I–Q signals are passed

through the analog selection lowpass filters to attenuate out-of-band noise and

adjacent channel interferers or blockers so that the linearity requirements of the

variable gain amplifier (VGA) and analog-to-digital converter (ADC) are relaxed.

For a low-IF receiver, the digitized low-IF I–Q signals are fed to a set of complex

digital down- converters with a digital frequency that is the same as the low-IF

frequency, where the actual image rejection and the frequency translation from a

low-IF frequency to DC are performed. For a zero-IF receiver, the digital fre-

quency is set to 0 Hz.

Starting from this point or at the output of the digital down-converter, the digital

back-end is the same for both low-IF and zero-IF receivers. Subsequently, the BB

signals are passed though high-order digital lowpass filters that actually select the

channels and also determine an equivalent noise bandwidth of the receiver. The

equivalent noise bandwidth is explained in detail later in the section on receiver

sensitivity. After being passed through the digital channel selection filters, the I and
Q baseband signals are processed in a digital demodulator, where down-sampling,

symbol timing and carrier synchronizations, and channel compensation are

performed if coherent detection is used, and finally the data bits are recovered.

Compared with the heterodyne receiver in Fig. 7.1, the low-IF and zero-IF

receivers eliminate the need for the image rejection BPF and channel selection

BPF before the quadrature down-converter. In the low-IF receiver, the image

rejection is achieved by using either a complex digital down-converter in the digital

domain, as shown in Fig. 7.4, or a complex bandpass channel select or polyphase
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filter at the outputs of the mixers in the analog domain, as illustrated in Fig. 7.5. In

the zero-IF receiver, there is no explicit image problem, since the image to the

desired channel is the desired signal itself. Hence, the zero-IF receiver has no

specific need for the image rejection. As a result, the zero-IF receiver is very

suitable for integration as well as multi-band and multi-standard operation.

Now, the question is whether a low-IF receiver or a zero-IF receiver is the best

architecture to choose as a receiver. Choosing either a low-IF or a zero-IF receiver

structure usually depends on the modulation format and the transmitted signal

bandwidth. In general, the low-IF receiver is suitable for a wireless system when

the modulation signal has a relatively low data rate or narrow bandwidth and has

plenty of low-frequency energy around DC in its power spectral density (PSD).

Thus, the low-IF architecture can be chosen such that the low-IF receiver can avoid

distorting the desired signal around DC frequency by eliminating DC removal with

highpass filtering. For example, in the GSM system, the received RF GMSK signal

with a data rate of 270.833 kbps is down-converted either at the low-IF of 100 kHz

[7] or at the low-IF of 160 kHz [8] in channel spacing of 200 kHz. The PSD of the

GMSK modulation signal has plenty of low-frequency energy around DC. In the

Bluetooth system, the received RF GFSK signal with a data rate of 1 Mbits/s is

down-converted to a low-IF of 1 MHz in a bandwidth of 1 MHz. Actually, both

GMSK and GFSK signals have similar properties or plenty of energy in their PSDs

concentrated around DC.

Otherwise, the zero-IF receiver can be chosen if the modulation signal has a

relatively flat PSD shape and a wide bandwidth or a high data rate. Thus, DC

removal using highpass filtering does not damage signal components around the DC

frequency too much, and therefore the performance degradation due to DC cancel-

lation can be minimized. Meanwhile, choosing a zero-IF receiver can avoid the

need to use a relatively high IF frequency due to the larger bandwidth associated

with high data rates. For example, for the 3GPP WCDMA system with channel

spacing of 5 MHz and the 802.11ac WLAN system with channel spacing of 20/40/

80/160MHz, the zero-IF receiver is used for these systems due to the characteristics

of their flat PSD shapes and larger bandwidths.

The zero-IF receiver, however, has some disadvantages. Two serious weak-

nesses are DC offset and I–Q gain and phase imbalances even though 1/f noise is

also troublesome. The DC offset and the I–Q gain and phase imbalances related to

circuit mismatch and path mismatch become more serious due to large gain values

of the variable gain amplifier (VGA). This is because the amplification gain of the

receive chain is mainly performed by the baseband VGAs compared with the

heterodyne architecture. The gain from the front-end LNA to mixers is typically

around 30 dB, while the gain of the baseband VGAs, including the gain of the LPF

can be up to about 65 dB. Thus, small DC offset, and the I–Q gain and phase

imbalances at the output of the mixers can become extremely large at the input of

the ADC after amplification. These problems, however, can be overcome or

minimized by using DC offset cancellation and I–Q imbalance calibration tech-

niques. Detailed problem-solving methods shall be described in the following

sections.
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On the contrary, the low-IF receiver topologies have some advantages over the

zero-IF receiver architectures. Two desirable properties that the low-IF receiver has

are that it is much less vulnerable to the DC offset and the 1/f noise because they are
located away from the low-IF signal. Any such DC offsets will be frequency-

converted to low-IF after the complex digital down-converter and easily removed

in the digital domain. The low-IF receiver, however, introduces an image problem

at the quadrature output of the first stage down-converter. Any real filter cannot

remove the image signal at this point. Fortunately, the image signal can be

suppressed in the complex digital down-converter in the baseband DSP, as shown

in Fig. 7.4. Of course, there is another way to suppress the image signal at the

low-IF frequency: using an asymmetric polyphase filter as shown in Figs. 7.5

and 7.6 [2]. The image rejection methods for the low-IF receiver will be discussed

in more detail later in this section.

To minimize the performance degradation of the receiver due to the image

signal, the image rejection has to be performed with different implementation

strategies, and meantime the I–Q gain and phase imbalances should be mini-

mized by means of the calibration. The effects of the image signals on the

performance degradations of the receivers are primarily dependent on the chosen

receiver architecture. Therefore the methods and strategies used for the image

rejections are quite different and closely associated with the actual receiver

architecture.

7.3.1 Image Rejection in the Low-IF Receiver

The biggest challenge in a low-IF receiver is image rejection. In a heterodyne

receiver, the image rejection can be performed by using a bandpass filter before

the down-converter. In a low-IF receiver, the image rejection, however, can be

achieved through either a complex digital down-converter in the digital domain

or a complex bandpass filter in the analog domain [2]. The difference between

them mainly lies in where the image signal-suppression processing takes place,

either before the ADC or after the ADC. The basic concept of the low-IF receiver

is that an RF signal can be down-converted with a single positive frequency

component (or a complex LO signal) to a low-IF signal without causing image

distortion. Figure 7.5 illustrates the down-conversion operation in the frequency

domain for a complex LO signal at a positive frequency of ωLO. Two major

receiver structures regarding different image rejection topologies are introduced

below.

7.3.1.1 Complex Polyphase Filtering

As shown in Fig. 7.5, the desired signal and the image signal at the negative

frequencies of �ωLO +ωIF and �ωLO�ωIF are respectively down-converted to

the low-IF signals on either side of DC frequency by multiplying a complex LO
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signal located at a positive frequency of ωLO, which is represented by an ideal

complex local carrier of ejωLOt ¼ cos ωLOtð Þ þ j sin ωLOtð Þ. After down-conversion,
the desired low-IF signal and image low-IF signal are located at the positive and

negative frequencies, respectively. Before they are further down-converted to the

baseband signals, the image signal needs to be suppressed first to avoid the superim-

position of the desired signal and image signal at the baseband. A complex asymmet-

ric polyphase filter [2] implementedwith active components is capable of suppressing

the image signal and passing the desired signal. Its transfer function is asymmetric

from the zero frequency, as shown in Fig. 7.5. This complex BPF suppresses not only

the image signal, but also adjacent channel interferers and other larger blockers. As a

result, the complex BPF reduces the dynamic range requirement for the ADC.

Figure 7.6 shows a block diagram of a low-IF receiver with a complex BPF for a

Bluetooth standard application. The inputs of the complex BPF are the low-IF signals

on the I andQ channels, respectively, and the output is a real IF signal. After the image

signal suppression, the desired low-IF signal is digitized through the ADC and then is

digitally down-converted to the I and Q baseband signals.

To be understood the procedure of the frequency down-conversion in Fig. 7.5,

image rejection based on complex polyphase filtering can be analyzed graphically

in Fig. 7.7. A pair of desired and image signals are located at � ωc � 2ωIFð Þ and

�ωc, respectively. A LO signal is located at �ωLO ¼ � ωc � ωIFð Þ, where ωIF

represents the low-IF. Figure 7.7a illustrates the down-conversion procedures by

convolving the input spectrum with cos(ωLOt) on the I channel, while Fig. 7.7b

displays the down-conversion steps by convolving the input spectrum with sin

(ωLOt) on the Q channel. Then, after their combinations as a complex low-IF signal,

the desired and image signals at the input of the complex Polyphase BPF are

separated without distortion at both sides’ zero frequency, as shown in Fig. 7.7c.

Hence, the image signal is removed if the center frequency of the complex BPF is

located at the positive low-IF frequency of ωIF.

Due to the I and Q gain and phase imbalances, a very small LO signal with an

amplitude of γ is also located at a negative frequency of�ωLO, as shown in Fig. 7.5.

The non-ideal complex LO is now represented by e jωLOt þ γ � e�jωLOt. Hence, the

desired signal and the image signal at the positive frequencies of ωLO�ωIF and

ωLO +ωIF are down-converted to the low-IF on either side of DC frequency with

γe�jωLOt , as shown with the dotted curves in Fig. 7.5, and are superimposed with

those down-converted from the negative frequencies of �ωLO +ωIF and

�ωLO�ωIF. Therefore, the calibrations of the I–Q gain and phase imbalances are

needed in order to minimize the image distortion signal represented by the dotted

curve within complex filter.

Considering that a pair of non-ideal LO signals have a gain mismatch of α and a

phase mismatch of θ between the quadrature LO paths, the non-ideal LO signals can

be redefined as

LONIDE I ¼ 1þ α

2

� �
cos ωLOtþ θ

2

� �
¼ 1þ α

2

� � e j ωLOtþθ
2ð Þ þ e�j ωLOtþθ

2ð Þ
2

 !
ð7:1Þ
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LONIDE Q ¼ 1�α

2

� �
sin ωLOt�θ

2

� �
¼ 1�α

2

� � e j ωLOt�θ
2ð Þ � e�j ωLOt�θ

2ð Þ
2j

 !
ð7:2Þ

Assuming α and θ are small, as they usually are, then the non-ideal complex LO

signal LONIDE I þ jLONIDE Q can be approximated using Taylor series as

LONIDE ¼ LONIDE I þ jLONIDE Q

� e jωLOt þ α� jθ

2

� �
e�jωLOt

¼ LOIDE þ γ � conj LOIDE½ �

ð7:3Þ

Wanted
signal

Image
signal

LO signal: cos(wc − wIF )t

Wanted
signal

Image
signal

LO signal

0
− wc + wIF

− wc − wc + 2wIF

0

Convolution

− wIF

0− wIF

Spectrum

1/21/2

1/21/2

(a)

wwIF

wIF ω

VI  (w)

wc − wIF

wc wwc − 2wIF

ππ

Fig. 7.7 Spectrum analysis of a low-IF receiver in Fig. 7.5: (a) down-conversion scheme with a

cos ωc � ωIFð Þt LO signal on the I channel in a low-IF receiver, (b) down-conversion scheme

with a sin ωc � ωIFð Þt LO signal on the Q channel in a low-IF receiver, and (c) spectrum of a

complex low-IF signal constructed with the I and Q channel signals at the input of the complex

bandpass filter
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where the ideal complex LOIDE signal and a complex leakage coefficient of γ are

given as [9]

LOIDE ¼ e jωLOt ð7:4Þ

γ ¼ α� jθ

2

� �
ð7:5Þ

Thus, the non-ideal complex signal LONIDE is approximated by the ideal com-

plex signal LOIDE plus its conjugate multiplied by γ.
One advantage that this low-IF receiver with a complex BPF has is to relax the

dynamic range requirement for the ADC because the image signal and adjacent

channel interferers are suppressed together before the ADC. The reduced dynamic

range avoids the need to use a high-resolution ADC. One other advantage is that
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only one ADC is required in the receiver, as shown in Fig. 7.6. As a result, the

current consumption is improved. However, the biggest challenge in designing a

low-IF receiver with a complex BPF is that higher-order BPF is required to

sufficiently suppress the image signal when the low-IF is relatively low. The

complex analog BPF with a higher order has worse group delay variation within

the transmission bandwidth, which in turn results in severe ISI, such that the

receiver sensitivity could degrade. To compensate for the group delay variation,

an analog group delay equalizer may be needed after the complex BPF. Further-

more, in order to reduce the effect of the analog component tolerance on the

accuracy of the transfer function, the calibration of the complex BPF is also needed.

All of these factors mentioned above cause an increase in die size in the IC design.

7.3.1.2 Complex Digital Down-Conversion

Compared with the image rejection through a complex analog BPF, the image

signal suppression performed through a digital complex down-converter in the

digital domain in Fig. 7.4 is more accurate than that in the analog domain.

Furthermore, channel selection filtering can be easily and accurately implemented
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Fig. 7.7 (continued)
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with a digital lowpass filter that has sharp attenuation and constant group delay,

while analog filtering only performs a coarse and anti-aliasing filtering. All these

merits make the low-IF topology shown in Fig. 7.4 more preferable and popular

than the one shown in Fig. 7.6 in the hardware implementation of a fully integrated

circuit. For example, the low-intermediate frequencies of 100 kHz and 2 MHz are

chosen for the 2G GSM system with channel spacing of 200 kHz [5] and the Zigbee

system with channel spacing of 5 MHz [10], respectively. The low-IF receiver with

this topology, however, requires that the ADCs have a higher dynamic range and

higher bandwidth than that with a complex analog BPF structure due to the fact that

the analog filtering performs only a coarse and anti-aliasing filtering. To achieve the

required high dynamic range for handling larger interferers and blockers, bandpass

ΣΔ converters are usually used in this type of receiver. Pushing the ADC closer to

the front-end circuits conforms to a current development tendency in today’s
CMOS technology.

The principle of image rejection in a low-IF receiver with complex digital down-

conversion is easily understood via a graphical analysis. First, we illustrate a pair of

orthogonal carrier signals at the frequency of ωc to be modulated by the baseband

I–Q signals at the frequency of ωs, as shown in Fig. 7.8. In this illustration, the

cosine and sinusoidal signals are used as the baseband signals because of their

simple Fourier transforms for a graphical explanation. Then, the RF-modulated

signals at the outputs of the mixers are summarized to form the RF-modulated

signal cos ωc � ωsð Þt, whose frequency components are located at ωc�ωs and

�ωc +ωs, respectively. It is supposed that this RF-modulated signal is received in
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the receiver as shown in Fig. 7.4 without any corruptions of Gaussian noise and

other interferers. After passing the pre-select BPF, image rejection of the received

RF-modulated signal is graphically analyzed in Fig. 7.9.

In Fig. 7.9, it is assumed that the LO frequency is ωc�ωIF, where ωIF>ωs is

the low-IF frequency. Because the frequencies of the received RF signal are ωc�ωs

and �ωc +ωs, the image signals are located at ωc� 2ωIF +ωs and �ωc + 2ωIF�ωs,
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Fig. 7.9 Spectrum analysis of a low-IF receiver: (a) down-conversion scheme with a

cos ωc � ωIFð Þt LO signal on the I channel in a low-IF receiver, (b) down-conversion scheme

with a sin ωc � ωIFð Þt LO signal on the Q-channel in a low-IF receiver, and (c) spectrum

recombination of the I–Q channels after a digital complex down-conversion
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and they are mirrored in the frequency domain related to the desired signals

from the LO signal, as shown in Fig. 7.9a. The image signal could be adjacent

channel signals or any other interferers at the mirror frequencies. In Fig. 7.4, the

low-IF I–Q signals of VI and VQ in the frequency domain are graphically analyzed

in Fig. 7.9a, b, respectively.

It can be clearly seen that the image signals are also down-converted into the

low-IF domain together with the desired signals at the outputs of the first down-

converter, represented by the signals of VI and VQ. The low-IF analog I–Q signals

are then converted to the low-IF digital I–Q signals through the ADCs.
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The digitized low-IF signals are further down-converted to the baseband I–Q

signals with a complex low-IF signal through a complex digital down-converter.

Finally, the baseband signals VDI(t) and VDQ(t) are recovered as the cosine and

sine signals, as shown in Fig. 7.9c after passing through digital lowpass filters. The

recovered VDI(t) and VDQ(t) are the same as the transmitted signals as shown in

Fig. 7.8 except that their amplitudes are reduced by half, which can be avoided by

increasing the amplitudes at the outputs of the sin and cos Look-up Table by 2.
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Meanwhile, the image signals are suppressed by performing the combinations of

V1(ω)�V2(ω) and V3(ω) +V4(ω) on the I–Q channels, respectively, as shown in

Fig. 7.9c. Thus, in the ideal case the summed outputs are the desired signals with

image-free. In this example, even though the cosine and sine signals are used as

baseband signals here, the graphical analysis for the image suppression is also

validly applied to random baseband signals.

7.3.1.3 Hilbert Transform Architecture

In fact, the Hilbert transformation-based architecture is the same as the Hartley

architecture [11], where the RF input signal is down-converted to a pair of low-IF

I-Q signals with the quadrature local oscillation signals of cos(ωLOt) and sin(ωLOt).
The low-IF I–Q signals are passed through the lowpass filters, and then one of the

low-IF I–Q signals is phase-shifted by 90� before being added together to form a

real low-IF signal. Like the Hartley architecture, the Hilbert transformer performs a

phase shift by 90� on one branch before adding two branches together to convert

the low-IF I–Q complex signals into to a real IF signal. The Hilbert transformer has

the advantage of reaching the precise phase shift of 90� within wide bandwidth

around the low-IF over Hartley architecture, which is greatly beneficial to the

received signal with wide bandwidth, such as digital TV (DTV) and digital video

broadcasting (DVB) tuners. Another advantage is that it can be implemented

digitally.

As mentioned previously, the image-reject ratio (IRR) is defined as the ratio of

the desired signal gain to the image signal gain and is infinite ideally. IRR is limited

in practice by the gain and phase mismatches between the I–Q branches. Therefore,

the I–Q mismatch should be compensated prior to Hilbert transformer in the digital

domain. Figure 7.10 shows a block diagram of a low-IF DTV tuner with Hilbert

transformer.

The frequency response of the Hilbert transformer H(ω) shown in Fig. 7.11

has unity magnitude, a phase angle of �π/2 for 0<ω< π, and a phase angle

of π/2 for �π<ω< 0. Usually, such a circuit is called an ideal 90�

phase shifter. Alternatively, it is also called a Hilbert transformer if this

characteristic is applied to a digital sequence. The Hilbert transformer H(ω) is
expressed as

H ωð Þ ¼ �j, 0 < ω < π

þj, �π < ω < 0

(
ð7:6Þ

The impulse response h[n] of a 90� phase shifter corresponding to (7.6) is
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h n½ � ¼ 1

2π

ð π
�π

H ωð Þe jωndω

¼
2

π

sin2 πn=2ð Þ
n

, n 6¼ 0

0, n ¼ 0

8><>:
ð7:7Þ

Figure 7.12a illustrates the impulse response of an ideal Hilbert transformer and

amplitude response of an FIR Hilbert transformer truncated by the Kaiser window

with a length of 18. In practice, approximations to the ideal Hilbert transformer can

be obtained by an FIR filter using the window method. From Fig. 7.12b, it can be

seen that its amplitude response is nearly constant with small ripples within much

wider frequency range, where the ripple can be reduced by increasing the window

length.

In Fig. 7.10, the RF signal is down-converted to the low-IF I–Q signals after

mixing with the quadrature phases of the local oscillation signals of sin(ωLOt) and
cos(ωLOt). The I and Q low-IF signals are then filtered through lowpass filters and

amplified by variable gain amplifiers (VGAs). Digital low-IF I–Q signals from

ADCs are fed into the channel select bandpass filters to remove outside noise and

adjacent channel interferers. The channel selection FIR filter is digitally program-

mable to have different bandwidths for multiple data rates. The filtered I–Q signals

then pass through the image rejection filter that consists of the I–Q gain and phase

imbalance compensator and Hilbert transformer. The I–Q gain and phase imbal-

ances can be compensated using either the calibration during a power-on period or

the adaptive compensation algorithm during the data transmission period [12]. The

delay in the image rejecter is used to compensate for the delay caused by the Hilbert

transformer.

Compared with the analog Hartley image-reject filter [11], the digital Hilbert

transformer based image reject filter can achieve very high IRR and high adjacent

channel interferer attenuation. To understand its principle of the image rejection,

we assume that the RF input signal that consists of the desired signal with the

amplitude of A1 at the frequency of ωRF1 and image signal with the amplitude of

+ j

– j

0

H (w )

w

Fig. 7.11 Frequency

response of the Hilbert

transformer
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A2 at the frequency of ωRF2 is expressed as at the LNA output after ignoring

Gaussian noise

r tð Þ ¼ A1 cos ωRF1tð Þ þ A2 cos ωRF2tð Þ ð7:8Þ

After down-conversion, the low-IF I–Q signals at the outputs of the mixers are,

respectively,

evi tð Þ ¼ r tð Þ � cos ωLOtð Þ
¼ A1

2
cos ωLO þ ωRF1ð Þtþ cos ωLO � ωRF1ð Þt½ �

þA2

2
cos ωLO þ ωRF2ð Þtþ cos ωLO � ωRF2ð Þt½ �

ð7:9Þ

evq tð Þ ¼ �r tð Þ � sin ωLOtð Þ
¼ �A1

2
sin ωLO þ ωRF1ð Þtþ sin ωLO � ωRF1ð Þ½ �

� A2

2
sin ωLO þ ωRF2ð Þtþ sin ωLO � ωRF2ð Þt½ �

ð7:10Þ
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(b)

Fig. 7.12 Hilbert transformer: (a) impulse response of an ideal Hilbert transformer and

(b) magnitude response of an FIR Hilbert transformer using a Kaiser window
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Through the lowpass filters, the second-order harmonics are removed and the

signals at the output of VGAs are expressed:

vi tð Þ ¼ A1

2
þ A2

2

� �
cos ωIFtð Þ ð7:11Þ

vq tð Þ ¼ A1

2
� A2

2

� �
sin ωIFtð Þ ð7:12Þ

where ωIF¼ωRF1�ωLO or ωIF¼ωLO�ωRF2.

Without losing their general property and assuming no I–Q gain and phase

imbalance errors, the low-IF I–Q signals VI(n) and VQ(n) at the inputs of Hilbert

transformers in the digital domain are identical to those in (7.11) and (7.12) except

for the amplitude scale factor of G.

VI nð Þ ¼ G
A1

2
þ A2

2

� �
cos ωIFnð Þ ð7:13Þ

VQ nð Þ ¼ G
A1

2
� A2

2

� �
sin ωIFnð Þ ð7:14Þ

The low-IF I–Q signals at the outputs of Hilbert transformers are given by

VHI nð Þ ¼ G
A1

2
þ A2

2

� �
sin ωIFnð Þ ð7:15Þ

VHQ nð Þ ¼ �G
A1

2
� A2

2

� �
cos ωIFnð Þ ð7:16Þ

The lower and upper sideband signals are, respectively,

VSI nð Þ ¼ VI nð Þ þ VHQ nð Þ ¼ GA2 cos ωIFnð Þ ð7:17Þ

VSQ nð Þ ¼ VQ nð Þ þ VHI nð Þ ¼ GA1 sin ωIFnð Þ ð7:18Þ

It can be seen from (7.17) and (7.18) that the desired signal A1 and image signal

A2 are separated at the output of Hilbert transformer. In this case, the desired

signal is the upper sideband real signal, while the image signal is the lower

sideband signal. As shown in Fig. 7.10, the desired signal VSQ(n) is only sent

to the following stage of the digital down-converter, where the digital

down-conversion is performed by transferring the low-IF I–Q signals to the

baseband I–Q signal.
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7.3.2 Image Rejection in Zero-IF Receiver

In a direct down-conversion receiver, as shown in Fig. 7.13, the received RF

signal is amplified by a LNA and then is down-converted to the baseband I–Q

signals with quadrature local carriers of cos(ωLOt) and sin(ωLOt) without image

filtering. The baseband I–Q signals are passed through anti-aliasing lowpass

filters such that high-order harmonics and larger interferers are significantly

attenuated to reduce the dynamic requirement of the ADCs. As seen in

Fig. 7.13b, the image signal is the desired signal itself due to the band

overlapping of the desired signal and image signal. To make down-conversion

procedure more visible, an asymmetrical waveform from the local oscillator

frequency of ωLO for both the desired signal and image signal caused by

multipath fading is used. After the signals are down-converted to the baseband

domain, such an asymmetrical property can be only observed on a spectrum

analyzer with an option for complex signal analysis.

In an ideal case when the I–Q gain and phase imbalance errors are zero, the

desired signal located at the negative frequency of �ωLO is down-converted to DC

with a complex positive frequency local carrier of ω jωLOt ¼ cos ωLOtð Þþ
j sin ωLOtð Þ. The down-conversion mixing process presented by a complex local

carrier is equivalent to individually mixing the real RF input signal with two real

quadrature carriers, as shown in Fig. 7.13a. In this case, only the desired signal is

down-converted to DC. In practice, however, gain and phase imbalances in the

quadrature LO paths cause the image signal to leak into the desired baseband.

The image signal leakage is better understood by the fact that imbalances cause

a complex negative frequency local carrier of γω�jωLOt ¼ γ cos ωLOtð Þ�½
j sin ωLOtð Þ� that is γ times smaller than the desired positive frequency carrier,

and its amplitude determines the image rejection ratio (IRR). As a result, the

non-ideal complex carrier can be expressed as ejωLOt þ γe�jωLOt, in which the

small LO component of the negative frequency of γe�jωLOt results in the complex

image.

Without the I–Q gain and phase imbalance calibration, direct down-

conversion receivers have an IRR of about below �30 dB due to a smaller

leakage coefficient γ. There are no explicit image rejection requirements for a

direct down-conversion receiver due to the fact that the image signal has the same

power as the desired signal, and hence the performance of the receiver does not

degrade too much without the calibration. However, with the I–Q gain and phase

calibration in the receiver, the IRR can be further reduced to below �50 dB, so

that SNR or EVM can be improved by more than 1 dB. Similar to a receiver, a

transmitter also suffers EVM degradation from a poor IRR due to the I–Q gain

and phase imbalances. Therefore, the calibration of the I–Q gain and phase

imbalances is necessary for the transmitters to improve EVM and sideband

suppression as well.
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7.4 Receiver Impairments

In this section, the effects of real-world signal impairments on the performance of

the receiver will be discussed. There are various RF impairments in real radio

receivers. Some of impairments can be significantly reduced by using calibration

methods, while some of them can be minimized through either careful circuit

design or proper operation conditions. Common impairments that will be intro-

duced in this section are I–Q imbalance, DC offset, and nonlinearity. We will

discuss each of them in turn and introduce some strategies to reduce their effects

on the performance of the receiver.

7.4.1 I–Q Imbalance Compensation

Similar to I–Q imbalance generated in the transmitter, I–Q imbalance is one of the

major RF impairments encountered in the design of direct conversion receivers.

Generally, the I–Q gain imbalance occurs due to a gain difference between either

the baseband I–Q signal paths or the in-phase LO signal and quadrature LO signal

paths, while the I–Q phase imbalance happens because of non-ideal phase quadra-

ture between the in-phase LO signal and quadrature LO signal or a non-exact 90�

phase difference between them. I–Q phase imbalance generated in the RF domain

can be equivalently transferred into the baseband I–Q signals in the baseband

domain. If any another distortions and additive Gaussian noise are ignored in the

received RF signal for the simplicity, the received modulation signal can be

expressed as

r tð Þ ¼ I tð Þ cos ωctþ φ tð Þ½ � � Q tð Þ sin ωctþ φ tð Þ½ � ð7:19Þ

where I(t) and Q(t) are the transmitted baseband signals and φ(t) is the carrier phase
due to the propagation delay through the channel. If this signal is multiplied by the

two local quadrature carriers cI(t) and cQ(t) with the carrier phase φ̂ tð Þ that is ideally
synchronized to the received signal carrier phase or φ̂ tð Þ ¼ φ tð Þ and with the carrier
phase imbalance ϕ at the receiver

cI tð Þ ¼ 2 cos ωctþ φ̂ tð Þ þ ϕ=2½ � ð7:20Þ

cQ tð Þ ¼ �2 sin ωctþ φ̂ tð Þ � ϕ=2½ � ð7:21Þ

we obtain the following baseband I–Q signals after harmonic components are

removed through LPFs, as shown in Fig. 7.14

vI tð Þ ¼ GI cos ϕ=2ð ÞI tð Þ þ GI sin ϕ=2ð ÞQ tð Þ ð7:22Þ

vQ tð Þ ¼ GQ sin ϕ=2ð ÞI tð Þ þ GQ cos ϕ=2ð ÞQ tð Þ ð7:23Þ
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where gain imbalance occurs if GI 6¼ GQ. We can see from the equations above

that the carrier phase imbalance ϕ from the RF domain is transferred to the

baseband domain as the scaling factors of cos(ϕ/2) and sin(ϕ/2) for the baseband
I–Q signals and results in cross-talk between the I–Q channels due to sin(ϕ/2)
appearance. If the imbalance ϕ is zero, the received baseband I–Q signals in (7.22)

and (7.23) are equal to the transmitted baseband signals multiplied by the I–Q

gains: GI and GQ:

vI tð Þ ¼ GII tð Þ ð7:24Þ

vQ tð Þ ¼ GQQ tð Þ ð7:25Þ

To simplify the expression, we can define ε as a gain error related to GI and GQ

such that they have the following relationship, or

ε ¼ GI

GQ

� 1 ð7:26Þ

G2
I þ G2

Q ¼ 2 ð7:27Þ

From these relationships above, we have the normalized gain as

GI ¼ 1þ εð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2

2þ 2εþ ε2

r
ð7:28Þ

GQ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2

2þ 2εþ ε2

r
ð7:29Þ

GI I CH

GQ Q CH

r (t) )
2

φ

φ

cI (t) = 2cos(wct + j (t) +

vI (t)

vQ (t)

PGA

PGA

LPF

LPF

)
2

ˆ

cQ (t) = −2sin(wct + j (t) −ˆ

Fig. 7.14 I–Q gain and phase imbalances caused by possible sources in a receiver
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If ε is very small quantity, as it usually is, using the Taylor series approximations

to GI and GQ with the first-order term above gives the following expressions:

GI � 1þ ε

2
ð7:30Þ

GQ � 1� ε

2
ð7:31Þ

The baseband signal equations in (7.22) and (7.23) can be also expressed as a

matrix format as

vI tð Þ
vQ tð Þ

" #
¼ GI 0

0 GQ

" #
cos ϕ=2ð Þ sin ϕ=2ð Þ
sin ϕ=2ð Þ cos ϕ=2ð Þ

" #
I tð Þ
Q tð Þ

" #
ð7:32Þ

To compensate the I–Q gain and phase imbalances, we can add a post-

compensator or an equalizer at the outputs of vI(t) and vQ(t) and thus the outputs

of the equalizer are

uI tð Þ
uQ tð Þ

" #
¼

GI 0

0 GQ

" #
cos ϕ=2ð Þ sin ϕ=2ð Þ
sin ϕ=2ð Þ cos ϕ=2ð Þ

" #
cos ϕc=2ð Þ sin ϕc=2ð Þ
sin ϕc=2ð Þ cos ϕc=2ð Þ

" #

�
GCI 0

0 GCQ

" #
I tð Þ
Q tð Þ

" #
ð7:33Þ

where ϕc and GC is the compensator phase and gain used to compensate for the I–Q

phase and gain imbalances. Equation (7.33) can be further expressed as

uI tð Þ
uQ tð Þ

" #
¼

GI 0

0 GQ

" #
cos ϕ=2� ϕc=2ð Þ sin ϕ=2þ ϕc=2ð Þ
sin ϕ=2þ ϕc=2ð Þ cos ϕ=2� ϕc=2ð Þ

" #
GCI 0

0 GCQ

" #
I tð Þ
Q tð Þ

" #
ð7:34Þ

If ϕc¼�ϕ is met, the expression above becomes

uI tð Þ
uQ tð Þ

" #
¼

GI 0

0 GQ

" #
cos ϕð Þ 0

0 cos ϕð Þ

" #
GCI 0

0 GCQ

" #
I tð Þ
Q tð Þ

" #

¼
GI 0

0 GQ

" #
GCI cos ϕð Þ
GCQ cos ϕð Þ

" #
I tð Þ
Q tð Þ

" #

¼
GIGCI cos ϕð Þ
GQGCQ cos ϕð Þ

" #
I tð Þ
Q tð Þ

" #
ð7:35Þ
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It is seen that the cross-talk terms between the I–Q channels are cancelled. If

GCI¼ 1/GI and GCQ¼ 1/GQ are met, the expression above becomes

uI tð Þ
uQ tð Þ

" #
¼

cos ϕð ÞI tð Þ
cos ϕð ÞQ tð Þ

" #
ð7:36Þ

Now the recovered baseband I–Q signals are equal to the transmitted baseband

I-Q signals multiplied by a scaling factor of cos(ϕ), and therefore the I–Q gain and

phase imbalances are completely corrected.

Similar to the normalized gain expressions in (7.28) and (7.29) for the I–Q gain

imbalance of the receiver, the I–Q compensation gain corresponding to the ideal

compensation condition can be normalized as follows:

GIC ¼ 1

GI

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ εc þ ε2c=2

p
1þ εcð Þ ð7:37Þ

GQC ¼ 1

GQ

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ εc þ ε2c=2

q
ð7:38Þ

where εc¼ ε is assumed at the ideal compensation condition. After the Taylor series

approximations to GIC and GQC, they can be expressed as

GIC � 1� 1

2
εc ð7:39Þ

GQC � 1þ 1

2
εc ð7:40Þ

Equation (7.33) can be rewritten by substituting (7.39) and (7.40) for GIC

and GQC as

uI tð Þ
uQ tð Þ

" #
� GI cos ϕ=2ð Þ GI sin ϕ=2ð Þ

GQ sin ϕ=2ð Þ GQ cos ϕ=2ð Þ

" #
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

I�Q imbalance

�
1� 1

2
εc

� �
cos ϕc=2ð Þ 1þ 1

2
εc

� �
sin ϕc=2ð Þ

1� 1

2
εc

� �
sin ϕc=2ð Þ 1þ 1

2
εc

� �
cos ϕc=2ð Þ

26664
37775

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
I�Q compensator

I tð Þ
Q tð Þ

" # ð7:41Þ

If the gain and phase imbalances of ε and ϕ are both very small, the gain and

phase values of εc and ϕc at the compensator are also very small after the
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compensation. Thus, the matrix of the compensator in (7.41) can be further

approximated as follows:

uI tð Þ
uQ tð Þ

" #
� GI cos ϕ=2ð Þ GI sin ϕ=2ð Þ

GQ sin ϕ=2ð Þ GQ cos ϕ=2ð Þ

" #
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

I�Q imbalance

1� 1

2
εc

ϕc

2

ϕc

2
1þ 1

2
εc

2664
3775

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
I�Q compensator

I tð Þ
Q tð Þ

" #

ð7:42Þ

It is clear from the equation above that one element ϕc/2 at the first row and

second column and another element ϕc/2 at the second row and the second column

are used to compensate for the phase imbalance ϕ generated from the down-

conversion processing due to non ideal orthogonal local oscillator signals at the

receiver. Another two elements of 1� εc/2 and 1 + εc/2 are employed to compensate

for the gain imbalance ε produced on the baseband I–Q channels due to gain

difference between GI and GQ as shown in Fig. 7.14.

Usually, the I–Q gain and phase imbalances of ε and ϕ generated at the receiver

are unknown. In order to compensate for these two unknown gain and phase

imbalances, an adaptive equalizer with four real coefficients can be used as a

compensator. The coefficients can be adaptively updated by adding a calibration

signal to the receiver. For example, a QPSK modulation signal can be used as the

calibration signal for the I–Q imbalance compensation at the receiver due to its

simple decision rule. During the calibration period, the QPSK modulation signal

can be externally added at the input port of the LNA or can be internally

connected to the input of the quadrature down-conversion mixers through a loop

back from the transmitter path after the I–Q imbalance compensation at the

transmitter.

Due to the digital implementation of the equalizer, the matrix of the compensator

in (7.42) can be expressed with four real coefficients Ci, i¼ 0, 1, 2, 3 of the

equalizer in the digital domain

uI,k

uQ,k

" #
� GI cos ϕ=2ð Þ GI sin ϕ=2ð Þ

GQ sin ϕ=2ð Þ GQ cos ϕ=2ð Þ

" #
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

I�Q imbalance

C0 C1

C2 C3

" #
|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
I�Q compensator

Ik
Qk

� 	
ð7:43Þ

The structure of the adaptive equalizer implemented in the digital domain is

shown in Fig. 7.15. The cross coefficients of C1 and C2 mainly correct the quadra-

ture phase imbalance ϕ while the I–Q branch coefficients of C0 and C3 primarily

compensate for the gain imbalance ε.
The coefficients of an adaptive equalizer with four independent real coefficients

can be updated by using the ZF algorithm in (4.56)
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c0,kþ1 ¼ c0,k þ λeeI,kû I,k

c1,kþ1 ¼ c1,k þ λeeI,kû Q,k

c2,kþ1 ¼ c2,k þ λeeQ,kû Q,k

c3,kþ1 ¼ c3,k þ λeeQ,kû I,k

ð7:44Þ

where the error signal is eek ¼ eeI,k þ jeeQ,k ¼ û I,k � uI,k þ j û Q,k � uQ,kð Þ. It can be
seen from Fig. 7.15 that the decision signals of ûI,k and ûQ,k become the sign

signals of either +1 or �1 to avoid four times multiplication operations betweeneek and ûk in (7.44) if a type of QPSK signal is used as the calibration signal at the

receiver. After the I–Q imbalance compensation, the coefficients of the equalizer

are fixed during the receiver operation until the next calibration procedure.

Figure 7.16 illustrates the WCDMA QPSK constellation plots before and after

compensations. One case corresponds to the phase imbalance of �5� only, as

shown in Fig. 7.16a, b while another case is for the gain and phase imbalances of

3 dB and �5�, as shown in Fig. 7.16c, d. It clearly shows that the I–Q imbalance is

completely corrected in two different cases. The convergence of the equalizer is

about ten iterations or ten chip intervals when a WCDMA QPSK signal with one

sample per symbol duration at the chip rate of 3.84 Mchips/s is used for the

calibration. In the simulation, a normalized QPSK signal with values of �0.707

is used as the calibration signal and decisions in the equalizer are made at the

normalized values.

ADC C0,k

C1,k

C2,k

C3,kADC

+

+

+

–

uI,k

uQ,k

vI,k

vQ,k

ûI,k

ûQ,k

+–

– +

eI,k
~

eQ,k
~ZF

Algorithm

eI,k
~

eQ,k
~

ûI,k
ûQ,k

vI(t)

vQ(t)

Fig. 7.15 A block diagram of an adaptive equalizer with four real taps for I–Q imbalance

compensation
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7.4.2 DC Offset Cancellation

Besides I–Q imbalance, DC offset is another major drawback in a direct down-

conversion receiver. In direct down-conversion, as the desired RF signal is down-

converted to the baseband I–Q signals in the receive chain, any small DC offsets

at the output of the mixer may result in very large DC offsets at the inputs of the

ADCs because the baseband amplification stages may offer a gain value up to

more than 60 dB. Such large DC offsets at the input of the ADC can either

saturate the ADC or reduce the dynamic range of the ADC. Furthermore, DC

offsets also degrade the signal-to-noise ratio. Various phenomena contribute to

the creation of DC offsets. In most integrated wireless transceiver designs, two

major sources are involved: LO Self-Mixing and Blocker Self-Mixing.
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Fig. 7.16 Constellation of SRRC filtered QPSK with α¼ 0.22 at the receiver: (a) I–Q phase

imbalance of �5� before compensation, (b) I–Q phase imbalance of �5� after compensation,

(c) I–Q gain and phase imbalances of 3 dB and �5� before compensation, and (d) I–Q gain and

phase imbalances of 3 dB and �5� after compensation
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• LO Self-Mixing: The LO signal may be conducted or radiated through

unintended paths to another input port of the mixer. As a result, the LO signal

effectively mixes with itself, producing an undesirable DC component at the

mixer output, as shown in Fig. 7.17a. In the worst case, the LO leakage

may reach the LNA input, producing an even stronger DC offset at the

mixer output due to a larger LNA gain. This LO-leakage–based self-mixing

problem is mainly caused by poor silicon isolation. These include substrate

coupling, ground bounce, bond wire radiation, and capacitive and magnetic

coupling [13].

• Blocker Self-Mixing: As with LO self-mixing, a DC offset may be

produced when a stronger in-band interferer, once amplified by the LNA,

leaks into the LO input port of the mixer, and then mixes with itself, as shown

in Fig. 7.17b.

It should be mentioned that LO or RF signal leakage to the opposite mixer port is

not the only way in which undesirable DC can be generated. In the RF transceiver

chip, any stage that exhibits even-order nonlinearity or differential circuit imbal-

ance also produces a DC offset. The earlier the DC offset is generated in the receive

chain, the more critical the DC offset to system performance due to larger gain

value.

In a direct-conversion receiver, DC offset should be removed by using DC offset

cancellation (DCOC) circuits to avoid saturating subsequent stages., Two

LNABPF Mixer

LO

LO leakage

(a)

LNA
Pre-Select

BPF Mixer

LO

Strong blocker 
leakage

(b)

Fig. 7.17 Self-mixing

block diagram: (a) DC
offset produced by LO

leakage and (b) DC offset

produced by blocker or

interferer leakage.

Referenced from [13]
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topological structures performing DCOC are generally defined according to their

circuit structures as follows:

1. Alternative current (AC) coupling: The AC coupling method means that DCOC

is performed by using circuits that are capable of highpass filtering functions

from the output of the mixer to the input of the ADC.

2. Direct current (DC) coupling: The DC coupling method means that the DC

offset is removed by subtracting the estimated DC offset from the output of the

mixer.

7.4.2.1 DCOC with Highpass Filtering

AC coupling can be implemented by using either a highpass filter with a feed-

forward structure as shown in Fig. 7.18a or one with a lowpass filter on the feedback

path to perform the subtraction from the signal on the feed-forward path, as shown

in Fig. 7.18b, which is called servo-loop–based highpass filtering (HPF).

Usually it is preferable for an HPF to have a large corner frequency or a short

time constant so that it can reach its steady state quickly. An HPF with a large

corner frequency, however, removes too many low frequency components of the

received signal, so that BER of the received signal degrades severely. On the other

hand, it would take a long time for an HPF with a small corner frequency to reach its

steady state, so some data may be lost due to the incorrect decision level. To avoid

such problems, analog IC design engineers prefer HPF with a switched-resistance

structure to accelerate the HPF response time without severely distorting the

received signal, as shown in Fig. 7.18c, where switches S1, S2, and S3 control

which resistor is connected to form different time constants.

The transfer function of the HPF in Fig. 7.18b is derived in the following. The

DC feedback loop forms a negative feedback at low frequency close to DC, thus

filtering out the DC offsets. Both the DC offset of the input signal and the DC offsets
of the amplifier K1 are canceled at the output. The circuit K1 can be either a filter or
an amplifier, but an amplifier is usually used here to simplify the derivation. The

circuit K2 usually is a buffer with the unit gain, or K2¼ 1. The transfer function of

the block diagram is

A sð Þ ¼ K1

1þ K1K3H sð Þ ð7:45Þ

whereH(s) can be an integrator or lowpass pole.H(s), however, has typically a first-
order transfer function to ensure stability. In the case of an ideal integrator, i.e.,

H(s)¼ –ωo/s, where ωo¼ 1/RC, the transfer function in (7.45) can be written as

A sð Þ ¼ K1

1� K1K3ωo

s

ð7:46Þ
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The amplitude response of A(s) is expressed as

A ωð Þj j ¼ K1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ K1K3ωo

ω

� �2
s ð7:47Þ

The DC gain jA(0)j ¼ 0 and the corner frequency of the resulting first-order HPF

is given by

ω3 dB ¼ K1K3ωo ð7:48Þ
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Fig. 7.18 AC coupling block diagram: (a) AC coupling with a highpass filter, (b) AC coupling

with fixed servo loop parameter (or feedback loop), and (c) AC coupling with variable servo loop

parameters
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If K1¼ 1/K3 is met, then ω3dB¼ωo¼ 1/RC is obtained. The relationship

between K1 and K3 is useful when the gain K1 is programmable and the corner

frequency must remain unchanged. It is clear that the corner frequency of the

HPF-based servo loop is dependent on RC production on the feedback loop.

Therefore, the adjustable corner frequency of the servo-loop–based HPF can be

implemented with the switched-resistance structure, as shown in Fig. 7.18c, where

three different corner frequencies can be realized. In most applications, three

different corner frequencies selected by a state machine are usually accepted.

For example, three corner frequencies of around 8 MHz, 500 kHz, and 3 kHz are

suitable to DCOC in the 802.11b WLAN application. Upon entering the RX mode,

the corner frequency of 8 MHz is momentarily chosen for a very short program-

mable duration. The HPF quickly removes all the DC offsets from the down-

converted baseband I–Q signals. After this initial duration, the corner frequency

is automatically reduced to 500 kHz, and remains at it until the digital baseband

processor finishes AGC testing and adjusting on the receiver chain. Then, a lowest

corner frequency of 3 kHz is switched to avoid filtering out more signal components

around DC before the end of the 10 short training symbols. The procedure for

switching three corner frequencies should be settled down less than 5 μs within the

ten short training symbols after each frame is detected at the receiver.

7.4.2.2 DCOC with DC Coupling

In DCOC with DC coupling, DC offsets are removed without using any highpass

filtering circuitry during the information reception operation. The basic idea of

removing DC offsets is based on following two steps:

• Before receiving the information sequence, any DC offsets generated in the

receive circuitries are estimated, and then stored in a capacitor or a look-up

table (LUT).

• During receiving information period, the received signal is subtracted by the

estimate DC offset. The subtraction may be performed at one place or several

places along the receive path.

Asmentioned previously, DC offsets are mainly generated in the front-end circuit

of the mixer, and appear at the output of the mixer. Since the DC offset changes with

the LNA gain setting, the DC offset can be measured at different LNA gain settings

during the calibration period, and then be stored in the LUT. During the receive

operation, the received signal is subtracted with the output of the LUT addressed by

the LNA gain settings. The calibration procedure is controlled by the digital

baseband processor. The calibration can be automatically performed whenever the

receiver is in an idle mode and no signal is detected in order to track any change with

temperature. After DCOC is performed in the analog domain, any residual DC offset

can be further removed in the digital domain. This LUT-based DCOC has been

reported in theWLAN system [14] and the Ultrawide Band (UWB) system [15, 16].

Figure 7.19 shows a block diagram of DCOC implementation based on a DC

coupling method for a UWB receiver. DACs are placed along the receive chain to
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removeDCoffsets. The number ofDACs usually ranges fromone to three or evenmore

depending on the application. One placed at the output of the mixer plays the most

important role compared with any other DACs. A very small DC offset at the output of

the mixer may become large at the input of the ADC because of a large BB gain along

the receive chain. Without DCOC, the amplified DC offset can result in saturating

subsequent stages.

Before the calibration, the input of the LNA is connected to a dummy load 50

ohm to avoid any input signals or interferers. The calibration is performed by means

of the binary search algorithm that is updated by measuring the comparator output

shown in Fig. 7.19. Binary N-bits at the DAC inputs are updated through the three-

wire interface (TWIF). For an N-bit DAC, N� 1 steps are required to finish each

calibration. The DC offset calibration is performed from the back to the front [15].

For example, the calibration processing begins with the rightmost-side DAC when

turning on VGA3 and turning off the LPF, VGA1, and VGA2. Then, any DC offset

measured in the digital domain is generated by VGA3. After the binary search, the

estimated DC offset value for VGA3 is stored in register 3. Next, the estimate DC

offset values for VGA2 and VGA1, respectively, are stored in the register 2 and

1 when turning on VGA2 first, and then VGA1 next. Finally, the estimated DC

offsets generated in the LNA and mixer associated with the High Gain (HG) Mode,

Middle Gain (MG) Mode, and Low Gain (LG)Mode are calibrated and stored in the

registers respectively.

During the reception operation, the estimate DC values stored in the LUT are

read out corresponding to the LNA HG, MG, and LG modes, and then are passed

through the DAC to subtract DC offset from the down-converted signal at the

output of the mixer. In the following stages, VGA1, VGA2, and VGA3 can be

implemented in such a way that DC offsets at their outputs are independent of gain

values [15]. In more detail, these VGAs are implemented with a current steering

DAC, which is used to inject a corrective current to the resistive loads so that offset

is minimized. Hence, each DAC associated with VGA1, VGA2, or VGA3 needs

only one group estimate DC value because of independence of gain setting.

In the DC coupling method, a DAC can be replaced with a capacitor in TDD

systems in order to reduce the die area. For example, in the GSM system, periodic

DC offset cancellation can be performed during idle times where the estimate DC

offset is stored on a capacitor and then subtracted from the received signal during

actual reception. Figure 7.20 shows two kinds of basic block diagrams of DC offset

cancellation circuits [14]. In Fig. 7.20a, during the idle time the output of the

lowpass filter is connected to a pair of capacitors C such that the output DC offset

voltage VDCOFF in the output signal VOUT via a transconductance Gm1 is sampled

and stored onto capacitors C when a switch S is closed. The sampled and stored

voltage is then fed back to the output of the lowpass filter to subtract DC offset

voltage VDCOFF from VOUT via a transconductance amplifier Gm2 when the switch

S is opened during the signal reception time. In order to cancel different DC offsets

corresponding to different LNA gain settings, the amplifier Gm2 is designed

such that its gain can also be programmed by an LNA gain control signal CTR. In
Fig. 7.20b, the procedures of sampling and subtracting are the same as that shown in
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Fig. 7.20a, except that the sampling and subtracting points are at different places or

at the input and output of the VGA.

In the GSM system, for example, each frame contains eight bursts, and each

burst has 148 bits. Each user can receive only one burst message in one frame, and

in the meantime can transmit information at different burst times within the same

frame. Thus, it is completely possible for the receiver to have time to sample or

track DC offset before receiving the desired time slot. Furthermore, there is the

guard time period of 30.46 μs (or 8.25 bits) between two bursts, which can also be

used for the receiver to sample DC offsets. This type of DC offset cancellation has

been used in the Skyworks’ CX7444 transceiver chip [13].

7.4.3 Nonlinear Distortion

At a receiver, nonlinear distortions are mainly generated through the front-end

blocks, such as a LNA and mixers, due to strong adjacent channel interferers and

LNA
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C C Track
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RLRL

CTR

Hold

VOUT
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Mixer
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VGA

Gm1Gm2

C C
Track

Hold
S

VIN VOUT

(b)

Fig. 7.20 DC-coupling–based DC offset cancellation circuits: (a) one used at mixer output [14],

and (b) one associated with VGA. Redrawn from [14]
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larger out-of-band blockers. In an RF transceiver, there is no front-end passband

filter used for attenuating these interferers and blockers prior to the LNA and mixers

in order to reduce size and cost. If nonlinear distortions occur, nonlinear compo-

nents or products that fall in the desired band degrade the received SNR and result

in the degradation of BER or PER in the receiver. In the following section,

nonlinear distortions related to the second-order intermodulation (IM2) and third-

order intermodulation (IM3) distortions, which are the most severe nonlinear

distortions, are discussed in detail.

7.4.3.1 Second-Order Distortion

In a direct down-conversion receiver, low even-order distortion, especially second-

order distortion or second-order intermodulation (IM2) products, can severely

degrade the receiver’s performance due to the presence of strong blockers or

adjacent modulated signals, as well as the leakage of the transmitted signal in an

SoC transceiver. As a result, a spurious baseband signal that is directly proportional

to the squared version of the blocker envelope is generated at baseband due to the

second-order distortion, especially for direct down-converter receivers. The band-

width of these second-order spectral productions at baseband can be up to twice the

bandwidth of the blocker’s amplitude envelope because of the squared property and

the modulation index doubled [17]. Sometimes these blockers have the same

modulation format as the desired signal.

The IM2 distortion products that occur at baseband in a zero-IF receiver may

degrade the receiver performance. Even though there are many mechanisms that

may generate the IM2 products in the zero-IF receiver, three main mechanisms are

as follows [17]:

• Blocker Self-Mixing: This happens when a large RF blocker enters the front end

of a receiver, and a small portion of it could leak into the LO port due to parasitic

coupling, as illustrated in Fig. 7.17b. Once the RF blocker leakage component

appears at the LO port, such a self-mixing product is directly proportional to the

mixing of the RF blocker input and the RF-to-LO leakage component. Hence,

low-frequency IM2 products, including a DC component, are generated at the

output of the mixer.

• Down-Converter-Stage Second-Order Nonlinearity: A DC component can

be also generated at baseband because of the second-order nonlinearity in the

active devices of the mixer or RF stage when a strong signal or a modulated

blocker occurs at the input of the receiver. This phenomenon is easily explained

by the fact that even-order nonlinearities cause asymmetrical distortion when a

strong continuous wave (CW) is applied to the device, as illustrated in Fig. 7.21,

where a DC component is produced by such an asymmetrical output waveform.

A small DC signal may be amplified e enough to saturate the ADC after the

amplification of the VGA with a gain value of up to 60 dB.

• Unbalanced Mixer: In a perfectly balanced mixer, the equivalent differential

IM2 products are translated to high frequencies and the equivalent common-
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mode IM2 products are canceled out at the mixer differential output [17].

However, in actual designs, the mismatches usually exist in the LO stage devices

and result in the equivalent common-mode IM2 products at the outputs of the I-Q
mixers. For example, the deviation of the LO duty cycle from 50% produces the

low frequency IM2 products at the outputs of the I–Q mixers.

The second-order distortion is associated with the second-order intercept point

(IP2) requirement that is a key specification for the direct conversion receivers,

especially for wireless cellular phone systems, like GSM and WCDMA systems.

This is because a large interferer or “blocker” with a power level 76 dB greater than

the desired signal would be received with the desired signal at the receiver input.

For example, in the blocking test of the GSM900, the worst case occurs for blockers

with power levels up to –23 dBm, which are inside the GSM receive band, but

greater than 3 MHz away from the desired signal with a power level of –99 dBm.

Such a large blocker demands the receiver with a high IP2 specification to meet the

performance requirements.

Due to the nonlinearities of the front-end units in a direct conversion receiver,

including the LNA and mixer, a second-order intermodulation (IM2) product of a

large blocker may drop into the desired signal band at the output of the mixer. The

second-order nonlinearity of the receiver is usually evaluated with IP2. IP2 can be

tested by using two CW tone signals that have the same power levels at different

frequencies of f1 and f2; but the frequency difference Δf¼ j f1� f2j should be less

than the bandwidth of the baseband signal in order to test the IM2 component within

the bandwidth of the baseband signal.

The input IP2 (IIP2) referred to the input of the LNA is expressed as (see the

Appendix for more detail)

IIP2 dBmð Þ ¼ 2P1T dBmð Þ � PIM2,AC dBmð Þ ð7:49Þ

where P1T is the power level of one of two CW test tones with equal power at the

input of the LNA, and PIM2,AC is the power level of the IM2 component at

the frequency of either f2� f1 or f2 + f1 referred to the input of the LNA. In the

IIP2 test with a two-tone, there are a total of three IM2 products, located at the

Vin
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t

DC
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V
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Fig. 7.21 DC component

produced by even-order

nonlinearity. Redrawn

from [18]
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frequencies of DC, f2� f1, and f2 + f1, respectively. The total power of the IM2

products is composed of 50% (�3 dB) IM2 product at DC, 25% (�6 dB) IM2

product at ( f2� f1), and 25% (�6 dB) IM2 product at ( f2 + f1). Thus, IIP2 calcula-

tion related to IM2 product at DC is given by

IIP2 dBmð Þ ¼ 2P1T dBmð Þ � PIM2,DC dBmð Þ þ 3dB ð7:50Þ

The IM2 product at DC can be cancelled by using a DCOC method, while IM2

product at f2 + f1 can be removed due to outside band. The IM2 at f2� f1 falls into
the band if the frequency difference Δf is less than the bandwidth of the baseband

signal of BWBB and then distorts the desired signal.

In practice, the worst-case IM2 interferers at the input of the receiver are not the

two-tone type, but modulated-type blockers with non-constant envelopes or AM

envelope characterization. This type of modulated signals as blockers may come

from either adjacent channels or transmitted signal leakage and may have much

larger power than the received weak signal. Therefore, it is a very large challenge in

designing the front end circuitry of the receiver to minimize the impact of the

modulated blockers on receiver performance.

An amplitude and phase modulation format like QPSK can be realized by using

the I and Q baseband signals of I(t) and Q(t) to modulate quadrature carrier signals

of cos(ωct) and sin(ωct): i.e.,

x tð Þ ¼ I tð Þ cos ωctð Þ � Q tð Þ sin ωctð Þ
¼ a tð Þ cos ωctþ φ tð Þ½ � ð7:51Þ

where the signal envelope a(t) and phase φ(t) are given as

a tð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2 tð Þ þ Q2 tð Þ

q
ð7:52Þ

φ tð Þ ¼ arctan
Q tð Þ
I tð Þ

� �
ð7:53Þ

When this input signal is passed through a front-end device like an LNA or a

mixer that is characterized as a transfer function given in (A.1), the second-order

nonlinear item at the output of the device is generated as

g2x
2 tð Þ ¼ g2 a tð Þ cos ωctþ φ tð Þ½ �f g2

¼ g2a
2

2
1þ cos 2ωctþ 2φ tð Þ½ �f g

ð7:54Þ

After lowpass filtering, high-frequency components are removed and only low-

frequency components (LFC) that are DC and low-frequency AC components at the

output of the lowpass filter remain:

IM2LFC ¼ g2a
2 tð Þ
2

ð7:55Þ
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From (7.55) above, it can be seen that the low-frequency component of the

IM2LFC distortion is a scaled version of the squared envelope of the baseband

signal. Thus, the IM2LFC distortion type is highly dependent on the envelope

property of the baseband signal. In the following example, three types of different

modulation signals are used to generate the low-frequency product IM2LFC.

Constant Envelope Modulation Signal: In the case of a constant envelope mod-

ulation format, such as the GMSK baseband I–Q signals of ui(t) and uq(t) in (4.33)

and (4.34), the envelope signal a(t) expressed in (7.52) is a constant of A if I(t) and
Q(t) in (7.52) are replaced by ui(t) and uq(t) in (4.33) and (4.34), respectively, and

any distortions and Gaussian noise are ignored for simplicity’s sake. From (7.55),

the IM2 product is

IM2LFC ¼ g2A
2

2
¼ constant ð7:56Þ

The constant IM2 product corresponds to a DC offset, which can be removed by

using a DCOC circuit like any other sources of DC offsets.

Two-Tone Modulation Signal: In an I–Q quadrature modulation structure with

ideal I–Q gain and phase imbalances, two-tone baseband signals at the frequencies

of ωb1 and ωb2, both having the same amplitude A on the I and Q channels, can be

expressed as

I tð Þ ¼ A cos ωb1tð Þ þ A cos ωb2tð Þ, Q tð Þ ¼ A sin ωb1tð Þ þ A sin ωb2tð Þ ð7:57Þ

The envelope a(t) of the complex composite baseband signal is

a tð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2 tð Þ þ Q2 tð Þ

q
ð7:58Þ

and

a2 tð Þ ¼ I2 tð Þ þ Q2 tð Þ
¼ 2A2 1þ cos ωb2 � ωb1ð Þt½ �

ð7:59Þ

The IM2 product given in (7.55) is

IM2LFC ¼ g2a
2 tð Þ
2

¼ g2A
2 1þ cos ωb2 � ωb1ð Þt½ � ð7:60Þ

It is clear from the equation above that IM2LFC product at the low frequency

contains a DC component and an AC component at the frequency difference of

ωb2�ωb1, which is expected from the classical two-tone characterization calcula-

tion in (A.4) and (A.7).
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Non-Constant Envelope Modulation Signal: For a non-constant envelope

modulation format, such as the filtered QPSK baseband I–Q signals of xi(t) and
xq(t) in (2.38), the envelope signal a(t) in (7.52) can be expressed by substituting I(t)
and Q(t) for xi(t) and xq(t), respectively, and any distortions and Gaussian noise are

ignored for simplicity’s sake, or

a tð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2i tð Þ þ x2q tð Þ

q
ð7:61Þ

and

a2 tð Þ ¼ x2i tð Þ þ x2q tð Þ ð7:62Þ

The IM2 product is

IM2LFC ¼ g2a
2 tð Þ
2

¼
g2 x2i tð Þ þ u2q tð Þ
h i

2
ð7:63Þ

From the equation above, since the mean value of IM2LFC is not equal to zero,

the IM2LFC product has a DC component. An exact spectrum of IM2LFC depends on

the nature of either x2i (t) or x2q(t) due to their similar characteristic of random

stationary process. The spectrum of IM2LFC also contains a sum of self-convolution

of the spectrum of ui(t) and self-convolution of the spectrum of uq(t) due to the fact
that the multiplication of two signals in the time domain results in the convolution

of their spectrums in the frequency domain. Thus, the spectrum of either x2i (t) or

x2q(t) is twice as wide as the spectrum of either ui(t) or uq(t). Hence, a bandwidth of

power spectral density (PSD) of IM2LFC is twice as wide as that of either ui(t) or
uq(t) because the PSD of a signal is directly proportional to its squared Fourier

transform.

Among the three different types of baseband I–Q signals described above, the

worst IM2LFC distortion is non-constant envelope modulation, which can appear at

the input of the receive front-end devices from either a strong adjacent channel

interferer or a large leakage of the RF transmitted modulation signal. A two-tone

modulation signal (or I–Q signal) described above is usually used for valuating IP2

performance at a frequency difference of f2� f1 in the receiver to avoid testing a DC
due to many source contributions to DC. In the following section, we give an

example of how to decide the IIP2 requirement for a receiver.

Design Example 7.1 The IIP2 requirement for GSM receivers is derived from the

AM suppression test case. The GSM standard requires that under a test case, where

a useful signal for the DCS 1800 band is set up to 3 dB above the reference

sensitivity level of �102 or �99 dBm, and a modulated interfering signal is set

up to �29 dBm at the frequency offset of greater than 6 MHz, a receiver must be

able to achieve its minimum performance criteria (2% residual bit error rate

[RBER]) in the presence of the modulated interferer.
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Solution To evaluate the IIP2 requirement for a receiver, we use two tone signals

with a power level of �32 dBm/tone at the frequencies of f1¼ fc + 6 MHz and

f2¼ fc + 6 MHz+Δf, respectively. The frequency difference of Δf should be less

than one-half of the bandwidth (double-side) of 200 kHz, or less than 100 kHz.

As shown in Fig. 7.22a, the IM2LFC product referred to the input of the receiver

is should be equal and less than the desired signal level of �99 dBm by the

amount of SNR¼ 7 dB required for 2% BER [1], plus a 3-dB margin. Thus,

IM2LFC¼�99� 7� 3¼�109 dBm is required at least. This 3-dB margin is

considered for one other interferer with the same power level as the IM2 product,

such as an IM3 product.

The required IIP2 for a GSM receiver can be calculated by using an equation

in (7.49) as

IIP2¼ 2P1T � PIM2, ω2�ω1ð Þ
¼ 2� �32ð Þ þ 109

¼ 45dBm

ð7:64Þ

Actually, the GSM standard does not specify an IIP2 requirement, but an AM

suppression requirement. The IIP2 characteristic through testing IM2 helps RF IC

designers in the troubleshooting of the second-order nonlinearity of the front-end

blocks before the AM suppression test. However, it is more challenging for RF IC

designs to pass the AM suppression test because a modulated interfering signal,

whose IM2 product is given in (7.63), has a significant effect on SNR compared to

using a two-tone test signal.

7.4.3.2 Third-Order Distortion

The third-order nonlinear item among all odd-order nonlinear items in (A.1)

dominates the degradation of the receiver’s performance. With two strong inter-

ferers or blockers at the frequencies of f1 and f2, which are separated from the

C/I

Signal

IM3

Off-Channel
Blockers

f1 f2 f

2 f2 − f1

fRF

Noise
Floor

–99-SNR-MG

Signal
IM2

Test tones

f1 f2

f2 − f1

Noise
Floor

f0

(a) (b)

Fig. 7.22 Intermodulation products: (a) IM2 product referred to the input of a nonlinear device

and (b) IM3 product referred to the input of a nonlinear device as an in-band interferer due to two

off-channel blockers
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assigned input signal frequency, the third-order intermodulation products (IM3)

at 2f1� f2 and 2f2� f1 at the LNA output can fall in the band of the desired signal,

as shown in Fig. 7.22b, depending on their frequency difference. This in-band

IM3 product reduces the carrier-to-interference ratio (C/I ) at the input of the

receiver’s demodulator, and therefore they degrade the performance of the

receiver.

This IM3 product referred to the input of the front-end block can be determined

by the IIP3 requirement from the equation below (see Appendix A.2 for detail), in

which two-tone signals have the same power level of PINT,IN.

IIP3 dBmð Þ ¼ PINT, IN dBmð Þ þ 1

2
PINT, IN dBmð Þ � PIM3, IN dBmð Þð Þ ð7:65Þ

and the output IP3(OIP3) (dBm) is equal to IIP3(dBm) plus power gain in dB.

It should be noted that it is more convenient to calculate the IIP3 from all input

parameters. Hence, the IIP3 is equal to the input power level of each of the two

tones plus half the difference between the input power level of each of the two tones

and the input power level of the IM3 product PIM3,IN. In practice, the IIP3 is

calculated from (7.65) by measuring the IM3 product PIM3,OUT at the output of

the device under test (DUT) and then dividing it by its power gain G to be referred

to the input of the DUT, or PIM3,IN¼PIM3,OUT�G.

IM3 Distortion Due to TX Leakage: Figure 7.23 illustrates two possible cases

when IM3 products can fall in the band of the received signal in a 3G WCDMA

receiver. The IM3 products can be created by each of two blockers at fBL1¼ 2fTX�
fRX (also called RX image frequency) and fBL2¼ ( fTX+ fRX)/2 (also called

half-duplex frequency), where fTX is the TX up-link frequency and fRX is the RX

down-link frequency, with a TX leaked signal at the frequency of fTX at the LNA

output. Here, assume that a WCDMA transceiver operates in the band 1 and fTX is

set to 1950 MHz in the up-link range from 1920 to 1980 MHz and fRX is equal to

2140 MHz in the down-link range from 2110 to 2170 MHz.

Consider both blocker1 and TX leakage signal appearing at the input of the

LNA and let the combination of these two input signals at the LNA input be

x tð Þ ¼ A cos ωBL1tð Þ þ B tð Þ cos ωTXtð Þ, where the first term is an unmodulated

blocker signal and the second term is a TX-leakage-modulated signal with the

envelope B(t). The received signal is ignored in the input signal expression because
it is assumed to be too weak compared with the blocker and TX leakage signal. The

output of the LNA can be obtained by substituting x(t) into (A.1):

y tð Þ ¼ g1 A cos ωBL1tð Þ þ B tð Þ cos ωTXtð Þ½ � þ g2 A cos ωBL1tð Þ þ B tð Þ cos ωTXtð Þ½ �2
þ g3 A cos ωBL1tð Þ þ B tð Þ cos ωTXtð Þ½ �3 þ � � �

ð7:66Þ

The third-order distortion term of interest here is one with the frequency

2ωTX�ωBL1, which falls in the band of the desired signal at the output of the LNA.
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Leaving such a third-order distortion term and ignoring others in the output expression

y(t), we have the following expression at the output of the LNA:

y tð Þ ¼ � � � þ 3

4
g3AB

2 tð Þ cos 2ωTX � ωBL1ð Þ þ � � � ð7:67Þ
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PA

TX leakage
isolation
52 dB

PTX

(a)

RX Signal
Blocker 1

Blocker 2

TX Signal
Leakage

IM3

fRX = 2140 MHzfTX = 1950 MHzfBL1 = 2fTX – fRX 
=1760 MHz

fBL2 = (fTX + fRX)/2
= 2045 MHz

f

(b)

fTX fRX fJ f

JammerTX Leakage
Signal
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CM

TX to RX Spacing

45 MHz 
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Fig. 7.23 IM3 products in

the front-end devices: (a)
TX leakage and blocker in

the front-end devices, (b)
two possible IM3 products

created by a blocker and TX

leakage at the LNA output

in a WCDMA system, and

(c) cross-modulation

product created by a jammer

and TX leakage at the LNA

output due to IIP3 in a

CDMA (IS-95) system
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Here, the third-order term at 2ωTX�ωBL1 can be expressed by using IM3

notation:

IM3 ¼ 3

4
g3AB

2 tð Þ cos 2ωTX � ωBL1ð Þ ð7:68Þ

It can be clearly seen that the IM3 product has the same frequency as the

received signal in this example, or 2fTX� fBL1¼ fRX, and its amplitude shape is

dependent on both the amplitude A of the blocker and the squared amplitude B2(t) of
the TX leakage. Similar to the IM2 case where the blocker is a TX leakage signal at

the input of the LNA, the bandwidth of this IM3 product is twice that of the TX

leakage signal due to the squared amplitude B2(t) of the TX leakage, as shown in

Fig. 7.23b, thereby directly overlapping the spectrum of the desired channel.

There is another case of the third-order nonlinear product. If a blocker2 is located

between the TX leakage signal and RX received signal and its frequency is equal to

ωBLK2¼ (ωTXþωRX)/2 , the IM3 product dropped inside band of the desired signal

is generated between the blocker2 and TX leakage signal as shown in Fig. 7.23b. The

bandwidth of this IM3 product is also twice that of the TX leakage signal.

Design Example 7.2 In the 3GPP WCDMA standard, third-order intermodulation

response rejection is a measure of the capability of the receiver to receive a desired

signal on its assigned channel frequency in the presence of two interfering signals.

In this measurement, one blocker (CW) and one modulated WCDMA signal both

have power levels of�46 dBm at frequency offsets of 10 and 20MHz, respectively,

from the desired channel frequency of 1950 MHz. Thus, the frequency of the IM3

product that falls in the band of the desired channel is 2f1� f2¼ 2� 1960 –

1970¼ 1950 MHz, which is the same as the desired channel frequency. What is

the required IIP3 for the receiver?

Solution In the 3GPP WCDMA specification, the minimum sensitivity level

DPCH_EC <Ref. sensitivity> in the band I is �117 dBm at the UE antenna port.

A typical SNR requirement DPCH_EC/IOC of �19.6 dB at the input of the demod-

ulator is required to achieve a 0.1% BER. The allowable noise power (IOC)
regarding such a SNR is IOC¼�117 + 19.6¼�97.4 dBm, as shown in Fig. 7.24.

DPCH_Ec = –117 dBm
<Refsens>

DPCH_EC/IOC = –19.6 dB

IOC = –97.4 dBm

IM3 = –106.5 dBm

9.1 dB

–174 dBm/Hz

10log10 (3.84 MHz) = 65.8 dB

Pthermal = –108 dBm

Fig. 7.24 Power level diagram for WCDMA band I reference sensitivity. Referenced from [19]
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If it is assumed that IM3 product causes 0.5-dB receiver desensitization, which

requires the power level of IM3 product dropping to the desired channel to be at

least 9.1 dB lower than IOC; the maximum allowable IM3 referred to the input of the

LNA is IM3¼ IOC� 9.1¼�97.4� 9.1¼�106.5 dBm. The receiver IIP3 is calcu-

lated using (7.65) as

IIP3¼ PINT, IN þ 1

2
PINT, IN � PIM3, INð Þ

¼ �46þ 0:5� �46� �106:5ð Þð Þ ¼ �15:75dBm

ð7:69Þ

Cross Modulation: In a WCDMA system or a CDMA system, the transmitter and

receiver operate simultaneously, and are connected to the antenna through a

duplexer. Usually duplexers used in the cellular mobile applications can provide

about 45–55-dB isolation. When a transmitter transmits the signal with a power

level close to its maximum level, for example, 25 dBm, the TX leakage signal that

appears at the input of the LNA would be �25 dBm at the duplexer isolation of

50 dB. Such a TX leakage signal alone does not cause a problem for the received

signal, but when combined with a strong adjacent single-tone jammer it poses a big

design challenge for the linearity requirement of the LNA. The TX leakage signal

can cause the strong single-tone jammer to be cross-modulated due to the third-

order nonlinearity of the LNA; or the single-tone jammer is modulated by the

squared envelope of the TX leakage signal. As a result, the bandwidth of the cross-

modulated jammer is twice of the bandwidth of the TX-transmitted signal due to the

squared-envelope modulation. Because the jammer is close to the desired channel, a

large part of the cross-modulation signal power falls in the band of the desired

signal at the output of the LNA as shown in Fig. 7.23c.

Consider a TX-modulated signal and an unmodulated blocker or a jammer that

are both present at the input of a LNA; the output y(t) of the LNA can be calculated

by using (7.66). The third-order distortion term of interest here is one with the

frequency of ωj. Leaving such a third-order distortion term out of the expression

and ignoring others in the output expression y(t) after mathematical expansion and

combination, we have the following expression at the output of the LNA:

y tð Þ ¼ 3g3
4

A3 þ 3g3
2

AB2 tð Þ þ g1A

� 	
cos ωjt

 �þ � � � ð7:70Þ

From (7.70), the squared envelope B2(t) of the TX leakage signal now modulates

the blocker signal at ωj. Here the cross-modulation term can be expressed as an

amplitude modulation format:

XMOD ¼ 3g3
2

AB2 tð Þ cos ωjt

 � ð7:71Þ

Compared with (7.68), it can be seen that the IM3 low-frequency signal at

2ωTX�ωBL1 and XMOD signal at ωj are both modulated by the squared envelope
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B2(t) of the TX-modulated signal due to the third-order nonlinearity of a device.

Similar to the IM3 product, the cross-modulation in (7.71) is an AM modulation

with twice the bandwidth of the original TX-modulated signal due to the squared

envelope B2(t).
The cross-modulation interferers can occur in the CDMA cellular radio system,

as shown in Fig. 7.23c, which is designed to operate within the same radio-

frequency spectrum as the older Advanced Mobile Phone System (AMPS). The

AMPS RF scheme employs many closely spaced and relatively narrow band FM

channels, while the CDMA RF scheme uses fewer but wider-band RF channels.

AMPS channels are spaced 30 kHz apart, and each occupies roughly 24 kHz at peak

deviation. CDMA service occupies the same US cellular band as AMPS, and each

CDMA channel occupies a bandwidth of 1.23 MHz. The nearest AMPS channel is

set 285 kHz away from the edge of the nearest CDMA channel, or 1.23/2

+ 285¼ 900 kHz away from the center of the desired CDMA channel. The power

level of this interferer in the worst case is established in the 3GPP2 Air-Interface

Standard as a test tone at �30 dBm, while the desired CDMA signal is �101 dBm,

or 3 dB higher than its sensitivity level of �104 dBm.

The effect of the cross-modulation on the performance of the receiver can be

evaluated by measuring receiver desensitization under a test case where a TX

leakage signal and a jammer are added to the input of the receiver. The receiver

desensitization test is described in the following example.

Design Example 7.3 The received CDMA signal is an OQPSK signal with a

bandwidth of 1.23 MHz, and is set to �101 dBm at the input of the LNA. A TX

CDMA reverse-channel–modulated signal at its maximum level of 23 dBm that is

referred to the antenna port leaks to the input of the LNA as

PTX LK ¼ þ23dBmþ 2dB� 52dB ¼ �27dBm ð7:72Þ

Here a TX to RX rejection of 52 dB at the RX port of the duplexer and a 2-dB

loss from the TX port to antenna are assumed. Thus, the transmitted signal at the TX

port is 23 + 2¼ 25 dBm. A CW jammer tone at the frequency offset of 900 kHz

from the center of the desired signal band is �30 dBm at the input of the LNA.

Without turning on either the jammer tone or the TX leakage signal, the receiver

should meet the frame error rate (FER) less than 0.5% for 95% of the time at the

level of �101 dBm due to a 3-dB higher than required sensitivity level of

�104 dBm. When both of them are turned on together, the baseband signal

envelope of the TX leakage modulated signal is transferred to the jammer

tone such that a part of the cross-modulation noise power falls into the band of

the CDMA desired signal, and hence the increased noise power degrades the

sensitivity.

Then, the CW jammer level is adjusted for a noise-floor rise or fall until

FER	 0.5% for 95% of the time is met. Record this CW jammer power level as

Pj. The difference between Pj and�30 dBm is called the single-tone desensitization

margin. If the margin is a positive number or zero, it means that the applied jammer
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level is greater than or equal to the required�30 dBm and meets the desensitization

requirement. Otherwise, it does not meet the desensitization requirement.

P1dB Compression Point: A closely related quantity to IIP3 used in a receiver for

measuring the nonlinearity of a circuit is the 1-dB compression point on its gain

curve, or P1dB. Similar to the P1dB description for a transmitter, the P1dB is the

point at which the output power of a circuit is 1 dB lower than the ideal output power

of a linear circuit when the input power increases. It has been analyzed in [11] that

the P1dB of an amplification block is about 9.6 dB lower than its IP3 point for a third-

order nonlinearity case using single-tone as the input for the P1dB test. Unlike IIP3,

the P1dB can be measured in a real circuit or a block by using a single CW tone or a

real modulated signal. But the measured P1dB could be slightly different in these

two kinds of tests, with one using a single tone and the other using a modulated

signal. Definitely, P1dB with the real modulated signal is more accurate.

Furthermore, a RMS power operation point of a circuit for an in-band modulated

signal with a PAPR value is highly related to its P1dB and signal PAPR value. In

general, the RMS power operation point of the circuit should be back off from its

P1dB point by a PAPR value of its input-modulated signal in order to avoid

nonlinear distortion. For a large PAPR value of the received signal, the circuit

needs more back-off from its P1dB point. The requirement of the back-off is

actually required for each stage along the receive chain, especially for the front-

end circuits, such as an LNA and mixer. This is because large interferers and

blockers can appear at the input of the front-end circuit without enough attenuation

by using appropriate bandpass filters. Considering multipath fading circumstances,

the circuit needs an extra back-off from the P1dB compression point to reduce any

distortion due to multipath fading. Hence, the total back-off for each stage along the

receive chain is the sum of the PAPR and the extra back-off due to multipath fading.

The operation point of the circuit from the P1dB point can be represented by the

ratio of P1dB to signal power S, or P1dB/S. Like SNR versus the RF input power

level, the ratio of P1dB/S that is measured at the input of the ADC versus the RF

input signal is also one of the most important evaluation parameters in the receiver.

P1dB/S versus the RF input power level will be discussed in more detail later in this

chapter.

7.5 Channel Selection Filtering

After down-conversion, the baseband I–Q signals or low-IF I–Q signals are passed

through the lowpass filters to remove high-order harmonics and out-of-channel

noise and then are amplified by the VGAs to the desired level at the inputs of the

subsequent ADCs. Either a lowpass filter or a bandpass filter can function as

channel selection filtering, depending on the actual receiver architecture. The

main purpose of the channel select filtering is to select the desired channel signal

and meanwhile to attenuate the adjacent channel interferers and blockers as well as
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Gaussian noise in order to maximize the signal-to-interference-pulse-noise ratio

(SINR) at the input of the demodulation. The combination of channel select filtering

and VGA amplification reduces the dynamic range requirements of the ADCs.

In practice, channel selection can be performed in either the analog domain only

or both the analog and digital domains with a partition approach. In the analog

domain, the analog filter must have enough of a dynamic range and linearity to select

the desired channel signal in the presence of strong adjacent channel interferers and

out-of-band blockers. The benefit of analog channel selection with large attenuation

for out-of-band interference is to reduce the dynamic range requirement of the ADCs

and then to require lower-resolution ADCs. This analog channel selection filter

usually determines an equivalent noise bandwidth in the receive chain.

In the case of being partitioned between the analog and digital domains, firstly,

channel selection filtering is performed by a low-order analog filter as an anti-alias

filter to partially attenuate the interfering signals to avoid aliasing distortion and

also to reduce the dynamic range requirement of the ADCs. But higher-resolution

ADCs are usually required in order to handle large out-of-band interference.

Secondly, a digital channel selection filter implemented with sharp attenuation

and a short transition region is able to further attenuate most out-of-band interferers

and noise to achieve an optimal SNR before the digital demodulation. This digital

channel selection filter also determines an equivalent noise bandwidth in the

receiver chain. This equivalent noise bandwidth is used as the overall bandwidth

of the receiver to calculate the sensitivity of the receiver.

Now, the question is why channel selection filtering cannot be completely

performed in the digital domain. If the ADC were able to handle every interferer

and blocker appearing in the front-end circuits without needing significant attenu-

ation for interferers and blockers from analog filtering, channel selection filtering

could be completely implemented in the digital domain by moving the ADC close

to the front-end circuits as much as possible. This is a desirable case since digital

filters are very accurate without tuning circuitry, and are readily integrated together

with the front-end circuits of the receiver. Without any anti-alias analog filtering

prior to the ADC, however, it is very difficult to design such an ADC that has

extremely high dynamic range and linearity with low power consumption. There-

fore, this approach is not suitable for wireless portable devices with a low power-

consumption requirement. In the following section, as mentioned above, two

different approaches to performing channel select filtering in wireless receiver

systems are introduced in detail.

7.5.1 Channel Selection Filtering With Partition

In the partition-based channel selection filtering approach, the third and fourth-

order analog lowpass filter used as an anti-alias filter as is able to achieve some

rejection for the adjacent channel interferers and out-of-band blockers in the

analogy domain. The filter type can be either Butterworth or Chebyshev. The

ADC with a higher dynamic range of more than 70 dB and high sampling rate
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allows a large portion of the channel selection filtering and amplification to be

performed in the digital domain. The ADC with a 70-dB dynamic range that

provides a 12-bit resolution or effective number of bits (ENOB) can be

implemented with oversampling frequency in a sigma-delta structure.

The attenuation of the analog filter mainly depends on the strength of the

adjacent channel interferers, adjacent channel spacing, and the sampling frequency

of the ADC. A higher sampling frequency on the ADC, such as oversampling, can

not only relax the attenuation requirement of the analog filter, but also improve the

SNR. As shown in Fig. 7.25a, there is an adjacent channel interfering (ACI) signal,

which is close to the desired signal, and an interferer, which is far away from the

desired signal and has a maximum frequency of fM. The desired signal has a limited

bandwidth of fB. If a higher sampling frequency is used, the attenuation of the

analog filter can be relaxed, as shown in Fig. 7.25b, where the ACI signal is slightly

attenuated and the strong interferer is greatly attenuated. But the attenuated inter-

ferers are not small enough compared with the desired signal, and its maximum

frequency of fM is greater than a half-sampling frequency of fs/2. After ADC, the
frequency response of the original signal, however, is replicated at multiples of the

sampling rate called “images” of the original signal.

It is clearly shown in Fig. 7.25b that there is no alias distortion falling to the

band of the desired signal as along as the maximum frequency of fM at the input

of the ADC is less than the sampling frequency fs minus the maximum frequency

fB of the original signal, or fM< fs� fB. Even in the case that fM is greater than

fS� fB, as long as the interference attenuation requirements of the anti-alias filter

from the frequency of fM < fS� fB, upwards, is achieved with a certain amount

of rejection [20], the distortion caused by aliasing can be neglected. After ADC,

ACI can be significantly attenuated by the digital FIR filter with sharper atten-

uation and an accurate cut-off frequency in the digital domain without causing

extra group delay variation.

fsfs / 2− fs / 2

0

0 3 fs / 2

f

ffs − fB fs + fB

fB− fB

fB− fB

Desired
Signal

Analog LPF
ACI

Interferer

Desired
Signal

Original Signal
Image Signal

Image
Signal

fM− fM

fM

(a)

(b)

fsfs / 2− fs / 2

Fig. 7.25 Frequency responses of a desired signal and some interferers: (a) before a lowpass filter
and (b) after an ADC
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As one application example, Fig. 7.26 shows the overall receiver block inte-

grated as a part of an RFIC transceiver, which supports four GSM/GPRS/EDGE

bands and six WCDMA bands (I–V and VIII) [21]. The receiver uses a third-order

Chebyshev lowpass filter as an anti-alias filter in the analog domain, and a sigma-

delta ADC with a dynamic range of 71 dB. This high dynamic range ADC with

oversampling rate allows a large portion of the channel select filtering to be

performed by a channel selection digital filter (CSDF) in the RF digital BB block

in Fig. 7.26. The CSDF implemented with the FIR filter performs large attenuation

on the in-band interferers compared with the analog select filter. After the CSDF, a

complex-tap compensator performs overall magnitude and group delay compensa-

tion for impairments, mainly caused by the analog channel selection filter due to

component tolerance variation. The goal of the compensation is to minimize EVM

in a static channel in order to enhance SNR, especially for supporting HSDPA+

64QAM reception while providing excellent adjacent channel interferer rejection.

To have accurate compensation, the receiver performs both coarse and fine

calibration offline. The goal of the coarse calibration is to minimize the in-band

amplitude ripple and the group delay variations of the analog filter. In the design,

the overall transfer response of the receive channel selection filter, including both

analog and digital filters, should be close to the SRRC filter as much as possible, or

HSRRC fð Þ ¼ HCas fð Þ � HErr fð Þ ð7:73Þ

where HErr fð Þ ¼ ��HErr fð Þ��e jϕErr fð Þ is the error transfer response depending on the

design accuracy, and the cascaded transfer response is given by

HCas fð Þ ¼ HSim fð Þ � HDig fð Þ � HComp fð Þ
� HAdju fð Þ � HDig fð Þ � HComp fð Þ ð7:74Þ
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In (7.74), HAdju( f ), representing the actually measured analog filter HMeas( f )
due to RC component tolerance variation, is obtained by adjusting the poles of the

simulation transfer response HSim( f ) to approximate to HMeas( f ) in the MATLAB

simulation. HDig( f ) is the digital channel selection FIR filter, and HComp( f ) is the
digital compensation filter. Figure 7.27 shows the passband response of the analog

lowpass filter with a 3-dB corner frequency of 2.7 MHz after and before the coarse

calibration. It can be seen that the amplitude response of HAdju( f ) precisely

matches the amplitude response of HMeas( f ) such that actual pole locations of the

analog channel selection filter through HSim( f ) are obtained. Thus, the group delay
characteristic ofHAdju( f ) is known, and can be used for the compensator to perform

the group delay compensation.

The amplitude response HComp( f ) of the compensator can be obtained from

(7.73) and (7.74) through MATLAB optimization:

��HComp fð Þ�� � HSRRC fð Þj j
HAdju fð Þ��� ��HDig fð Þ��� ��HErr fð Þ�� �� ð7:75Þ

The group delay of the compensator implemented with the fifth-order allpass

filter, mainly targeting the group delay of the adjusted transfer function ofHAdju( f ),
can be calculated to achieve the smallest variation of the overall group delay within

a bandwidth of 1.92 MHz (or Nyquist frequency), as shown in Fig. 7.28. Here

the absolute group delay is not important because it does not affect the system

performance. Finally, these coefficients of the amplitude and group delay of the

compensator are stored in the registers as the coarse compensation values.
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The objective of fine calibration is to minimize EVM for a WCDMA-

modulated signal by automatically fine-tuning the real pole of the third-order

Chebyshev lowpass filter within a certain range after the coarse calibration.

Fine-tuning the real pole slightly changes the group delay response of the overall

channel selection filtering such that minimal EVM can be achieved. RX EVM

versus the real pole code on a RFIC chip is illustrated in Fig. 7.29. It can be seen

that the minimal EVM around 2% can be achieved within a wide code range from

60 to 70 with a step size of 1, where the optimal code is 65. Each code corresponds

to a certain capacitance. Once data are collected based on a few RFIC chips during

the fine calibration, the optimal code value can be statistically calculated and

stored in the register.

Figure 7.30 illustrates the measured EVM versus the RF QPSK input signal in

bands II and V, where SNR is calculated using SNR ¼ �20� log EVMð ÞdB. It can
be seen that the measured EVM is less than 3% or SNR is greater than 30 dB when

the RF input is greater than �75 dBm. Such very small RX EVM values are

achieved by optimal digital compensation realized with fine-tune calibration.

These optimal compensation parameters had been verified to achieve similar

EVM on other RF transceiver IC chipsets before mass production.

This partition approach is also applied to the low-IF receiver architecture [5],

where the low-IF signals on both I–Q channels are centered at 100 kHz with a

bandwidth of 200 kHz and are passed through lowpass filters on the I–Q branches to

attenuate out-of-band interferers, harmonics, and noise after down-conversion.

Then, a 12-bit sigma-delta ADC with a large dynamic range can handle large

interferers and blockers. Thus, these interferers and blockers can be significantly
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attenuated by the digital filter in the digital domain. It is obvious from the discus-

sions above that the benefit of digital filtering comes at the expense of the need for

high-dynamic-range ADCs, which can be achieved with an oversampling process.

As a general rule, every doubling of the sampling frequency yields approximately a

3-dB improvement in noise performance.

Fig. 7.29 RX EVM versus a fine-tune parameter code in band II

Fig. 7.30 Measured EVM and SNR for a WCDMA QPSK signal versus RF input signal in bands

II (1960 MHz) and V (884 MHz) [22]
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7.5.2 Channel Selection Filtering in the Analog Domain

Besides channel selection filtering with the partition approach, channel selection

filtering can be mainly performed by analog filters before the ADCs. As the

attenuation of the analog channel select filter increases, nonlinear distortions of

the following PGAs are minimized and the dynamic range requirements of the

ADCs are relaxed. Attenuation of the filter is primarily determined by three

important parameters: filter prototype, 3-dB corner frequency, and filter order.

Four widely used filter prototypes are Butterworth, Chebyshev, Inverse Chebyshev,

and Elliptic filters. Each filter type has its advantages and disadvantages, regarding

the characteristics of attenuation and group delay variation. In terms of attenuation,

the Elliptic filter provides the largest attenuation and a sharper transition region

among the four types of filters, but has the worst group delay variation within a

3-dB corner frequency. The Butterworth filter shows the smallest group delay

variation, but it requires higher orders than others to achieve the same attenuation.

Because of the importance of attenuation for adjacent channel interferers, the last

three types of filter are popular in the realization of the channel selection filter. In

general, due to its characteristic nature, a filter with large attenuation and a sharp

transition region for a fixed order usually has large group delay variation within a

3-dB corner frequency. The higher the order, the larger the group delay variation.

The 3-dB corner frequency and filter order are generally determined by signal

bandwidth, channel spacing, and blocking profiles in actual applications. Several

design examples of the analog filters in realization of overall channel selection

filtering have been reported in the literature for the 3GPP WCDMA receivers. A

seventh-order analog filter as a channel selection filter was reported in [22]. This

analog filter consists of two untuned single-pole RC sections followed by the fifth-

order Chebyshev prototype with a 3-dB cutoff at 1.92 MHz and a low-ripple of

0.001 dB. The single-pole RC sections have a cascaded cut-off frequency of about

2.8 MHz, relaxing the linearity and dynamic range requirements of the following

Gm-C filter due to attenuating large interferers. The analog channel-select filter

provides a minimal selectivity of 40 dB at�5-MHz adjacent channels by using two

transmission zeros located slightly below 4 MHz. With tuning circuitry, the filter

cut-off frequency can be tuned to within �5% of 1.92 MHz, including temperature

drift.

Another reported analog channel select filter is a fifth-order Chebyshev lowpass

with a 0.01-dB passband ripple and a 3-dB frequency of 1.92 MHz [23, 24], where a

real pole is implemented at the output of a mixer to attenuate in-band blockers.

Minimum power consumption is achieved with this analog channel selection filter

and a 7–8-bit resolution ADC with a sampling frequency at a four times chip rate of

15.36 MHz. To compensate the group delay variation of the filter, a first-order

allpass filter with a pole and a zero located at 1.4 MHz as a group delay equalizer is

cascaded with the lowpass filter so that the receive EVM can be significantly

reduced.
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For a 3G WCDMA receiver, the analog filter can realize the functions of both

channel selection filtering and matched filtering at the cost of slightly increasing the

order of the lowpass filter and cascading it with the group delay compensator.

Figure 7.31a illustrates amplitude responses of the SRRC filter implemented with a

41-tap FIR filter with α¼ 0.22 and a fifth-order Chebyshev1 filter with a 0.5-dB

ripple within the passband and the Nyquist frequency of fN¼ (1/2)Tchip or equiva-
lent to a 3-dB frequency of 1.92 MHz for the chip rate of 3.84 Mchips/s. This SRRC

filter is designed with two samples per chip. The fifth-order Chebyshev1 filter

approximates to the SRRC filter pretty well up to –10 dB attenuation. In an adjacent

channel of the frequency offset of 5 MHz, the attenuation is about 55 dB. The

analog filter, however, creates large group delay variation within a 3-dB bandwidth,

especially for higher-order type. Therefore, a group delay equalizer (or an allpass

filter) needs to be cascaded with the analog filter. Figure 7.31b shows group delays

of the fifth-order Chebyshev1 lowpass filter with a 0.5 dB ripple and a 3-dB

frequency of 1.92 MHz without and with three different allpass filters. If we

minimize the maximum group delay variation from DC to 1.8 MHz, the maximum

group delay variations for four different curves of A to D are 425, 315, 252, and

122 ns, respectively. It should be pointed out that an absolute constant group delay

does not degrade the performance of the digital communication system. As a rule of

thumb, the range that needs to be compensated is about 75% of its –3 dB frequency,

or 1.5 MHz for the –3-dB frequency of 2.0 MHz. It should be noted, however, that

the smallest group delay within the bandwidth of 1.92 MHz does not necessarily

give the minimum EVM. Therefore, the optimal group delay variation should be

obtained by minimizing EVM through slightly adjusting the locations of the poles

and the zeros of the allpass filter. Since the first-order allpass filter has been verified

to improve EVM by a significant amount, it is usually used to compensate for the

group delay variation of the analog channel selection filter due to its low complex-

ity. Figure 7.32a shows the simulated constellation in a WCDMA receiver by using

a FIR filter with 81-tap to implement a SRRC filter, where EVM¼ 3.1% is

obtained. With the fifth-order analog Chebyshev1 filter approximation to a SRRC

filter and the first-order allpass filter, EVM¼ 5.5% can be achieved, as shown in

Fig. 7.32b. The EVM difference above shows that a close approximation to the

SRRC FIR filter with 81-tap is obtained by using the analog Chebyshev1 filter

cascaded with the first-order allpass filter. The EVM difference also indicates that

the analog channel selection filtering relaxes the requirement of the ADCs at the

expense of slightly sacrificing EVM.

Most wireless standards specify the requirements of the adjacent channel inter-

ference rejection to ensure that the adjacent channel interfering signals can be

attenuated enough through the channel selection filter to prevent the performance

of the receiver from suffering significant degradation. For example, the 3GPP

WCDMA standard defines the minimum adjacent channel selectivity (ACS)

requirement of 33 dB, which is the ratio of the receiver filter attenuation on the

desired channel frequency to the receiver filter attenuation on the adjacent channel.

In the ACS test, the desired signal power in Band 1 is set�103 dBm or 14 dB above
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the sensitivity level, and the adjacent channel interfering signal is set to �52 dBm;

the BER will not exceed 0.01%.

It can be seen from Fig. 7.31a that average attenuation of the analog Chebyshev1

filter is about 50 dB at a frequency of 5 MHz. Hence, the power of the adjacent

channel interfering signal at the frequency offset of 5 MHz would be attenuated

more than the requirement of 33 dB down if the Chebyshev1 prototype were to be

used as the channel selection filter.

From the discussion above, the channel selection filtering that is primarily

performed in the analog domain can reduce the dynamic range requirement of

the ADC. Of course, some amount of channel selection filtering can be further

realized in the digital domain if the adjacent channel interfering signals are not

sufficiently attenuated by the analog channel selection filter. One of the main issues

to address when using analog channel selection filtering is how to accurately

approximate to the frequency response of a desired filter such as a SRRC filter in

the WCDMA receiver and how to accurately calibrate a 3-dB corner frequency due

to component tolerance up to 25%. This issue becomes more complicated in multi-

mode and multi-band transceivers, where different bandwidths of the channel

selection filters are needed to support different data rates. On the contrary, with a

filtering partition between the analog and digital domains, digital FIR filters with

large taps can be easily realized without problems of device tolerance and stability.

Additionally, the FIR filters do not introduce ISI due to the property of constant

group delay. Furthermore, it is very convenient for the FIR filters to adjust the

cut-off frequency and to change the tap length when facing the large in-band

interferers. Therefore, it is preferable to realize as much filtering as possible in

the digital domain so that the complexity of the analog design and calibration can

be reduced.

7.6 Automatic Gain Control

Automatic gain control (AGC) is a critical building block in modern wireless

transceivers, especially in the receiver. In the receiver, the received signal can

reach the input of the antenna with different power levels due to a distance between

the transmitter and the receiver, and can vary drastically in a mobile environment.

AGC circuitry in the receiver is used to adjust the received signal power level to a

desired and fixed level at the inputs of the ADCs. A combination of channel

selection filtering and AGC setting can reduce the dynamic range requirement of

the ADC.

The overall RF analog gain is distributed from the LNA to the last stage driver

in the receive chain before the ADC. The ADC is usually built in a baseband

(BB) chip rather than a RF transceiver chip to minimize the pin count and substrate

noise that might be introduced by relatively large switching power in the ADCs/

DACs. Besides the analog gain in the RF transceiver chip, the digital BB chip also

provides some amount of the digital gain. The purpose of the AGC is to properly
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amplify the voltage amplitude of the received signal at the LNA input within the

desired input voltage amplitude at the input of the ADC. Generally, the overall gain

of the direct-down conversion receiver consists of a LNA gain, a mixer gain, a

programmable lowpass filter (LPF) gain, and a variable gain amplifier (VGA) gain.

The combination of these block gains insures that the input levels of the ADCs stay

within the desired range. In most direct-conversion receivers, the total gain value

of the LPF and VGA blocks can be up to more than 60 dB in addition to the LNA

gain and mixer gain. The maximum gain of the receiver is mainly dependent on the

sensitivity specification, while the minimum gain is largely determined by the

maximum input signal level specification. Both maximum and minimum gain

values, on the other hand, are closely related to the sensitivity and the dynamic

range of the receiver. Hence, it is necessary to first introduce the sensitivity and

dynamic range before going further.

7.6.1 Receiver Sensitivity

Receiver sensitivity defines the ability of a receiver to reliably demodulate the

received signal with the minimum level at the input of the receiver in the absence of

interfering signals and to recover the transmitted data with a BER less than and

equal to the required specification. The sensitivity can be derived from the noise

figure, which is in turn obtained from the noise factor expressed in decibels. The

noise factor F of a network or circuitry is defined to be the ratio of the input signal-

to-noise power ratio SNRin to the output signal-to-noise power ratio: SNRout:

F ¼ SNRin

SNRout

ð7:76Þ

For a receiver, SNRin is the signal-to-noise ratio measured at the input of the

receiver, and SNRout is the signal-to-noise ratio measured at the output of the

channel selection filter with a double-sideband equivalent noise bandwidth of

Benb before the demodulator.

If the network were perfect, then no noise created inside the system would be

added to the signal when it passed through the network and the signal-to-noise ratio

at the output would be the same as that at the input. As we know, this is not the case

and noise is always added to the signal after passing through the network. This

means that the signal-to-noise ratio at the output is worse than the signal-to-noise

ratio at the input, or F is always greater than 1. The noise factor is rarely defined in

standard specifications. Instead the noise figure is always simply expressed in

decibels.

NF ¼ 10 logF ¼ 10 log
Si=Ni

So=No

ð7:77Þ
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The noise factor in (7.76) can be rewritten as

F¼ Si=Ni

¼ Si= kT � Benbð Þ
SNRout

ð7:78Þ

where the noise power Ni¼ kT�Benb is measured within the double-sideband

equivalent noise bandwidth Benb at the input of the receiver, k is the Boltzmann

constant (1.38� 10�23 J/K), and T is the absolute temperature in degrees

Kelvin under test. Hence, the signal power Si at the input of the receiver is

expressed as

Si ¼ kT � Benb � F� SNRout ð7:79Þ

The equivalent noise bandwidth of a filter is defined as the bandwidth of a brick

wall or rectangular filter that passes the same amount of power as the cumulative

bandwidth of the channel selection filter in the receiver. Usually, an equivalent

noise bandwidth Benb is slightly greater than a 3-dB bandwidth of the filter. For a

lowpass filter with an order equal to or greater than 3, the equivalent noise

bandwidth Benb of the lowpass filter is approximately equal to 1.1� f3dB. The
equivalent noise bandwidth Benb, however, is the composite bandwidth of the

overall channel filters in a receive chain back up to the input of the demodulator

and is most likely dominated by a filter with the narrowest bandwidth. Usually, the

equivalent noise bandwidth can be approximated by 1.1 times a �3-dB bandwidth

of the dominated lowpass filter. In channel selection filtering with partition, the

equivalent noise bandwidth Benb is usually determined by the digital channel

selection filter. In practice, a channel selection filter can be realized with either an

IF bandpass filter or a BB lowpass filter, depending on an actual receiver architec-

ture. In the BB lowpass filter case, a double-sided equivalent noise bandwidth

should be used in the sensitivity calculation.

Noise factor F expressed in (7.79) is the minimally achievable value in a receiver

with a larger gain along a receive chain. Therefore, the signal power Si represents
the minimum signal power, or the sensitivity. Thus, (7.79) can be rewritten using a

sensitivity notation, and meanwhile can be expressed in logarithmic units as

Ssen dBmð Þ ¼ �174dBm=Hzþ 10 logBenb þ NF dBð Þ þ SNRout dBð Þ ð7:80Þ

where kT¼ –174 dBm/Hz is used in (7.80). The first two terms represent the

integrated thermal noise power in the equivalent noise bandwidth and are referred

to as “thermal noise” because of the dependency on temperature. The third term of

the noise figure generated by the network in the receiver, such as amplifiers and

mixers ,adds additional noise to the thermal noise within the receive channel to give

the total noise power at the input of the demodulator. To understand the total noise

power, we can write (7.76) as
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F ¼ Si=Ni

So=No

¼ No

GkTBenb

ð7:81Þ

In (7.81), the expression form is obtained by replacing So with G� Si and Ni

with kTBenb, respectively, where G is the power gain of the network.

From (7.81), the total noise power at the output of the network can be rewritten

as

No ¼ GFkTBenb ð7:82Þ

Thus, the total noise power calculated at the output of the network is referred to

the input noise power Nref_in at the input of the network as

Nref in ¼ No=G ¼ FkTBenb ð7:83Þ

By moving the first three terms on the right side of (7.80) to the left side, we have

the following expression:

Ssen dBmð Þ � �174dBm=Hzþ 10 logBenb þ NF dBð Þ½ � ¼ SNRout dBmð Þ ð7:84Þ

Comparing (7.83) with (7.84), we can see that in (7.84) the three terms in square

brackets represent the total input referred noise power that is expressed in (7.83).

Thus, the difference between the first term and the rest of the terms on the left side

in (7.84) is the signal-to-noise ratio (SNR) at the input of the receiver, called

SNRref_in, and the term on the right side is the SNR at the output of the receiver

or the input of the demodulator renamed SNRdem. Hence, (7.84) is rewritten as

SNRref in ¼ SNRdem ð7:85Þ

Therefore, SNRref _in at the input of the receiver is equal to SNRdem at the input

of the demodulator after the noise figure is referred to the input of the receiver. In

other words, the SNR at the input of the RF receiver is equal to the SNR at the input

of the demodulator if the noise factor is referred to the input of the RF receiver.

Hence, the expression given in (7.85) has a more specific system meaning com-

pared to the sensitivity expression in (7.80).

Design Example 7.4 The 3GPP WCDMA standard specifies the sensitivity level

for the three different operation bands listed in Table 7.1, where each test is carried

out with 12.2-kbps test reference data and a BER that should not exceed 0.1%.

What is the noise figure required by the operation band I receiver?

Table 7.1 3GPP receiver

sensitivity level requirements
Operating band Unit DPCH_Ec Î or

I dBm/3.84 MHz �117 �106.7

II dBm/3.84 MHz �115 �104.7

III dBm/3.84 MHz �114 �103.7
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Solution In a case of the band I receiver, the sensitivity level of DPCH_Ec

is �117 dBm, and the required SNR to meet a BER requirement of 0.1% can be

obtained from the simulation, which is�19.6 dB, from Fig. 2.11 [20]. Using a band

of 3.84 MHz as an approximate noise bandwidth, the noise figure referred to the

antenna port is calculated from (7.80) by replacing Ssen with DPCH_Ec as

NF ¼ �117þ 174� 10 log 3:84� 106

 �þ 19:6 ¼ 10:8dB ð7:86Þ

This noise figure is the maximum value. With a 3-dB insertion loss caused by a

RF switch and a duplexer between the antenna and LNA, the noise figure referred to

the LNA input is 7.8 dB, which is easily achievable. Actually, most RF IC vendors

can provide the RF WCDMA transceivers with a 3-dB margin at least regarding the

NF of 7.8 dB for the receivers.

The required SNR at BER¼ 0.1% can be also calculated using a data-processing

gainGP that can be calculated from the ratio of a spreading chip rateRC to a data rateRD.

GP ¼ 10 log
RC

RD

� �
¼ 10 log

3:84Mcps

12:2kbps

� �
¼ 25dB

ð7:87Þ

The required SNR at BER¼ 0.1% without spreading code is SNR¼ 5.2 dB [25].

Thus, SNR with spreading code denoted by SNRSpread is given by

SNRSpread ¼ SNR� GP

¼ 5:2� 25 ¼ �19:8dB
ð7:88Þ

The SNRSpread value of �19.8 dB in (7.88) is very close to the SNR value

of�19.6 dB used in (7.86) from two different reference sources. The advantage of a

spreading system is to significantly reduce the SNR requirement for achieving a

specified BER. But such a benefit comes at the cost of extending a transmission

bandwidth.

7.6.2 Receiver Dynamic Range and Total Analog Gain

In today’s radio communications environment where there are many transmitters

either near by or further away, a receiver with the ability to handle strong adjacent

channel signals and blockers, both in- and out-bands, is needed to achieve good

performance. The dynamic range of the receiver is very important because it is able

to not only handle strong signals but also pick up weak ones. In general, receiver

dynamic range is defined as the difference in dB between the strongest input signals

both on- and off-channel that the receiver can reliably handle and the weakest input

signal on-channel that the receiver can reliably detect.
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The question is to how to define the reliability. In a reliable detection for the

weakest input signal, we can use the sensitivity as the low bound of the dynamic range.

In a reliable detection for the strongest input signal, it ismore complicated to define the

high bound of the dynamic range. One common definition regarding the high bound of

the dynamic range is called the “spurious-free-dynamic range” (SFDR).

In such an SFDR definition, the high bound of the dynamic range is limited by

the third-order IM products of a two-tone test added at the input of the receiver. In

detail, the high bound of the dynamic range is equal to the strongest input level of a

two-tone test signal with equal power when their IM3 products falling into the

desired channel are the same as the noise floor power, which is equal to

�174dBmþ NFþ 10 logBenb.

The high bound of SFDR is mainly limited by the IM3 products highly related to

the IIP3 of the receiver and in-band noise floor power, while the low bound of

SFDR is dependent upon the noise figure of the receiver and the signal-to-noise

ratio required for the modulation format of the received signal. In addition to

dynamic range, the receiver should have enough gain to cover the sensitivity

requirements of the receiver. The total analog gain is calculated by bring the

received RF signal from the sensitivity level at the antenna port to the desired I–

Q baseband signal level at the input of the ADC. Because either the output

impedance of the last VGA stage before the ADC or the input impedance of the

ADC is not 50Ω, the rms voltage gain is preferred along the receive chain.

Design Example 7.5 Determine the maximum gain for the 802.11b/g WALN

receiver. The IEEE 802.11b/g WLAN standard specifies a sensitivity of

�80 dBm at the antenna port for the DSSS/CCK signal with data rates of 1 and

2 Mbps, which is the minimum sensitivity level for multiple data rates of the IEEE

802.11 b/g WALN systems.

Solution In today’s markets, most RF IC venders can provide 802.11b/g WLAN

transceivers with sensitivity levels much lower than �80 dBm for rates of 1 and

2 Mbps. Considering a design margin of 15 dB, we can target the minimum

sensitivity of �95 dBm for the 802.11 b/g WLAN receiver. With a 3-dB front-

end loss from the antenna port to the LNA input, including a diplexer and matching

circuit, the minimum signal level at the input of the LNA is �98 dBm, which is

equal to 2.8μVrms or �111 dBVrms referred to a 50Ω load. If the desired baseband

signal on either the I channel or Q channel is 110mVrms at the input of the ADC in a

typical CMOS process, therefore, the maximum analog gain that the receiver needs

to provide is 20� log(110mVrms/2.8μVrms)¼ 92 dB.

7.6.3 AGC Setting Strategy

A RF front-end of the receiver usually consists of the low noise amplifier (LNA)

and mixer, and its gain mode is slightly dependent from different wireless systems.

In general, in the 802.11 WLAN systems the LNA has three gain-setting modes to
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cover the required dynamic range with optimized current consumption [26], while

the front-end gain modes of the 2G and 3G mobile systems have more than three

gain-setting modes. In the 802.11 systems, the high-gain and middle-gain modes of

the front end are usually implemented with active gain formats, while the low gain

mode is designed as a passive attenuator. Over the entire receiver band, the LNA

with a low noise figure (NF) plays an important role in achieving low sensitivity.

Therefore, the LNA is required to have very low NF with reasonable current

consumption. Meanwhile, the linearity of the receive chain is also crucial in order

to have a high signal-to-noise ratio (SNR) when either the received input signal is

close to its maximum input signal specification or there exist stronger adjacent

channel blockers and interferers. The linearity requirement of the receive chain

leads to high IIP3 or P1dB and IIP2 specifications over the dynamic range. In

addition, other useful specifications in the receiver are SNR and EVM over the

dynamic range.

To set up correct AGC settings along the receive chain, most RF transceivers

have a received signal strength indictor (RSSI) function to estimate the power level

of the received signal in dBm at the input of the LNA. The RSSI circuits are usually

implemented in either analog baseband before the BB amplifiers for a zero-IF

receiver or intermediate frequency (IF) before the IF amplifiers for a low-IF

receiver. The RSSI has a large signal dynamic range to cover the received signal

strength at the input of the LNA to assist AGC units. The RSSI output reflects on a

logarithmic scale the amplitude of the instantaneous modulated RF signal (enve-

lope) or provides a logarithmic to linear conversion, corresponding to the input

power level in dBm on the x-axis to the RSSI output voltage on the y-axis. The RSSI
output voltage can be sampled through an ADC and then be encoded for the gain

control via a 3-wire interface or internal processor bus.

Figure 7.33 illustrates a direct conversion receiver with a wideband RSSI

(WRSSI) and a narrowband RSSI (NRSSI) block along the receive chain in the

analog domain used for the 802.11n WLAN transceiver [27]. There might be one

more a RSSI block in the digital domain, termed a digital RSSI (DRSSI). The

LNA

cos(wLOt) sin(wLOt)

Q-CH BB

I-CH BBLPF

VGA1 VGA2

VGA1 VGA2

ADC

ADC

WRSSI NRSSI ADC Digital
Receiver

LNA/VGA
Gain Control

3-wire Interface

Mixers

LPF

Fig. 7.33 Block diagram of a receiver with analog channel selection filters, VGAs, and RSSI

circuits in an 802.11n WLAN transceiver. Referenced from [27]
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WRSSI block mainly detects the voltage envelope level of the adjacent channel

interferers and in-band interferers and blockers, while the NRSSI block measures

the voltage envelope level of the desired signal. If the received signal contains large

interferers or blockers, the WRSSI value should be either much greater than the

NRSSI value or slightly greater than the NRSSI value, depending on how strong the

interferers are. If the received signal does not have interferers or blockers, their

values should be roughly be the same. Hence, based on the different strengths

between their values, a gain control block in the digital domain sends the control

command signal to a LNA/VGA gain control block through a three-wire interface

to adjust the analog gain values. For example, in the case that the WRSSI value is

much larger than NRSSI value due to larger interferers, the receiver can decrease

the LNA gain to prevent the following stages from severe saturating. In addition to

WRSSI and NRSSI blocks, a DRSSI block after the digital channel selection filter is

capable of distinguishing in-band signal from adjacent channel interfering signals

in a case of using a channel selection filtering partition such that the AGC loop can

operate on the desired in-band signal only.

The priority order of the AGC setting in the receive chain is to set the LAN gain

first, the LPF gain and VGA gain next. The gain of the LNA may first need to be

adjusted based on the measured RSSI value corresponding to the received signal

level at the LNA input. Then, the gain values of the LPF and VGA are adjusted to

ensure the signal level at the input of the ADC around the desired level as closely as

possible. The minimum gain step is 1 dB over the input signal range. The gain

values can be optimized for either SNR or EVM and P1dB/S at each input signal

level. With the optimized AGC-setting table, the best receiver’s EVM or SNR can

be maintained and P1dB/S can be retained to meet the required minimal value of

PAPR+MFM over the entire dynamic range. Here, PAPR is the peak-to-average

power ratio of the modulated signal, and MFM is the multipath fading margin that

depends on an actual type of multipath fading channel. A 10-dB fading margin

would be reasonable for most applications.

The basic idea for the AGC setting is to keep the gain of the front-end (LNA,

Mixer) in the receive chain as high as possible in order to achieve a low noise figure

until the received input signal becomes large. Usually, the front-end gain has three

gain modes: high gain (HG), middle gain (MG) and low gain (LG), which cover the

entire input signal range. There are three optimal switching points corresponding to

three front-end gain modes. The optimal switching points are crucial for achieving

good SNR performance. If the LNA gain is switched from HG toMG too early, then

SNR or RX EVM would degrade due to an increased noise figure, while the

received signal level is still not large enough to produce any significant noise

compression. If the LAN gain, on the other hand, is switched from HG to MG too

late, then the RX EVM would also degrade due to slight saturation or nonlinear

distortion of the receiver while the received signal level is larger. Hence, the

optimal gain switching points of the front-end gain are very important to ensure

the smooth transitions of the RX EVM between these switching points. The final

gain table would achieve the optimal EVM and reasonable P1dB/S ratio both inside

and outside band.
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Assume the front-end adjustable gain that consists of a variable-gain LNA and a

fixed-gain mixer has three combination gain modes of HG, MG and LG. The entire

dynamic range of the input signal can be mainly divided into three ranges, which

correspond to three the front-end gain modes. Gain switching points between these

ranges are determined by spreadsheet calculation and are finalized by actual testing

verification. Staring with the achievable minimum received signal level or achiev-

able sensitivity level and continually increasing the received signal from the

sensitivity level, the adjustment procedure of the AGC gain table staring with its

maximum gain value is as follows:

1. Maximum voltage gain value along the receive chain.
In order to detect the received RF signal arrival around the desired sensitivity

level at the antenna port, the receiver’s AGC along the receive chain is initially

set by having the front-end block at a HG mode and the following stages of LPF

and VGA blocks at an appropriate gain value. The total gain setting value should

be able to bring the RF signal with the minimum sensitivity level at the antenna

port to the IF I–Q or baseband I–Q signals with the desired level at the inputs of

the ADCs. The required maximum gain calculation, plus design margin, was

introduced in Design Example 7.5 of the previous section. Whenever the

received signal is reliably detected, the received RF signal is further processed

to make sure whether it is the desired signal or not. If it is not, the receiver goes

back to a detection state to continually monitor the desired signal arrival.

2. Gain distribution along the receive chain.
Usually, the gain values along the receive chain are distributed on the LNA,

the mixer, the LPF, multi-stage VGAs, and possibly the output buffer. The LNA

and mixer gains are called the front-end gain, while the LPF, VGA, and buffer

gains are called the back-end gain. The LNA gain needs to be large enough to

bring the smallest desired signal sufficiently above the noise floor of the mixers

[1]. In designing gain distribution along the receive chain due to linearity

consideration, the system is designed to allow back-off from a P1dB compres-

sion point at each stage output. The back-off is usually greater than the PAPR

value of the modulation signal, possibly plus an additional fade margin.

3. Adjustment procedure of AGC gain table.
According to the received signal strength at the antenna input port, which is

detected by the RSSI circuit, the front-end gain is set first. Whenever the front-end

gain is switched among HG, MG, and LG modes due to the received signal level

changes, the gain of the LPF following the mixer should be primarily adjusted in

order to reduce the effect of the large gain transition on the front-end gain either

decrease or increase. Then, other back-end gains can be adjusted to keep the I and

Q baseband signals at the inputs of the ADCs close to the desired level.

4. Verification of AGC gain table.
First, a spreadsheet is used to verify that the curves of SNR, and P1dB/S

versus the RF input power level are close to the design expectations. In the

spreadsheet, each circuit block along the receive chain has its own NF, IIP3, and

gain values. Then, the AGC gain table is finalized by actually measuring SNR

and P1dB/S curves versus the RF input power level at the I and Q baseband
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outputs without adjacent interference when either a single tone or a real modu-

lated signal is added at the input of the LNA. In measurements of SNR and

P1dB/S at the in-channel, the signal power S and compression point P1dB can be

measured by adding a single tone with the frequency located at the center

frequency of the measured channel at the input of the LNA. The noise power

is measured by integrating noise power density within the channel bandwidth,

excluding the signal power if the signal is still added during noise power

measurement. After the initial SNR measurement by using the single tone,

accurate SNR measurement can be obtained by using the real modulated signal

to directly measure RX EVM and then to convert it to SNR [21]. Measuring

EVM can take all impairments into account, such as LO phase noise, I–Q gain

and phase imbalances, amplitude and phase variations of the channel selection

filter, and nonlinearity of the front-end circuits.

Figure 7.34 illustrates the measured RX EVM and noise figure (NF) versus the

RX input power with a gain table used in a RF transceiver for the IEEE802.16e

WiMAX standard in the frequency range from 2.3 to 2.7 GHz [26]. From the

curves, we can see that NF has three jumping-up points around the input power

levels of �55, �42, and �34 dBm, corresponding to the front-end gain switching

points. As described in [26], the LNA has three gain modes of high gain (HG),

middle gain (MG), and low gain (LG) plus two gain modes in the LPF stage. Either

NF instantly degrades about 5 dB or EVM sharply degrades about 2 dB when the

LNA gain is reduced from HG to MGmodes at a switching point of about�55 dBm

due to a 1-dB input power increase or from�55 to�54 dBm. Meanwhile, the VGA

or output buffer gain should be increased by the same amount of dB minus 1 dB in

order to keep a 1-dB reduction in total gain. As a result, such an instant degradation

of the NF is due to a cliff reduction of the front-end gain. Similarly, the cliff
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Fig. 7.34 Measured NF and RX EVM versus RX input power at LNA input in an IEEE802.16e

WiMAX receiver. Referenced from [26]
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degradations of the NF at the RX input power values of around �42, �34, and

�32 dBm are also related to either LNA gain reductions or LPF gain reductions.

It should be mentioned that instantaneous NF degradations at the LNA gain

switching points are caused by the LNA gain instantly decreasing from a high-gain

mode to a low-gain mode, while the received signal level is still not large enough to

produce any significant noise compression. But the LNA gain reduction is used to

ensure that the P1dB/S ratio would not be reduced too much in the receiver chain,

which will be introduced in the following section.

As mentioned above, the AGC gain table should be optimized for both SNR and

P1dB/S over the RF input dynamic range. Figure 7.35 illustrates the typical SNR

and P1dB/S in the 2G GSM850 band over the entire RF input signal range on a

commercially available 2G GSM transceiver chip. It can be seen that the P1dB/S

ratio stays greater than 20 dB up to the input power of about �30 dBm at the

antenna input port. At the input power of �30 dBm, P1dB/S still has a 5-dB margin

if the requirement of 15 dB for the P1dB/S ratio is assumed after considering that

the received GMSK signal has less than a 5-dB envelope fluctuation and the

transmission channel is supposed to have less than a 10-dB multipath fading

variation. The SNR is greater than 30 dB after the input signal is larger than

�80 dBm at the antenna input. The total voltage gain, which consists of the LNA

gain, the mixer gain, the LPF gain, and three-stage VGA gain, is more than 100 dB

and is capable of detecting a weak signal down to about �110 dBm at the input of

the antenna.
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The optimal AGC gain table should be experimentally verified by applying a

single test tone to the input of the LAN to meet both SNR and P1dB/S requirements

over the entire input signal range in the absence of interferers and blockers. In order

to take the I–Q imbalance error and any other errors into account such as VCO

phase noise and nonlinearity in the receiver, we prefer using an actual modulation

signal to verify SNR by measuring RX EVM and then converting it to RX SNR, as

shown in Fig. 7.30.
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Chapter 8

Applications for RF Transceiver ICs

8.1 Introduction

So far, we have described some main system design ideas and technologies used in

wireless cellular and 802.11 RF transceivers. We have also discussed radio fre-

quency (RF) analog impairments that can affect system performance, and intro-

duced various calibration techniques that can minimize analog impairments. In this

chapter, we introduce several practical transceiver products that have been or

currently are available in cellular and Wi-Fi markets. The purpose of this chapter

is to provide readers with an overview about how the actual integrated circuit (IC)

products perform and how the described technologies’ advantages are applied to

these products. The products chosen are among the most popular and advanced

technologies used in wireless RF transceivers.
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Firstly, two 2G GSM RF transceivers from Silicon Lab and Conexant for 2G

GSM system are introduced. In the Silicon Lab’s transceiver, the transmitter uses an

OPLL in the transmit path as a frequency up-converter for achieving both frequency

up-conversion and narrow bandpass filtering, and the receiver employs a low-IF

architecture because of being less vulnerable to the DC offset. The image rejection

is carried out in the digital domain, accompanied with digital down-conversion

processing. In the Conexant’s 2G GSM transceiver, the transmitter also uses the

OPLL in the transmit path as a frequency up-converter for achieving both frequency

up-conversion and narrow bandpass filtering, but the receiver adopts a direct down-

conversion architecture for eliminating the image rejection problem that the low-IF

structure must face.

Secondly, another two RF transceivers from MediaTek and Skyworks for the 3G

cellular standard are discussed. MediaTek’s transceiver adopts a direct up-conver-

sion and direct down-conversion architectures at the transmitter and receiver,

respectively. Skyworks provides the dual-mode solution to support both 2G and

3G systems. Both transmitter and receiver use the direct conversion in both 2G and

3G standards. Using the direct up-conversion for the 2G GSM system is more

challenging because it is very difficult to meet the stringent requirements of both

low phase noise and suppressed harmonics.

Finally, two RF transceivers from Broadcom and Atheros for the IEEE 802.11n

WLAN applications are presented. Broadcom’s transceiver chipset employs a

direct up-conversion at the transmitter and a direct down-conversion at the receiver

for reducing size, cost and power consumption. The transceiver is implemented in a

2� 2 format (i.e., two transmitters and two receivers) to support MIMO technol-

ogy. Athero’s transceiver chipset utilizes direct up-conversion architecture for the

2.4 GHz radio and two-stage up-conversion structure for the 5 GHz radio, respec-

tively. This two-stage up-conversion at the transmitter for the 5 GHz radio avoids

the pulling effects of the PA output signals on the VCO’s phase noise due to finite

isolation between the PLL and PA output. Similar to the transmitter, a direct down-

conversion and dual down-conversion architectures are adopted for the 2.4 GHz

radio and the 5 GHz radio, respectively.

8.2 Cellular Communication Transceivers

Wireless cellular communication systems were developed in the early 1980s with

the first-generation (1G) standard of Advanced Mobile Phone System (AMPS),

which is an analog mobile cell phone system standard developed by Bell Labs for

speech services. Second-generation (2G) mobile systems launched in the early

1990s included the first digital cellular systems and networks with time division

multiplexing (TDM), frequency division multiplexing (FDM), or code division

multiple access (CDMA). Two important systems in the 2G standard are the global

system for mobile (GSM) in Europe and an early version of Qualcomm’s CDMA,

known as IS-95 in the USA. Compared with the 1G systems, 2G systems provide
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better sound quality and security, higher spectrum efficiency, and larger total

capacity. Then the third-generation (3G) standard wireless systems were introduced

during the late 1990s and the early 2000s, including the WCDMA system in

Europe, the TD-SCDMA system in China, and the CDMA2000 system in USA,

to provide interactive multimedia, including teleconferencing and internet access

with higher data transmission rates. In the early 2010s, the real fourth-generation

(4G) standard represented by Long Term Evolution (LTE) Advanced was released

to offer peak download rates up to 1 Gbit/s fixed speed and 100 Mbits/s to mobile

users. Since early 2013 [1, 2], with the maturing of the 4G standard and its

worldwide development and commercial operation, research activities on fifth-

generation (5G) advanced technologies have continued worldwide in both aca-

demic and commercial communities. From the data-rate perspective, it is expected

that 5G systems will be able to offer a minimum of a 1-Gbits/s data transmission

rate anywhere to all users and up to 5- and 50-Gbits/s data transmission rates for

high-mobility and pedestrian users, respectively [2]. The 5G era is expected to

emerge in 2020.

8.2.1 2G GSM Transceivers

GSM (Global System for Mobile Communications) is a standard developed by the

European Telecommunication Standards Institute (ETSI) for 2G digital cellular

networks used by mobile phones in July 1991. It became the global standard for

mobile communications worldwide. The GSM frequency bands are the cellular

frequencies designed by the International Telecommunication Union (ITU) for the

operation of GSM mobile phones. The four major bands that operate globally are

listed in Table 8.1. Bands 2 and 5 have been deployed in North American Region

(Canada and the USA), Caribbean, and Latin America. Bands 3 and 8 have been

deployed in Europe, the Middle East and Africa, and the Asia-Pacific region.

The GSM standard adopts the GMSK modulation technique as its format

because of its constant envelope feature, which enables the power amplifier to

operate in a saturated or near-saturated region in order to achieve energy efficiency.

In addition to its constant envelope property, the GMSK modulation signal adopted

by the GSM system standard also has some other specific characteristics: it has a

relatively low data rate, narrow bandwidth, and plenty of low-frequency energy

Table 8.1 GSM frequency bands

GSM band

Frequency

(MHz)

Up-link

frequency (MHz)

Down-link

frequency (MHz)

Equivalent

LTE band

GSM-850 850 824.2–849.2 869.2–893.8 5

E-GSM-900 900 880.0–915.0 925.0–960.0 8

DCS-1800 1800 1710.2–1784.8 1805.2–1879.8 3

PCS-1900 1900 1850.2–1909.8 1930.2–1989.8 2
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around DC in its power spectral density (PSD). In addition to these features, the

GSM standard stringently specifies the output RF modulation spectrum. Unlike

the case of conventional direct-up transmitter and direct-down receivers, these

specific features and stringent spectral specification mean that the transmitter

adopts the translation loop of the phase locked loop (PLL) to transfer the frequency

of the GMSK-modulated signal from the IF to the RF, and the receiver utilizes a

low-IF architecture to perform the frequency down-conversion from the RF to the

low-IF.

The main advantages of the PLL translation loop approach, in contrast to a

conventional up-conversion mixer, are that the translation loop does not produce an

image signal and other harmonic components because it performs both frequency

transfer processing and narrow bandpass filtering. On the receiver side, the low-IF

receiver is suitable for GSM systems because it avoids distorting the desired signal

around DC frequency by eliminating DC removal with highpass filtering; this is

possible because the GMSK-modulation signal has plenty of low-frequency energy

around DC in its PSD.

In this section, we will introduce two different GSM transceiver architectures.

The first one, designed by Silicon Labs, has the frequency translation loop at the

transmitter and the low-IF structure at the receiver. The second one, implemented

by CONEXANT Inc., also has the frequency translation loop at the transmitter and

the direct-down conversion structure with the charge-and-hold DC-based DCOC

method at the receiver.

8.2.1.1 Silicon Labs’ GSM Transceiver

Silicon Labs provided a single-chip transceiver with a true quad-band design for

850-, 900-, 1800- and 1900-MHz frequency bands, as illustrated in Fig. 8.1, in the

early 2000s [3]. LO generation for both transmit and receive bands is built with a

fast-locking fractional-N PLL synthesizer, which has integrated loop filters, Tx and

Rx VCOs, and tank circuits. The transmitter provides two steps to transfer the

baseband I–Q signals into the RF signal. First, the baseband I–Q signals modulate a

pair of orthogonal carrier signals with an intermediate frequency (IF) around

100 MHz. The baseband I–Q GMSK signal generation is described in the Chap. 4.

In order to avoid an external surface acoustic wave (SAW) filter between the

transmitter and power amplifier (PA), a translation-loop (or an offset phased-locked

loop)–based architecture is used to further transfer the IF-modulated signal into the

RF signal at the frequencies of 800/900 MHz or 1800/1900 MHz by means of the

PLL, which performs both frequency up-conversion and narrow bandpass filtering

after the I–Q modulation. The detailed operation of the translation loop can be

reviewed in Chap. 4.

The RF signal at the output of the VCO is divided by two for the high band

signals at the frequency of either 1800 or 1900 MHz, while it is divided by four for

the low band signals at a frequency of either 850 or 900 MHz. The PA can operate

in a saturation mode to achieve energy efficiency and extend the battery duration
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because of the constant envelope property of the GMSK signal. The RF-modulated

signal is also down-converted back to the IF signal with the VCO signal, and then

phase comparison is performed with the IF-modulated signal in the phase and

frequency detector after the signal passes through a loop filter.

On the receiver side, the received signal is selected by a corresponding external

SAW filter and an on-chip LNA. The SAW filter used in the frond-end attenuates

strong block signals. Two I–Q down-converters are used for both bands—900 MHz

and 1900 MHz. After passing through the quadrature down-converter, the RF signal

is down-converted into low-IF I–Q signals at the center frequency of 100 kHz to

eliminate the need for the DC offset cancellation. After passing through the lowpass

filters and variable gain amplifiers, the low-IF signals are sampled, and then are fed

to a set of complex digital demodulators. At this point, the image signals are also

translated to the low-IF domain. The quadrature demodulation process implements

the actual image rejection and translates the low-IF signals on the I–Q channels

from 100 kHz to the baseband I–Q signals at DC. The, the baseband signals are

passed through digital lowpass filters that actually function the channel selection

filtering. The lowpass filters also remove the DC offset, which is located at 100 kHz.

After digital process and amplification, the digital IF I–Q signals are converted back

to the differential I–Q analog signals through ADCs and are sent to the BB chip for

further digital carrier and timing symbol recovery circuits, where the frequency

offset and phase errors are compensated and final data decision is made. The reason

for converting the I–Q digital signals back to the I–Q analog signals is to reduce the

number of the interface pins between the RFIC transceiver chip and BBIC chip as

few as possible. With the analog interface between them, there are a total of four

analog signal interface pins, or one couple of the differential I signals and one

couple of the differential Q signals.

In this receiver, channel selection filtering is partitioned into both analog and

digital domains. One advantage of the partition is that the digital filter performs

primary filtering such that the receiver can achieve significant adjacent channel

interference rejections in the digital domain. On the other hand, a high dynamic

range requires a high equivalent-resolution ADC, at least 12-bit ADC, to handle

large adjacent channel interferers and blockers due to mild attenuation of the analog

channel selection filter.

8.2.1.2 Conexant’s GSM Transceiver

The CX74017 manufactured by CONEXANT Inc., now SKYWORKS Inc., is a

highly integrated transceiver chip for multi-band GSM or General Packet Radio

Service (GPRS) applications [4]. As shown in Fig. 8.2, the receiver path has a direct

down-conversion architecture that eliminates the need for Intermediate Frequency

(IF) components. In order to meet the requirements quad-band applications,

the receiver consists of three integrated Low Noise Amplifiers (LNAs), two quadra-

ture demodulators, tunable receiver baseband filters, and DC-offset cancellation

circuits. Three separate LNAs are integrated for different bands of operation. At
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the outputs of two quadrature demodulators, two RC lowpass filters on the I–Q

channels are used to suppress the out-of-band blockers so that the following amplifiers

can avoid operating in the nonlinear range. These filters, markedwith dash lines,mean

that some external components such as capacitor must be used. In addition, LPF1 and

LPF2 together perform the sixth-order lowpass filtering to reject the in-band and out-

of-band stronger interferers and blockers. In order to achieve minimum ISI, the

cascaded lowpass filter should have the lowest small group delay variation possible

within the desired bandwidth. The channel selection filtering is obviously performed

by the analog selection filters with a total of eight poles, including an RC filter.

The receiver frequency plan makes it difficult to generate quadrature through the

LO path; therefore the quadrature phase is performed by means of a two-stage

polyphase filter in the RF path. After passing through lowpass filters in different

stages, the baseband I–Q signals are then amplified by different variable gain

amplifiers (VGAs), which have programmable gains from 9 to 125 dB, with a

gain step of 2 dB [5]. Three-stage DC offset loops that are connected with each
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Fig. 8.2 Conexant’s GSM transceiver. Redrawn from [4, 5]

8.2 Cellular Communication Transceivers 411



VGA are implemented with the intent of charging before and holding during the

receive slot.

The transmitter consists of a frequency translation loop or an offset PLL with

in-loop in-phase and quadrature (I–Q) modulation that performs frequency

up-conversion from the IF around 100 MHz to RF 850/900/1800/1900 MHz, with

the lowest output spectral spurs and phase noise. The frequency translation loop

eliminates the need for an external SAW filter. One LO provides both the down-

converted IF signal to the I–Q modulator and reference IF signal to the phase and

frequency detector. By using a divide-by-three circuit and a frequency doubler in

the LO generation, the transmitter is able to prevent any pulling problems between

the transmitter output and VCO. The VCO can be centered at any frequency in the

range from 1.2 to 1.55 GHz. Selectable frequency dividers add flexibility for

frequency planning. In the DCS/PCS mode, a frequency doubler is switched,

while it is not in GSM/EGSM mode. Hence, the receive frequency is two-thirds

of the VCO output frequency for GSM/EGSM and four-thirds for DCS/PCS [5]. In

the transmitter, the LO frequency is one-third of the VCO output frequency for

GSM/EGSM mode and two-thirds for DCS/PCS mode. The RF output frequency is

equal to fLo(2D1�D2)/D1, where D1 and D2 are divider parameters. Two on-chip

transmit VCOs correctly select parameters of the frequency doubler and divider,

cover all four bands, and meet the stringent out-of-band noise specifications of the

GSM standard.

With a 64-pin Land Grid Array (LGA) 9� 9 mm-device package, the CX74017

transceiver draws a typical supply current of 41 mA in the receive GSM/EGSM

mode and 118 mA in the transmit GSM/EGSM mode, including TX VCO, while

operating from a 2.7-V supply voltage.

8.2.2 3G WCDMA Transceivers

Unlike the 2G GSM system, which makes use of both FDD and TDD techniques

simultaneously, the transmitters and receivers in the 3GWCDMA and CDMA 2000

systems operate simultaneously in different frequency bands using an FDD technique

to achieve higher data speeds and support more users. One of the bigger challenges

for FDD systems when both transmitter and receiver operate simultaneously is that

the leakage signal from the transmitter to the receiver input on a RF transceiver IC

chip can desensitize the performance of the receiver due to possible cross-modulation

distortion. To minimize such signal leakage, an external duplexer is usually used as

a combiner and splitter to separate the transmission and reception signals.

In this section, two WCDMA transceivers made by two different vendors—

MediaTek and Skyworks Solutions—are introduced. MediaTek’s WCDMA trans-

ceiver adopts a direct-up conversion architecture to support three transmission

bands at the transmitter, and performs the primary channel selection filtering

by using a fifth-order analog filter to reduce the requirement of ADC dynamic

range at the receiver. Skyworks offers a single-chip transceiver that operates as a
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multimode multiband radio to support both 2G and 3G systems. One of the biggest

challenges for this transceiver is that the transmitter utilizes passive mixers and a

summer as a quadrature modulator for the GSM signal in order to perform the

frequency transfer from the baseband frequency to the RF because this kind of

frequency transfer is very difficult to meet the stringent spectral specification of

�60 dBc/Hz at 400-kHz frequency offset and phase-noise requirements of the GSM

system. At the receiver, a low-IF structure is used for GSM due to easy DC offset

removal, direct-down conversion architecture is chosen for WCDMA.

8.2.2.1 MediaTek’s WCDMA Transceiver

MediaTek developed a tri-band WCDMA transceiver [6], where the three bands

are 850/1900/2100 MHz (2100 MHz is primarily a European and Asian band)

as shown in Fig. 8.3. In the receiver, three single-ended LNAs that cover three

bands are used to interface with standard single-ended duplexers. The LNA has a

notch filter to provide additional attenuation of the TX leakage to prevent nonlinear

distortion from the cross-modulation at the receiver. The LNA is followed by a
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high IIP3 transconductor and a passive mixer optimized for achieving high IIP2.

Unlike a channel selection filtering partition strategy, a fifth-order analog filter is

chosen as a channel selection filter in the analog domain. A single real pole is

inserted between the passive mixer and the transimpedance amplifier (TIA) to

attenuate large blockers in order to further improve out-of-band IIP3. The

remaining four poles are implemented with two biquads. To reduce group delay

variation caused by the fifth-order analog lowpass filter, a first-order equalizer or

allpass filter is added after a variable gain amplifier (VGA). The overall baseband

filter response is optimized for minimizing amplitude ripple and group delay

variation within the signal band to achieve low EVM, especially for HSDPA

applications, where a 64-QAM modulation format is used. DC-offset correction

(DCOC) is performed by subtracting the estimated DC offset at the output of the

DAC from the actual DC offset at the output of the TIA. The estimated DC offset is

obtained from the output of the last stage of the group delay equalizer through an

ADC and is processed inside a mixed-signal feedback loop that implements a

highpass filter with fast automatic settling after gain and frequency changes. With

analog channel selection filtering, the measured EVM of the receiver for the 3GPP

Test-model 5 with 8 HSDPA channels enabled is less than 5% over a wide input-

power range, from �70 to �20 dBm, which indicates that the receiver achieves

better in-band linearity and SNR.

Since WCDMA is an FDD mode system, the transmitter and receiver operate

simultaneously. To reduce the effect of the TX leakage on the receive band, a

duplexer is used at the output of the transmitter to isolate the receiver from the

transmit signal. The receiver noise figure is measured when the transmitter is

turned on for transmitting a modulated signal at a maximum power level of

+24 dBm at the antenna port in the UE power class 3. With consideration

of 1.8–3.0 dB insertion loss between the PA and the antenna port, the PA should

have a power output level of +27 dBm. With an isolation of 52 dB on the TX

carrier and an isolation of 43 dB on the TX noise in the RX frequency band, the

TX carrier leakage to the receive band, or frequency separation of 190 MHz for the

band I, is �26 dBm, which is equal to þ27 dBm (PA output power) �52 dB

(duplexer IL) �1 dB (power detection circuit loss). In such a test case, the

measured NF is less than 3 dB.

The VCO, running at around a frequency of 4 GHz, is divided by two and by four

to provide the LO frequencies for the high band and the low band, respectively. The

maximum TX power accuracy is +1/�3 dB with a 1-dB power step. The RF

transceiver is manufactured in 0.18 μm CMOS.

Design Example 8.1 To analyze a realistic noise target due to TX leakage at the

RX frequency of the WCDMA transceiver, the following assumptions are made:

PA output power is +27 dBm, power detection circuit IL is 1 dB, the duplexer has a

52 dB isolation on the TX carrier and a 43-dB isolation on the TX noise at the RX

frequency, and the worst-case RX noise figure is 3.3 dB referred to the LNA input

with the transmitter off. What is the maximum TX leakage noise power spectral

density allowed at the input of the duplexer for a 4 dB NF with a maximum

desensitization of 0.7 dB from a 3.3-dB NF when the transmitter is turned on?
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Solution Figure 8.4 shows the calculation steps for a maximum TX noise leakage

at the RX frequency to cause a 0.7-dB desensitization of NF by using a method

described in [7]. Noise power referred to the input of the LNA with the transmitter

off is �104.7 dBm (step 1 of Fig. 8.4). With 0.7-dB desensitization, the TX noise

leakage power PTX_n to the RX band can be expressed as

10 log10 PTX n þ 10�104:7=10
� �

¼ �104dBm ð8:1Þ

Solving PTX_n in (8.1), we have the TX leakage noise power expressed in

logarithmic units as (step 2)

PTX n dBmð Þ ¼ 10 log10 PTX nð Þ ¼ �112:3dBm ð8:2Þ

This value corresponds to 7.6-dB noise correction from No¼�104.7 dBm.

The noise power spectral density (PSD) within the receive bandwidth of

3.84 MHz is calculated in step 3. Worst-case 43-dB minimum duplexer noise

isolation is assumed, so the maximum acceptable noise PSD of �134 dBm/Hz at

Nthermal=-174dBm/Hz+10log(3.84e6)
=-108 dBm

NFlna=3.3 dB

No=-104.7 dBm

0.7 dB desensitization
noise correction=7.6 dB

NMAX LNA in due to TX noise=-112.3 dBm

PSD correction factor
10× log(3.84 MHz)=65.8 dB

NMAX LNA in due to TX noise=-178.1 dBm/Hz
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Fig. 8.4 Transmitter noise leakage and impact on LNA noise figure. Referenced from [7]
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the output of the PA is obtained (step 4). This requirement can be achieved by most

PA vendors. In addition, the noise floor at the LAN input can be also increased due

to the IM2 effect of a strong blocker or interferer arising at the input of the LNA.

8.2.2.2 Skyworks Solutions’ WCDMA Transceiver

SKYWORKS Solutions presented a single-chip transceiver that operates as a

multimode multiband radio in the 2009 I.E. International Solid-State Circuits

Conference (ISSCC) [8]. Figure 8.5 shows a block diagram of the RF transceiver

that supports 7 primary and 4 diversity bands in WCDMA, including HSDPA/

HSUPA and quad band in GSM.

At the transmitter, the baseband I–Q signals in WCDMA are generated by

passing the original I–Q data through SRRC filters with a roll-off factor of

α¼ 0.22 in the digital domain, while GMSK and EDGE baseband signals in

GSM are created with a digital signal processor in the digital domain as well. The

digital baseband I–Q signals are then passed through oversampled current steering

DACs with 10-bit accuracy. The outputs of the DACs are fed to a third-order

Chebyshev filter of the I–Q channels to filter out the image signals. The filters in

the I–Q channels can be configured with different corner frequencies to support

multi-mode WCDMA/GSM/GPRS/EDGE. Passive mixers driven by either LO or

2�LO frequencies are needed to achieve the stringent linearity and noise require-

ments of GSM and WCDMA, because it is usually most difficult for the output RF

spectrum (ORFS) of the GMSK signal in GSM to meet the �60 dBc/Hz specifica-

tion at 400-kHz frequency offset, or for the ORFS of 8-PSK in EDGE to meet the

�56 dBc/Hz specification at 400-kHz frequency offset. Actually, this kind of a

quadrature modulator for GSM and EDGE baseband signals is more challenge

design than an offset-PLL– based modulator (described in the section on 2G GSM

transceivers), because the former needs to achieve more stringent noise require-

ments for the GMSK signal. The differential output of the I–Q modulator is

converted to a single-ended output with an on-chip balun in order to drive an

external signal-ended power amplifier. The transmitter provides a gain-control

range of 80 dB in the WCDMA mode due to a near–far effect related to CDMA-

type signaling and 40-dB in the EDGE mode. At high power ranges, from 0 to

24 dBm, a closed-loop power control scheme in the transmitter is adopted to

achieve accurate power control, and a conventional power control method through

the base station is used when the power range is below 0 dBm.

In the receiver, the passive mixer outputs are connected to the virtual grounds

created by the transimpedance amplifiers (TIA), and the mixer inputs are driven by

the output current for the LNA. Such a current-driven passive mixer topology leads

to improved linearity of the front-end circuits. The noise contribution of the TIA

can decrease by adjusting an LC tank resonant frequency at the LAN output

according to the operation frequency. In GSM/EDGE mode, the RF signal is

down-converted to a low-IF of 135 kHz while in WCDMA mode the RF signal is

down-converted to DC. After down-conversion, a third-order Chebyshev filter is
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used to perform anti-alias filtering. To handle the large dynamic requirement due to

large blockers, a third-order 4-bit ΔΣ continuous-time ADC with an SNDR of

85 dB for GSM and 71 dB for WCDMA is used. The digital signals are then down-

sampled and primary channel-selection filtering is performed in the digital domain.
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Finally, the I–Q signals are coherently demodulated and data sequences are covered

in a 3G Dig RF interface unit.

A typical noise figure (NF) of about 2 dB in low bands and about 2.5 dB in high

bands in the presence of the TX modulated signal with a power level of 24 dBm at

the antenna port of the duplexer. NF degrades about 0.6 dB at an isolation of 52 dB

compared to an isolation of 57 dB. Now duplexers with more than 52-dB isolation

from TX to RX are commercially available. The transceiver die, fabricated in a

0.13 μm CMOS process, occupies an area of 25 mm2.

8.3 WLAN Transceivers

Wireless Local Area Networks (WLAN) described in this section are standardized

by the IEEE 802.11 as a set of media access control (MAC) and physical layer

(PHY) specifications in the 2.4- and 5-GHz frequency bands. The first 802.11b

standard in the IEEE 802.11 family was released in 1997 for data communications

over short distances; subsequent standards were 802.11a, 802.11g, 802.11n, and

802.11ac. Since the IEEE 802.11a and 802.11g standards were launched in the early

2000s, WLAN products have been widely used to connect people to the world and

have become a necessary part of people’s lives.

IEEE 802.11b and 802.11g use the 2.4-GHz ISM band—as does as Bluetooth

standard—where they adopt direct-sequence spread spectrum (DSSS) and

orthogonal frequency division multiplexing (OFDM) signaling methods, respec-

tively. The IEEE 802.11a uses the 5-GHz band and adopts the OFDM signaling

method to effectively combat multipath fading distortion. The IEEE 802.11n

standard, released in October 2009, is an amendment that improves upon the

previous 802.11 standards by adding multiple-input multiple-output (MIMO)

antennas to enhance the overall throughput. The IEEE 802.11n can operate on

both the 2.4-GHz and 5-GHz bands. The IEEE 802.11ac is an amendment to the

IEEE 802.11 family and was updated based on 802.11n, but it only operates in the

5-GHz band. Compared to the IEEE 802.11n, the updated standard includes

wider transmission bands (up to 80 and 160 MHz [option] versus 40 MHz in

the 5-GHz band), more spatial steams (up to eight versus four), higher-order

modulation formats (up to 256-QAM versus 64-QAM), and the addition of multi-

user MIMO (MU-MIMO) technology (versus single-user MIMO [SU-MIMO]).

In 2015, IEEE 802.11ac products entered our lives and brought us higher data

throughput for the internet and other communication devices as well as home

entertainment systems.

The newest 802.11 standard, 802.11ax, is planning to deliver wireless connec-

tivity faster over the 2.4 GHz and 5 GHz bands by utilizing OFDM up to higher

order modulation of 1024-QAM and multi-user MIMO. The 802.11ax draft spec-

ification that has been available since January 2016 builds on 802.11ac by doubling

the number of spatial streams and significantly improving the spectral efficiency of

the existing IEEE 802.11ac. Although still in the early stages of development, the
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IEEE 802.11ax will replace both IEEE 802.11n and IEEE 802.11ac as the next high

throughput IEEE 802.11 standard in the year 2019 [9].

8.3.1 Broadcom’s WLAN Transceiver

Broadcom announced the industry’s first Wi-Fi solutions designed to comply with

the 802.11n Multiple Input Multiple Output (MIMO) draft specification in 2006.

Broadcom’s AirForceTM WLAN product family offers the broadest line of Wi-Fi

integrated circuits in the industry for system designs ranging from PC and consumer

devices to access points and routers. Its WLAN products included 802.11a,

802.11b, 802.11g, and 802.11n solutions up to the late 2000s. After 802.11n,

Broadcom continued to develop the next generation of Wi-Fi 802.11ac MIMO at

operating at the 5-GHz band. In April 2014, Broadcom announced the industry’s

first six-stream 802.11ac MIMO for home networks, called the 5G Wi-Fi XStream

platform, to be available on the market. The highly integrated architecture enabled

Broadcom to deliver the industry’s first single-chip Wi-Fi solution for several

WLAN based 802.11 standards.

A high-level block diagram of a single-chip fully integrated multiband direct-

conversion 802.11n MIMO WLAN transceiver [10] is shown in Fig. 8.6. This

transceiver is implemented in a 2� 2 format (i.e., two transmitters and two

receivers) with a low-cost 0.18 μm CMOS technology and is capable of operating

at the 2.4–2.5 GHz (or 802.11g band) as well as 4.9–5.9 GHz (or 802.11a band)

bands to support data rates up to 300 Mbps (utilizing short GI) with the bandwidths

of 20 and 40 MHz, corresponding to the data rates.

The full 2� 2 MIMO transceiver is composed of two multiband TX chains, two

RX chains, a PLL and LO generation, digital control section, and various calibra-

tion blocks. At the receiver, the received 5-GHz or 2.4-GHz signal is first differ-

entially amplified by the corresponding LNA, then directly down-converted to the

baseband by the corresponding quadrature LO signals associated with that band.

The down-converted signal is passed through the first programmable gain amplifier

(PGA1) built with a highpass filter, where the baseband signal is amplified and the

DC offsets are removed. The signal is then filtered by a forth-order Butterworth

filter to attenuate the out-of-band interferers. After the signal is further amplified by

the PGA2 and PGA3 to achieve the desired signal level at the input of ADCs, where

each PGA has its own DC offset cancellation loop, the baseband I–Q signals are

sent to the ADCs on the MAC digital baseband chip.

To save space, the 2.4- and 5-GHz RF paths in both transmitters and receivers

share the same baseband circuitries, which can be configured to either transmit or

receive. To support different bandwidths, the corner frequency of the LPF is

adjustable and also calibrated to the desired bandwidths of 5, 10, and 20 MHz to

ensure that the desired signal will pass through and the adjacent channel interferers

will be rejected. In order to ensure the proper gain setting along the RX chain over a

very wide dynamic range in the presence of large interferers, two wideband
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received signal strength indication (WRSSI) blocks are inserted before and after the

PGA1, while one narrowband RSSI (NRSSI) block is inserted after the LPF. The

WRSSI detects all signal strengths, including the outside band interferers and inside

band signal, while the NRSSI detects only the inside band signal. Based on the

WRSSI and NRSSI values, appropriate gain distributions along the RX chain are

set. The total gain control range, including RF gain and baseband gain, is greater

than 100 dB, and the noise figures of 4 and 4.5 dB are achieved at the maximum

gain for the 2.4–2.5-GHzand 4.8–4.9-GHz bands, respectively.

In the transmitter, the digital baseband I–Q signals are converted to analog I–Q

signals through the ADCs, and then amplified and lowpass filtered by the lowpass

filters with programmable bandwidth to ensure proper data-rate operation and the

image-signal rejections. The filtered baseband I–Q signals are then directly

up-converted to the RF band by modulating a pair of quadrature LO signals. The

RF signal is amplified through the PA driver to achieve an output P1dB power of

+14 dBm in the 5-GHz band and an output P1dB power of +16 dBm in the 2.4-

GHz band.
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Fig. 8.6 Block diagram of a transceiver for WLAN 802.11n standard. Note that both baseband

I and Q branches of the receiver have the RSSI and DCOC blocks. Redrawn from [10]
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In order to avoid the pulling effects of the PA output signals on the VCO’s phase

noises, the VCO operates at a frequency range of 3.2–3.9 GHz, which is two-thirds

of the channel frequency for the 802.11a band and four-thirds of the channel

frequency for the 802.11b band. As illustrated in Fig. 8.6, the 3.2–3.9-GHz synthe-

sizer output is divided by two and then mixed with the 3.2–3.9-GHz synthesizer

output to generate a pair of the quadrature LO signals at 4.8–5.9 GHz for the

802.11a band. The 4.8–5.9-GHz output is then further divided by two to generate a

pair of the quadrature LO signals at 2.4–2.9 GHz for the 802.11b/g bands. In order

to minimize the impact of VCO noise, the comparison frequency of the phase-

frequency detection (PFD) is chosen to be as high as possible to allow wide PLL

loop bandwidth, functioning like a highpass filter. Meanwhile, in order to minimize

the phase noise arising from the loop filter and charge pump, a low programmable

KVCO parameter (30 MHz/V at 3.5 GHz, typically) and high charge pump current

are used. A single VCO with a wide tuning range to cover both 2.4- and 5-GHz

bands is used in the PLL loop.

The transceiver is capable of supporting PHY rates of >270 Mbps and an

effective throughput of >90 Mbps in real-world over-the-air testing. The RF

transceiver IC occupies a total die area of 18 mm2 in a digital 0.18-μm CMOS

process and draws 275 mA in RX mode and 280 mA in TX mode [10]. The

chip is designed in such a configuration to build a larger MIMO system

(e.g., 4� 4).

In Mobile World Congress 2015, March 2–5, Barcelona, Spain, Broadcom

announced it’s a high-end 2� 2 MIMO combo chip of BCM4359 for high-perfor-

mance smart phones. The BCM4359 has several innovation new features, the most

significant one being the inclusion for the first time of Real Simultaneous Dual

Band (RSDB). RSDB enables the chip to operate at both 2.4 GHz and 5 GHz bands

simultaneously. This is achieved by doubling up on the baseband processors on the

combo chip. With the RSDBmode, the BCM4359 potentially enhances the speed as

well as the quality of the connection. The BCM4359 can support the dual-stream

(2� 2) setup of 802.11ac that achieves a speed up to 867 Mbps. It can quickly

switch between a traditional single-band mode and RSDB mode depending on

applications that require concurrent multi-band connections for higher quality of

service. Mobile devices equipped with BCM4359 on the market are expected to be

available in 2016.

8.3.2 Atheros’ WLAN 802.11n Transceiver

Atheros introduced a three-stream, 3� 3 MIMO 802.11n transceiver, which is

backward-compatible with legacy 802.11a/b/g standards, to enhance throughput,

covering range, and link robustness [11]. Figure 8.7 shows a block diagram of the

dual-band 3� 3 MIMO WLAN transceiver. The 2.4-GHz radio employs a direct-

conversion architecture with an LO frequency at twice the channel frequency,

while the 5-GHz radio utilizes a traditional superheterodyne architecture, or two
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stages of frequency conversion, by mixing an LO frequency at two-thirds the

channel frequency with one-half the LO frequency. Similar to Broadcom’s PLL

strategy above, the VCO operates at a frequency range of 3.2–3.9 GHz, which is

two-thirds of the channel frequency for the 802.11a band and four-thirds of the

channel frequency for the 802.11b band, to avoid the pulling effects of the PA

output signals on the VCO’s phase noise. The 2.4-GHz quadrature carrier fre-

quencies for 802.11b/g are the same as those described in the previous section.

The up-conversion and down-conversion for 5-GHz radio are performed by

mixing 1.8-GHz sliding IF, which is half of the LO RF frequency of 3.6 GHz,

with LO RF as shown in Fig. 8.7.

In the transmitter, the baseband I–Q signals are first passed through the notch

filters to attenuate the image signals located at the sampling frequency, and then

passed through the second-order LPFs to further attenuate the image signals after

DACs. The filtered I–Q signals are directly up-converted to the RF signal for the

2.4 GHz radio, and twice up-converted to the RF signal for the 5-GHz radio.

The modulated RF signal is amplified by the power amplifier driver and then by

the power amplifier (PA). The integrated PAs for both bands can achieve a

saturated output power greater than 25 dBm.

In the receiver, the received RF signal for the 2.4 GHz radio is directly down-

converted to the baseband I–Q signals, while for the 5 GHz radio it is dual-down-

converted to the baseband I–Q signals. After DCOC processing at the output of the

mixers, the baseband signals are fed to a Biquad LPF in the transmit path, and then
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Fig. 8.7 Block diagram of a transceiver for WLAN 802.11n standard: (a) block diagram of one of

3� 3 chains with I channel shown and (b) the detailed dual up-conversion for the 5-GHz band.

Redrawn from [11]
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feed back to the receive path, controlled by the switches. The receiver utilizes the

Biquad LPF as a part of its receive LPF to save space.

EVM performance directly indicates the transmit modulation accuracy and

indirectly denotes the receive signal-to-noise ratio as well even though there is no

EVM requirement for the receiver in 802.11 specifications. The I–Q gain and phase

imbalances are among the major contributing factors to EVM, which can be

minimized by using the I–Q calibration. The I–Q calibration used here is accom-

plished by enabling a phase shift added in the RF loopback path to calibrate the I–Q

mismatch in the transmitter first, independent of the I–Q mismatch in the receiver.

The I–Q calibration is carried out by closing the I–Q loopback switches and

adjusting the phase shift to minimize the I–Q mismatch in the transmitter. Then

the transmit data can be digitally pre-distorted (or compensated) before the DAC.

Finally, the I–Q calibration for the receiver is performed with the loopback and then

the receive data is digitally corrected after the ADC. The calibration for the 2.4- and

5-GHz bands is performed separately due to its frequency dependency.

The transceiver achieves an over the-air TCP throughput rate greater than

310 Mbits/s and PHY rates of up to 450 Mbits/. The die area is 22 mm2 in a digital

65-nm CMOS process. TX EVM for the 2.4-and 5-GHz bands, respectively, is

�39 dB and �36 dB at a PA driver output of�5 dBm. RX NF for both the 2.4- and

5-GHz bands is 4 dB. The saturation power output of the PA for the 2.4 GHz and

5 GHz bands is 26 dBm and 25.5 dBm.
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Appendix A: Nonlinear Distortion

When a device or circuitry without memory effect shows nonlinearity, its output is

usually expressed as a series expansion of power terms:

y tð Þ ¼ g1x tð Þ þ g2x
2 tð Þ þ g3x

3 tð Þ þ . . . ðA:1Þ

where gi, i ¼ 1, 2, 3, . . . is the coefficient for the fundamental and second and third

harmonics, respectively. Even though the output contains an infinite number of

terms, the first three terms have important effects on the device’s performance and

are accurate enough to characterize the device’s nonlinearity.

© Springer International Publishing Switzerland 2017
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In the nonlinearity measurement of power amplifiers (PAs), the intermodulation

(IM) distortions (IMDs) at the output of PAs are usually tested by adding two tones

with equal amplitude A and different frequencies ω1 and ω2, which are closely

spaced frequency carriers. This is called a two-tone test. In the two-tone test, the

input is given by

x tð Þ ¼ A cos ω1tð Þ þ A cos ω2tð Þ ðA:2Þ

When this input signal is applied to the device with the transfer function in time

domain given in (A.1), the output of the device is given by

y tð Þ ¼ g2A
2 þ g1Aþ 9

4
g3A

3

� �
cos ω1tð Þ þ g1Aþ 9

4
g3A

3

� �
cos ω2tð Þ

þ 1

2
g2A

2 cos 2ω1tð Þ þ 1

2
g2A

2 cos 2ω2tð Þ
þ g2A

2 cos ω1 þ ω2ð Þtþ g2A
2 cos ω1 � ω2ð Þt

þ 1

4
g3A

3 cos 3ω1tð Þ þ 1

4
g3A

3 cos 3ω2tð Þ

þ 3

4
g3A

3 cos 2ω1 � ω2ð Þtþ 3

4
g3A

3 cos 2ω2 � ω1ð Þtþ � � �

ðA:3Þ

Coefficients of harmonics up to the third order are listed as follows:

DC second-order distortionsð Þ: g2A
2 ðA:4Þ

ω1 or ω2 Fundamental componentsð Þ: g1Aþ 9

4
g3A

3 ðA:5Þ

2ω1 or 2ω2 second-order harmonicsð Þ: 1

2
g2A

2 ðA:6Þ

ω1 � ω2 or ω1 þ ω2 second-order distortionsð Þ: g2A
2 ðA:7Þ

3ω1 or 3ω2 third-order harmonicsð Þ: 1

4
g3A

3 ðA:8Þ

2ω1 � ω2 or 2ω2 � ω1 third-order distortionsð Þ: 3

4
g3A

3 ðA:9Þ

One DC product in (A.4) and two second-order intermodulation (IM2) products

in (A.7) are at ω1 � ω2ð Þ and ω1 þ ω2ð Þ because of the second-order distortion. The
IM2 product at ω2 � ω1 is more critical to the desired signal in direct-conversion

receivers when the frequencies of these two tones are close. Usually, the DC

component can be removed with a DC cancellation circuit, whereas the ω1 þ ω2

component is located outside the bandwidth.

The two third-order intermodulation (IM3) products are at 2ω1 � ω2 and

2ω2 � ω1 because of the third-order distortion. One of these two products may

fall in the band of the desired output signal if ω1 and ω2 are close to each other, and
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also if they are close to the band of the desired input signal. Therefore, these IM3

products distort the desired signal because they are not easily filtered out.

The nonlinearity is mainly characterized by IM3, which is described by a third-

order intercept point (IP3). However, the IM3 production power level at the PA

output does not follow the 3:1 slope of the amplification when the output power

level is close to the P1dB compression point [1]. Hence, the two-tone test is not an

accurate method to characterize the nonlinearity of a PA by measuring IM3

products when it operates close to the saturation range. Alternatively, the measure-

ment of the P1dB compression point is a good method to characterize the

nonlinearity of a PA by using either a single tone or a modulated signal. With

the knowledge of the P1dB and the peak-to-average power ratio (PAPR) value of

the modulation signal, the PA can be set up to operate at a back-off from the P1dB

point by a maximum value up to the PAPR value without significantly degrading

the spectral regrowth and error vector magnitude (EVM) at the output of the

PA. The operation back-off value is also dependent on tolerances of these perfor-

mance degradations. The two-tone test is usually used to roughly evaluate the

nonlinearity in the case where the modulated signal is not available, especially in

the RF integrated circuit design phase.

A.1 Second-Order Distortion

The second-order distortion is generated by the second term in (A.1). The second-

order distortion products at the output of a device are derived by substituting a

two-tone signal in (A.2) into the second term in (A.1) as

g2x
2 tð Þ ¼ g2A

2
�
1þ cos ω2 � ω1ð Þtþ cos ω2 þ ω1ð Þt

þ 1

2
cos 2ω1tð Þ þ 1

2
cos 2ω2tð Þ� ðA:10Þ

The resultant IM2 products include first three distortions at the frequencies of

ω1 þ ω2ð Þ and ω2 � ω1ð Þ and a DC in (A.10). After being referred to device

impedance R, the total power in the IM2 products is calculated as

PIM2,OUT ¼ g2j j2A4 1

R
þ 1

2R
þ 1

2R

� �
¼ 2 g2j j2A4

R
ðA:11Þ

From (A.2), the total two-tone power at the device input is equal to A2/R. The
output power in the fundamental components is equal to the total input two-tone

power of A2/R multiplied by the power gain of
��g1��2, or

PFD,OUT ¼
��g1��2A2

R
ðA:12Þ
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Based on the definition of the output second-order intercept point OIP2, at the

second-order intercept point the total output signal power in the fundamental

components (A.12) is equal to the total power in the IM2 products in (A.11), or

g1j j2A2
iip2

R
¼ 2 g2j j2A4

iip2

R
ðA:13Þ

In (A.13), the amplitude A is replaced with Aiip2 at the second-order intercept

point. Thus, the input amplitude at the input IP2 is

Aiip2 ¼ 1ffiffiffi
2

p •
g1
g2

���� ���� ðA:14Þ

The IIP2 that presents the power of the second-order intercept point is obtained

by letting Aiip2¼A in the input two-tone power A2/R and using (A.14), or

IIP2 ¼ A2
iip2

R
¼ 1

2R
•
g1
g2

���� ����2 ðA:15Þ

It can be seen from (A.15) that the IIP2 is independent of the amplitude of A, but
dependent on the ratio of g1 to g2. The smaller the value of g2, the larger the

parameter of IIP2. The output power in the IM2 products (A.11) can be also written

as the input power by dividing the power gain |g1|
2:

PIM2, IN ¼ PIM2,OUT

g1j j2 ¼ 2
g2
g1

���� ����2 • A4

R
ðA:16Þ

Using (A.15) and the total two-tone input power P2T,IN¼A2/R, we can rewrite

(A.16) as [2]

PIM2, IN ¼ P2
2T, IN

IIP2
ðA:17Þ

Thus, IIP2 is expressed in dBm as

IIP2 dBmð Þ ¼ 2P2T, IN dBmð Þ � PIM2, IN dBmð Þ ðA:18Þ

and the output IP2 (OIP2) is given by

OIP2 dBmð Þ ¼ IIP2 dBmð Þ þ g1j j2 dBð Þ ðA:19Þ

In (A.18), the second-order intermodulation product power PIM2,IN represents

the total input power at DC, ω2�ω1, and ω1 +ω2, and P2T,IN stands for the total

input two-tone power or P2T, IN dBmð Þ ¼ P1T dBmð Þ þ 3 dBð Þ.
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It can be noted from (A.11) that the total power of the IM2 products is distributed

with 50% (�3 dB) power of the IM2 product at DC, 25% (�6 dB) power of the IM2

product at ω2�ω1, and 25% (�6 dB) power of the IM2 product power at ω1 +ω2,

respectively. The IM2 product at ω2�ω1 can fall into the signal band to distort the

desired signal if the frequency difference jΔωj ¼ jω2�ω1j is less than the band-

width of the baseband signal. Thus, IIP2 in (A.18) can be expressed with the IM2

product at ω2�ω1 by

IIP2 dBmð Þ ¼ 2P2T dBmð Þ � PIM2, ω2�ω1ð Þ dBmð Þ þ 6 dBð Þ� � ðA:20Þ

When one-tone power replaces two-tone power (P2T,IN¼ 2P1Tþ 3 dB), IIP2

above can be rewritten as

IIP2 dBmð Þ ¼ 2P1T dBmð Þ � PIM2, ω2�ω1ð Þ dBmð Þ ðA:21Þ

Compared with (A.18), the IIP2 calculation in (A.21) has a similar format,

except for using one-tone power instead of two-tone power and using the power

of the IM2 product at ω2�ω1 instead of the total power of the IM2 products. The

relationship among these parameters in (A.21) is illustrated in Fig. A.1.

Similar to the IIP2 calculation related to the IM2 product at ω2�ω1, the IIP2

calculation associated with the IM2 product at DC is given by

IIP2 dBmð Þ ¼ 2P2T dBmð Þ � PIM2,DC dBmð Þ þ 3 dBð Þ½ � ðA:22Þ

With one-tone power expression rather than two-tone power, IIP2 above is

rewritten as

IIP2 dBmð Þ ¼ 2P1T dBmð Þ � PIM2,DC dBmð Þ þ 3 dBð Þ ðA:23Þ

A.2 Third-Order Distortion

A third-order intercept point is a measure for the third-order distortion of weakly

nonlinear systems and devices and is mainly used to characterize the third-order

distortion. The third-order intercept point is measured by applying two tones or

sinusoidal signals with equally small amplitudes and close frequency offsets, say,

2w22w10 ω2ω1w2 − w1
w1 + w2

w

DC due to w2

DC due to w1

IIP2-PT,IN

PIM2,IN
DUT

w2w1 w

Fig. A.1 Second-order intermodulation products generated from two input tones
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ω1 and ω2, to a PA or device under test (DUT), and testing the fundamental signal

output and third-order intermodulation (IM3) product outputs as a function of the

input power as a logarithmic scale plot, as shown in Fig. A.2, where power is

expressed in dBm. The fundamental component rises with a slope of gain G1 in dB

(20 dB/decade in Fig. A.2), and the IM3 products at the frequencies of 2ω1�ω2 and

2ω2�ω1 rise with a slope of gain 3G1 in dB (60 dB/decade). In other words, the

output power of the IM3 products grows at a rate of three times that at which the

fundamental increases. Theoretically, as the input signal power increases, these two

lines would intersect. The intercept point is called the third-order intercept point
(IP3). The corresponding input power at this point is called the input third-order
intercept point (IIP3), and the corresponding output power is called the output
third-order intercept point (OIP3). The larger the OIP3, the better the large signal
capability of the PA.

To make the measurement correct, the input signal with the amplitude Amust be

small enough, orA � 1 so that DUT operates in the linear range. As the input signal

level or the amplitude A increases, the output amplitudes of the fundamental signal

and the IM3 products also increase. By definition, at the IIP3 power level these two

output power levels referred to the DUT impedance R are equal to each other from

(A.5) and (A.9) if g1 � 9g3A
3=4 due to the small input signal [3]:

g1j j2 A
2
IIP3

2R
¼ 3

4

� �2

g3j j2 A
6
IIP3

2R
ðA:24Þ

or

g1j j2IIP3 ¼ 3

4

� �2

g3j j24R2IIP32 ðA:25Þ

where the input IP3 power is IIP3 ¼ A2
IIP3=2R. Hence, the IIP3 can be simplified as

IIP3 ¼ 2

3R

g1
g3

���� ���� ðA:26Þ

The OIP3 can be obtained by OIP3 ¼ g21IIP3. The input amplitude can be

derived from the equation IIP3 ¼ A2
IIP3=2R, and is given as

DUT
ω 21 ω ω 1ω 2ω

212 ωω − 12 2 ωω −
12 ωω − 12ω 22ω

21 ωω +
ω

ΔIM3

Fig. A.2 Output spectrum at the DUT output for two-tone inputs
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AIIP3 ¼
ffiffiffiffiffiffiffiffiffiffiffi
4

3

g1
g3

���� ����
s

ðA:27Þ

It is important to understand that in practice the IP3 values cannot be measured

since the DUT will saturate before it reaches the IP3 (see Fig. A.3). Hence, it is

common practice to extrapolate or calculate the IP3 values from a few data

measured for small input-signal power levels, at least 10 dBm below P1dB. Such

small input-signal levels are used to make sure that the DUT operates completely in

a linear region.

Denote the output power of the fundamental signal at frequencies of ω1 and ω2

by PFD,OUT, the output power of the IM3 products at frequencies of 2ω1 � ω2 and

2ω2 � ω1 by PIM3,OUT, and the input power of the fundamental signal by PFD,IN.

Then from (A.24), the ratio of the PFD,OUT to the PIM3,OUT is calculated as
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PFD,OUT

PIM3

¼
g1j j2A2

IIP3

2R

3
4

� 	2
g3j j2 A

6
IIP3

2R

¼ 2

3R

� �2 g1
g3

���� ����2 1

P2
FD, IN

ðA:28Þ

where PFD, IN ¼ A2
IIP3=2R. By substituting (A.26) into (A.28), we have

PFD,OUT

PIM3

¼ IIP32

P2
FD, IN

ðA:29Þ

Equation (A.29) can be also expressed as

10 logPFD,OUT � 10 logPIM3 ¼ 20 log IIP3� 20 logPFD, IN ðA:30Þ
Then, the IIP3 is calculated by

10 log IIP3 ¼ 10 logPFD, IN þ 1

2
10 logPFD,OUT � 10 logPIM3ð Þ ðA:31Þ

or

IIP3 dBmð Þ ¼ PFD, IN dBmð Þ þ 1

2
PFD,OUT dBmð Þ � PIM3 dBmð Þð Þ

¼ PFD, IN dBmð Þ þ 1

2
ΔIM3 dBð Þ

ðA:32Þ

and the OIP3(dBm) is equal to 10 log g1j j2 þ IIP3 dBmð Þ.
Hence, the IIP3 is equal to the input power level of one of the two tones plus half

the difference ΔIM3 between the output power level of the fundamental and the

output power level of the IM3 products as illustrated in Fig. A.3.

In practice, it is more convenient to calculate the IIP3 from all input parameters,

which are obtained by dividing PFD,OUT and PIM3 with power gain
��g1��2. Thus,

(A.32) can be also expressed as

IIP3 dBmð Þ ¼ PFD, IN dBmð Þ þ 1

2
PFD, IN dBmð Þ � PIM3, IN dBmð Þð Þ ðA:33Þ

From (A.32), we can plot lines of the fundamentals and the IM3 products from

the following derivation:
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OIP3 dBmð Þ ¼ G1 dBð Þ þ IIP3 dBmð Þ

¼ G1 dBð Þ þ PFD, IN dBmð Þ þ ΔIM3 dBð Þ
2

¼ PFD,OUT dBmð Þ þ ΔIM3 dBð Þ
2

ðA:34Þ

where G1¼ 20log10(g1) is the power gain in dB for the fundamental. We can also

express (A.34) as

OIP3 dBmð Þ ¼ PIM3 dBmð Þ þ ΔIM3 dBð Þ þ ΔIM3 dBð Þ
2

¼ PIM3 dBmð Þ þ 3

2
ΔIM3 dBð Þ

ðA:35Þ

From (A.33) and (A.35), it is clear that the line of the fundamental has a slope of

1 because the IIP3 value is reached by increasing ΔIM3/2 from the input power

point of PFD,IN while the OIP3 value is reached by increasing the same amount of

ΔIM3/2 from PFD,OUT. Compared (A.32) with (A.35), it is evident that the line of

the IM3 has a slope of 3 because the IIP3 value is reached by increasing ΔIM3/2

from the input power point of PFD,IN while the OIP3 value is reached by increasing

three times amount of ΔIM3/2 (or 3ΔIM3/2) from PIM3. Figure A.3 shows a

geometric extrapolation of the fundamentals and the IM3 products.

In the measurements of the IP3 values, it is common practice to calculate them

from a few data taken at least 10 dB below P1dB in order to ensure that a PA or a

device operates in the linear range. One should check the slopes of the fundamentals

and the IM3 products to verify that the data obey the expected slope of 1 for the

former and the slope of 3 for the latter. Then, use (A.32) and (A.34) to calculate the

IIP3 and OIP3, respectively.

A.3 P1dB Compression Point

In addition to the nonlinearity characteristic of the IP3 of a DUT, the P1dB

compression point is another parameter to describe the nonlinearity property. The

P1dB compression point is the output power level of the DUT, which is 1 dB less

than an ideal linear value, as shown in Fig. A.3. It is called that the output power

level is compressed by 1 dB at the P1dB compression point. The compression point

corresponding to the input power axis is the input P1dB compression point, while

the corresponding output power axis is the output P1dB compression point. Both of

them are shown in Fig. A.3.

This parameter is very important for a power amplifier when it is used to amplify

a modulated RF signal. This is because the average output power is usually

determined by the P1dB compression point of the amplifier and the PAPR value

of the modulated signal, especially for non-constant envelope RF-modulated sig-

nals. Unlike the indirect measurement of the IP3 through measuring the IM3
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products, the measurement of the P1dB compression point requires only one tone

rather than two tones, such as a real modulated signal.

For a one-tone test signal, the ratio of the actual output power to the ideal output

power at the frequency of ω1, which corresponds to a P1dB compression point, is

10 log
PACT

PIDL

¼ 20 log
vACT�RMS

vIDL�RMS

¼ �1 dB ðA:36Þ

or

vACT�RMS

vIDL�RMS

¼ 0:89125 ðA:37Þ

where vACT�RMS and vIDL�RMS stands for the RMS values of the actual output

voltage vACT and the ideal output voltage vIDL at the frequency of ω1, respectively,

which are expressed as

vACT ¼ g1A1dB þ 3

4
g3A

3
1dB

� �
cos ω1tð Þ ðA:38Þ

and

vIDL ¼ g1A1dBð Þ cos ω1tð Þ ðA:39Þ

The RMS values of these two sinusoidal signals are vACT�RMS ¼ ��vACT��= ffiffiffi
2

p
, and

vIDL�RMS ¼
��vIDL��= ffiffiffi

2
p

. So, (A.37) can be rewritten as

g1 þ 3
4
g3A

2
1dB

g1
¼ 0:89125 ðA:40Þ

Note that g3 must be negative so that the numerator can be less than the

denominator. Then, the amplitude of the input single tone is given by

A1dB ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:145

g1
g3

���� ����
s

ðA:41Þ

From (A.41), the input P1dB referred to the input impedance R is calculated by

P1dB ¼ 0:145

2R

g1
g3

���� ���� ðA:42Þ

Relationship between P1dB and IP3: Even though the P1dB is measured with a

single tone test while the IP3 is measured with the two-tone test, their relationship is

derived by dividing (A.26) by (A.42)
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IIP3

P1dB
¼

2
3R

g1
g3

��� ���
0:145
2R

g1
g3

��� ��� ¼ 9:2 ðA:43Þ

or

IIP3 dBmð Þ � P1dB dBmð Þ þ 9:6 dBð Þ ðA:44Þ

Equation (A.44) shows IIP3 is larger than the input P1dB by 9.6 dB for a single-

tone signal. This relationship is also applied to OIP3 and the output P1dBout, or

OIP3 dBmð Þ � P1dBout dBmð Þ þ 9:6 dBð Þ ðA:45Þ

It has also been reported that the IP3 power is about 14.4 dB above the

P1dB compression point in the case where the two tones are applied. In reality,

the IP3 power is within a range from 10 to 15 dB higher than the P1dB compression

power.

Appendix B: Transmit Modulation Accuracy

The quality of the RF modulated signal can be measured by the error vector

magnitude (EVM). Using phasors in the I-Q plane, EVM is calculated in the digital

baseband domain by comparing the vector difference between the actual signal

vector and the reference signal vector. The concept of the EVM calculation for a 16-

QAM signal is graphically illustrated in Fig. B.1.

In the 802.11a system, a root-mean-square (RMS) EVM is defined as [23]:

EVMRMS %ð Þ

¼ 100�

XNF

i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXNP

k¼1

X52
l¼1

x̂ i i; k; lð Þ � xi i; k; lð Þ½ �2 þ x̂ q i; k; lð Þ� �� xq i; k; lð Þ
n i2
" #

52� NP � P0

vuuuut
NF

ðB:1Þ

where the definition of each parameter is as follow:

The number 52 represents the total 52 subcarriers;

NP is the length of the packet;

NF is the number of frames used for the measurement;

x̂ i i; k; lð Þ and x̂ q i; k; lð Þ denote the observed I-Q points of the i-th frame, k-th OFDM
symbol of the i-th frame, l-th subcarrier of the OFDM symbol in the frequency

domain, respectively;
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xi(i, k, l) and xq(i, k, l) represent the reference I-Q points of the i-th frame, k-th
OFDM symbol of the i-th frame, l-th subcarrier of the OFDM symbol in the

frequency domain, respectively;

P0 is the average power of the constellation.

It is suggested that the EVM test be measured over at least 20 frames, the RMS

average be taken, and the packets under measurement be at least 16 OFDM symbol

long.

In some other applications such as WCDMA and TD-SCDMA systems, EVM

calculations are simply defined as a RMS average normalized to the reference

signal, or

EVMRMS %ð Þ

¼ 100�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXL
k¼1

x̂ i kTsð Þ � xi kTsð Þ½ �2 þ x̂ q kTsð Þ� �� xq kTsð Þ
n i2


XL
k¼1

x2i kTsð Þ þ x2q kTsð Þ
h i

vuuuuuuut
ðB:2Þ

where L is the length of symbols for the measurement and the actual and reference

signals are sampled once per symbol at the maximum eye opening instant.

Because EVM is calculated at the baseband domain, the transmitted RF signal

should be down-converted to the baseband signal before EVM calculation. There-

fore, the transmitted RF signal is first down-converted to the baseband signal vector

(or the I-Q signals) in the baseband domain, and then the error vector magnitude

Error Vector

Reference Symbol

Actual Symbol
Q

f

I0

)},,(),,,({ lkixlkix qi

)},,(ˆ),,,(ˆ{ lkixlkix qi

Fig. B.1 Error vector definition for the 16-QAM constellation
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(EVM) is measured by comparing the vector difference between the actual signal

vector and the reference signal vector. To make sure that the EVM measurement

value accurately embodies all impairments at the transmitter, a receiver with high

performance is required to perform the frequency down-conversion, analog-to-

digital conversion, and digital demodulation including carrier phase and data

symbol clock synchronizations.

Most Vector Signal Analyzers can perform the EVM measurement. The basic

process after the analog-to-digital conversion (ADC) of the frequency down-

converted baseband signal is illustrated in Fig. B.2. In practice, EVM measurement

includes three major steps in the digital domain as follows:

1. Coherent demodulation

After ADCs on the I-Q channels, the carrier phase and symbol timing synchro-

nizations are performed from the digitally sampled complex signal and then data

symbol sequences are coherently recovered to the original symbol sequences at a

corresponding symbol rate. The recovered symbol sequences go to the I-Q

waveform regeneration block to create the reference signal vector while the

synchronized I-Q signals pass through a delay block as the actual signal vector.

2. Reference signal vector regeneration

One of the outputs of the demodulator is the recovered symbol sequences that are

used to generate the original baseband waveforms in the I-Q waveform regen-

eration block as the reference signal vector. Pulse-shaping process may be

included in the I-Q waveform regeneration block, depending on the original

modulation signal. The accuracy of the reference signal vector can be achieved

by digital signal processors with high resolution and high speed. Another one of

the outputs of the demodulator is the synchronized I-Q waveforms that are used

as the actual signal vector. The actual signal vector is delayed to compensate for

the latency caused by the I-Q waveform regeneration block. The reference signal

vector needs to be aligned with the actual signal vector by performing the cross-

correlation between them and then setting an appropriate delay value in the delay

block.

3. Error vector calculation

The error vector can be calculated by comparing the reference signal vector and

the actual signal vector. For the amplitude and phase modulation formats, such

as M-QAM and QPSK signals, the error vector is calculated by comparing the

sampled values of the reference signal vector and the sampled values of the

actual signal vector, where both vectors are sampled once per symbol at the

maximum eye opening instants.

It should be noted that the phase error rather than EVM is used to evaluate the

quality of the transmitted GMSK signal. Phase error is the instantaneous angle

difference between the actual signal and the reference signal and is calculated at

every sample per symbol rather than one sample per symbol. The instantaneous

angle is calculated through the relationship between the complex number written in

Cartesian coordinates and polar coordinates.
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Considering that eye diagrams of the actual signal vector are usually quite open

due to a high SNR except full saturation of the power amplifier at the transmitter,

the reference signal vector can be replaced with the decision signal vector that is

generated from the actual signal vector through a decision algorithm. Thus, the I-Q

waveform regeneration block can be omitted. But this replacement can be only

applied to the EVM measurement where only one sampled value per symbol is

used.

Impairment Diagnosis via EVM or Signal Constellation: An EVM value or an

actual signal constellation indicates not only the quality of the transmitted signal,

but also indirectly diagnoses what type of impairment sources may cause the

performance degradation of the transmitted signal. As previously described in

Sect. 3.4.1.2, there are major four types of impairments that degrade the EVM at

the transmitter; I-Q imbalance, LO phase noise, nonlinear distortion, and crest

factor reduction. The first type of impairment can be minimized through the

calibration. The second type of impairment, or LO phase noise, cannot be mini-

mized by using the calibration, but can be diagnosed from banana shapes of the

actual signal constellation diagram when LO phase noise is relatively poor. Similar

to thermal noise, the third type of impairment, or nonlinear distortion, results in

random scatter of the constellation dots and may be identified by reducing the input

signal power to a concern amplification block such as a power amplifier on the

transmit path such that it completely operates in a linear region. If random scatter is

reduced after the input signal power to this amplification block decreases, it can be

concluded that such impairment that degrades EVM is related to nonlinear distor-

tion. Otherwise, this type of impairment could be related to something else rather

than nonlinear distortion. The fourth type of impairment hardly occurs because of

rarely being adopted, especially for high-order QAM signals.

Receiver Optimization via Minimizing EVM: Even though EVM specification is

not required for the receiver by most wireless communication standards, the EVM

measurement at the receiver, however, provides a low cost and an effective

approach to evaluating the performance of the receiver and also possibly diagnos-

ing what types of signal impairments may degrade the performance of the receiver.

Receiver optimization via minimizing EVM avoids a high cost and complicated bit

error rate (BER) or packet error rate (PER) test. Most importantly, with a capability

of possibly diagnosing the type of signal impairment, EVM measurement can help

RFIC designers in the troubleshooting of signal impairments along a receiver chain.

Similar to major four types of impairments at the transmitter, there are also major

four types of impairments at the receiver. These impairments are the I-Q imbalance,

DC offset, LO phase noise, and variations of the amplitude and group delay of the

analog lowpass filter. The first two impairments can be minimized by the calibra-

tion while the third impairment can be diagnosed by means of the same approach as

one used at the transmitter. The last impairment can be diagnosed by turning on or

turning off an equalization function either in a measurement instrument if it has

such an option or in a self-developed test program. For the latter case, the interested

reader is referred to [24] in detail.
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Appendix C: FQPSK Modulation Family

C.1 History of FQPSK Development

Feher-patented Quadrature Phase Shit Keying (FQPSK) family has been developed

for more than 30 years. Its applications have ranged from satellite earth station

digital communication systems to the latest telemetry systems due to its properties

of energy- and bandwidth-efficient transmission. The FQPSK family has experi-

enced four important influences or developments in the past, and they can be

distinguished as different “periods”. The first period of FQPSK, originally called

intersymbol interference- and jitter-free OQPSK (IJF-OQPSK) [4, 5], was began in

1982 and was proposed to replace QPSK/OQPSK and MSK modulations for

low-cost power and bandwidth-efficient satellite earth stations, where the transmis-

sion channels exhibited nonlinear characteristics or fully saturated amplifications,

due to its small envelope fluctuation of 3 dB when compared with other modulation

formats. In order to further reduce the 3-dB envelope fluctuation of IJF-OQPSK, a

superposed QAM (SQAM) modulation technique was introduced in 1983, which

can be considered the next period of FQPSK [6, 7]. The maximum envelope

fluctuation of the SQAM modulated signal was reduced from 3 (A¼ 1 for

IJF-OQPSK) to 0.7 dB (A¼ 0.7). Hence, the SQAM-modulated signal shows

further improvements over the IJF-OQPSK signal in energy and spectral efficiency

and BER performance in a nonlinear channel. Due to such improvements, SQAM

gained potential perspective in the applications of satellite earth stations. At almost

the same time, a cross-correlated PSK modulation technique, called XPSK (the

third period), was proposed in 1983 [8] by adding cross-correlation between the I–Q

channels to obtain a nearly constant envelope. The spectral efficiency and BER

performance of the XPSK signal in a nonlinear channel was almost the same as that

in a linear channel due to its nearly constant envelope. The contribution of XPSK to

FQPSK family was to lay a solid foundation for the birth of the fourth period of

FQPSK. In 1996, it was discovered that the side-lobes of XPSK’s PSD could have a

fast roll-off with frequency even through a nonlinear channel after passing through

Butterworth lowpass filters (with a proprietary parameters) in the I and Q branches.

After that, the filtered XPSK modulation, invented by Dr. Kamilo Feher, was

known as FQPSK-B.

FQPSK mainly embodies pulse-shaping to achieve compact spectrum and cross-

correlation between the I and Q channels to significantly reduce envelope fluctua-

tion of the modulated signal and to achieve high energy and spectral efficiency

through nonlinear power amplifiers. FQPSK has been demonstrated and confirmed

through extensive studies done by the US Department of Defense (DoD), National

Aeronautics and Space Administration (NASA), and the International Consultative

Committee for Space Data Systems (CCSDS) to be the most power- and spectral-

efficient systems with robust BER performance when nonlinearly amplified. In

2000, FQPSK was adopted as a standard in the Aeronautical Telemetry Standard

IRIG 106 [9].
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Since a nonlinear amplifier is more RF-energy efficient and has a longer

battery duration, a lower cost, and smaller form factor, it is highly desirable

for applications that require high transmit-energy efficiency, such as satellite

and cellular systems. In the following sections, relatively detailed descriptions

of IJF-OQPSK, SQAM, XPSK and FQPSK-B modulations in the FQPSK family

are presented.

C.2 IJF-OQPSK Modulation

A block diagram of a IJF-OQPSK modulator is shown in Fig. 4.15, excluding the

blocks of a cross-correlator and LPFs. After a serial-to-parallel (S/P) converter, the

input bit non-return-to-zero (NRZ) data with the bit interval Tb are converted into

the I and Q NRZ symbol data xI(t) and xQ(t) with the symbol interval of Ts ¼ 2Tb,

which are expressed as

xI tð Þ ¼
Xþ1

n¼�1
dIng t� nTsð Þ ðC:1Þ

xQ tð Þ ¼
Xþ1

n¼�1
dQng t� nTsð Þ ðC:2Þ

where the pulse shaping is rectangular, or

g t� nTsð Þ ¼
1,

��t� nTs

�� 	 Ts=2

0,
��t� nTs

�� > Ts=2

(
ðC:3Þ

and

dIn ¼ 
1, with probability of 1=2 for each

dQn ¼ 
1, with probability of 1=2 for each

The I-channel data xI(t) and the half-symbol interval delayed Q-channel data xQ
t� Ts=2ð Þ are then encoded into IJF baseband signals bI(t) and bQ(t), respectively,

bI tð Þ ¼
Xþ1

n¼�1
bIn tð Þ ðC:4Þ

where
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bIn tð Þ ¼

s1 t� nTsð Þ ¼ se t� nTsð Þ, if dI,n�1 ¼ dI,n ¼ 1

s2 t� nTsð Þ ¼ �se t� nTsð Þ, if dI,n�1 ¼ dI,n ¼ �1

s3 t� nTsð Þ ¼ so t� nTsð Þ, if dI,n�1 ¼ �1, dI,n ¼ 1

s4 t� nTsð Þ ¼ �so t� nTsð Þ, if dI,n�1 ¼ 1, dI,n ¼ �1

8>>>><>>>>: ðC:5Þ

and the odd and even waveforms, so(t) and se(t), meet

so t� nTsð Þ ¼ �so �tþ nTsð Þ, for t� nTsj j < Ts=2

se t� nTsð Þ ¼ se �tþ nTsð Þ, for t� nTsj j < Ts=2

so t� nTsð Þ ¼ se t� nTsð Þ, for t� nTsj j � Ts=2

ðC:6Þ

and are defined by

so t� nTsð Þ ¼ sin
πt

Ts

, for t� nTsj j < Ts=2

se t� nTsð Þ ¼ 1, for t� nTsj j < Ts=2

ðC:7Þ

These two fundamental waveforms are shown in Fig. C.1. The Q-channel

waveform segment bQn(t) can be generated by the same mapping as bIn(t) in

(C.5), which is delayed by a half-symbol relative to bIn(t). For random symbol

sequences at the input of the encoder, the baseband waveforms at the output of the

encoder are illustrated in Fig. 4.17.

The eye diagram of the IJF-OQPSK is the same as that for the SQORC [10], as

shown in Fig. 2.13b. From Fig. 2.13b, it can be seen that there is no Intersymbol

Interference (ISI) at the decision instants and no jitter at the jitter instants (or cross-

zero points), also known as Jitter-Free (JF). ISI causes system performance

degradation, while jitter causes symbol timing jittering, and both of them can result

in the system performance degradation. The constellation of IJF-OQPSK is the

same as the one for SQORC, as shown in Fig. 2.13c, where the maximum envelope

fluctuation is 20� log10
ffiffiffi
2

p
=1

� 	 ¼ 3dB.

t0

1

−1

t-Ts /2

-Ts /2

Ts /2Ts /2 0

1

se(t)so(t)

Fig. C.1 Odd and even waveforms of so(t) and se(t)
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A simply implementation of the IJF-OQPSK baseband signals based on switch-

selecting scheme [11] is shown in Fig. 2.16. Four baseband waveforms expressed in

(C.5) are generated from two basic waveforms in (C.7) and their inverse waveforms

are then individually switched on as the output signals by the input logic combina-

tions as defined in (C.5). Even though IJF-OQPSK has the same baseband signal

shape as SQORC, the main difference between them is their different implemen-

tation. In Fig. 2.12, the baseband signal of SQORC within one symbol duration is

generated by overlapping two raised cosine pulse waveforms with one symbol

interval difference in time and with the same polarity as two consecutive NRZ

input symbol bits, each with two symbol intervals of 2Ts, while that of IJF-OQPSK
is created based on switch-selecting scheme, as shown in Fig. 2.16.

C.3 SQAM Modulation

SQAM modulation was developed based on IJF-OQPSK modulation for the pur-

pose of further reducing the maximum envelope fluctuation by 3 dB of the

IJF-OQPSK. The maximum envelope amplitude happens when consecutive sym-

bols with the same polarity in either the I channel or Q channel occur. Therefore, the

key point is to reduce the overlapped amplitude of the baseband signals at the center

of two consecutive symbols on the I channel or Q channel when two consecutive

symbols have the same polarity.

To form a SQAM pulse waveform, two raised-cosine pulses, each having a

symbol duration of Ts and adjustable amplitude parameter of A, are superposed to

the original raised-cosine pulse with double symbol interval of 2Ts. The quadrature
modulation based on this superposed pulse is called the superposed quadrature

modulation (SQAM) [7] and its pulse waveform is given by

s tð Þ ¼ g tð Þ þ d tð Þ ðC:8Þ

where

g tð Þ ¼ 1

2
1þ cos

π

Ts

t� Tsð Þ
� �

ðC:9Þ

d tð Þ ¼ � 1� A

2
1� cos

2πt

Ts

� �
, 0:5 	 A 	 1:0, 0 	 t 	 2Ts ðC:10Þ

In (C.10) A is an adjustable amplitude parameter. Note that the parameter A for

SQAM signal has different meaning from the parameter A for XPSK signal.

Figure C.2 illustrates the SQAM pulse-shaping process by adding two raised-

cosine pulses d(t) each with the period of Ts to one raised-cosine pulse g(t)with
the period of 2Ts.

Like the odd and even waveforms of IJF-OQPSK/SQORC, as shown in Fig. C.1,

both odd and even waveforms of SQAM can be obtained by overlapping the
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double-interval pulses of s t� nTsð Þ and s t� nþ 1ð ÞTsð Þ , as shown in Fig. C.3.

Comparing Fig. C.1 with Fig. C.3, we can only see that the even segment is

different between IJF-OQPSK and SQAM. The even segment with the valley at

the center plays an important role in reducing the envelope fluctuation of the SQAM

signal. The envelope fluctuations of the SQAM signal are controlled by the

parameter A.
Figure C.4 shows computer-simulated constellations of the baseband

SQAM signals at the transmitter for A¼ 0.7, 0.8, respectively. The envelope

fluctuation is dependent on the parameter A. When A changes from 1 to 0.7, the

envelope fluctuation is reduced from 3 to 0.7 dB [7]. Note that the SQAM at A¼ 1

becomes IJF-OQPSK. Therefore, IJF-OQPSK is a special case of the SQAM signal

when A is equal to 1. Eye diagrams of the SQAM signal are shown in Fig. C.5.

The PSD of the SQAM signal can be derived from (2.43) through the Fourier

transform of the shaping pulse s tð Þ ¼ g tð Þ þ d tð Þ. The Fourier transform of g(t) is
given in (2.58), or

G fð Þ ¼ sin 2πf Tsð Þ
2πf 1� 4f 2T2

s

� 	 e�j2πf Ts ðC:11Þ

Ts 2Ts

g(t) s(t)=g(t)+d(t)

d(t)

1

-(1-A)

0

t

Fig. C.2 SQAM pulse

shaping by superposing two

raised-cosine pulses with

symbol interval of Ts to one

with 2Ts

Ts/2 t
-Ts/2

0

1

-1

so(t)

Ts/2 t-Ts/2 0

1

se(t)

2(1-A)

Fig. C.3 Odd and even waveforms of so(t) and se(t)
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Tutorial Appendices 445



Similar to the derivation of G( f ), the Fourier transform of d(t) can be derived as

D fð Þ ¼ A� 1ð Þ sin 2πf Tsð Þ
2πf 1� f 2T2

s

� 	 e�j2πf Ts ðC:12Þ

(a)

(b)

2

1

0

−1

−2

2

1

0

−1

−2

2

1

0

−1

−2

2

1

0

−1

−2

0 0.5

A
m

pl
itu

de
A

m
pl

itu
de

A
m

pl
itu

de
A

m
pl

itu
de

1
Symbol duration

Symbol duration

Symbol duration

Symbol duration

1.5 2

0 0.5 1 1.5 2

0 0.5 1 1.5 2

0 0.5 1 1.5 2
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From (C.11) and (C.12), the Fourier transform of s(t) is expressed in the form

S fð Þ ¼ Ts

1

1� 4f 2T2
s

þ A� 1

1� f 2T2
s

� �
sin 2πf Tsð Þ
2πf Ts

e�j2πf Ts ðC:13Þ

By substituting G(f) for S(f) in (2.43), the normalized PSD of the SQAM is

given as

ΨSQAM fð Þ
ΨSQAM 0ð Þ ¼ 1

A2

1

1� 4f 2T2
s

þ A� 1

1� f 2T2
s

� �2
sin 2πf Tsð Þ
2πf Ts

� �2

ðC:14Þ

When the parameter A is equal to 1, (C.14) is identical to (2.61), or the SQAM

signal becomes SQORC/IJF-OQPSK signals. Figure C.6 shows the PSD curves of

the SQAM signal with different parameters. Note that a decrease in the parameter

A leads to faster side-lobe roll-off at the expense of a slightly wider main lobe.

The side-lobes of the SQAM fall off at the rate of f �6, which is the same as the

SQORC/IJF-OQPSK signals. Figure C.7 shows the PSD of the SQAM with differ-

ent A value in a nonlinear channel. One great advantage that the SQAM signal has is

that its fast side-lobes roll off in a saturation (nonlinear) channel due to its small

envelope fluctuation.
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Fig. C.6 Power spectral density of SQAM with different parameters A in a linear channel. Here

Tb ¼ Ts=2 is the bit duration
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C.4 XPSK Modulation

From the previous section, we have seen that SQAM is still a non-constant

modulation scheme even though SQAM baseband encoder has reduced the enve-

lope fluctuation of the modulated SQAM signal compared with IJF-OQPSK.

A nearly constant modulation XPSK [8] was proposed by introducing a

cross-correlation operation performed on the pair of IJF encoder outputs at every

half-symbol interval in order to achieve a constant envelope. Key points lie in that

using different waveforms form constant envelopes as much as possible, except for

alternative polarities on both I channel and Q channel at the same time in the half-

symbol interval, in which the Cosine and Sine functions result in a constant

envelope. The waveform of the I channel (or Q channel) in the half-interval is

dependent on the Q channel (or I channel) in order to reduce the envelope fluctu-

ation except for the case of alternative polarities in both the I channel and Q

channel. As a result, a cross-correlator is proposed at the output of the IJF encoders,

as shown in Fig. 4.15.

The basic idea of XPSK modulation is to reduce the envelope fluctuation by

changing the peak amplitude of the baseband signal from 1 to A (1/2	A	 1, note

that A for XPSK has different meaning from A for SQAM) at the output of the IJF

encoder except for the case of alternative polarities of the symbols on both the I
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Fig. C.7 Power spectral density of SQAM signal in a nonlinear channel. Here Tb ¼ Ts=2 is the

bit duration
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channel and Q channel during any half-symbol interval. Note that the parameter of
A for XPSK signal is different from one for SQAM signal. Besides the above

waveforms with a peak amplitude of A, excluding the case of alternative polarities

on both the I channel and Q channel, another four transition functions f1(t), f2(t),
f3(t), f4(t) are defined in the interval 0 	 t 	 Ts=2 as [8]

f 1 tð Þ ¼ 1� 1� Að Þ cos 2 πt

Ts

� �
f 2 tð Þ ¼ 1� 1� Að Þ sin 2 πt

Ts

� �
f 3 tð Þ ¼ �1þ 1� Að Þ cos 2 πt

Ts

� �
f 4 tð Þ ¼ �1þ 1� Að Þ sin 2 πt

Ts

� �
ðC:15Þ

These transition functions are selected to have less envelope fluctuation than

that of the IJF-OQPSK signal when they occur before cos(πt/Ts) or � cos πt=Tsð Þ
and after cos(πt/Ts) or � cos πt=Tsð Þ, as plotted in Fig. C.8. Note that the plots

for f1(t) and f3(t) in Fig. C.8 are obtained from (C.15) by shifting f1(t) and f3(t) in
the time domain by �Ts/2.

In the XPSK encoding scheme, the current output waveforms of the I–Q

channels are determined by the present and immediately preceding symbols of
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Fig. C.8 Examples of four transition waveforms f1(t), f2(t), f3(t), f4(t)
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the respective I–Q channels. These two I-channel and two Q-channel symbols are

serial-parallel converted from four input bit patterns. Therefore, the total 16 pairs of

waveforms over the interval 0	 t	 Ts/2 are determined by four input bits of the

serial-to-parallel input. These 16 different pair functions are listed in Table C.1, and

16 combinations of waveform are plotted in Fig. C.9.

In Fig. C.9, in a half-symbol interval Ts/2, all dashed-line curves represent the

baseband waveform segments of the IJF-OQPSK, while all solid-line curves stand

for the baseband waveform segments of the XPSK. Note that the first four combi-

nations of 1, 2, 3, and 4 only have the solid-line waveforms because the two types of

waveform segments overlap. It can be seen from the differences among each

symbol pair, CIn(t),CQn(t), that we know how to choose one pair of waveform

segments from Table C.1 to generate the nearly constant envelope for the XPSK

signal. Thus, every group of four input NRZ data at the input of the serial-to-parallel

determines one corresponding pair of waveforms in a half-symbol interval. The

envelope fluctuation of the XPSK signal is reduced to approximately 0 dB (nearly

constant envelope) at A ¼ 1=
ffiffiffi
2

p
. Actually the envelope fluctuation is 0.18 dB at

A ¼ 1=
ffiffiffi
2

p
[8].

Instead of performing the XPSK waveform outputs at every half-symbol

interval, a mapping performed directly on the input I- and Q-symbol sequences

at every full symbol interval was proposed by Simon [12]. The sixteen wave-

forms, orwi tð Þ; i ¼ 0, 1, 2, . . . , 15, are defined over the interval�Ts=2 	 t 	 Ts=2,
which collectively forms the transmitted baseband signals on the I–Q channels.

These waveforms are plotted in Fig. C.10, and their functions are given as

follows:

Table C.1 Sixteen-pair waveforms of I- and Q-channel outputs

cIn(t)(or cQn(t)) cQn(t)(or cIn(t)) Number of combination


 cos
πt

Ts

� �

 sin

πt

Ts

� �
4


A cos
πt

Ts

� �
f1 or f3 4


A sin
πt

Ts

� �
f2 or f4 4


A 
A 4
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w0 tð Þ ¼ A, � Ts

2
	 t 	 Ts

2

w1 tð Þ ¼
A, �Ts

2
	 t 	 0

1� 1� Að Þ cos 2 πt
Ts

, 0 	 t 	 Ts

2

8>><>>:
w2 tð Þ ¼

1� 1� Að Þ cos 2 πt
Ts

, �Ts

2
	 t 	 0

A, 0 	 t 	 Ts

2

8>><>>:
w3 tð Þ ¼ 1� 1� Að Þ cos 2 πt

Ts

, � Ts

2
	 t 	 Ts

2

w4 tð Þ ¼ A sin
πt

Ts

, � Ts

2
	 t 	 Ts

2

w5 tð Þ ¼
A sin

πt

Ts

, � Ts

2
	 t 	 0

sin
πt

Ts

, 0 	 t 	 Ts

2

8>><>>:
w6 tð Þ ¼

sin
πt

Ts

, �Ts

2
	 t 	 0

A sin
πt

Ts

, 0 	 t 	 Ts

2

8>><>>:
w7 tð Þ ¼ sin

πt

Ts

, � Ts

2
	 t 	 Ts

2

w8 tð Þ ¼ �w0 tð Þ, w9 tð Þ ¼ �w1 tð Þ, w10 tð Þ ¼ �w2 tð Þ, w11 tð Þ ¼ �w3 tð Þ
w12 tð Þ¼ �w4 tð Þ, w13 tð Þ¼ �w5 tð Þ, w14 tð Þ ¼ �w6 tð Þ, w15 tð Þ ¼ �w7 tð Þ

ðC:16Þ

The baseband waveform cIn(t)¼wi(t) on the I channel in the nth symbol interval

[n� (1/2)]Ts	 t	 [n+ (1/2)]Ts is not only dependent on its two successive symbol

sequences, but also on its three successive symbol sequences on the Q channel, or

the transition properties of the Q-channel symbols instead of their values. The

mapping procedures are described in Table C.2. A similar mapping procedure for

the baseband waveforms on the Q channel in the nTs	 t	 (n+ 1)Ts can be obtained
analogously from Table C.2 and is omitted here.

A simple hardware implementation of the cross-correlated XPSK based on a

look-up table method is illustrated in Fig. C.11. In the IJF-OQPSK-modulation

case, the baseband waveforms (total four different waveforms) of the I channel in

one symbol interval Ts are determined by the combinations of two successive input

symbols, or one current symbol and one previous symbol. In the XPSK case,

however, the I-channel baseband waveforms in the interval Ts are not only depen-

dent on the two successive input symbols, but also on the three successive symbols

of the Q channel, or transition properties of these three successive symbols.
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Because there are four transition properties for three symbols, each of the four

waveforms determined by the two I-channel symbols has four different waveforms,

as shown in Table C.2. Thus, there are a total of 16 possible waveforms on the I

channel or Q channel in the interval Ts.
The baseband signals of the cross-correlated XPSK are shown in Fig. 4.17.

Compared with the baseband signals of IJF-OQPSK drawn with the dashed line,

Fig. C.11 A block diagram of the cross-correlated XPSK based on a LUT method

Table C.2 Mapped baseband waveforms on the I channel in one symbol interval Ts

Output

waveforms cIn(t)
I-CH input

symbols dI,n�1dI,n Q-CH input symbols dQ,n�2dQ,n�1dQ,n

w0(t) 11 �1�1�1 or 111 (no transition/no transition)

w1(t) 11 �1�11 or 11�1 (no transition/transition)

w2(t) 11 �111 or 1�1�1 (transition/no transition)

w3(t) 11 �11�1 or 1�11 (transition/transition)

w4(t) �11 �1�1�1 or 111 (no transition/no transition)

w5(t) �11 �1�11 or 11�1 (no transition/transition)

w6(t) �11 �111 or 1�1�1 (transition/no transition)

w7(t) �11 �11�1 or 1�11 (transition/transition)

w8(t) �1�1 �1�1�1 or 111 (no transition/no transition)

w9(t) �1�1 �1�11 or 11�1 (no transition/transition)

w10(t) �1�1 �111 or 1�1�1 (transition/no transition)

w11(t) �1�1 �11�1 or 1�11 (transition/transition)

w12(t) 1�1 �1�1�1 or 111 (no transition/no transition)

w13(t) 1�1 �1�11 or 11�1 (no transition/transition)

w14(t) 1�1 �111 or 1�1�1 (transition/no transition)

w15(t) 1�1 �11�1 or 1�11 (transition/transition)

454 Tutorial Appendices

http://dx.doi.org/10.1007/978-3-319-44222-8_4


the baseband signals of XPSK behave differently from that of IJF-OQPSK in order

to achieve a constant envelope, such that the XPSK-modulated signal can avoid

PSD side-lobe regrowth after passing through nonlinear channels.

The eye diagrams and constellation of XPSK with A ¼ 1=
ffiffiffi
2

p
are shown in

Figs. C.12 and C.13, respectively. In order to achieve nearly constant envelope,

which is a necessary transmission condition without causing the PSD regrowth

through a nonlinear channel, the ISI at the decision instants is intentionally intro-

duced to XPSK. Fortunately, the ISI that is intentionally introduced in XPSK only

slightly degrades the Bit Error Rate (BER), which will be shown in the following

section.

It should be noted that the eye diagrams of the XPSK are very similar to that of

Tamed Frequency Modulation (TFM) [14], which is a constant envelope modula-

tion. Hence, the performance of the XPSK system is practically the same as that of

TFM system. The XPSK signal, however, can be coherently demodulated by a

conventional OQPSK demodulator, while the TFM demodulation processing is

relatively complicated due to it property of frequency demodulation.

C.5 FQPSK-B

Although the XPSK modulation technique was first published in 1983, FQPSK

modulation, however, did not achieve further significant spectrum improvement

without significant BER degradation until 1996, when the baseband signals of the
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XPSK were filtered by Butterworth lowpass filters [15, 16], as illustrated in

Fig. C.11. Due to such a filtering process, the filtered XPSK is called FQPSK-B.

Now FQPSK simply stands for this advanced version. With such filtering the PSD’s
side-lobes of FQPSK-B (or filtered FQPSK) in a nonlinear channel roll off faster

with a frequency increase when compared with the unfiltered FQPSK (or XPSK),

while its envelope fluctuation slightly deviates from a nearly constant value.

FQPSK-B, however, only suffers a BER degradation of 0.2 dB compared with

the unfiltered FQPSK.

Figures C.14 and C.15 illustrate the power spectral densities of FQPSK-B and

other modulations in either a linear or nonlinear channel, respectively. It is clear

that the PSD of FQPSK-B is slightly affected by nonlinear amplification, but

FQPSK-B still shows a significant spectral advantage when compared with filtered

OQPSK, MSK, IJF-OQPSK, and XPSK (or unfiltered FQPSK) modulations. Even

compared with GMSK, the PSD of FQPSK-B shows a spectral advantage over

GMSK with BTb ¼ 0:3 up to –90 dB down.

C.6 BER Performance of FQPSK

Like the coherent detection for the OQPSK signal, the coherent detection for the

FQPSK signal is preferable to non-coherent detection mainly due to a good BER

performance. However, in some mobile channels, because of the frequency and

phase offsets caused by multipath fading—such as Rayleigh fading, co-channel and

adjacent channel interference, or other impairments—it is difficult, and sometimes

impossible, to recover or track the carrier frequency and phase of the received
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signal correctly, especially in the beginning of the reception. Under such situations,

the receivers with such coherent detection suffer considerable performance loss.

Even in some cases where the receivers finally synchronize their local oscillators

with the carrier frequency and phase of the received signal, the receivers experience

high burst errors and outages due to long acquisition times.

To solve these problems, non-coherent detection schemes such as differential

detection [17] and limiter-discriminator detection [18] are the preferred counter-

measures in the fading environment. Because of the robustness to both frequency

and phase offsets provided by non-coherent reception systems, they have better

performance in co-channel interference (CCI) and multipath fading, especially for

fast fading with a large Doppler spread. For example, they can be used in the

Bluetooth system, DECT system, and ZigBee system, where GFSK modulation is

adopted, so that these systems have faster data recovery, lower cost, and lower

implementation complexity. In addition, since they do not need the overhead to aid

the carrier recovery, they can provide higher spectral efficiency and thus capacity

than coherent systems. Therefore, non-coherent detection schemes are very attrac-

tive for systems that require low cost and low complexity.

In fact, the FQPSK-modulated signal was not available to be non-coherently

detected at the receiver until 1999 [19]. Later, the discriminator detection for

FQPSK and OQPSK was investigated in [20, 21]. To the author’s best knowledge,
it was the first time that this non-coherent detection scheme was reported for the

OQPSK-type modulation signals, including FQPSK modulation. In this section, the

simulation BER of FQPSK with coherent detection will be described due to its good

BER performance. For differential detection and limiter-discriminator detection for

FQPSK, the interested reader can refer to [20, 21].

Since FQPSK modulation is the same as OQPSK modulation, except for their

different baseband waveforms, the coherent detection or demodulation used for

OQPSK can also be used for FQPSK. As we have shown in Chap. 4, MSK and

GMSK can also be treated as a quadrature phase modulation. Thus, some carrier

recovery methods, such as the reverse modulation carrier recovery introduced in

Chap. 4, can be used for FQPSK. A block diagram based on the reverse modulation

carrier recovery shown in Fig. 4.27 can be used for coherent demodulation of

FQPSK.

Usually, a pilot signal that allows the PLL to clock it first before the information-

bearing signal is preferred. This pilot-aided carrier recovery scheme is very attrac-

tive in time-division multiple access (TDMA) system, such as the GSM system, in

which data are transmitted in burst frames and fast carrier recovery and symbol

timing synchronization are required. Each frame is further partitioned into assign-

able user time slots. In each slot, for example, alternating zero and one data pattern

can be inserted prior to the information data for the pilot aided transmission. In the

reverse-modulation–based carrier recovery, it is required for the PLL to lock its

frequency and phase to the carrier frequency and phase of the received pilot signal

first. Then, the received data after the pilot data are coherently detected. Mean-

while, the recovered data, in turn, are used to re-modulate the following received

information-bearing modulated signal.
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In the coherent demodulation of FQPSK shown in Fig. 4.27, a simple fourth-

order Butterworth lowpass filters after the mixer is used to replace a signal

correlator, or a so-called matched filter, in an optimum trellis-coded receiver for

FQPSK [13]. In fact, in most practical applications, simple lowpass filters rather

than correlators are preferred for their simplicity, especially in analog designs.

Actually, FQPSK performance for coherent demodulation based on a Butterworth

filter is competitive with that based on a signal correlator [13] due to its simple

implementation and low cost.

Figure C.16 shows the recovered eye diagrams of FQPSK-B at the output of the

fourth-order Butterworth lowpass filter. Due to the narrow bandwidth of the

receiver channel selection filter, the Butterworth lowpass filter has large group

delay variation within the bandwidth, and such group delay variation causes ISI. As

a result, it degrades the system performance. Therefore, it is necessary for the

receiver to have an allpass filter as a group delay equalizer to compensate for such

group delay variation. It is obvious from Fig. C.16b that the compensated or

equalized eyes have less ISI at the decision instants. Figure C.16c shows the

experimental eye diagrams after the group delay equalizer.

Figure C.17 illustrates the BER curves of FQPSK/FQPSK-B with a Butterworth

filter-based receiver. These results are obtained from MATLAB simulation. We

observe that Eb/No required by the FQPSK-B (filtered FQPSK) receiver with group

delay compensation at BER ¼ 10�4 is only about 0.2 dB more than the FQPSK

(unfiltered FQPSK) receiver with group delay compensation, or only about 1.2-dB

degradation compared to theoretical OQPSK performance. It is obvious that the

group delay equalizer at the receiver LPF can improve BER performance by about

0.5 dB. If an optimum receiver is used for FQPSK, the BER performance of

FQPSK-B with trellis-coded (Viterbi) is only about 0.6 dB inferior to the theoretical

OQPSK performance [13] and 0.6 dB superior to that of FQPSK-B with

Butterworth filter at the cost of increasing hardwire implementation.
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Fig. C.16 Received eye

diagrams of FQPSK-B at

receiver LPF output:

(a) simulation before the

second-order allpass filter,

(b) simulation after the

second-order allpass filter,

and (c) hardware

implementation after the

second-order allpass filter

at the bit rate of

270.833 kbps
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Appendix D: Allpass Filter as Group Delay Equalizer

Due to its constant amplitude response, an allpass filter is widely used as a phase

shifter to create the desired phase response over the specified frequency range. In

digital communications, allpass filters are often employed as group delay compen-

sators or equalizers to compensate for group delay variations caused by band-

limited filtering at both transmitter and receiver in order to minimize ISI that

degrades the bit error rate at the receiver. One of typical applications in the 3GPP

WCDMA system is that an allpass filter is used at a receiver of an integrated RF

transceiver as a group delay equalizer to compensate for group delay variations of

the analog filters. In the following section, we introduce the first-order and second-

order allpass as fundamental sections for constructing high-order allpass filters.

D.1 First-Order Allpass Filter

The transfer function of the first-order allpass filter is given by

Ha sð Þ ¼ s� σ

sþ σ
ðD:1Þ

10−1
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10−3

10−4

10−5

10−6

10−7

5 6

B
E

R

7
Eb/No (dB)

Theoretical OQPSK

FQPSK w/ RX LPF
Group Delay Equalizer

FQPSK-B w/ RX LPF
Group Delay Equalizer

FQPSK-B w/o RX LPF
Group Delay Equalizer

8 9 10 11 12

Fig. C.17 Bit error rate (BER) of FQPSK and FQPSK-B modulations in a nonlinear channel,

where a second-order allpass filter is used for group delay compensation of receiver fourth-order

Butterworth LPF with optimum BiTb ¼ 0:55 at the receiver
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The amplitude is equal to constant 1 in all frequencies because the position σ of

the zero is symmetrical to the position�σ of the pole from the image axis. By using

the normalized frequency sn ¼ s=ωc, (D.1) can be written as [22]

Ha snð Þ ¼ sn � σn
sn þ σn

ðD:2Þ

where σn ¼ σ=ωc is the normalized zero or�σn is the normalized pole. The transfer

function above is also expressed as a polar format, or

Ha snð Þ ¼ Ha jωnð Þj je�jθa ωnð Þ ðD:3Þ

where the phase is

θa ωnð Þ ¼ �2 tan �1 ωn

σn

� �
ðD:4Þ

The group delay is obtained by taking the negative derivative of the phase θa(ωn)

as given by

GDa ωnð Þ ¼ � dθa ωnð Þ
dωn

¼ 2=σn

1þ ωn=σnð Þ2 ðD:5Þ

The group delay of the first-order allpass filter is plotted in Fig. D.1, where

the cut-off frequency is normalized, andσn ¼ 1= RCð Þ ¼ 0:5, 1, and2, respectively.
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Fig. D.1 Group delay of the first-order allpass filter versus the normalized frequency ωn for

different values of σn
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It can be seen from each curve that the group delay continuously decreases with

frequency increase. Thus, the first-order allpass filter is suitable to compensating

the filter’s delay that has less delay at the low-frequency range and more delay at the

range close to the cut-off frequency.

The maximum delay happens at ωn ¼ 0

GDMAX ¼ GDa 0ð Þ ¼ 2

σn
ðD:6Þ

Either active circuits or passive circuits can realize the first-order allpass filter.

Figure D.2 shows an active circuit of the first-order allpass filter with a positive

gain. This circuit realizes Ha(s) as in (D.1) with σ ¼ 1= RCð Þ:

Ha sð Þ ¼ s� 1= RCð Þ
sþ 1= RCð Þ ðD:7Þ

Due to its simple circuit design, the first-order allpass filter is quite often used in

the case where the group delay of the target filter has the minimum delay atωn ¼ 0,

and then increases monotonically almost up to the normalized cut-off frequency,

such as a Butterworth filter.

D.2 Second-Order Allpass Filter

A transfer function of the second-order allpass filter is given by

Ha sð Þ ¼
s2 � ω0

Q sþ ω2
0

s2 þ ω0

Q sþ ω2
0

ðD:8Þ

where ω0 is the pole frequency and Q is the quality factor. Compared with the first-

order allpass filter, the second-order allpass filter has two adjustable parameters so

that it has more shapes of the group delay. In general, it is easy to design the allpass

Fig. D.2 Active circuit

with positive unit gain

of the first-order allpass

filter [22]
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filter starting from a normalized transfer function. Then, the actual transfer function

can be obtained by de-normalizing the normalized transfer function through the

actual cut-off frequency ωc.

By using the normalized frequency, sn ¼ s=ωc, (D.8) can be written as

Ha snð Þ ¼
s2n � eω0

Q sn þ eω2
0

s2n þ eω0

Q sn þ eω2
0

ðD:9Þ

where eω0 ¼ ω0=ωc is the normalized pole frequency. The phase and group delay of

the second-order allpass filter are given by

θa ωnð Þ ¼ �2tan�1

ωneω0

Qeω2
0 � ω2

n

0@ 1A ðD:10Þ

GDa ωnð Þ ¼ � dθa ωnð Þ
dωn

¼
2eω0

Q eω2
0 þ ω2

n

� 	
eω2
0 � ω2

n

� 	2 þ ωneω0

Q

� �2
ðD:11Þ

The group delay response of the second-order allpass filter versus the factor Q ateω0 ¼ 1 is plotted in Fig. D.3. It is clear that the shape of the group delay is

dependent on the factor Q. It was calculated that the group delay has a peak when

Q > 1=
ffiffiffi
3

p � 0:577. Otherwise, the group delay decreases monotonously from the

zero frequency, and has its maximum delay at the zero frequency. The group delay

D
el

ay

Normalized frequency
0

0

2

4

6

8

10

12

14

0.5

0.5

0.2

Q=3

1

1

2

1.5 2 2.5

Fig. D.3 Group delay of the second-order allpass filter with different Q values at eω0 ¼ 1
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with such a peak in the range from 0 to eω0 ¼ 1makes the second-order allpass filter

more flexible to compensate for the distorted delay with a shallow null in such a

range, which cannot be compensated by the first-order allpass filter.

It can be seen from (D.11) that the delay at zero frequency is

GDa 0ð Þ ¼ 2

Qeω0

ðD:12Þ

When Q > 1=
ffiffiffi
3

p
, the delay curve has the peak at about eω0, and this peak is

equal to

GDa,MAX eω0ð Þ � 4Qeω0

ðD:13Þ

The group delays versus different values of eω0 at Q¼ 2 are plotted in Fig. D.4.

It is clear that the peak almost occurs at the pole frequency of eω0. Thus, we

can determine the peak position through eω0.

Like the first-order allpass filter, the second-order allpass filter can be realized in

either the active circuits or the passive circuits. Figure D.5 shows the second-order

allpass filter constructed in the active circuits of Thomas1. Its transfer function is

given by

Ha sð Þ ¼ � s2 þ R5�R6

R3R5C2
sþ R6

R2R5R8C1C2

s2 þ 1
R3C2

sþ R6

R2R5R8C1C2

ðD:14Þ

For the realization of the allpass filter, the relationship between R5 and R6 is

R6¼ 2R5. Thus, (D.14) is rewritten as

Fig. D.4 Group delay of

the second-order allpass

filter with different eω0

values at Q¼ 2
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Ha sð Þ ¼ � s2 � 1
R3C2

sþ R6

R2R5R8C1C2

s2 þ 1
R3C2

sþ R6

R2R5R8C1C2

ðD:15Þ

The minus sign in (D.15) is due to inverting amplification operation. This can be

corrected by adding one more stage of inverting amplification.

Comparing (D.15) with the standard form of (D.9), we have the following

appropriate parameters as

eω2
0 ¼

R6

R2R5R8C1C2

, Q ¼ R3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R6C2

R2R5R8C1

r
ðD:16Þ

In the following, we give an example of using the first-order and the second-

order allpass filters to compensate for the group delay of a fourth-order Butterworth

lowpass filter.

Design Example D.1 In digital communications, a bandlimited channel with a

constant group delay or small group delay variation is preferable for minimizing

ISI. Using both first-order and second-order allpass filters design a group delay

equalizer to reduce the group delay variation of a fourth-order Butterworth

lowpass filter with a cut-off frequency of 17.2 kHz. As introduced in Design

Example 2.1, this analog filter was used to approximate a pulse-shaping root

raised-cosine filter with α¼ 0.5 for QPSK data transmission at a bit rate of

64 kbps.

Solution With a First-Order Allpass Filter We begin the design with a fourth-

order Butterworth lowpass filter with a normalized frequency ωn ¼ ω=ωc, where

ωc ¼ 2πf c is the cut-off frequency. We use the subscript n here to distinguish the

normalized frequency with the actual frequency. Thus, the normalized transfer

function of the fourth-order Butterworth lowpass filter is

Fig. D.5 Active circuit of the second-order allpass filter
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HL snð Þ ¼ 1

s2n þ 0:7654sn þ 1
� 	

s2n þ 1:848sn þ 1
� 	 ðD:17Þ

It is easy to calculate the group delay response of Butterworth lowpass filter by

using a MATLAB calculation script. This group delay response is plotted in

Fig. D.6. The group delay monotonically increases in the frequency range from

0 to 0.9 and variation is about 1.3 s within this frequency range.

The normalized transfer function of the first-order allpass filter is

Ha snð Þ ¼ sn � σn
sn þ σn

ðD:18Þ

Its group delay is given in (D.5) and is rewritten here

GDa ωnð Þ ¼ 2
σn

σ2n þ ω2
n

ðD:19Þ

Figure D.6 shows the group delay of the first-order allpass filter with different σ
values. Unlike the group delay shape of the Butterworth filter, the group delay of the

first-order allpass filter with σn ¼ 1 monotonically decreases in the same frequency

range from 0 to 0.9 and variation is about 1 s.

Therefore, an appropriate compensation delay would be created with σn < 1. As

a try, we first choose σn ¼ 0:6 and plot the delay of the allpass filter in Fig. D.6,

which is labeled “allpass delay w/0.6”. The cascaded group delay is labeled
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Fig. D.6 Group delay responses of the normalized fourth-order Butterworth lowpass filter and the

first order allpass filter
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“cascaded delay w/0.6”. It is obvious that the allpass filter with σn ¼ 0:6 adds too

much delay to the Butterworth filter. Fortunately, it is relatively easy to find the

optimal sigma value σn ¼ 0:82 to achieve small delay variation with several

trials due to only one parameter. Thus, the cascaded delay with σn ¼ 0:82 gives

the smallest delay variation of aboutΔGD ωnð Þ ¼ 0:3 s, which is much smaller than

the un-equalized delay variation of 1.3 s within the specified frequency range. After

the delay equalization, the absolute delay increases about two times at the DC

frequency, or from 2.6 to 5.0 s, but the absolute delay does not cause any problem in

digital communications.

With σn ¼ 0:82, the transfer function of the first-order allpass filter can be

de-normalized by substituting σ¼σn � ωc ¼ 0:82� 2π �17, 200 ¼8:8618� 104

into (D.18)

Ha sð Þ ¼ s� 8:8618� 104

sþ 8:8618� 104
ðD:20Þ

Finally, the values of R and C are solved with σ¼ 1/(RC), or

RC ¼ 1=σ ¼ 11:284μs. If C¼ 10 nF is chosen, then the resistor is calculated to

be equal to R¼ 1.13 kΩ.
Meanwhile, the transfer function of the Butterworth filter can be also

de-normalized to the true transfer function by substituting the normalized frequency

with two slightly different cut-off frequencies around the target cut-off frequency of

17.2 kHz, or sn ¼ s= 2π � 17, 096ð Þ and sn ¼ s= 2π � 17, 193ð Þ, into two second-

order sections in (D.17), respectively,

HL sð Þ ¼ 1:1539�1010
� 	

1:167�1010
� 	

s2 þ 8:2386�104sþ1:1539� 1010
� 	

s2þ1:9724� 105sþ1:167�1010
� 	

ðD:21Þ

If the lowpass filter HL(s) is implemented by cascading two Sallen-Key lowpass
filters [22], its transfer function is expressed as

HL sð Þ ¼
1

r2
1
c1c2

s2 þ 2
r1c1

sþ 1
r2
1
c1c2

�
1

r2
2
c3c4

s2 þ 2
r2c1

sþ 1
r2
2
c3c4

ðD:22Þ

Parameters can be solved by comparing (D.21) and (D.22) as follows:

r1¼ 8.45 kΩ, c1¼ 1.2 nF, c2¼ 1.0 nF, r2¼ 3.57 kΩ, c3¼ 6.8 nF, and c4¼ 1.0 nF.

Figure D.7 shows the group delay curves of two transfer functions that are

expressed in (D.20) and (D.21) and their cascaded group delay curve in an actual

frequency range. The actual delay variation is de-normalized by dividing the

normalized group delay variation ΔGD ωnð Þ ¼ 0:3 by ωc, or ΔGD ωð Þ ¼ 0:3=ωc

¼ 0:3= 2π � 17, 200ð Þ ¼ 2:776μs within the bandwidth, which can also be seen in

Fig. D.7.
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Solution With a Second-Order Allpass Filter First of all, we observe from

Fig. D.6 that the group delay of the Butterworth filter increases monotonically up

to the normalized frequency of 0.9. This means that the group delay of the second-

order allpass filter should decrease monotonically in order to have the inverse

characteristic of the group delay of the fourth-order Butterworth filter. From

Fig. D.3, we can see that the group delay of the second-order allpass filter contin-

uously decreases starting from zero frequency when Q < 1=
ffiffiffi
3

p � 0:577. We

initially try to set eω2
0 ¼ 1 and Q¼ 0.5, and solve eω0=Q ¼ 2. Substituting these

parameters into (D.11), we plot the group delay in Fig. D.8. From the initial cascade
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filters for Example D.1
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response, we can see that it is low at a frequency of around 0.5. To get more delay

within such a range, we need to make the “initial allpass” delay flat around the

normalized frequency of 0.5 by reducing eω0 and increasing Q as well. With several

further trials, the smallest delay variation curve labeled ‘Final cascade’ is obtained
with eω2

0 ¼ 0:71 and Q� 0.577, and its peak-to-peak variation is about

ΔGD ωnð Þ � 0:15s, within the range from 0 to 0.8 rad/s, which is smaller by a

half than ΔGD ωnð Þ � 0:3s in the case of the first-order allpass filter. Hence, the

group delay variation with the second-order allpass filter is reduced to 0.15 from its

original value of 1.3, or 8.5 times smaller than its original delay variation within the

specified frequency range, respectively.

The normalized transfer function of the second-order allpass filter is given by

substituting eω0 ¼
ffiffiffiffiffiffiffiffiffi
0:71

p
and Q� 0.577 into (D.9)

Ha snð Þ ¼ s2n � 1:46sn þ 0:71

s2n þ 1:46sn þ 0:71
ðD:23Þ

It is clearly shown that the second-order allpass filter with two adjustable

parameters can achieve many different shapes, so that it is more flexible to

compensate for different group delay responses than the first-order allpass filter.

Figure D.9 shows the group delay responses of the Butterworth lowpass filter

cascaded with the first-order allpass filter and the second-order allpass filter in the

actual frequency range.

Next, the actual delay variation is ΔGD ωð Þ ¼ 0:15=ωc ¼ 0:15= 2π � 17, 200ð Þ
¼ 1:388μs within the specified frequency range, which is also a half of 2.776 μs in
the case of the first-order allpass filter. The actual parameters of the second-order

Fig. D.9 Group delay

response of the fourth-order

Butterworth lowpass filter

cascaded with the first-order

and second-order allpass

filters in the actual

frequency range for

Example D.1
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allpass filter areω2
0 ¼0:71� 2π � 17, 200ð Þ¼8:292�109, andω0=Q¼1:578�105,

and its transfer function is given by substituting these two parameters into (D.9):

Ha sð Þ ¼ s2 � 1:578� 105sþ 8:292� 109

s2 þ 1:578� 105sþ 8:292� 109
ðD:24Þ

From (D.24), we can solve resistor and capacitor real values. Compared (D.24)

with (D.15), we have the relationshipω0=Q ¼ 1= R3C2ð Þ ¼ 1:578� 105. By choos-

ing C2 ¼ 1nF resistor is R3 ¼ 1= 1:578� 105 � 10�9
� 	 ¼ 6:34kΩ. Then, from the

relationship ω2
0 ¼ R6= R2R5R8C1C2ð Þ and with R6 ¼ R8 ¼ 20kΩ, R5 ¼ 10kΩ and

C1 ¼ 1nF, the resistor R2 is given by R2 ¼ 1= R5C1C2ω2
0

� 	 ¼ 12:1kΩ. Figure D.10
shows the active implementation structure of the fourth-order Butterworth lowpass

filter with a cut-off frequency of 17.2 kHz cascaded with the second-order allpass

filter.

Fig. D.10 Active circuits of the fourth-order Butterworth lowpass filter cascaded with the second-

order allpass filter
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