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An Enhanced Mechanism for Balanced
Job Scheduling Based on Deadline Control
in Computational Grid

K. Jairam Naik, A. Jagan and N. Satyanarayana

Abstract Grid can be thought of as a network of heterogeneous interactive com-
putational resources from multiple administrative domains that collectively works
towards achieving a common goal. Inefficient scheduling and work load distribu-
tion among the various computational resources in a network is one of the major
issues that affect grid performance. Some resources may tend to be heavily loaded
while some are kept idle, thus affecting the overall performance of the grid.
Balanced load scheduling is thus a serious issue which needs to be properly
addressed in the grid. Balancing the load affects some factors like job execution and
service selection, thus making it all the more necessary to be well implemented. In
this paper we propose a distributed, dynamic and balanced load scheduling scheme
on grids which considers deadline of jobs. Our approach for solving the problem
goes as follows: The resources first check their state and make a request to the Grid
Broker based on the change in state of their load. Then, the Grid Broker assigns
Jobs (Gridlets) among resources, provides schedules for load balancing and
selecting best node of a resource for execution under the given deadline. We
applied our balanced job scheduling mechanisms into a popular simulation platform
called GridSim Tool kit. Experimental results prove that our balanced job
scheduling mechanism can reduces the make span, failure tendency, and resub-
mitted time by maximizing the throughput.
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1 Introduction

Balanced job scheduling is one of the old issues of the present days. Many algo-
rithms and strategies have been already introduced and using to solve the issues in a
grid. The most important task accomplished by those algorithms is to improve the
response time of a user’s application while guaranteeing that the resources are
utilized to their greatest extent. However the important aim of our algorithm is to
make sure that all the efficient resources are loaded equally with their set of tasks,
which results in enhancing the attainment. By the phrase “equally loaded” what we
mean is that, no processor in the grid should be heavily loaded while others are idle
or even lightly loaded [1]. By efficient resources, we mean that the resources with
higher speed and lower possibility to fail while executing job approaching deadline.

Balance job scheduling can be defined by the 6 policies they are, firstly the
information policy gives information on what work load should be collected, from
where it should be collected and when it should be collected. Secondly, the trig-
gering policy determines the time at which load balancing operation should initiate.
Thirdly, the resource type policy classifies a resource as a server/receiver of job
based on its availability status. Fourthly, the job selection policy defines tasks that
should be shift from overloaded source (resources) to the efficient idle receiver
(resources). Fifthly, the resource selection policy determines the successive
resource for job approaching the deadline. Policy SIX, the location policy uses the
results of the resource policy type to find a most suitable partner for a resource
provider/receiver.

Every distributed computing consists of policies like load balancing, scheduling
and fault tolerance etc., for the efficient utilization of resources. However these
policies cannot be applied directly to the grid even though it belongs to the class of
distributed systems [2, 3]. In addition to this, the load balancing techniques cannot
be applied to grid architectures despite their use in conventional, parallel and other
distributed computing because the classes have architectures that are specific. Also,
the scheduling of tasks on multiprocessors/multiple computers assume that the
processors are not heterogeneous but homogeneous and linked with homogeneous
and fast networks which may not possible all the times. The motive behind our
approach is as follows [2, 3].

(1) All the resources have the same speed. (2) High bandwidth interconnection
network among PE’s. (3) Input data is readily available at the processing site.
(4) The complete time for transferring I/O data is negligible.

There are several challenges to design an efficient and effective load balancing
system for the grid environments. Few of them include heterogeneity, scalability,
adaptability, selection of resources and computation data separation. In addition to
this, the challenge of large size data that is to be moved and the improper distri-
bution of the resources in the Grid environment. Few problems resulting from the
above have not yet solved and till today remained as open research issues. Hence,
designing an effective balance job scheduling system for the grid is a major chal-
lenging task.

4 K. Jairam Naik et al.



2 Related Work

Till date many load balancing strategies have been proposed [4–11]. Cao [4] use an
ant like self organizing policy to achieve the system wide load balancing by col-
lection of simple local interactions between Grid elements. In this exemplary,
numerous resource management agents coordinate to achieve automatic load bal-
ancing of job queues which are distributed. Each individual ant holds tow of m
steps in succeeding to decide the least and the most loaded nodes, Loads on these
tow nodes will be then redistributed between themselves. After a series of suc-
cessive redistributions, uniform system wide load balancing can be attained. To
attain dynamic load balancing in Grid, Yagoubi [8] proposed a tree model based
layered algorithms. Their algorithm presents the following important aspects: (1) it
is layered one; (2) it supports scalability, heterogeneity; and (3) it is fully not
dependent of any physical architecture of a Grid. To balance the load, Lenders [9]
uses a field based routing and service discovery scheme for sensor networks. Novel
anycast routing and density based anycast methods they used to show that the
number of group members can be effective in the routing decision. This is contrast
to routing based on proximity techniques, which consider distance details only.
Information dissemination protocols introduced by Erdil [10], can distribute the
load in a way without use of load rebalancing through job migration. This is more
costly and difficult in large scale grids. Two novel distributed swarm intelligence
inspired load balance algorithms were introduced by Ludwig and Maollem [11].
Those are based on ant colony, particle swarm optimization.

In Naik et al. [6] tried to balance the load in the grid by grouping the resources
into levels according to their speed. Computed fault rate of each resource to
determine the suitable resources for the jobs, and thereafter to take scheduling
decision. As per resource speed requirement, job is scheduled to the resource of a
desired level. Naik et al. [7] considered fault rate of each resource along with other
QOS parameters in calculating the Performance Indicator (PI). Value of PI decides
suitable resources for job (lower the PI gives the resource with less failure ten-
dency). EGDC of Hao [5] gives deadline control based load balancing strategy in
GridSim, where they worked on deadline. Success and failure rate of the resources
are also need to be considered along with job deadline to make scheduling decision.
As stated earlier, this paper pays attention on success rate of PE’s also and presents
a balanced job scheduling mechanism. Our approach to balanced job scheduling
goes as follows: First, load of the resource is calculated and then classified into
groups according to load. Namely over loaded, normally loaded and under loaded.
Second, failure and success rate of every resource in the group is determined; this
rate is used to schedule the jobs in the queue which approaching its deadline on to
the resource having more cost rate. Finally, our proposed balanced job scheduling
mechanism is applied in GridSim, to schedule on and to change the resource state.
Our experimental results used to demonstrate proposed mechanism not only
reduces the make span, but also reduces failure tendency, resubmitted times, and
improves the throughput.
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In the Sect. 3, we introduce GridSim and summarize some proposed load bal-
ancing schemes. Section 4 presents our balanced scheduling mechanism based on
success rate and deadline control. Simulation, comparison among without load
balancing (WLB) [12], load balancing on enhanced GridSim (LBEGS) [13] and
EGDC [5] presented in Sect. 5. Finally, Sect. 6 concludes the paper.

3 Resource Load Balancing Schemes on Grid

A. Simulation of Balanced Job scheduling on GridSim
GridSim [12] is a very popular Grid simulation tool and has been used widely in the
studies of Grids [14]. GridSim supports entities for simulation of various types, like
single processors, multiprocessors, and for heterogeneous resources that are con-
figured as time shared or space shared systems in the actual time. All along the
system of simulation, GridSim creates a number of multi threaded entities for each
and everything that use it i.e. the grid users, grid brokers, grid resources, grid
information service, statistics, and network-based I/O, each of which runs in par-
allel in its own process. An entity’s behavior needs to be simulated within its
method body(), as suggested in SimJava [15]. The layers of GridSim are shown in
Fig. 1. Grid Broker occupies the highest position in the Grid environment which is
responsible for maintaining the scheduling and rescheduling activities of the Grid
resources. The Grid Broker basically gets information of a load from a grid
resource, converts into a gridlet and sends this gridlet to resources for further
optimization of scheduling. During this, it also checks the state of the resource and
performs any scheduling if needed. In the GridSim hierarchy, Resource is next to
the Grid broker. Grid Resource coordinates activities like scheduling; load bal-
ancing on its machines and sending an event to the Grid Broker about its load
status.

Fig. 1 The grid structure in GridSim
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Machine is a processing entity (PE) owns one or more PE’s and manages them.
It performs task scheduling and load balancing on its PE’s. Resource simulator of
GridSim uses internal events to simulate the execution and allocation of PE’s to
Gridlet jobs. When job arrives at and if there is a free PE, space-shared approach
starts its execution immediately, jobs queued otherwise. During assignment of
Gridlet, its execution time is determined and the event is scheduled for delivery at
the end of execution time. Whenever a job completes its execution, an internal
event is issued to indicate the completion of the scheduled job. Resource simulator
then release the PE allocated to it, and checks other jobs waiting in the queue if any.
If jobs are waiting in the queue, then the scheduler in resource simulator selects a
suitable (approaching deadline) job depending on the policy and allocates it to the
successive free PE. The completed Gridlet is sent back to its originator (broker/user)
and then removed from execution set. GridSim schedules new internal event that is
to be delivered at the completion time of the scheduled job.

A Gridlet/job is an entity which contains information of its execution manage-
ment details such as job length expressed in MIPS, disk I/O operations, the size of
input/output files, deadline, job originator and other execution management details
if any. Using these basic parameters, GridSim determine the job execution time, the
time required to transfer input and output files between users/remote resources, and
sending the processed jobs back to the originator along with the results. A resource
entity represents a Grid resource may having different characteristics and hence
may be different. Resource speed and job execution time can be defined in terms of
ratings the standard benchmarks. Upon obtaining the resource contact details from
the Grid Resource information service (GRIS), Grid Brokers may query resources
directly for their static and dynamic properties.

Throughout our paper, we considered three parameters they are, (1) resource
success rate s, (2) deadline t of job and (3) the resource load level l, the details can
be found in Sect. 5.

B. Balanced scheduling schemes in GridSim
Most of the scheduling approaches in Grid belong to no load balancing approaches
such as FPLTF (fastest processor to largest task first), min–min, and max–min.
There are many centralized load balancing techniques [13, 16, 17] but all of them
cannot be suitable in all the scenarios. We just introduce WLB (without load
balancing) [12], LBEGS [13] and EGDC [5] in this paper. To simulate the exe-
cution and allocation of PEs to Gridlet jobs, the GridSim resource simulator adopts
internal events. LBEGS [13] gives the details of algorithms for load calculation of
the PE, Machine, and GridResource. This also provides load balancing algorithms
among PEs, machines, and resources. The advantages of this scheme include less
communication overhead and reduced idle of Grid resources.

EGDC [5] gives load balancing strategy into a GridSim based on deadline
control, where they concentrated on deadline. But to meet jobs deadline, it is also
required to consider success rate of the resource assigning.

An Enhanced Mechanism for Balanced Job Scheduling Based … 7



4 Enhanced Gridsim for Balanced Job Scheduling Based
on Deadline Control

Every resource must manage itself and hence all the processing capabilities cannot
be given to the gridlet. Suppose that, the load of the resource is denoted by l.
current-load, and that Gridlet g (denotes the job) is assigned to Resource r with a
deadline in t seconds. Current-load, l is the percentage of the resource calculation
ability that is given to Gridlets. The Method for the calculation of the new load of a
resource is as follows.

In fact, l.currentload is the present load on a node; if g can be finished quicker,
the load of l might be less than the result of above calculation. If no more Gridlets
are present for load calculation, the Gridlet will be completed sooner as. Under this
condition, the load is lesser than the result that we obtain by above method, which
only provides methods for scheduling. Considering deadline t, we elaborate the
Gridlets as follows.

Gridlet (gridletID, gridletLength, gridletFileSize, gridletOutputSize, record,
deadline);

Let us presume that the resource l has a machine list as follows: [machine0,
machine1…machinem, machine0temp, machine1temp …, machinemtemp]. Here
machinetemp can be explained as Machinetemp (int Machineidtemp, int numPEtemp, int
ratingPEtemp). Machineidtemp, numPEtemp, ratingPEtemp denote the id of the
resource machine, the number of PE’s, and the rating of every PE’s, respectively.
Here ratingPEtemp can be expressed in MIPS. The resource’s speed can be calcu-
lated as follows:

Resourcei.Speed = ∑
m

temp=1
NumPEtemp*RatingPEtemp

We must check the state of a resource r time to time because some machines or
PE’s might go online or offline from the resource and also new machines or PE’s
can be joined to the resource.
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Algorithm 1 gives the specifications for finding state of resource, which can
either be classified as underloaded, normallyloaded, and overloaded and can be
denoted by 0, 1, and 2 respectively. We know that the CPU load on Windows/Unix
OS can be scheduled even on a Grid, so we can forecast the load of the resource by
itself. Then, by summing the load of other Gridlets allocated to the resource, the
resource load is obtained as follows. When a resource finds its state change, request
was made to the Brokers for changing the state in its Grid information. Suppose
1 > = rt > rb > = 0, if the resource load is more than rt, we say resource is over
loaded; if the load of resource is less than rb, the state of the resource is called as
under loaded. If the resourceload is in the range rb to rt, resource state is called
normally loaded. When the resource understands that its state was transformed, it
transmits a request to the Brokers and adjusts the state to new state of load in its
Grid information. The algorithm for checking the state is as mentioned. The state of
every resource is checked by the grid broker and it inserts it into one of the three
states based on the load. In our approach, Grid Broker puts the resource into
“overloaded list” if the state was over-loaded, spot into “normally loaded list” when
the state was normally-loaded and inserted into “underload list” if the state was
lightly-loaded. Assume 0 < rb < rt < 1, if the load of resource is greater than rt,
then the state of the resource is over loaded, and the resource belongs to the
Overloaded list; if the load at resource is lesser than rb, then the state of the
resource is called underloaded, and this resource is from the Underload list,
otherwise, the resource belongs to Normallyloaded list. The detail of system ini-
tialization is given in Algorithm 2.
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The Grid Broker updates the record of the resource information whenever any
trigger is received from the resource (see Algorithm 1). If the state of the resource is
overloaded, some of the Gridlets of the current resource are assigned to the unas-
signed gridlet list and if the state of the resource is underloaded, more number of
Gridlet are assigned to it. The details are illustrated in Algorithm 3.

In Algorithm 4, Unassigned Gridlet list l queues the newly arriving jobs and the
unfinished jobs coming from the resource as the execution fails. The Grid Broker
schedules jobs time to time and simultaneously, the resource also checks the load
and supervises the state. If a resource can give more accounting ability to a Gridlet
and can change of state from under-loaded to over-loaded state, we select the
scheduling with the maximum supluscapacity1 of all Gridlets. The supluscapacity1
maintains the leaving processing capacity to the state of over loaded. Otherwise, we
select the scheduling whose state is under loaded with the maximum suplus-
capacity2 of all Gridlets. In particular, supluscapacity2 stores the leaving computing
capacity to the state of normally-loaded when no scheduling gets resource state
changing into over loaded. Supluscapacity1 and supluscapacity2 provide a flexible
mechanism for scheduling if some resources/machines/PEs go offline occasionally.
Supluscapacity1 and supluscapacity2 transform the resource state approach a
‘‘normally load’’ one, so these approaches give more free resource than other and
maintains an accepted level of load of the scheduled resource. Algorithm 4 gives
details for scheduling Gridlets.
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Algorithm 5 calculates the success rate of resources, to be used by Algorithm 4.
Keeping in mind the success rate of a resource helps one to recognize an efficient
resource. Fault handler agent is a static entity that stays in the grid and works in
collaboration with scheduler to keep a record of the success and fault rate of grid
resources. It performs on the basis of notifications received, and updating list
obtained from the Gridlet Agent. A mark is assigned to any resourcei, which are
employed to complete the nominated Gridlets on time, are termed or marked as
success otherwise marked as failed.

The history of all resources in the list is updated by the agents and value of the
resource’s fault rate is calculated. If the PE executes the job in the given deadline,
its success rate is incremented by 1, otherwise decreased by –1. PE’s speed and its
success rate are used to calculate the cost acquired for it. The available PE with
higher cost will be the best and most suitable PE for executing the job with a near
deadline and the job will be scheduled on it.
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5 Simulation

Makespan is the main parameter that determines the performance of a grid. The
makespan is defined as the ‘‘total time for executing tasks of a Gridlet’’, which is
period of time between the moment at which the first job is sent to the grid and the
moment at which the last job exits out of the grid. In our simulation, Gridlets with
variable sizes are assigned. In order to consider realistic conditions, we made use of
“Makespan” as the criterion for determining the performance of the grid. Other
criteria used to test the performance include: failure tendency, throughput, total time
and resource unavailability. The proposed algorithms are simulated on GridSim 5.0
[12], using same configuration of resources in our simulations. We use Windows
8.1 on an Intel Core (TM) i-5 CPU (1.70 GHz and 2.40 GHz), with 4 GB of RAM
and 1000 GB of hard disk.

Simulation with constant Resources and (variable) Gridlets
There are 4 resource providers (from R0 to R3), every resource provider has five
machines associated with it, every machine has five PE’s, thus the Grid system has
100 PE’s in total. The load factor is initially configured to 0. The configuration of
Gridlet parameters, resource load and threshold parameters and are listed in
Table 1. Every PE is given a grade between 1 and 5 (lowest cost is assigned grade
1,…, higher is assigned grade 5). The cost of each PE is calculated on its speed
(MIPS) and success rate. Every job arrives randomly between 1 and 10 time units(s)
and each has a deadline with a range of time units [1…6]. Each given Gridlet length
is between grade 10,000 and grade 50,000 (10,000 million instructions is assigned
grade 1 ,…, 50,000 million instructions is assigned grade 5). So, the PE with
highest cost assigned to the job with nearest deadline. If this PE is above normal
load then the PE which has next higher cost will be provided. This process will
continue till the best PE is identified and assigned for the job. The threshold
assumed for resource, machine, PE is 0.6, 0.75, 0.8 respectively. We set rb = 0.75,
rt = 0.80. The readings are taken by varying number of Jobs 200, 500, 1000 and
1500 and the number of PEs is kept constant at 100. The comparisons of finished
jobs, unfinished jobs, throughput, failure tendency and makespan between Our-
Appr, EGDC, LBEGS, and WLB are shown in Figs. 2, 3, 4, 5, 6 and 7.

Figures 2 and 3 show the number of finished jobs of OurAppr is always higher in
number than that of EGDC, LBEGS and WLB. With more number of jobs sub-
mitted, the number of jobs finished increases. Unfinished Gridlets are directly
proportional to the jobs submitted for constant PE’s and for changing PE’s. The
reason is that EGDC will not consider success rates of resources. EGDC selects a
PE possessing highest speed and is at normal load for execution, without taking into

Table 1 Simulation parameters with constant gridlets

Parameters of Gridlet Load-level
Jobs, arrive time Gridlet length Deadline Resource Machine PE

500, [1, 10] s [1, 5] PE’s [1, 6] s 0.6 0.75 0.8
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Fig. 2 Throughput—no. of
gridlets submitted versus
finished Gridlets unfinished

Fig. 3 Efficiency—no. of
gridlets submitted versus
Gridlets

Fig. 4 Resubmission time—
no. of gridlets submitted
versus resubmission time
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Fig. 5 Makespan—no. of
gridlets submitted versus total
time to finish

Fig. 6 Failure Tendency—
no. of jobs submitted versus
jobs failed

Fig. 7 Unavailability—no.
of gridlets submitted versus
resources unavailable
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account PE failure history, The PE may have worst success rate history. So, the
probability that job will be executed in given deadline is less. Thus, the
PE/machine/resource threshold produces time waste and approaching job deadline.
Our approach acknowledges PE/resource history as well as PE/resource speed and
calculates its cost. The PE which has the highest cost is selected as the best PE
hence it has more speed and good success rate.

An example of a Grid which has only one resource is taken. The resource has
only one machine, and the machine possesses 100 PEs; considering OurAppr, the
number of PEs used is between 75 and 80. Some resources go online or offline
randomly, posing more problems to job scheduling. With EGDC resubmission time
will increase as it may schedule the job on PE with more failure with rise of
gridlets.WLB has no flexibility rules for a Grid and is considered to be the worst of
the three schemes. Once the Gridlet grow to 1500, the finished Gridlets become less
and even remain a constant after a while. Hence the Grid system has no more power
to schedule Gridlets as much as that of Gridlets for deadline and processing
capacity.

Figure 4 depicts that, the resubmitted time of OurAppr is less than that of the
others with the increasing number of Gridlets. The reason behind this is that
OurAppr provides lot of flexibility in areas of resource selection and scheduling. If
some machines/PE’s are offline, execution won’t be hampered and can be com-
pleted by scheduling between successive resources. For EGDC, LBEGS and WLB,
if a resource/machine/PE had less success rate or they go offline, the scheduling is
inefficient/fails.

Figure 5 shows that the makespan of OurAppr (1.5–25), EGDC (2–28), LBEGS
(2–42) and WLB (2–44) for 100 PE’s and Gridlets 200, 500, 1000, 1500. We
executed our test many number of times and obtained this average range. The
makespan is the ‘‘total application execution time’’. It is less for OurAppr when
compared to EGDC, LBEGS and WLB, because we schedule the jobs on most
successful PE’s for continuous and uninterrupted execution. From the above
experimental results, it can be concluded that OurAppr is more efficient and has
better performance than EGDS, LBEGS and WLB on constant PE’s and with
Gridlets 200, 500, 1000, 1500.

Figure 6 display another metric which has been introduced in this work to
scrutinize the efficiency of OurAppr, known as Failure tendency. It gives the
number of jobs that failed to complete execution in the defined deadline. The reason
for failing may be shorter deadline periods assigned to low speed PE’s, few
machines/PE’s may be offline or the week success history of that resource. The
success or failure history of the grid resources are predicted when using a certain
scheduling system. The Failure Tendency of OurAppr is compared to EGDC,
LBEGS and WLB for 100 PE’s and submitted Gridlets 200, 500, 1000, 1500. The
Tendency of failure for OurAppr is 2–4 resources. Thus lower number of resource
failure with OurAppr depicts that the scheduling and load balancing strategies used
in OurAppr are the best. We state that OurAppr is more efficient than any other
mechanisms. The experimental result prove the failure tendency of resources with
EGDC (12–14 resources), LBEGS (25 resources) and WLB (25 resources) is more.
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We have averaged this test to obtain an accurate result. In Fig. 7, unavailability of
resources for execution Gridlets is seen. This situation may result into Gridlet
resubmission and lead to crossing deadline. If the numbers of resubmitted job
increase, resubmission time, turnaround time also increase and throughput
decreases, thus reducing the efficiency. Unavailability for OurAppr is just 1–2
resources. Thus smaller number of resource unavailability with OurAppr proves
that the success rate occupying scheduling and load balancing way used in OurAppr
is most efficient when compared to any other. Our experimental result says the
unavailability of resources with EGDC (2–5 resources), LBEGS (4–15 resources)
and WLB (6–14 resources) is noted. We executed our test several times and
obtained this average range.

6 Conclusion

In this paper, a dynamic, distributed balanced job scheduling approach for a
computational Grid is proposed, the simulations of which prove that the perfor-
mance of a grid are optimized and improved to a large extent while decreasing the
failure tendency and resubmitted time. This approach defines a perfectly elastic and
efficient mechanism for balanced job scheduling. The resources as well as the Grid
Broker are a part of the balanced job scheduling operations of the grid. In our future
work, more features and characteristics of the grid, such as bandwidth, processing
ability, Gridlet requirement etc. will be taken into account and further research will
be carried out.
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A Secure Location-Based Coupon
Redeeming System

J. Maruthi Nagendra Prasad and A. Subramanyam

Abstract With the rapid evolution of mobile computing technologies, Mobile
location based services are identified as one of the most promising target applica-
tion. Mobile location based services have lot of limiting factors. In this paper we
propose a new rewarding system based on location of the Mobile User where
Mobile Units will collect Coupons from the Coupon Distribution Center and then
redeem their Coupon’s at the Coupon Collection Center. Coupons acts as virtual
currency Coupon’s Distributers and Collectors can be any entity or retailer. This
rewarding system based on location of the Mobile Unit is a secure one and pre-
serves privacy of the Mobile user.

Keywords Mobile location based services ⋅ Rewards ⋅ Coupons ⋅ Privacy ⋅
Security

1 Introduction

With the proliferation of mobile devices, mobile location-based services (MLBSs)
have emerged as a new type of mobile marketing. Mobile commerce is poised to
make a qualitative leap. Knowledge of the end user’s location will be used to
deliver relevant, timely, and engaging content and information. For mobile network
operators, location-based services represent an additional stream of revenue that can
be generated from their investments in fixed infrastructure. For the end user, these
services can help reduce confusion, improve the consumption experience, and
deliver high-quality service options. As per a report 1 % of Americans used MLBSs
[1]. Research conducted by Juniper predict that revenue generated by MLBS’s will
be more than $12.7 billion by 2014 [2].
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There are various kinds of Mobile Location Based Services. First one is social
networking based on Location [3]. Second one require users to provide current or
historical location proofs to fulfill some purposes [4]. Third one is Mobile Com-
merce [5] and Fourth one is check-in games based on location [6].

Location-based check in games are having 3 restrictions first mobile users can
get benefits from the same store, second security is not guaranteed in this system [7,
8] and third is preserving users privacy is difficult.

Here, we propose a rewarding system based on mobile location. The proposed
system consists of a Mobile Unit, Coupon Distribution Center, Coupon Collection
Center, Data Center and Authentication Center. Mobile Unit will collect Coupon’s
from the Coupon Distribution Center and Mobile Unit can redeem the Coupons for
rewards at the Coupon Collection Center. Data Center stores the Mobile Unit and
Coupon validation details, used to validate the Coupon before rewarding the Mobile
User. Data Center is used when Coupon Distribution Center and Coupon Collection
Center happens to be of the same retailer.

If the Coupon Distribution Center and Coupon Collection Center are from dif-
ferent retailer instead of Data Center Authentication Center is used which validate
the Mobile User and Coupon. Communication between MU and CDC/CCC carried
out via WiFi interface. CDC/CCC are connected to the DC through wired network.

2 Related Work

In spite of the fact that there are many flavors of Mobile Location based systems
they cannot ensure security of the system and privacy for the users.

First users can fake their location to get more benefits, this problem can be
addressed by sun et al. [9] uses signal patterns to position users. Anisetti et al. [10]
explore geographical information and can achieve location accuracy and using
Bluetooth for generating location proofs [11]. Lenders et al. [12] uses geo-tags. [13,
8] propose to use Wi-Fi.

Second User’s Privacy can be compromised. [14–20] Propose schemes to
achieve communication anonymity and data privacy k-anonymity Clocking scheme
[15–19], propose to hide real location of the user and others include obfuscation of
location [20], and using pseudonyms.

3 System Design

This system consists of Mobile User’s (MU), Coupon Distribution Center (CDC),
Coupon Collection Center (CCC) and Data Center (DC) or Authentication Center
(AC) as shown in Figs. 1 and 2.
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Mobile Users (MUs): A Mobile Unit collects the coupons and redeem for rewards.
For collecting coupons Mobile User communicates with Coupon Distribution
Center and redeems the Coupon when it communicates with Coupon Collection
Center.

Coupon Distribution Center (CDC): Coupon Distribution Center generates the
Coupon for the Mobile Unit and Stores the Mobile User validation information and
coupon information in the Data Center or in Authentication Center.

Data Center or Authentication Center: it validates the Mobile User and coupon.

CDC

CCC

DC

MU

Same Company:Fig. 1 Same Company
Scenario where CDC and
CCC belongs to same
company or retailer

CCC

AC

MU

CDC
Different Company

 

Fig. 2 Different Company
scenario where CDC and
CCC belongs to the different
retailers
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Coupon Collection Center (CCC): This entity verify the Mobile User’ coupon and
rewards them with benefits.

Shared Secret Key Generation:
As Assume two mobile users user1 and user2 either one of them pick large prime
numbers n and g. User1 picks a large number x and keep it secret and User2 picks a
large number y and keep it secret User1 initiates the key exchange protocol by
sending User2 a message containing (n, g, gx mod n).

User2 responds by sending User1 a message containing gymodn. Now User1
computes (gymod n)xmod n = g xymod n. Similarly User2 computes (gx mod n)y

mod n = g xymod n, in the similar fashion shared secret keys shown in Table 1 can
be generated.

4 Rewarding System

As Here the system consists of following processes:

Coupon Distribution:
Whenever a Mobile User visits a CDC it requests a Coupon. To protect identity of
the Mobile User and preserve the location details MU randomly generates a
pseudonym based on real identity. CDC needs to check MU’s identity before
allocating a coupon.

Thus CDC consists of two phases

• MU’s Identity authentication:
Purpose of validating an MU’s identity is defend against misbehaving users who
use fake ids.

• Coupon Distribution:
If the MU completes the identity authentication the CDC will process the MU’s
token.

Table 1 Shared secret keys
in the Rewarding system
based on the location of the
mobile user

Shared secret key Purpose

K d, c Shared secret key between CDC and CCC
K i, d Shared secret key between MU and CDC
K i, c Shared secret key between MU and CCC
K d, dc Shared secret key between CDC and DC
K c, dc Shared secret key between CCC and DC
K d, a Shared secret key between CDC and AC
K c, a Shared secret key between CCC and AC
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Coupon Redemption:
Whenever an MU communicates with CCC it initiates a token redemption process.

Thus CCC consists of three phases:

• MU’s Identity Authentication at CCC:
CCC first checks the MU’s identity to make sure it’s an authorized user and this
phase is similar to MU’s Identity authentication in CDC.

• Coupon validation:
This phase is used to validate the coupon submitted.

• Reward Distribution:
After the MU and coupon validation completes then benefits will be rewarded to
the MU.

Rewarding system based on Location of the Mobile User includes the following
steps:

Sample Scenario:
See (Figs. 3, 4, and 5)

Mobile Unit Coupon Distribution Center 

1 Mobile Unit
2 Generate a Coupon (Id,rd) 

3 Decrypt the Coupon

Ki,d(Request) 

Ki,d(Coupon)

Fig. 3 Shows interaction between Mobile Unit and CDC using shared secret key Ki, d where
generated coupon will be consisting of Id of the MU and a random number

Coupon Distribution Center Data Center

1 Mobile Unit attributes
and Coupon Information
are stored in Data Center

2 Store the information which is 
used for validation 

Kd,dc(Id, Coupon) 

Fig. 4 Shows interaction between CDC and DC using shared secret key Kd, dc
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5 Conclusion

Here we proposed a secure and privacy preserving rewarding system based on
location of the mobile user. We designed secured and privacy aware system for
redeeming the rewards. We find the system is resilient to many attacks and privacy
of the mobile unit will be protected well.
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Sanskrit as Inter-Lingua Language
in Machine Translation

Sunita Chand

Abstract This paper gives an insight into the role of Sanskrit as inter-lingua
language in Multi-language machine translation. Inter-lingua and direct transfor-
mation based approaches have been used for a long period complementing each
other while sometimes competing with each other. Inter-lingua based approach is
efficient when used for multi-lingual machine translation e.g. Angla-Bharati system
uses pseudo lingua for Indian language (PLIL) as inter-lingua language for trans-
lation from Hindi to other Indian regional language. It is proposed to use Sanskrit as
an inter-lingua in Multi-language machine translation.

Keywords Inter-lingua ⋅ Machine translation ⋅ Natural language ⋅ Corpus
based ⋅ Sanskrit ⋅ Hindi

1 Introduction

Natural language processing has evolved from artificial intelligence field in order to
provide linguistic intelligence to machines so that it can unambiguously interpret
the sentences given as input in regional language and do the desired processing.
Machine translation (MT) is a task that requires knowledge of various other dis-
ciplines such as computational linguistics, cognitive science, computer science etc.
MT has been made possible by various approaches classified as follows:
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1.1 Direct Substitution

In this approach the words or phrases in the source language are translated as they
are to a target language by using a dictionary. It needs a comprehensive dictionary
of all the words and their phrases. Obviously It seems very unrealistic that this
method can cope-up with complexity and ambiguous nature of a natural language
e.g. Anusaaraka.

1.2 Rule Based/Knowledge Based/Transfer Based Approach
(RBMT)

This approach involves generating the database of rules used by the source lan-
guage as well as target language and obtaining a parse of the source language for

Fig. 1 Translation using
single inter-lingua language

Fig. 2 Translation using two
intermediate languages
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mapping to target language structure using these rules. There have been many
systems developed using this approach e.g. Angla-Bharati, Matra, Anubaad etc.
This approach has the limitations that we can’t incorporate all the rules in a system
due to which such system suffers from being inadequate, providing limited cov-
erage and also sometimes producing incorrect translations.

1.3 Corpus Based Approach (CBMT)

Corpus based system are further divide as example based MT system e.g.
ANUBHARATI and Statistical MT system (SBMT) e.g. GOOGLE Translator,
Bing Translator etc. These systems learn how to translate by analyzing existing
human translations (known as bilingual text corpora). The success of these systems
is obviously dependent upon availability of representative parallel corpora with
wide and adequate coverage in the domain of application.

1.4 Inter-Lingua Machine Translation

In this approach, the translation between source language and the target language is
accomplished by using some intermediate language which is capable of presenting
whole information contained in source language sentences in unambiguous form.
Further the intermediate language is translated to target language text.

This approach is very efficient for designing of multilingual translation systems
with minimum additional effort. The quality and success of this approach depends
on the ‘virtues’ of the intermediate language and the intermediate structure obtained
from the source text. PLIL is one such intermediate structure used by Angla-Bharati
system [1]. Other languages used as inter-lingua are UNL (Universal networking
language) [2], KANT system [3].

1.4.1 Types of Inter-Lingua Machine Translation Systems

A. Translation using single intermediate language.

In this approach any source language is first translated into in intermediate language
(X) and vice versa [4]. Now to translate a language L1–L4 the translations required
are (Fig. 1):
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B. Translation using two intermediate languages

There might be cases that a single intermediate language is not sufficient for
translation from language L1 to L2 i.e. there does not exist a common language
which can be conveniently used as intermediate language for L1 and L2. Instead L1
can be conveniently converted to X1 whereas X2 can be used as intermediate
language for L2. Also X1 and X2 are commonly used languages for which X1 to
X2 conversion packages are already available. Then some least used languages can
take the benefit of conversion through two intermediate language instead of no
conversion solution.

Let L2 and L5 are least used languages having that does not have a common
intermediate language, then L2→L5 conversion can take place as
L2→X1→X2→L5 (Fig. 2).

The remaining paper is organized as follows: Sect. 2 gives an insight to the
features required by any language to serve as inter-lingua. Section 3 describes the
features of Sanskrit language that make it a strong candidate to be used as inter-
mediated language for machine translation. The paper ends with the conclusion and
future scope in Sect. 4.

2 Features of an Inter-Lingua

Inter-lingua based approach is advantageous over other machine translation
approaches. The first advantage is that multilingual translation need not define
explicit rules for each language pair in translation direction. Rather each of the N
languages first need N mappings to be translated to intermediate language and then
N mappings to translate each language from inter-lingua. So a total of 2 N map-
pings are required to translate among N natural languages. Whereas, in transfer
based approach, a separate mapping is required to translate in each direction for
every pair of languages resulting in a total of N (N–1) mappings [5].

For a language to be capable of being an inter-lingua language, it should
possess some important characteristics. First of all, it should be unambiguous.
Each word in the inter-lingua should be explicit in representation. Secondly, an
inter-lingua should be universal, i.e., it should be capable of representing the
abstract meaning of any text belonging to any language or domain. Third
characteristic that an inter-lingua should possess is that it should be capable of
presenting the wholesomeness of the input text i.e., it should be able to rep-
resent morphological, syntactic, semantic and even pragmatic meaning of the
input text. Fourth, an inter-lingua should not get influenced by the formal
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representation of the content in source language. Rather it should represent the
content of the input language only. Fifth, an inter-lingua should be independent
of both, the source language and the target language. The analysis part of the
Source-to-target language translation should be based on source language,
whereas the generation part should be target specific [6].

The next section describes the features of sanskrit language that make it suitable
to be selected as inter-lingua language.

3 Sanskrit as an Inter-Lingua Language

The entire Sanskrit grammar, known as Ashtadhyayi was created by sage Panini
with the help of fourteen distinctive sounds that he conceived from God Shiva’s
damru (small hand-drum which God Shiva holds in His hand).

The perfection of Sanskrit grammar can be proved very easily by the
extensiveness of its grammatical tenses, one form for the present tense, three
forms for the past tense and two forms for the future tense. There is an
exclusive representation for, potential mood, imperative mood, benedictive
mood (called asheerling, which is used for indicating blessing), and condi-
tional. It has three separate words for each of the three grammatical persons
(first, second and third person), and it further distinguishes among ekvachan,
dvi-vachan and bahu-vachan i.e., if it is referring to one, two or more than
two people. Also the three categories of the verbs, known as atmanepadi,
parasmaipadi and ubhaipadi. signifies that the outcome of the action is
related to the doer or the other person or both respectively.

In this way there are ninety forms of one single verb.
For example: ‘kri’ root word (known as dhatu) means ‘to do’. Sanskrit has

ninety forms of verbs like this e.g., karoti, kurutah, kurvanti, etc. whereas in
English language, there are only a few forms of each word e.g., do, doing, and
done in the below figure. Additional words e.g. is, was, will, has been, have
been, had, had been etc. are added to these forms of verb to distinguish the
tenses. But in Sanskrit language there are distinct single words for all kinds of
uses and situations. There are words for all the three genders for the nouns
and pronouns and each word has twenty-one forms of its own to cover all
situations.
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Regarding Sanskrit vocabulary, there is a dictionary of the root words and
prefixes and suffixes called dhatu path at the end of Ashtadhyayi. It has an abun-
dance of words and furthermore, Sanskrit grammar is capable enough for creating
any number of new words for a new situation or concept or thing.

Hence the Sanskrit language fulfills the first requirement of an Inter-lingua
language that it should have word, explicit in representation.

Second requirement that is an inter-lingua should be universal, can be proved by
the Sanskrit language has been in its perfect form since thousands of years earlier
even before the infancy of the earliest prime languages of the world like Hebrew,
Greek, and Latin.

These languages have adopted many words from Sanskrit and have undergone
many changes as they passed from one stage to another whereas there has never
been any kind, class or nature of change in the science of Sanskrit grammar.

The sound of each of the 36 consonants and the 16 vowels of the Sanskrit
language are precise and fixed since its inception. The words of Sanskrit language
were never changed, improved, altered or modified in any way. All the words of
Sanskrit language used to be pronounced in the same way as they are pronounced
today. Also the Sanskrit vowel system has also been immune to any kind of
alteration. The reason to this immunity is that Sanskrit was the first language of the
world and that it attained its absolute perfection by its nature and formation

When a language changes its form and shape to some extent when it is spoken
by unqualified people and people of other origin, is known as ‘Apbhransh’. For
example Sanskrit word ‘matri’, with a long ‘a’ and ‘soft’ ‘t’, became ‘mater’ in
Greek, and ‘mother’ in English. It represents that English and Greek languages are
‘apbhransh’ form of Sanskrit. Such ‘apbhranshas’ of Sanskrit words are found in all
the languages of the world, which proves that Sanskrit was the mother language of
the world.

As such Sanskrit language has the capacity to represent all forms of represen-
tation of a word, from morphological to semantic, from pragmatic to discourse
representation.

4 Conclusion

Considering all the above points as explained above, it is quite evident that Sanskrit
is the source of all other languages of the world and not a derivation of any
language. As such, it can represent any other language thus qualifying as the
inter-lingua language that has the capacity to represent the content of any source
language. Hence it qualifies as an inter-lingua language which can be used in the
mapping of multiple source languages to multiple target languages. As opposed to
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the KANT system [7], which produces a source F-structure as the inter-lingua
language, the proposed system may be easier to implement as each transfer from
source language to Sanskrit language will be governed by the well known gram-
matical rules of Sanskrit which can be further transferred to any other language.
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Scalability in Virtualization

Chandrika Prasad, H.M. Varun, M.T. Vijay kumar, K. Yashaswini
and G. Suhas

Abstract Virtualization is the process of creating a virtual version of an operating
system, a server, a storage device or network resources. The main objective of this
paper is developing virtualization infrastructure using open source solution for
enabling virtual machine for a selected or developed application. This system
makes use of bare-metal virtualization in which Virtual Machine Monitor runs
directly on physical hardware. The system allocates resources dynamically via
virtualization based on the application demand. As the demand increases the
hypervisor dynamically creates virtual guest operating system and shutdown the
guest operating system as demand decreases, thus achieving scalability. Hypervisor
distribute the resources equally among the guest operating system.

1 Introduction

Virtualization has emerged as the wave of the future. Virtualization reduces the
number of devices which in turn result in reduced physical machine costs [1].
Devices emit heat as the by-product of their operations. High temperature may
result in inoperability of the devices. Cooling systems are used to maintain the
temperature. Less number of devices results in lesser cooling systems. Reduced
physical machine costs, cooling costs, energy bills and complexity in administration
are the driving forces in unexpected rise of virtualization in IT landscape. Virtu-
alization is rapidly improving data center efficiency.

This paper proposes a system which allocates resources dynamically via virtu-
alization based on the application demand, thus reducing number of resources and
energy costs of idle resources [2]. As the demand increases the hypervisor
dynamically creates virtual guest operating system and shutdown the guest oper-
ating system as demand decreases, thus achieving scalability (Tables 1 and 2).
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2 Background

The following are the components used to create virtualization environment:

A. Virtual Machine (VM):
A virtual machine is an environment in isolation which appears to be a whole
computer but has access to a portion of resources. A virtual machine shares
hardware resources but isolates application or the operating system from other
users to avoid interruptions and hence improving the experience of the end
users.

B. Virtual Machine Monitor (VMM):
A Virtual Machine Monitor is the software layer that supports one or more
Virtual Machines. It is also called as hypervisor.

C. Guest Operating System:
A guest operating system is an operating system which runs on a Virtual
Machine rather than directly on hardware. Guest operating system runs in user
mode.

D. Kernel Virtual Machine:
Kernel-based Virtual Machine (KVM) is a Virtual Machine Monitor [3] which
is developed as a full virtualization solution for Linux on × 86 hardware
containing virtualizations extensions such as Intel VT or AMD-V. KVM is bare
metal hypervisor which runs directly on physical hardware.

Table 1 Load distribution among virtual machines (Increasing application load)

No of instances VM1 status VM2 status

00 Running Idle
10 10 instances running Idle
20 20 instances running Idle
30 30 instances running Idle
40 40 instances running Idle
50 50 instances running Idle
60 50 instances running 10 instances running

Table 2 Load distribution among virtual machines (Decreasing application load)

No of instances VM1 status VM2 status

60 50 instances running 10 instances running
50 50 instances running Idle
40 40 instances running Idle
30 30 instances running Idle
20 20 instances running Idle
10 10 instances running Idle
00 Running Idle
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E. Quick Emulator (QEMU):
QEMU is an open source machine emulator and virtualizer. QEMU can execute
guest code directly on the host CPU. QEMU supports virtualization when it is
executed using the KVM kernel module.

F. Libvirt:
Libvirt is an open source virtualization API which supports KVM-QEMU
Linux hypervisor.

G. Virt-manager:
Virt-manager is an open source application which acts as a virtual machine
manager. It is a desktop user interface. It manages KVM Virtual Machines
through Libvirt.

3 Design

The architecture i.e. is deployed is as shown in the Fig. 1. Host operating system
have VMM (Virtual Machine Monitor) on its top which manages and monitors all
the virtual operating systems. All the guest operating systems are on top of VMM
each one forming a virtual machine. Application is deployed on each guest oper-
ating system. GUI is deployed on host operating system for load balancing.

To check the scalability, the GUI is designed known as myappln i.e. shown in
the below snapshot, which allows user to start the analyses of the load handled by
the virtual machines. The start button is used to start the analysis and the refresh
button is used to reload the contents when there is some problem or delay. The stop
button is used to stop the analysis of the load on the virtual machines started by the
virtual machine monitor (Fig. 2).

Fig. 1 Architecture design
[4]
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The text view box is used to display the contents, information about the virtual
machine, the operations or the process carried out when there is an increase in load
or decrease in load.

4 Implementation

In order to implement the concept of virtualization [3, 5–8], the system should
support virtualization. Virtualization extensions support such as IntelVT or AMD-V
need to be enabled. In order to deploy minimum virtualization setup in data centers
six modules are necessary. Following are the identified modules.

A. Installing Ubuntu:
To deploy host operating system and guest operating system, Ubuntu operating
system is adopted.

B. Installing Kernel-based Virtual Machine (KVM) and its packages [3]:
KVM is used as Virtual Machine Monitor (VMM) for our system. QEMU can
make use of KVM when running a target architecture that is same as the host
architecture. Libvirt is used as an API and management tool for managing
platform virtualization. It manages KVM. Virt-manager is used as a desktop
user interface for managing virtual machines through libvirt.

C. Creating guest operating system:
Five Ubuntu 14.04 guest operating systems are installed.

Fig. 2 Snapshot of GUI myappln
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D. Network interface between guest and host:
A folder has to be created in host and share with the guest operating system by
mounting a folder in guest operating system using system commands.

E. Deploying application:
Once the virtualization is setup, elective management application is deployed
on guest operating system. This application can be accessed only by corre-
sponding guest operating system.

F. Graphical User Interface (GUI):
GUI continuously runs on host operating system and makes cautious obser-
vation on number of guest operating system running at a specific instance.

5 Algorithms Used

The below algorithms explains about the scale up and scale down features of virtual
machine [9]. Initially file is opened in readmode and this file is constantly read by load
variable so that when load in virtual machine exceeds 50, new virtual machine is
started and its usage information is recorded. In the same manner when the load
decreases to less than 1, current virtual machine is shut down and its status is recorded.

Scale up algorithm Scale down algorithm
A thread is created to monitor the scale up
process of virtual machine, The run function
is called when the thread is started and it
keeps running until the thread is destroyed.
When the load of the particular virtual
machine is more than the threshold value, the
new virtual machine is started by calling
detectvm function

A thread is create a thread to monitor the
scale down process of virtual machine, The
run function is called when the thread is
started and it keeps running until the thread is
destroyed. When there is no load on the
particular virtual machine, the virtual
machine is shutdown

6 Test Results and Snap Shots

The following are the snap shots which have been taken to show the activities of
scale up and scale down functions in virtual functions.
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When start button is pressed, by default virtual machine 1 is started

VMM showing the status of all virtual machines

Elective management application which is used to check the load of virtual machine
When the load in virtual machine 1 exceeds threshold then virtual machine 2 will be
started

VMM showing that virtual machine 2 is running
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virtual machine 2 shutting down when there is no load

Display showing all virtual machine are running

The following are the tables and graphs which indicates the load distributions
among virtual machines.

Case 1: Increasing application load
From the graph (Fig. 3, Table 1) it can be noted that a Virtual Machine can handle 50
instances of web browser, so a new Virtual Machine is started when there are more
than 50 requests. New Virtual Machine will now handle those further requests.

Case 2: Decreasing application load
From the graph (Fig. 4, Table 2) it can be noted that a Virtual Machine will shut
down when the number of instances reduces to zero. It should be noted that Virtual
Machine 1 will always be running to handle requests.

Fig. 3 Load distribution
metrics
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7 Conclusion and Future Scope

This paper focuses on scaling of virtual machines when any application is deployed
in it. Based on the load of the application in virtual machine it can be switched from
one to another efficiently. When the load of a particular application increases in a
virtual machine then a new virtual machine will be started to take further request of
that application. When there is no request for the application on a virtual machine
then that virtual machine will be shut off. So now a particular server will not be
overloaded due to more requests from an application or won’t be ideal without
handling any requests.

Establishment of large organization will not cost too much due to deployment of
virtual machines. Data security issues will be fixed easily by storing the data on the
virtual machines. Productivity of the organization will be increased. This paper
proposes an idea that can be extended to data storage in cloud technology and can
be used to handle request of any websites like IRCTC website, any exam result
websites or even E-commerce website.
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Blind Spectrum Sensing Techniques
in Cognitive Radio-Survey

S. Vasundara, D. Raghavaraju and D. Venkatesh

Abstract With the always expanding interest for remote correspondences, the
spectrum has turned into a rare asset. Spectrum lack is turning into a major obstacle
for the advancement of new remote advances and presentation of new applications
and administrations. To keep away from this lack issue, the thought of cognitive
radio (CR) was proposed. It permits the utilization of spectrum in a proficient way.
The thought of cognitive radio is in view of compelling spectrum use. The spectrum
is apportioned to essential client or authorized client. At the point when essential
client is not using the assigned band, optional client can guarantee for that empty
band of essential client. For that spectrum sensing is needed. At the point when the
essential client comes then auxiliary client all will be dropped. Spectrum sensing is
a standout amongst the most difficult issue. This paper concentrates on diverse
Blind spectrum sensing procedures.

Keywords Cognitive radio ⋅ Blind spectrum sensing ⋅ Frequency ⋅
Cyclostationary

1 Introduction

The requirement for higher information rates is expanding as a consequence of the
move from voice-just interchanges to Multimedia sort applications. Given the
constraints of the Natural recurrence spectrum, it gets to be evident that the present
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Static recurrence allotment plans can’t suit the necessities of an expanding number
of higher information rate Devices. Therefore, imaginative methods that can offer
better approaches for misusing the accessible spectrum are required. Cognitive
radio emerges to be an introducing so as to entice answer for the otherworldly
Congestion issue pioneering use frequency groups, which are not strongly involved
by authorized clients [1, 2]. When no concurrence on the formal Definition of
cognitive radio starting now, the idea has developed as of late to incorporate
different implications in a few connections [3]. By using definition, cognitive radio
is a framework, which identifies its equipped electromagnetic atmosphere and
progressively and self-sufficiently alter Its radio working parameters to adjust
framework operation, Such as amplify throughput, relieve impedance, encourage
Interoperability, access auxiliary markets [2]. Henceforth, one Main part of cog-
nitive radio is identified with independently Exploiting by regional standards
unused spectrum to give new ways to Spectrum access. In cognitive radio phrasing,
Primary clients can be characterized as the clients who have higher Priority or
legacy rights on the use of a particular piece of the Spectrum. Then again, auxiliary
clients, which have Lower need, misuse this spectrum so as to not bring about
impedance to essential clients. In this way, optional clients require to be having CR
abilities, for example, sensing range to make sure whether it is used by a client and
to modify the radio parameters to abuse the Unused piece of the spectrum. Clas-
sification of blind spectrum sensing techniques is shown in Fig. 1.

The broad categorization of spectrum sensing algorithms based on previous in
sequence is as follows:

1. Transmitted noise and signal
2. Environmental noise
3. Signal and noise without information

Fig. 1 Spectrum sensing techniques
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These systems are vitality discovery, coordinated channel, cyclostationary,
wavelet coordinating, Eigen quality based and other various methodologies. Out of
which vitality location tech is adjusted in a significant number of exploration
environment because of its effortlessness and simplicity in configuration [4].

2 Issues

Authors [5] expressed that, few elements make spectrum sensing basically difficult.
The obliged SNR for location may be low. Case in point, regardless of the infor-
mation is an essential transmitter is close to an optional client (the identification
hub), broadcasted sign is essential client would be profound blurred so the essential
signs signal noise ratio at the auxiliary collector beneath −20 dB. Notwithstanding,
the auxiliary client yet requires to recognize the essential client and abstain from
utilizing channel in light of the fact that it might firmly meddle with the essential
recipient on the off chance that sends. A viable situation is a remote mouthpiece
working in TV groups, which just sends along power under 50 mW and a data
transfer capacity under 200 kHz. On the off chance that an optional client is a few
100 m as of the mouthpiece gadget, got signal to noise ratio beneath −20 dB. Also,
different ways of blurring along time scattering of the remote guides confuse the
sensing issue. Multipath blurring may bring about the sign energy to vary as much
as 30 dB. Then again, obscure time scattering in remote channels will revolve the
understandable detection inconsistent. The commotion/obstruction stage might alter
with moment and area, it gives way the clamor control instability issue for location.

As in [6] the creators gave challenges in SS(spectrum sensing), where a few
open exploration issues, which should be researched in the advancement of SS
systems:

• interfering warmth estimation: outstanding to the absence of collaborations
between essential systems and CR systems, by and large a CR client can’t be
mindful of the exact areas of the essential beneficiaries. Hence, new methods are
obliged to gauge or assessment the obstruction temperature at adjacent essential
recipients.

• SS in user arranges: The client atmosphere, comprising of different CR clients
and essential clients, makes it more hard to sense spectrum gaps and evaluation
impedance. Subsequently, spectrum sensing capacities ought to be produced
considering the multi-client environment.

• Spectrum-productive sensing: Sensing can’t be performed while transmitting
bundles. Thus, CR clients ought to quit transmitting while sensing, which
diminishes spectrum productivity. Thus, adjusting spectrum proficiency and
sensing precision is an essential issue. Additionally, in light of the fact that
sensing time specifically influences transmission execution.
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3 Blind Spectrum Sensing Techniques

Spectrum sensing strategies can be characterized into two classifications, i.e. blind
spectrum sensing and non-daze spectrum sensing. The upside of visually impaired
spectrum sensing is that it doesn’t require any data of the source air interface.
Samples of visually impaired spectrum sensing procedures would be vitality
location, wavelet based identification, and eigenvalue based discovery and for the
non-dazzle recognition coordinated separating and cyclostationary based discovery
can be brought up. In class of non-visually impaired sensing coordinated separating
is known not the ideal technique for identification.

The greater part of the traditional helpful spectrum sensing strategies are in light
of vitality discovery. It obliges and clamor learning to perform spectrum sensing.
Be that as it may, exact clamor estimation at low commotion levels is difficult to
get. So sensing strategies that does not oblige commotion information are hotly
debated issue of examination. Sensing calculations that don’t oblige commotion
information to perform spectrum sensing are alluded as visually impaired spectrum
sensing algorithms [7]. The data to the calculation is cyclostationary in nature. The
visually impaired sensing calculation utilized as a part of this paper takes a shot at
the premise of direct expectation and QR decomposition [7] of the got signal. In this
strategy two sign statics are registered from the got signal and the proportion of
these statics demonstrates vicinity or unlucky deficiency of the essential client. This
calculation does not oblige clamor power or channel information to perform
sensing. The guideline of this technique is in view of the way that the sign spec-
imens indicates exceptionally solid connection properties yet not the noise. This
property empowers sensing even at low SNR.

As in [8] creators proposed new visually impaired spectrum calculation is in
light of second request factual examination which separates commotion and
transmitted sign. A choice on whether a sub-band is used by another client or not is
made in light of PSD estimation which is joined in the proposed strategy. There is a
technique that can beat the impact of clamor instability. In particular it doesn’t
require any data of the source air-interface while it can accomplish a decent
exchange off in the middle of inertness and dependability. As in creators [9] pro-
posed another SS structure, which utilizes kurtosis estimation inside the visually
impaired basis partition calculations. This structure enhances the SS identification
execution uncommonly when the cr (cognitive radio) and the essential system are in
process at the same time. We likewise proposed to perform spectrum combining so
as to sense visually impaired source partition with routine irregular framework
hypothesis based spectrum sensing. Creators [10] displayed a methodology that has
the capacity remake the visually impaired groups signals for CRNs without
knowing the groups area data, which can enhance the spectrum sensing effective-
ness and diminish the sensing time. As in [11] methods taking into account the
eigenvalues of the example covariance network of the got signals are discussed.
Most recent arbitrary network speculations are utilized to set the edges and get the
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likelihood of identification. The systems can be utilized for different sign location
uses excluding learning of sign, channel and commotion power.

Creators [12] examined the relationship between the conduct of the incline of
sign measurement bend and the move from an involved band to a neighboring free
band (and the other way around). Creators [13] initially proposed the SITC sensing
calculation. This calculation altogether lessens the computational many-sided
quality without losing any location execution contrasted and the current ITC-based
sensing calculation. Also, it empowers a more trackable logical study on the
location execution. From that point, applying the late advances in irregular
framework hypothesis, we have inferred mathematical equations, likelihood of false
alert and the likelihood of identification, which can firmly rough the real results in
reenactment. Creators [14] proposed a spectrum-sensing strategy for OFDM-based
cognitive radio frameworks has been produced in view of the GLRT system. The
key element in our advancement is to expressly consider the structure (imperative)
of the covariance lattice of the hidden OFDM flag so that the ML estimations of
obscure parameters are enhanced, which prompts hearty and proficient

Table 1 Existing techniques review

Title Technique Advantage

Blind spectrum sensing
techniques for cognitive
radio system

Cyclostationary feature based
detection technique

It improves spectrum sensing
performance without
significant increasing in
overall complexity

An improved blind
spectrum sensing technique
for cognitive radio systems

Kurtosis BSS spectrum
sensing

The SS detection mechanism
is improved specially when the
cr and the main network are in
operation at a time

Performance analysis of
blind spectrum sensing in
cooperative environment

Blind spectrum sensing based
on QR
decomposition and linear
prediction

Improves the reliability of
spectrum sensing

Blind spectrum sensing for
OFDM-based cognitive
radio systems

Covariance matrix of the
underlying OFDM signal

Robust and efficient
spectrum-sensing

Blind spectrum sensing by
information theoretic
criteria for cognitive radios

Simplified information
theoretic criteria sensing
algorithms

Reduces the computational
complexity without losing any
detection performance

Blind spectrum sensing for
cognitive radio based on
signal space dimension
estimation

Spectrum sensing method
based on Sliding window
technique

Good performance in spectrum
holes detection

A novel blind spectrum
sensing approach for
cognitive radios

Blind spectrum sensing based
on second order statistical
analysis which differentiate
noise and transmitted signal

It does not require any
information of the source
air-interface while it can
achieve a good trade-off
between latency and reliability
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spectrum-sensing tests. Creators proposed [4] a spectrum sensing strategy in light of
visually impaired source division procedure by utilizing Kurtosis measurements
that can sense the spectrum while auxiliary transmitters are in operation.

Table 1 shows different blind spectrum sensing techniques. It also shows the
techniques previously used and also advantages corresponding to those techniques.
Kurtosis based technique is another SS method, which performs better than energy
based SS techniques [15].

4 Conclusion

Spectrum sensing is a standout amongst the most vital parts in the execution of each
cognitive framework. Cr works like answer of wasteful use of spectrum groups. SS
is a standout amongst critical issues in each cognitive radio framework. Tradi-
tionally utilized SS methods oblige that the cognitive transmitter wouldn’t in pro-
cess as distinguishing the vicinity/unlucky deficiency of the essential sign amid the
sensing time. This article portrays a few visually impaired spectrum sensing
strategies, which are now existed. This overview is extremely useful to the inquires
about those are enthusiastic about working Cognitive radio range particularly daze
spectrum sensing.
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Offline Data Synchronization
with Occasionally Connected
Databases Using Smart-IPMS

R.M. Jagadish, L. Swarna Jyothi and Rohini Patil

Abstract We live in a world with an increasing number of connected computing
resources. However, in many cases we cannot expect one hundred percent con-
nectivity throughout. Applications may not be able to access network resources all
the time without good network connectivity. A requested service could be busy,
down, or just temporarily unavailable. The worldwide network is increasing
rapidly. The devices connected to network are vastly different from desktop com-
puters, because they are meant for different purposes. Their main purpose is to
connect people to information. Social media, their work information and their
emails are information sources. Offline data synchronization plays a vital role in
ensuring efficiency in communication between the client devices and the web server
in an environment with limited internet connection. This paper presents an algo-
rithm for data synchronization in Insurance Policy Management System.

Keywords IPMS ⋅ Offline mode ⋅ Client ⋅ Server ⋅ Mobile database

1 Introduction

The client-server system relays on the availability of some form of network con-
nection for proper functioning. A client-server depends on the internet, largely
because all the resources it needs are external and they are accessed remotely. This
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means that without a network connection, the transaction progress may fail, or it
may not go according to the way it is planned and most likely without intimation. In
terms of the threshold of the kind of system acceptability and reliability, the
client-server system does not guarantee the user the kind of standards that would be
normally be expected in computing [1].

A conceptual model for this argument would be indicated as shown below
(Fig. 1):

The conceptual model displays occasionally connected system in the upper
part. They provide the user access to the system through the user interface and the
GUI. The interface provides access to the backend.

The user interface facilitates adding a new record of a new client by field agent
and processing is done by the user interface logic. A service agent is what checks
for the connectivity with the database and makes the necessary calls like add,
update or delete the record in the backend. When there is no active connection, the
processing will not take place [2].

IPMS will be used as base example for the whole argument. In today’s scenario
the number of notebook computers, mobile phones that run on complex but reliable
platforms has been growing and hence there is a compelling need to use them other
than depend on the traditional bulky computers like the desktops [3]. The bulky
computers have now been out-numbered in all the fields, and the smaller portable

Fig. 1 A Conceptual model
for occasionally connected
systems
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gadgets have become the order of the day in today’s business and computing
sectors and platforms.

The trend is very much useful in designing an efficient system for insurance
sector, and similar other sectors. The insurance sector is largely dependent on the
area of data processing, and the profitability of the sector is tied to the earnings from
the sales realized from the payments of policies. So the management of policies
needs to be done on the fly. The security and the efficiency of how that is handled
are of paramount importance. The system, which handles the policies, is what can
be referred to as the IPMS [4, 5]. This kind of a system allows the insurance details
to be created, updated and to be expunged from the records. It is also possible to
view the details of all the resellers, the agents, the policy holders of the company
and all the information about the premium payments made by the clients. The only
fundamental thing to be considered, is the user levels and to enforce authentication
constraints to avoid the abrasion of data security per se.

2 Methodology

Proposed Smart-Insurance Policy Management System (Smart-IPMS) design forms
part of the solution. This work will include the system’s ability to manage the
policy information just from anywhere instead of being tied to a single office
location. The system will be aimed to reduce all the possible labors by a customer
and the agent too. There will be a commendable reduction in the burden of a
development officer/insurance policy agent in terms of reduced paperwork and in
maintaining all policy information directly and into some form of electronic form.
The field agents will get a connection to the database, and then synchronization will
be initiated, and the handheld device will enable the field agent or whoever is using
the device to upload the database automatically. The process will overcome data
consistency problems. The final aspect that will be implemented in the design in
addition to the 24/7 support is the provision to auto switch from offline mode to
online mode [3].

Applications that are meant to use a data-centric approach are designed and
coupled with a relational database management system (RDBMS). The RDBMS
will be installed on a local client, and the system depends on the built-in capabilities
of that database system which propagates the local data changes on the back-end to
the server [6]. The database has to match the order so that the synchronization
process updates data uniformly. It takes care of detection and resolution of any data
conflicts in this form of architecture. The service-oriented architecture approach
focuses more on the storage of information in the form of messages arranged in
queues when the device is offline and it gets updated when the device has internet
connection [7]. The approach is operational by the Google Gmail app on Android.
The app updates all the emails in the inbox in database form, so that the client may
read all mail updates even with no network connection. Soon after the network
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connection is reinstated, the queued messages are sent to the server for reprocessing
and the newer emails are added to the database.

The approach is data-centric which is more accommodative for an IPMS solution
[8]. The major requirement for an occasionally connected system, in addition to the
specified, supporting deliverables will be to design a Windows application that will
sit on the client side. An application is installed to manage the user requests and
those in the local database that stores the insurance policy data. The application
synchronization will be enforced with the complex objects with write permission.
The complex objects will come in handy to change and update data on both the
sides [9].

Conclusively, it is vital to note that the trend in computing will have to be
accommodative to the concept of occasionally connected systems architectures by
all means. The Modules that work together to make it possible to realize much
cheaper and more efficient IPMS. The proposed solution will be dependent on the
concept of occasionally connected systems architecture. The initial objective has
been attained through this efficacy and investigative report. Next stage will be
implemented through design of a web-server, database, and a Windows application.
The system is tested with appropriate data to prove efficacy.

3 Offline Data Synchronization Algorithm

Data synchronization is updating two or more databases with each other’s changes.
Client-server systems rely heavily on reliable network connections for it to function
effectively. The need for connected network cannot be over emphasized in the
client-server set up. Internet is an important component for any update to take place.
Advancement in the information technology industry has revolutionized the way
data synchronization is done.

The success of data exchange in an offline setup strongly depends on the fol-
lowing key issues of both the client and the server side system.

(1) Similarity of the database structure. If the client database structure corresponds
to the server machine, then data synchronization will be possible whenever
connection is established.

(2) How often is the offline data need to synchronized
(3) The cost and effort the one is willing to offer in establishing data

synchronization
(4) The effort need for each synchronization session.

Offline data synchronization needs a system where in the backend and the front
end has the same database structure and schema for data update and exchange to
take place at both the ends of the system. Synchronization criteria of the offline data
should use either time or internet connection factor. In time factor synchronization,
the offline system should have an algorithm that will ensure the configuration of

56 R.M. Jagadish et al.



user machine to synchronize data to the online database of the system. For instance
an algorithm that will enable client machine to set a specific time in which syn-
chronization of the daily business transaction with the online database; mostly
synchronization is set to take place in the midnight when all the business trans-
actions of the day are over.

This periodic synchronization of data is very useful especially when dealing with
aggregate data. Aggregate data should be synchronized once so that discrepancies
are avoided and data integrity is ensured. This will generate a reliable and accurate
report in the daily business transactions.

Data synchronization based on internet availability can also be used to syn-
chronize offline data. This can be achieved by designing an algorithm that will
check on the network interface card of the client machine to detect any internet
signal that is being received. Once the connection is detected data synchronization
is initialized. Once synchronization has been initialized the data is organized into
small jobs. The synchronized part will be aborted when internet connection is
terminated abruptly while the job is still in process. Synchronized data should only
be committed if and only if the job is completed successfully. The concept of jobs
also require a well structured algorithm that can organize the process into smaller
jobs that takes less time to commit data.

The algorithm shown below will perform data synchronization in occasionally
connected systems.

//Algorithm for data synchronization in occasionally connected systems
DATA SYNCHRONIZATION PROCEDURE (CHECK, DETECT, START,
SYNCHRONIZE); DETECT CONNECTIVITY;
IF CONNECTION DETECTED, THEN ESTABLISH SYSTEM CONNECTION;
IF ONLINE, THEN CHECK CHANGES;
IF CHANGES = TRUE, THEN
PROMPT: DO YOU WANT TO OVERRIDE IT WITH YOUR LAST CHANGES? IF
OVERRIDE = YES, THEN
ORGANIZE DATA INTO SMALL JOBS;
IF JOB = DONE, THEN
START JOB SYNCHRONIZATION
IF JOB SYNCHRONIZATION COMPLETED = TRUE, THEN UPDATE
CHANGES ELSE
TERMINATE THE PROCESS TO WAIT FOR CONNECTION,
RETURN;

IPMS enable both firms and insurance clients communicate effectively. IPMS
provide quick response to any issues arising within the business line of the firm.
A client will be able to confirm the value of his or her insurance cover. An
insurance client can request his or her claims remotely using their mobile devices;
the main challenge in doing this is the absence of a reliable internet connection in
most remote places.
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With IPMS, insurance clients will be able to request for their claims. In the
normal scenario the requests to client’s claims mostly use a computer machine that
is connected via the internet to the central server of the insurance firm. Alternatively
the customer uses a mobile device to access the services remotely. When mobile
devices are used to access the services, offline data synchronization is very
important. Since there are so many such devices that might be trying to access the
server simultaneously this will cause delay due to data traffic caused by the many
client requests. Data traffic is not the only reason for offline data synchronization,
many places lack in internet connection and this can overcome by offline data
synchronization for no matter how many requests are made. The data will be stored
in the local database of the system that will synchronize with the online database
when connection is detected.

4 Experimental Design and Implementation

The proposed system has three modules

• Admin module
• Agent module
• Customer module

The admin must login to the system. Admin is given privilege to add new
schemes of insurances, edit and update the existing schemes. Admin is given
privilege to add agents and also to edit or modify and update the agent details. Once
the registration process is completed the Admin logs out of the system shown in
Fig. 2. Agent must login to the system. Agent is given privilege to add customer or
edit customer details regardless of network failure. Agent gets details of schemes
introduced by admin and each time schemes are updated in local database of agent.
Once the registration process completes the Agent logs out of the system shown in

Fig. 2 DFD for Admin module
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Fig. 3. Customer must login to the system. Customer after login can inquire about
his account details such as schemes details by providing customer-id. Customer
logs out of the system after request is processed.

Figure 4 Snapshot of customer registration during offline mode shows agent
registering customer though there is no availability of internet.

Figure 5 Snapshot of database before synchronization shows that when regis-
tration is done offline the data i.e., customer details is not updated to database. But it
is stored in local database.

Figure 6 Snapshot of database after synchronization shows that as and when the
network is available the data i.e., customer details stored in local database is syn-
chronized to database.

4.1 Availability Evaluation

The existing IPMS will depend completely on internet connection. In the proposed
system the clients/agents continue to get service when internet/network goes off or
server goes down. The system will switch to offline mode and the data given by the
agent is stored in local database or as text files in the system which is updated as
and when the network connectivity is available. The proposed system is 98 %
available and efficiently utilizes network and time.

Fig. 3 DFD for Agent module
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Fig. 4 Snapshot of customer registration during offline mode

Fig. 5 Snapshot of database before synchronization

Fig. 6 Snapshot of database after synchronization
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4.2 System Comparison

See Table 1

5 Conclusion

Usefulness of offline data synchronization cannot be over emphasized. The exis-
tence of distributed systems has been made possible due to the capability of devices
being able to send data from remote places to synchronize with data in an online
server. This has been a mile stone in the information technology industry since
multiple devices can synchronize offline data to one online server. This has greatly
reduced inconvenience to the customer in data communication services since we do
not need a dedicated network for data exchange and synchronization.
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An Empirical Analysis of Unsupervised
Learning Approach on Medical Databases

Ritu Chauhan, Harleen Kaur and Roma Puri

Abstract The early prediction of disease from diverse clinical features is among
the critical job for health care practitioners. The clinical database are generally
integrated from various sources such as electronic health records, administrative
health records, and monitoring facilities, including CT scan or ultra sonic images.
Thus it employs numerous efforts by clinical and data mining specialists to discover
knowledge from large and complex clinical databases for future medical diagnosis.
The discovery of patterns should be an automated process as data is voluminous
and complex in nature. To discover hidden and novel information from such
databases a proficient methodological technique must be involved. In this article we
have laid emphasis on diabetes mellitus II dataset to discover clusters of variant
shape and size. In current approach we have initially preprocessed datasets to
reduce missing, noise and inconsistent values from database. Further preprocessed
data is clustered using Density Based Spatial Clustering of Applications with Noise
(DBSCAN) algorithm; however the key parameters are controlled in DBSCAN
clustering algorithm to discuss the comparative results for efficient discovery of
clusters with variant shapes and size. The study relatively determines the clusters
with variants shapes and size from diabetes mellitus II datasets for future medical
diagnosis of disease.

Keywords Data mining ⋅ Density based spatial clustering of applications with
noise (DBSCAN) ⋅ Preprocessing ⋅ Diabetes mellitus II ⋅ Clustering
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1 Introduction

In India the nationwide prevalence of diabetic is as high as 9 % and in some parts
it’s relatively as 20 % according to the International Diabetes Federation (IDF) and
Madras Diabetes Research Foundation [1]. This disease is one of the major causes
of several other diseases such as heart attack, kidney failure, eye diseases and other
complications. To overcome the generalized scenario Indian government has
declared significant amount of funding for diabetes disease. However number of
emphasis has been laid down by India’s National Program for Prevention and
Control of Diabetes, and Cardiovascular Diseases and Stroke (NPCDS) which was
launched in 2008, to implement prevention techniques and plans to educate people
about risk factors for diabetes. Moreover, diabetes is lifelong disease and data
generated for individual cases might be too voluminous and complex to understand
by human capabilities alone. To overcome flaws of complexity among medical
databases several data mining techniques are involved to discover hidden and novel
information for knowledge discovery process [2, 3, 4].

The data mining techniques are applied in varied application areas of medical
domains to discover knowledge from complex and high voluminous databases [5,
6, 2]. Usually real world medical databases comprise of missing, noise and
inconsistent data records if processed can discover knowledge with no meaningful
benefits to health care practitioners [5, 7, 8]. To deal with negative flaws of real
word datasets several preprocessing and transformation techniques can be applied
to discover novel information from large and complex databases [7, 9]. Conse-
quently, it will predict the effective and early detection of disease which further
improvise the medical decision making. For this reason varied data mining tech-
niques are utilized such as classification, clustering, association rules and outlier
detection to generate patterns which can benefit the end users for prediction of
disease [10]. However, application area of data mining is gaining momentum in
several other research areas, including marketing, customer relationship manage-
ment, remote sensing, future forecasting, and business oriented goals to retrieve
hidden and novel information for future prediction.

In this article we have utilized the diabetes Mellitus Type II data sets from
Department of Medicine, University of Virginia School of Medicine [11]. The data
was studied for individual patient records where several attributes tends to signif-
icant for cause for increase in diabetes mellitus. We have utilized data mining
techniques to discover hidden and novel patterns from diabetes mellitus databases
which can detect patterns for future medical diagnosis of diabetes mellitus II.

The rest of the paper is organized as follows. Section 2 briefly discusses liter-
ature survey for mining of diabetes dataset for detecting patterns. In Sect. 3, the
experimentation and results are discussed for diabetes mellitus datasets II to retrieve
clusters of variant shapes and size and conclusion is finally referred in last Section.
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2 Extraction of Patterns from Diabetes Mellitus II Dataset

The extraction of hidden and novel information from diabetes mellitus II dataset is
performed using appropriate data mining tools. Initially the data warehouse is
preprocessed to reduce missing and inconsistent values. Further DBSCAN clus-
tering algorithm is applied with training dataset to discover clusters of variant
shapes and size [12]. The recovered knowledge can benefit health care practioners
in development of future medical diagnosis of Diabetes Mellitus II.

The data consists of irrelevant, redundant and noisy features which can relatively
produce inappropriate results for knowledge discovery process. So, cleaning and
filtering task should be performed an automated process with respected to data
mining technique. The preprocessing technique comprises of certain basic tasks
such as removal of redundant values, transformation of data, and removal of
missing and inconsistent data values. In our current approach we have utilized
preprocessing technique to remove redundant, missing and inconsistent values from
Diabetes Mellitus II datasets. Further, DBSCAN clustering technique is utilized
which has a density based approach to develop clusters of arbitrary shapes and size.
The Density Based Spatial Clustering of Applications with Noise (DBSCAN) is a
clustering technique approached for density connected points. It starts with an
arbitrary point p and retrieves all points density-reachable from p wrt. Eps and
MinPts [12]. If p is a core point, this procedure yields a cluster wrt. Eps andMinPts.
If p is a border point, no points are density-reachable from p and DBSCAN visits
the next point of the database, Ester, et al., 1996. In density-based clustering each
object of a cluster in the neighborhood of a given radius should have at least a
minimum number MinPts of objects, i.e. the cardinality of the neighborhood has to
exceed a given threshold [12]. With so many advantages DBSCAN still suffers
from a few drawbacks. Namely they are sensitivity to input parameters (the clus-
tering result very much depends on the ‘epsilon’ parameter of the algorithm) and in
some cases algorithm is not able to correctly identify clusters that are close to each
other [12].

This algorithm requires minimal knowledge of domain to determine the Input
parameters, because appropriate values are often not known in advance when
dealing with large databases. They are capable of finding the clusters of arbitrary
shapes.

3 Experimentation

The proposed experiment explores diabetes Mellitus Type II data sets from
Department of Medicine, University of Virginia School of Medicine. The data was
studied for individual patient records where several attributes tends to significant for
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cause for increase in diabetes mellitus II [11]. The dataset was multivariate in nature
which contains 234 female and 169 male patients’ records. We have implemented
our proposed approach in Java to discover hidden and significant patterns for future
medical diagnosis [13]. In this study we have first preprocessed our dataset by
removing duplicate records and supplying missing values. The approach was to
discover significant patterns for future diagnosis for diabetes mellitus II. The pre-
processed data set is further utilized for unsupervised clustering approach that is
DBSCAN clustering algorithm to retrieve clusters of variant shapes and size.

The features retrieved from preprocessing techniques tend to be significant to
retrieve clusters of variant shapes and size. Once the data was processed we then
used a comparative study to disseminate the constant features and relatively
determine the accurate Epsilon and min points for retrieval of effective and efficient
patterns. The study was conducted in two phases, where the first phases relatively
determine the epsilon and min point value for both training data and the target class
data. The second phase retrieves the patterns from the determined epsilon and min
points for effective and efficient retrieval of novel patterns.

We first evaluated the epsilon and Min point values for training datasets where
the numbers of clusters were instantiated with respect to the time taken for
unclustered instances. The value of epsilon was increased and decreased with
respect min point and the time taken by DBSCAN clustering algorithm was mea-
sured in relation to unclustered instances. We significantly found that at 0.8 epsilon
and min pts 4 the training datasets attains the maximum accuracy with respect to
unclustered instances, clusters formed and the time taken. We then calculated the
same epsilon and min pts values with respect to target class for retrieval of effective
and efficient patterns. The context of increment and decrement of values for epsilon
and min pts were followed with respect to generated clusters, incorrectly clustered
instances and the time taken for each iteration. We extensively found that for target
class DBSCAN works efficiently at 0.4 epsilon and min pts 8.

The results of the DBSCAN clustering algorithm with variant epsilon and min
pts for training data have been considered for analysis on the Diabetes Mellitus
Type II data have been depicted in Table 1. The portrait results display the accuracy
of the clusters formed in relative to variant aspects with the computation time. For,
Target class data DBSCAN clustering algorithm with variant epsilon and min pts
for training data have been considered for analysis on the Diabetes Mellitus Type II
data have been depicted in Table 2. The portrait results display the accuracy of the
clusters formed in relative to variant aspects with the computation time.

The Fig. 1a, b overlays the graphical representation of training data and the
target class data with variant epsilon and min pts of DBSCAN clustering algorithm.

Figure 2 represents the clusters retrieved by DBSCAN clustering algorithm.
There are generalized 12 clusters formed where each cluster similarity is measured
in respect to training data.
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Table 1 DBSCAN values for training data/target class

DBSCAN values for training data
Epsilon Min points Generated clusters Time Unclustered instances

0.2 2 1 1.05 401
4 1 1.09 403
6 1 1.09 403
8 1 1.17 403

0.4 2 44 1.11 250
4 11 1.05 335
6 3 1.16 381
8 0 1.19 403

0.6 2 20 1.08 68
4 13 1.17 88
6 12 1.12 107
8 10 1.25 134

0.8 2 13 1.19 17
4 12 1.02 21
6 12 1.08 22
8 12 1.12 23

1 2 12 1.08 4
4 12 1.08 4
6 12 1.17 4
8 12 1.06 4

Table 2 DBSCAN values target class

DBSCAN values for target class
Epsilon Min points Generated clusters Time Incorrectly clustered instances (%)

0.2 2 1 1.02 0
4 1 1.09 0
6 1 1.09 0
8 1 1.17 0

0.4 2 27 1 39.206
4 8 1.02 21.34
6 6 1.01 15.3846
8 5 1.03 9.93

0.6 2 15 0.95 61.54
4 4 1.01 58.31
6 5 1.06 56.82
8 5 1.05 55.09

(continued)
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Figure 3 represents 420 data subjects taken into consideration while target data
class results where we have utilized the patient frame as one of nominal attribute.
The frame is usually calculated in accordance to the obesity level of each patient
where different attributes were taken in concerns such as age, height, blood glucose
level and weight. We have found that largest number of clusters (around 30 % of
cases studied) was formed under medium frame whereas the maximum chances of
cases (around 21 %) among the large frame have higher chances of suffering from
Diabetes Mellitus II. The Fig. 3 below represents the number of clusters formed
with DBSCAN clustering algorithm for target class.

The study reveals that maximum number of cases discussed is in between age
group 35 and 45 years among the highest those who were suffering from diabetes
Mellitus II and their frame defined as medium where the total cholesterol level can
be high as 400. In our approach we have identified clusters of variant shapes and
size in accordance to the target class whereas there can be other relative patterns can
be discussed in our future studies.

Fig. 1 a. Training data, b. Target class data

Table 2 (continued)

DBSCAN values for target class
Epsilon Min points Generated clusters Time Incorrectly clustered instances (%)

0.8 2 6 1 66.25
4 5 1.05 66.25
6 4 1.05 64.76
8 4 1 64.27

1 2 6 1.06 67.25
4 4 1.02 67.25
6 4 1 67.25
8 4 1.05 67.25
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Fig. 2 Represents the clusters retrieved by DBSCAN clustering

Fig. 3 Represents the clusters retrieved by DBSCAN clustering
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4 Conclusion and Future Work

The data mining tool is appropriate applied with real world dataset from Depart-
ment of Medicine, University of Virginia School of Medicine to discover clusters of
variant shape and size using preprocessing and DBSCAN clustering technique. The
article focuses on retrieval of hidden and novel information for future prediction of
medical diagnosis.

The future study will be extended to real space time relationship of data by
utilizing data mining tools to discover patterns for knowledge discovery.
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Applying Agile Programming and Design
Patterns in IT Domain

V. Dattatreya, K.V. Chalapati Rao and V.M. Rayudu

Abstract Agile software development methods have recently become popular in
software engineering. Agile methods emphasize simplicity and the elimination of
work that is not absolutely necessary. These techniques give preference for working
software which satisfies all stake holders, and leads to a successful completion in
shorter time frames, giving much importance to real-time communication. Design
Patterns have been widely used by many software developers. Recent statistics
reveals that patterns can have a beneficial impact on software quality. In brief, what
is needed for today’s software development scenario is a combination of Agile
Methodologies for faster development and usage of Design Patterns for maximizing
design reusability. The combined approach applied to the software development
leads to robust, secure and almost risks free software which has adaptability to
accommodate rapid requirements changes. Section 1 of this paper explains the
Agile Development Methodologies. Section 2 outlines the Design Patterns, while
3rd and 4th sections elaborate case studies for the combined approach.

1 Introduction

Agile Development Methodologies play a vital role in building quality software
with predictability [1]. The main aspect of Agile programming is building the
adaptable programs in a simple and localized way so that they are free from
rebuilding, refactoring, and retesting [1]. One of the advantages of Agile
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programming is that there is no necessity to work out each and everything in
advance from beginning to end. It is a methodology leading to flexibility as it builds
software in short iterations. It is also one of the flexible methodologies in meeting
organizational challenges. Agile technologies adopt recurrent delivery of smaller
and worthy increments instead of waiting till the end. This approach helps in high
quality of software. In the formative years, there was prejudice against the decision
to take up the agile approach and typically a project teams decided to adopt or
criticize the transition ‘on its own terms’. Progressively, suppliers, consultants,
partners and customers and even public sector bodies are insisting on the use of
agile methodology, either through a requirement to do so or to ensure
inter-organizational process alignment [2].

1.1 Agile Practices [3]

Coding Standards are easy to execute as it is a clear-cut approach to teach and
impose the standards through pair—programming.
Refactoring is one of the hardest techniques to teach. Agile modeling techniques
are useful to discover applications that could go through more extensive refactoring.
Pair programming is very valuable to teach developers testing and refactoring
techniques. It helps them in learning the language avoiding syntax mistakes and
compilations problems.

Agile methodologies (XP [4], Scrum [5]), are used to improve organization or
project team ability to manage projects. One of the solutions for efficient product
development is functional increment. The purpose of Agile project management is
to develop products simply and effectively based on customer demands. It needs
assessment of planning in the areas of improvement of the organization’s current
software development mapping with the most suitable agile practices.

1.2 Extreme Programming (XP) [4]

XP is a methodology which is based on basic principles like rapid feedback, incre-
mental change and quality work. Extreme programming projects make use of a
minimum of forthright design. The approach focuses on building good team spirit
through team working on personal communication and morale rather than on doc-
umentation. It is essential to maintain release-quality code at all times while the
success of small release is a worthy discipline. Respect and trust are the secrets of
XP and they play vital role in retaining the pair programming activities and also to
retain actual association with the communication, simplicity, feedback and courage.
Although XP is seen to be beneficial to small and medium sized companies during
use, expensive Refactoring must be considered when problems in design are dis-
covered. In other words XP’s de-emphasis analyses and design in the very beginning.
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2 Design Patterns

2.1 Introduction

Software development has become increasingly large, diverse and complex in
recent years. Because of this, extending the life-span of software has become a
challenging problem [6]. Object-Oriented technology offers one solution. Improv-
ing the modularity and readability of software helps us to understand the structure
of the software and to maintain, modify and extend the software developed.
However, achieving well defined object-oriented designs is a skilled task that
requires both time and experience. Design patterns help to overcome this problem.
They are abstract descriptions of object oriented designs which appear repeatedly
and which have succeeded as solutions to past design problems. They are useful in
achieving flexible and extensible design making it easy to effect future changes and
modifications. A systematic methodology is required to apply design patterns
effectively to construct flexible and extensible software. Design patterns, elements
of reusable object-oriented software, are a familiar tool for designers to use to
converse, document, and investigate design alternatives [7]. They allow us to
converse about them at a privileged level of abstraction than design notation or
programming language and make a system look less complex. Familiarity with
design patterns makes easier to understand existing object-oriented systems. Fur-
ther, large object-oriented systems exploit these design patterns. Hence people
learning object-oriented programming must be acquainted with design patterns as
they have to work with use of inheritance in complicated ways. Otherwise they
have to face so many difficulties to follow the flow of control. An apprentice can
also act more like an expert by gaining knowledge of these patterns as they provide
solutions to common problems. Design patterns play key role in turning an analysis
model into an implementation model. For a smooth transition, Analysis models
must be frequently redesigned to make them flexible and reusable by adding new
objects. The programming language and class libraries also impinge on the design
[8]. All these themes are filed by many of the design patterns, justifying the term
design patterns. Similarly, there can also be analysis patterns, user interface design
patterns, or performance-tuning patterns for a full-blown method.

2.2 Basic Elements

1. Design patterns are descriptions of communicating objects and classes that are
adapted to solve a general design problem in a particular context.
The essential elements of a pattern are:

• The “pattern name” as denoting the concept.
• The “problem” as description of the class of situations when the concept is

applicable.
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• The “solution” which gives an abstract description of a generic system of
elements and their relationships that solves the problem.

• The “consequences” that result from the application of the solution, for
example trade-offs, costs, and benefits.

2. Design options: Applying Design patterns may be an approach of proven
practitioner. During software development, the selection of a pattern is simply
one option among many alternate patterns. The approval of these options is
based on the comprehensive and exact quality goals of the software project.
Therefore the choice must be based on the quality goals of the project keeping in
mind the favor or against the use of a pattern. One key apprehension of patterns
is flexibility. In [8] Gamma et al. note: The changes may involve the redefinition
of a class, reimplementation, client modification, and retesting. Redesigning
causes unexpected changes which are consistently expensive when it affects
many parts of the software system. Design patterns ensure that a system can
change in an exact way. The important point here is to ensure that the pattern
supports the desired aspect of flexibility or not.

3. Cost: Gamma et al. note that the flexibility initiated by patterns becomes worthy
in view of the mechanism of delegation that is used by many patterns: The main
disadvantage of Delegation is that it makes software more flexible by sharing
with other techniques. There are also run-time inefficiencies, but the human
inefficiencies are more important in the long run.

4. Removal: It is essential to balance three contradictory issues viz., possible
benefit of the pattern, possible extra cost of the patterns and the cost of its
removal in case of removal of a pattern from code [9].

3 Ruby on Rails

3.1 Ruby

In 1993 Ruby was introduced by Yukihiro Matsumoto. It is widely known as Matz.
Ruby is a dynamic interpreted language and has many strong features. Ruby is an
Object-Oriented programming language which has single inheritance like Java or
C++. It has a special feature called mixins [10]. Using mixins we can easily from
multiple classes. Ruby is also scripting language. Ruby helps to maintain the
reliability of programming and security of the code due to the concept of Object
Oriented concept. Ruby is open source language. Because of this feature, it is
widely used by the Web developers. Ruby follows the concepts of Object Oriented
programming languages and it has objects, methods and classes. Ruby has classes
and Instances. In Ruby all algorithms are written on objects are placed safely in
methods. All code which is written in Ruby is nothing but the method of one class
or another. Ruby provides the programmer can keep his code in a distributed form
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over the network using portability. A security concept in Ruby is the Lock Down
concept that enables the programmer to decide which part of the code or data may
be a threat to the remaining part of the code.

3.2 Rails

Rails is a framework written in Ruby language. It is easier to develop, deploy, and
maintain Web applications. It is a best choice for implementation of Web 2.0
applications. All Rails applications are implemented by using MVC architecture.
Any Web developer can express his ideas naturally and cleanly in Ruby. Rails is
based on three philosophies:

1. Code is short and readable.
2. DRY means every piece of knowledge in a system should be expressed in a one

place.
3. Convention Over Configuration means that Rails what we want to do and how

we are going to do it.

Rails uses Active Record which supports Object Relational Mapper (ORM).
Using Active Record to manage table relational ships and is in the process cover
Create, Read, Update, Delete operations commonly referred as CRUD methods.

3.3 Agile Approach in Rails [11]

Agile Manifesto has a set of preferences as given below:

(a) Individuals and interactions over processes and tools: Rails focuses more on
individuals and interactions rather than processes and tools. Rails contains
simple set of tools without any complex configurations and without empha-
sizing on processes. The code written by groups of Ruby developers is
reflected immediately to the customers, providing full fledged transparency. It
is basically an interactive process.

(b) Working software over comprehensive documentation: Rails is not just con-
fined to documentation and specifications but it can deliver working software
early in the development cycle itself.

(c) Customer collaboration over contract negotiation: The project implemented in
Rails project can quickly respond to changes required by the customers. This
makes the customers convinced that the team can deliver what is required, not
just what has been requested.

Applying Agile Programming and Design Patterns in IT Domain 75



3.4 Rails Support Object—Relational Mapping

Object-Relational Mapping (ORM) [10] is a programmable tool which converts
data between incompatible types in object-oriented programming languages. ORM
libraries consist of tools that can map database entities to object oriented paradigm
classes. For an illustration, let there be a class defined with name Order in Rails
framework, then the ORM generated database consists of a table called orders.
Each row of orders table is mapped to an object of the class—a specific order is
represented as an object of class Order. The columns of the table are the object
attributes. ORM generated tables converts the class methods as table-level opera-
tions where each method operates at row level. Figure 1 illustrates the functionality
of ORM, according to Patterns of Enterprise Application Architecture (P of EAA)
by Martin Fowler.

Ruby on Rails (RoR) had some success in developing websites and applications
[12]. RoR Websites inspire us to take the implementations from social networks of
local tutors to tools allowing business partners to work together on projects. To
show the advanced RoR implementations the following are the best web sites and
tools in today’s environment.

(a) Business:

• Track RSS feeds, Web traffic levels and exchange information internally.
• Useful to estimate the frames, resources and employment issues prior to

beginning a project.
• Provide a tool for organizing the employee’s schedules.

(b) Travel:

• Using these sites we are saving money, time and stress.
• Travelers share a detailed route with each other in order to plan more

adventurous trips.
• Provide Google Maps solutions for creating maps to describe locations like

restaurants, traffic hazards.

Fig. 1 Ruby on rails in IT domain
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(c) Web Developers:

1. These sites monitor the performance, downtime, network problems.
2. Includes so many tools to test the cookies and forms.
3. Best resources for developing the Websites for the beginners.
4. We can build template based Websites which includes blogs, forms, and

content management system.

(d) Multimedia:

• These are excellent resources for Internet media.
• Contains a collection of videos, where users save and share their favorite

videos.
• Offers for finding internet radio stations, MP3’s and audio’s.

(e) Social Networks:

• In these Websites where the users tell the world what they are doing.
• They pose questions and receive feedback from others on any subject.

(f) Miscellaneous:

• These websites offer different solutions for different things.
• Websites simulate public markets for various topics ranging from who will

win the next presidency to which corporations will merge next.
• Maintains statistics for the television programming which includes most

popular actors, titles and more.
• Provides a useful tool for developing the detailed charts by offering online

spread sheets and sharing them over a social network.

4 Conclusion

Design Patterns are abstract descriptions of object oriented designs which appear
over and over and which have succeeded solutions to the previous design problems.
Design patterns improve extensibility and flexibility of software, the most important
parts of building the evolutionary software. Design Patterns improves the program
quality. Agile Programming is a software methodology which is better suited for
shorter time frames. By combining these two approaches one can get the advan-
tages of shorter time frames and reusable designs with working software. Ruby On
Rails is a framework which supports Agile Programming techniques and Design
Patterns. Developing a web application on Rails is faster than that of a Java based
web application framework. Ruby On Rails based framework that can be used for
easy database integration using Active Record. Ruby On Rails had huge success
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due to its elegant, built in testing, powerful and conciseness. Rails starts project in
three different environments namely Developing, Testing and Production envi-
ronments. All three environments behave differently from each other and each
complement the software development life cycle.
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A Novel Approach to Improve the System
Performance by Proper Scheduling
in Memory Management

Jisha P. Abraham and Sheena Mathew

Abstract Virtual memory techniques are available in modern operating system
will permits the execution of a program even if it is partially available in memory
thus providing an illusion of very large memory to the user and freeing the user
from the concern of large program size. The primary storage size has increased by
multiple order of magnitude. With several gigabytes of primary memory, algo-
rithms that require a periodic check of each and every memory frame are becoming
less and least practical. Some basic assumptions used by the traditional page
replacement algorithms were invalidated, resulting in a revival of research area.
Currently the usage of the object oriented programming is much higher than the
structured programming. Hence the locality of reference of user software has
weakened. Due to the above problem for the page replacement methods also we
have to think about new methods. In this paper mainly focused on the improvement
of the processor performance. In order to achieve this, the number of page faults are
tried to reduce, by using the page replacement method in the correct way. In
modern operating systems mainly make use of the Least Recently Used (LRU) page
replacement method, in which only the arrival time of the pages to the page frame
are make used. Here we made an attempt to consider both the arrival time and the
number of reference done on the page is considered. By consider these two
parameter we developed a new algorithm Least Recently Used and Least Fre-
quently Used (LRU-LFU) which will give a better performance than LRU page
replacement method.
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1 Introduction

The concept of virtual memory in operating system provide an illusion to a user
having a very large amount of main memory available and allowing him/her to
execute a program to be partially there in main memory [1]. The memory man-
agement module of the virtual memory of the operating systems are implemented
with the concept of demand paging. There are several advantages of using this
concept like less I/O, efficient resource utilization etc. The overall performance of
the system is affected by the choice of page replacement technique used in virtual
memory. There are several page replacement techniques suggested by different
researchers. O’Neil1 et al. uses LRU-K page replacement algorithm or database
disk buffering [2]. Khajoueinejad et al. used fuzzy cache replacement policy [3] and
so on. Among the various page replacement which is proven to be the best, optimal
technique, will face the problem that it cannot be implemented because it requires
future knowledge of the reference string. Here comes the LRU policy and that is the
reason different variations of LRU have been implemented. It is well known
however that there are many situations where LRU behaves far from optimal [4].
Under LRU an allocated memory page of a program will become a replacement
candidate if the page has not been accessed for a certain period of time under two
conditions: (a) the program does not need to access the page; and (b) the program is
conducting page faults (a sleeping process) so that it is not able to access the page
although it might have done so without the page faults. However, LRU page
replacement implementations do not discriminate between two types of LRU pages
and treat them equally [5]. So it means that LRU can be improved. Also other page
replacement policies are First in First out (FIFO), First in Last out (LIFO), Most
Recently Used (MRU), Optimal method and LRU k method are given below.

It has been observed that LRU approximates optimal so LRU and its variants are
quite common in use in operating system as a reasonable choice of page replace-
ment algorithm. In this paper we presents a simple modified LRU algorithm with
some new method were the time stamp is mixed with the concept of frequency
parameter in terms of distance. The result shows that the new algorithm gives better
results than LRU.

2 Page Miss Handling in Memory Management

Memory management module of the operating system tries to handle the page fault
by making the required page accessible at a location in physical memory or ter-
minates the program in the case of an illegal access. The processor is the one which
detect the page fault in the memory management. The software used for exception
handling in case of page fault is generally part of the operating system. Page faults
are not always errors, that are common and necessary to increase the amount of
memory available to programs in any operating system that utilizes virtual memory,
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including OpenVMS, Microsoft Windows, Unix-like systems (including Mac OS
X, Linux, *BSD, Solaris, AIX, and HP-UX), and z/OS [6–8]. Microsoft uses the
term hard fault in more recent versions of the Resource Monitor (e.g., Windows
Vista) to mean ‘page fault’.

The mechanism used by an operating system to increase the amount of program
memory available on demand is done with the help of major page fault. The loading
of the program from the disk to the memory is delayed by the operating system until
a page fault is generated. If the page is not loaded in memory at the time of the fault,
then it is called a major or hard page fault. In order to handle this problem the page
fault handler in the OS needs to find a free location: either a page in memory, or
another non-free page in memory. This latter might be used by another process, in
which case the OS needs to write out the data in that page (if it hasn’t been written
out since it was last modified) and mark that page as not being loaded in memory in
its process page table. Once the space has been made available, the OS can read the
data for the new page into memory, add an entry to its location in the memory
management unit, and indicate that the page is loaded. Thus major faults are more
expensive than minor faults and add disk latency to the interrupted program’s
execution.

The execution time of a program is related to the number of major and minor
fault inside the system. Execution time of programs are measured in terms of user
time, system time and elapsed time. The user time is the time spent by the operating
system in user mode. The system time is the time spent by the kernel executing in
system mode on behalf of the process e.g.: executing system calls. And elapsed
time is the time taken by the system in order to execute the program (system
preemption). By analysing these various time parameters we are able to detect the
system performance using the system command time./a.out in Linux.

3 Experimental Setup of Page Replacement

The page replacement module is implemented for Ubuntu 12.04 and checked for
suitability and efficiency. Ubuntu is composed of many software packages, the
majority of which are free software. Free software gives users the freedom to study,
adapt/modify and distribute it. Ubuntu can also run proprietary software. When the
end user related to the particular module is satisfied with the performance, the next
step of implementation is preceded. The various modules present in Ubuntu 12.04
can be done in parallel. During the program execution, the records are stored in the
workspace in order to handle unexpected errors. This helps to recover the signal
status of the records from any accidental updating or unintentional deletion of
records. The proposed system linked with the following modules: Kernel Compi-
lation, Page Replacement Policies, Algorithm design, Comparison.
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3.1 Page Replacement Policies

Advanced version of Least Recently Used (LRU) page replacement policy is made
used in Ubuntu 12.04. That is the pages frequently used over a short period in the
recent past are likely to be used in the future. The LRU algorithm is based on the
converse assumption that pages not used recently will not be needed frequently in
the immediate future. Such pages are therefore likely candidates for swap-out when
memory is scarce. The fundamental principle used in LRU may be simple, but it is
difficult to implement it appropriately. In the paper we implemented the different
page replacement policies.

3.1.1 MRU

In the existing system for the implementation of Least Recently Used algorithm we
make a reference to each of the pages with the help of a pointer. Here the way in
which the page can be replaced is modified in such a way that:

if ((_page) → lru.prev != _base)

which is pointed from the first page and in MRU it is pointed from the last page and
its next page is being replaced

if ((_page) → lru.next != _base)

3.1.2 LFU

For the implementation of LFU a parameter freq is added as unsigned long data
type to the struct page. This is used as the counter or a frequency parameter.
Whenever a new page is being referenced the value of freq is being incremented.
Whenever the function [isolate_lru_pages], to identify the vitim page, is being
called the pages are being sorted with the help of an inbuilt merge sorting mech-
anism depending on the frequency parameter freq. Front page is then being replaced
in the LFU page replacement algorithm.

3.1.3 MFU

To implement this we added a parameter freq as unsigned long data type to the
struct page. This is used as the counter or a frequency parameter. Whenever a new
page is being referenced the value of freq is being incremented. The function
[isolate_lru_pages] which is used to identify the victim page, is being called the
pages are being sorted with the help of an inbuilt merge sorting mechanism
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depending on the frequency parameter freq. Last page is then being replaced in the
MFU page replacement algorithm.

3.1.4 LFU-LRU

The combination of LFU-LRU, we need to consider the existing parameters
available in LRU along with new parameter is used for the frequency i.e. freq. Here
we have introduced another data to the struct page and is named as “compound”.
Compound (which is a concatenated value of ‘freq’ the new parameter and the time
which is already used in the LRU) is used to take care of the above combination in a
well-defined manner. Majority of the operations are carried out in the [mark_-
page_accessed], which is used to add a page to the list.

The boot time of the system is obtained using the function [get_monotonic_-
boottime (*ptr)] which is used in the above function i.e. [mark_page_accessed].
Initially the freq parameter inside the page structure is being incremented as is
assigned to compound and then it is being left shifted by six bits in order to increase
the frequency parameter. Finally the compound parameter will be having the boot
time along with the above value summed up. The “compound” parameter is used
for the page replacement of pages which is least frequently and recently being
accessed inside the system.

3.1.5 LRU-MFU

In the case of a combination of LRU-MFU, the above mentioned compound
parameters such as time stamp and frequency are reused. The operation that were
performed in the [mark_page_accessed] function is being changed to meet the new
needs. The boot time of the system is obtained using the function [get_mono-
tonic_boottime] (*ptr) which is used in the function [mark_page_accessed]. The
“compound” parameter is initialized with the “freq” parameter that is being
incremented is reduced from the maximum range of unsigned long, which is then
summed to the boot time of the system. This parameter is sorted and is used for this
page replacement approach.

3.1.6 LFU-MRU

In LFU-MRU page replacement algorithms it is required to consider the existing
parameters along with the new parameter used for the frequency i.e. freq. Here we
have introduced another data to the struct page and is named as “compound”.
Compound is used to take care of the above combination in a well-defined manner.

The operation that were performed in the mark_page_accessed function is being
changed according to meet the new needs. The boot time of the system is obtained
using the function get_monotonic_boottime (*ptr) which is used in the above
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function i.e. mark_page_accessed. The “compound” parameter is initialized with
the “freq” parameter that is being incremented is reduced from the maximum range
of unsigned long, which is then summed to the boot time of the system. This
parameter is sorted and is used for the above page replacement approach.

3.1.7 MFU-MRU

The combination of the MFU-MRU page replacement algorithms required existing
parameters along with the new parameter, freq, which is used for the frequency.
Here we have introduced another data to the struct page and is named as “com-
pound”. Compound is used to take care of the above combination in a well-defined
manner. The pages are sorted inside the new function named [freq_sort] which sorts
the compound values associate with each of the pages.

if((page_a → compound) < (page_b → compound))return 1;
else if((page_a → compound) > (page_b → compound)) return −1; else return 0;

Then the entire list is being sorted according to this value. The boot time of the
system is obtained using the function [get_monotonic_boottime] (*ptr) which is
used in the above function i.e. mark_page_accessed. Initially the freq parameter
inside the page structure is being incremented as is assigned to compound and then
it is being left shifted by six bits. Finally the compound parameter will be having
the boot time along with the above value summed up. This parameter is used for the
sorting.

4 Result Analysis

The comparison between each of these algorithms can be done with the help of
finding the page faults for different programs of varying sizes. Here we have used
inbuilt programs as well as user created programs. The page fault can be in terms of
major fault or minor fault. The time of execution of the program is measured in
terms of user time and system time. The different programs with same file size are
considered in order to analyze the effect of backward and forward loop reference
and also how do they reflect in the fault rate and in the execution time. For final
conclusion one programme from each category (small, medium and large) is con-
sidered and shown in Tables 1, 2, 3, 4 and 5 as file selected.

The work is about implementing different page replacement policies in Ubuntu
12.04. Ubuntu version 12.04 has been used for the work due to its stability and
support. LRU page replacement algorithm has been modified with MRU, LFU,
MFU and their respective combinations. From Table 1 and 2, it is clear that there is
difference in the value of the number of page faults both in the major and minor
fault, which is generated by the system as well as the user program code. This small
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difference can be taken as a delay. Experimental results of the above page
replacement policies and their respective graphs are shown in Figs. 1 and 2.

In Table 1 it can be found that for large programme size especially by using
system program the page fault number will be almost same in case of MRU, MFU
and LRU, but we can observe that for the user program (medium size) the major page

Table 3 Details of user time

Average_User_Time
MRU LFU MFU LFU-LRU LRU-MFU LFU-MRU MFU-MRU

2.7 2.211 2.017 2.001 1.906 2.147 2.785 2.512 2.357
7.1 0 0 0 0 0 0 0 0
7.2 0 0 0 0 0 0 0 0
7.2 0 0 0 0 0 0 0 0
7.3 0 0 0 0 0 0 0 0
7.3 0 0 0 0 0 0 0 0
7.3 0 0 0 0 0 0 0 0
26.8 0.018 0.014 0.013 0.015 0.027 0.031 0.03 0.039
36.4 0.032 0.032 0.045 0.03 0.033 0.031 0.039 0.039
59 1.326 1.269 2.13 1.313 1.605 1.589 1.36 1.986
59 1.36 1.779 1.639 1.439 1.759 1.539 2.378 1.746
59 1.456 1.109 1.928 1.627 1.782 1.947 1.124 1.577
59 1.338 1.347 1.214 1.595 1.543 1.708 1.951 1.575
686.7 1.693 2.0 0.648 5.714 2.776 3.082 2.004 2.989

Table 4 Details of system time

Average_System_Time
File
size
(kb)

LRU MRU LFU MFU LFU-LRU LRU-MFU LFU-MRU MFU-MRU

2.7 2.718 2.388 2.112 2.433 2.059 2.617 2.313 2.26
7.1 0.004 0.197 0.182 0.171 0.162 0.152 0.175 0.169
7.2 0 0.236 0.192 0.132 0.162 0.155 0.19 0.181
7.2 0.002 2.317 2.341 1.605 1.962 1.998 2.027 2.167
7.3 0 1.981 1.747 1.688 1.584 1.444 2.083 1.83
7.3 0.004 1.398 2.139 1.687 1.892 1.83 1.502 1.736
7.3 0 1.964 1.93 1.873 2.07 2.107 2.432 1.919
26.8 0.138 1.331 1.152 2.239 1.042 0.991 1.045 1.134
36.4 0.201 0.006 0.004 0.007 0.004 0.005 0 0
59 1.966 0 0 0 0.001 0 0 0

59 1.473 0.001 0.003 0.002 0.002 0.001 0 0
59 1.628 0.001 0.002 0 0 0.001 0 0
59 1.764 0.003 0 0.006 0.003 0 0 0
686.7 0.968 0.001 0 0.002 0.003 0 0 0
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fault rate is shooting up in the case of MRU. In case of LFU there is a slight increase
in major fault and due to this the performance is degraded when compared with the
LRU. In case of the combinations of the various methods the result of LRU-MFU
and LFU-MRU give almost the same result. LFU-LRU performance slightly lies

Table 5 Details of average elapsed time

Average_Elapsed_Time

File
size
(kb)

LRU MRU LFU MFU LFU-LRU LRU-MFU LFU-MRU MFU-MRU

2.7 13.919 13.539 12.824 13.463 12.091 17.348 13.744 13.682

7.1 1.6097 1.4309 1.1618 1.3554 1.2223 1.1512 0.8219 1.4358

7.2 0.6971 0.6868 0.7167 0.7163 0.7823 0.7657 0.6917 0.7019

7.2 1.3743 1.1691 1.191 1.3314 1.4252 1.1378 0.7858 0.7236

7.3 1.1988 0.9586 1.084 1.3594 0.8947 1.3219 0.8906 0.8788

7.3 1.5008 1.3494 1.032 1.417 1.289 1.0524 0.9341 0.7316

7.3 0.5302 0.5472 0.5542 0.5559 0.5452 0.5525 0.5219 0.5249

26.8 17.925 17.467 17.383 16.759 15.079 20.598 17.282 16.538

36.4 19.427 20.263 19.173 19.101 16.87 22.328 19.602 18.541

59 15.303 14.011 22.18 15.165 15.845 16.379 14.524 19.461

59 16.829 20.945 17.978 16.134 15.02 13.838 24.189 16.425

59 14.346 10.868 19.275 17.088 16.048 17.397 8.668 14.229

59 14.709 13.805 12.837 16.281 14.734 14.667 19.441 13.821

686.7 16.069 16.122 14.726 15.222 13.417 19.036 15.712 15.00667

Fig. 1 Page faults (minor fault) versus file size
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down the above two methods in user program. In case of MFU-MRU we can see that
the number of major page fault is going to be getting reduced in the case of medium
size program when compared with the LFU-LRU and is getting down much com-
pared with LRU algorithm. And it can also observed that for medium size programs
the combination will always give a better performance. Even though we are not able
to make any far-reaching change in the number of major fault, the number of
processor cycles required for each major fault is in the range of 2000000 cycles [9].
Hence a small degradation in the major fault will improve the overall system per-
formance. The graphical representation of Table 1 is given in Fig. 1.

In Table 2 the analysis of the minor fault describes the fact that for small user
programs, even LRU, MRU and LFU-MRU shows the same result, but the number
of minor fault is getting reduced in the case of LFU, LFU-LRU and MFU-MRU.
When the size of the program get increased the existing LRU will give better
performance. In the case of LFU-LRU and LRU-MFU the performance of the
system is going to get degraded for large size programs. LFU-MRU is able to
reduce the minor fault for the small, medium and large size programs when com-
pared to the existing LRU method.

Tables 3, 4 and 5 give the data regarding the various time parameters. Which are
extracted from the system using the system built command over a set of programs
those are used for the measurement of page faults. The analysis of these result will
give a clear idea about the relationship of the execution time and the page fault
number.

The graphical representation of Table 2 is given in Fig. 2.

Fig. 2 Page faults (minor fault) versus file size
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In Table 3 the analysis of the user time is given. It shows that the existing LRU
is giving the better user time considering small, medium and large size programme.
MFU is the one which consumes the maximum user time when the size of the
program getting increased. The time taken by the LFU-LRU and MFU-MRU are
almost the same and is closer to the user time of LRU.

The system time analyse is shown in the Table 4. All methods except LRU
consume less amount of system time for programs with average and large size. It is
noted that when the system commands are going to get executed inside the system,
system time is almost zero when replacement is done with any other method than
LRU. LFU-LRU gives the better performance while considering the small, medium
and large program compared to other methods.

The graphical representation of the above Table 4 is given in Fig. 3.
In elapsed time calculation the system pre-emption condition is also considered

because the pre-emption condition may occur due to the unavailability of the data.
Hence we have considered the user time, system time and elapsed time measure-
ments for the evaluation.

In order to conclude the result analysis we will make use of the parameters major
fault, minor fault, user time, system time and elapsed time. Table 6 will give a
comparative study of these various parameters with the existing LRU method along
with LFU-LRU, LRU-MFU, LFU-MRU and MFU-MRU. The average number of
major fault, minor fault, user time, system time and elapsed time were calculated for
the Tables 1, 2, 3, 4 and 5 respectively and shown in Table 6. We can see that the
elapsed time is getting reduced in the case of LFU-LRU and MFU-MRU compared
to LRU method. Also observed that the no of major fault and minor fault is getting
reduced in these two methods. The graphical representation of above Table 5 is
given in Fig. 4.

Fig. 3 System time versus file size
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5 Conclusion

It is observed that during the replacement of the data from the various memory
level, using the page replacement algorithm, we have to take care of the frequency
parameters along with time stamp which is currently being used. The execution
time of a file depends on the number of page faults which the system under goes.
Hence if we are able to reduce the page fault number inside the system the exe-
cution time can reduce and the system performance can increase. Hence we have
considered existing LRU, MRU, LFU, MFU and combination of all these methods.
It is observed that, in the case of LFU-LRU the major fault and minimum fault was
less compared to existing LRU. Due to the reduction in major fault and minor fault
the elapsed time also reduced for LFU-LRU.

Table 6 Comparison details

Parameters LRU LFU-LRU LRU-MFU LFU-MRU MFU-MRU

Major fault 0.033915 0.032558 0.032558 0.032461 0.032461
Minor fault 174.9546 173.6341 174.0472 174.1626 173.9712
User time 0.009141 0.01131 0.012318 0.011045 0.011926
System time 0.010529 0.010607 0.010951 0.011402 0.011043
Elapsed time 0.131238 0.121379 0.142997 0.133535 0.128586

Fig. 4 Elapsed time versus file size
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Query Performance Prediction Using
Joint Inverse Document Frequency
of Multiple Terms

P. Viswanath, J. Rohini and Y. C. A. Padmanabha Reddy

Abstract In an information retrieval system, predicting query performance, for key-

word based queries is important in giving early feedback to the user which can result

in an improved query which in turn results in a better query result. There exists

clarity score based and ranking robustness score based techniques to solve this prob-

lem. Both these, eventhough shows good performance, suffers from high computa-

tional time needs and are post-retrieval methods. In contrast to this, there do exist

several pre-retrieval parameters which can judge the query without executing it. Pre-

retrieval parameters based on distribution of information in query terms, which basi-

cally depends on inverse document frequency (idf) of query terms, are shown to be

good predictors. Among these, the standard-deviation of idf values of query terms

is known to be better. This paper generalizes this and proposes to use joint idf for a

set of terms together, than using each term’s idf individually. Empirical studies are

done using some standard data sets. The parameters based on the proposed method

are shown to be better than the previous method which is nothing but a special case

of the proposed method.

1 Introduction

In any information retrieval (IR) system, predicting the query performance is shown

to be important, not only in giving feedback to the user who might refine the query,

but in improving the effectiveness of the IR system by choosing appropriate retrieval

strategy [4] and in doing query expansion [2].
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Mostly, query performance prediction is done in two ways, viz., (i) based on clarity

score, and (ii) based on ranking robustness score. The clarity score of a query is the

Kullback-Leibler distance (relative entropy) between the query language model and

the document collection language model [4]. Ranking robustness score measures the

tolerance of the query result to the presence of noise [12]. Empirically it is shown that

ranking robustness score works better than the clarity score for some data sets [12].

But the above mentioned methods are post-retrieval, meaning, the IR system after

doing the retrieval finds out the query performance. It uses the query, corpus (data-

base) and the result given by the IR system and does not use User’s feedback or

any other relevance information. So, they are time consuming. In contrast to these,

there exists pre-retrieval methods which uses some precomputed statistics, called

predictors of query performance, to measure the query performance [7]. Widely

used predictors are, (i) query length, (ii) the distribution of information amount in

query terms, (iii) query clarity, and (iv) query scope. The distribution of information

amount in query terms are captured by two predictors, viz., standard-deviation of

inverse document frequency (idf) values of individual query terms, and ratio of max-

imum idf value to minimum idf value. The former one, i.e., the standard-deviation is

found to be better than the latter one. The paper proposes a generalization of these

predictors where instead of idf of individual terms, joint idf of multiple terms are

used.

The rest of the paper is organized as follows. Section 2 reviews existing pre-

retrieval predictors. Section 3 describes the proposed predictors which are based on

joint idf values. Section 4 describes about the experimental studies carried out which

shows the superiority of the proposed predictors. Finally, Sect. 5 concludes the paper.

2 Existing Pre-retrieval Query Performance Predictors

Existing pre-retrieval predictors [7] are as follows.

1. Query Length: The query length is the number of non-stop words in the query [7].

This is found to have strong influence on the smoothing methods used in the

language modelling approaches [11], and in general, found to influence the length

normalization methods in the probabilistic models [6].

2. Distribution of Information Content in Query Terms: Two parameters used in [7],

based on inverse document frequency (idf ) of individual terms are (i) standard-

deviation of idf of query terms (𝛾1), and (ii) max-min ratio of idf of query terms

(𝛾2). That is,

𝛾1 = 𝜎idf (1)

where 𝜎idf is the standard-deviation of the idf of the query terms.

𝛾2 =
idfmax
idfmin

(2)
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where idfmax, idfmin are respectively, maximum and minimum idf of query terms.

Inverse document frequency of a term t, idf (t) is found from the following equa-

tion [1].

idf (t) =
log2(N + 0.5)∕Nt

log2(N + 1)
(3)

where N is the total number of documents in the corpus, and Nt is the number of

documents in which the term t is present.

These parameters, viz., 𝛾1 and 𝛾2 are found to influence the effectiveness of the

retrieval performance [8]. Among these two, 𝛾1 is shown to be better [7]. This

paper basically generalizes this predictor and is explained in Sect. 3.

3. Query Clarity: Clarity score [4], which measures the relative entropy between

query terms and the entire corpus is a post-retrieval parameter. A simplified ver-

sion of the clarity score called Simplified Clarity Score (SCS), as given in [7], is

a pre-retrieval parameter.

SCS =
∑

Q
Pml(t|Q) ̇log2

Pml(t|Q)
Pcoll(t)

(4)

where Q is the query, i.e., the set of query terms, Pml(t|Q) is the maximum like-

lihood of getting term t in the query Q (defined below), Pcoll(t) is the maximum

likelihood of the term t in the entire corpus.

Pml(t|Q) =
qtf
ql

(5)

where qtf is the frequency of the term t in the query and ql is the query length.

Pcoll(t) =
tfcoll

tokencoll
(6)

where tfcoll is the frequency of term t in the entire corpus and tokencoll is the

number of distinct terms (when stopwords are filtered off) in the corpus.

4. Query Scope: This parameter, as defined in [9] is

𝜔 = − log(nQ∕N) (7)

where nQ is the number of documents that contains at-least one query term, and

N is the total number of documents in the corpus.
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3 Proposed Method: Predictors Using Joint Idf

The paper proposes an improvement over the predictor related to ‘Distribution

of Information Content in Query Terms’, i.e., it proposes to use 𝛾
(i)
1 , where i ∈

{1, 2,… , |Q|}, which is a generalization of 𝛾1 (See Eq. 1). The proposal mainly dif-

fers in the way in which idf is calculated. Instead of taking idf for each term, idf for

a set of terms is taken jointly. For example, for the set of two terms {t1, t2}, its joint

idf (called “joint-idf”) is found from

joint-idf ({t1, t2}) =
log2(N + 0.5)∕N{t1,t2}

log2(N + 1)
(8)

where N is the total number of documents in the corpus, and N{t1,t2} is the number

of documents in which the terms t1 and t2 are present. In general, for a set of k terms

{t1, t2,… , tk}, its joint idf is found by replacing N{t1,t2} by N{t1,t2,…,tk} where the later

means the number of documents which contain the terms {t1, t2,… , tk} jointly.

Frequent itemset mining methods available in association rule mining [5] can be

used to find N{t1,t2,…,tk}. In experimental studies the a priori method available in [5]

is used.

The proposed predictor 𝛾
(i)
1 is defined as follows.

𝛾
(i)
1 = 𝜎

𝑗𝑜𝑖𝑛𝑡−𝑖𝑑𝑓 (9)

where 𝜎
𝑗𝑜𝑖𝑛𝑡−𝑖𝑑𝑓 is the standard-deviation of the set of 𝑗𝑜𝑖𝑛𝑡 − 𝑖𝑑𝑓 values of the query

term sets of cardinality 1 to i. Note, 𝛾
(1)
1 = 𝛾1. In the experiments the value of i used

is from 1,… , |Q|. But, it is found that i = 2 or i = 3 is better than other higher values

of i.

4 Experimental Study

We did a similar experimental study as done in [7]. TREC disks 4 and 5 are used.

Test queries are topics 351–450 from TREC. Stop-word filtering and stemming are

done in a standard way. As done in [7], three types of queries, viz., short queries

(only titles are used), normal queries (only the descriptions, i.e., abstracts are used)

and long queries (all the three fields, i.e., title, description, and narrative are used)

are used in the experimental studies.

Average precision (AP) value for each query is found based on methods PL2 [3]

and BM25 [10]. For each query the proposed or existing predictor’s value is found.

The r and the corresponding p-value of the linear dependence between these two

value lists, i.e., AP values and the predictor’s values, measures the effectiveness of

the predictor.
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Table 1 Parameter settings

Parameter Short query Normal query Long query

Query length 2.45 ± 0.31 7.61 ± 3.22 22.34 ± 8.61
c for PL2 5.90 1.61 1.73

b for BM25 0.09 0.25 0.64

Table 2 Results: Showing r and p-values

Parameter 𝛾
(1)
1 𝛾

(2)
1 𝛾

(3)
1 𝛾

(4)
1 𝛾

(1)
1 𝛾

(2)
1 𝛾

(3)
1 𝛾

(4)
1

PL2, short query BM25, short query

r 0.245 0.382 — — 0.173 0.275 — —

p-value 0.166 0.072 — — 0.064 0.021 — —

PL2, normal query BM25, normal query

r 0.302 0.452 0.345 0.311 0.294 0.387 0.391 0.212

p-value 0.003 0.001 0.013 0.016 0.004 0.002 0.002 0.011

PL2, long query BM25, long query

r 0.323 0.484 0.556 0.351 0.283 0.372 0.491 0.331

p-value 0.003 0.002 0.001 0.011 0.004 0.007 0.001 0.007

Query length and other parameters used for PL2 and BM25 method are given in

Table 1

For various values of i, Table 2 gives the correlation value r and the p-value

against respective AP values. Many short queries have less than or equal to two query

terms. Hence, for i = 3 and higher values, for short queries the results are unreliable,

hence is omitted.

It is observed that for short queries, i = 2 gives better results than the conventional

predictor (which is nothing but 𝛾
(1)
1 ). For Normal length queries, it is observed that

𝛾
(2)
1 for PL2, and 𝛾

(3)
1 for BM25 are performing well. For long queries, for both PL2

and BM25, 𝛾
(3)
1 has good correlation with AP.

5 Conclusion

Among pre-retrieval query predictors, the one that is based on the distribution of

information content in query terms is shown to be better. This predictor uses indi-

vidual query term’s idf values and finds its standard-deviation. The paper proposed to

use multiple query terms jointly instead of individual query terms and proposed gen-

eralized predictors accordingly. It is experimentally found that the proposed predic-

tor which uses joint idf has better correlation with average precision of the retrieval.

One future extension is to use similar generalizations with other relevant pre-retrieval

predictors.
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Removal of High Density Salt and Pepper
Noise from the Image Using CMA

S. Vijaya Kumar and C. Nagaraju

Abstract The quality of the image plays a vital role in numerous image processing
applications such as medical image analysis, pattern recognition, satellite image
processing, etc. One of the most important noises that affect the quality of the image
is impulse noise. This noise alters the value of the pixels to either extreme. An
efficient noise reduction algorithm is required to improve the quality of the image
by detecting the noisy pixels and then replacing it with the appropriate value. The
algorithm should have high noise reduction efficiency and computational efficiency
especially when dealing with high noise density images. This paper proposes an
improved algorithm which detects the noisy pixels using Cloud Model method and
replaces the value of the corrupted pixel by Cloud Model Average (CMA) method,
which improves computational efficiency by 2.94 % without compromising the
noise reduction efficiency compared to the existing methods in the literature.

Keywords Cloud model ⋅ Image quality ⋅ Noise reduction ⋅ PSNR

1 Introduction

In Digital image processing, removing the noise from gray image and retaining the
key details is still a challenging problem for researchers over the past several
decades. When salt and pepper impulsive noise is introduced in 8-bit image, a pixel
value is modified either to 0 or to 255 randomly. The noise can be quantified in
terms of percentage of pixels corrupted [1]. There are several filtering techniques
available in the literature. The classical Median Filter is widely used filter for
removing the impulsive noise [2–4]. The Median Filter is simple to implement, it
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replaces the central pixel value with the median of the chosen neighborhood.
However, one of the main disadvantages of the median filter is that the image loses
the key details like thin lines and not suitable for high noise density images.
Adaptive Median Filter (AM) and Rank-Order Based Adaptive Median Filter
addresses the disadvantage of the classical median filter [5] by checking the cor-
rectness of the median by varying window sizes adaptively. These filters work well
compared to the classical median filter for noise levels below 50 %, but suffer the
same disadvantage of losing key image details and blurring for noise levels more
than 50 %. Both the classical median and adaptive median filters apply the filtering
to all the pixels. A number of researchers proposed Switching Median Filters to
selectively apply filters to corrupted pixels [5–12]. They became popular because of
their best performance and simple implementation. The switching median filters
work in two stages. First, corrupted pixels are identified by comparing the value of
a pixel to the median value in its neighborhood. If the difference is greater than a
given threshold, the pixel is identified as corrupted. In the second stage, the clas-
sical median filter is applied to replace the value of the corrupted pixel with the
median value of the uncorrupted pixels in its neighborhood. In 2012, a method for
removing impulsive noise from the images was proposed using the cloud model
[13]. The Cloud model (CM) filter uses the cloud model for identifying the cor-
rupted pixels and replaces the corrupted pixel with center weighted mean value
(CWM) [14]. It gives better results compared to all the other existing methods, even
images corrupted by 95 % of impulsive noise.

This paper discusses the characteristics of the cloud model in Sect. 1, in Sect. 2
we discuss the identifying the informative pixels using the cloud model, in Sect. 3
discuss the filtering CMA (cloud model average method) and CMRWM (cloud
model robust weighted mean method) filters, next Sect. 4 we focus on results and
discussion and finally conclusions found in the Sect. 5.

1.1 Cloud Model and Its Characteristics

Boca Raton proposed a cloud model in “Artificial intelligence with uncertainty”
[13]. Cloud model is a novel uncertainty theory developed from probability,
statistic and fuzzy set theory. This model provides the transition of uncertainty
between qualitative and quantitative data. Let U be a Universal set that describe by
particular numbers and C be the qualitative concept correlated to U. If number v Є
U which randomly realize the concept C and certainty degree of v for C is μ(v) Є [0,
1] is a random value with stabilization tendency i.e.

μ: U→ 0, 1½ � for all v ∈ Uv→ μ vð Þ ð1Þ

then the distribution of v on U is defined as cloud and every v define as cloud
drop. Normal cloud can characterize by the three digital characters [13], excepted
value Ex, entropy En and hyper entropy He. Ex value is positioned at U
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representing the center of the gravity of the cloud. Entropy is a measure of the
uncertainty of quality concept, which is characterized by fuzzy, and randomness of
concept. Hyper entropy is the entropy of entropy of En which is a measure of
distribution of cloud drop. The following steps are used to generate the cloud

Calculate the Ex, En and Hn of the random number v
Calculate the membership value

μ vð Þ= e− v− ex vð Þð Þ2 2̸ En vð Þð Þ2 ð2Þ

v with a certainty degree of μ(v) is the cloud drop in the concept
Repeat the steps (i) to (iii) until n cloud drop are generated.

2 Identifying the Informative Pixels Using the Cloud
Model

The main aim of this paper is to suppress the non-informative details and preserving
the informative details of an image. This paper uses the cloud model for identifying
the pixel informative or non-informative, because of the advantage of the fuzziness
and randomness of the cloud model.

Let W(i,j) represents the N x N window centered about x(i,j), i.e.
W(i,j) = { xi−1,j−1, xi−2,j−2….. x(i,j) ……, xi-+1,j+1, xi+2,j+2}
N = 3, 5, 7….up to maximum window size.
i, j = 1, 2, 3, 4……up to size of the image
in order to find the x(i,j) is a informative pixel or not the algorithm as follows

i. Initialize the count = 0, smax = 9, threshold T, where count represents the no
of pixels uncorrupted in given window and smax represent the maximum
window size up to which the window increment.

ii. Calculate the mean value of all the pixels in the window W i,j
2N

Ex=
1
n

∑
xi+ s, j+ t ∈W 2N + 1

i, j

xi+ s, j+ t ð3Þ

iii. Compute the entropy En i.e.,

En=

ffiffiffi
π

2

r
×
1
n

∑
xi+ s, j+ tϵW 2N +1

i, j

jxi+ s, j+ t −Exj ð4Þ

iv. Compute the boundaries b1 and b2 using the cloud 3n rule i.e.,

b1 = min (Wmax, Ex + 3En)
b2 = max (Wmin, Ex − 3En)
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where Wmax, Wmin are the maximum and minimum values of the window (sub
image) respectively.

v. if b1 < xi,j < b2 then xi,j is an informative pixel else go to step vi.
vi. To find the other pixels in the window which are informative or not. For the

pixels xi+ s, j+ t, if b1 < xi+ s, j+ t < b2 then D(i, j) = xi+ s, j+ t and
count = count + 1.

vii. if b1 >= xi,j or xi,j <= b2 with count < T, then increase the window size and
go to step ii.
else xi,j is a corrupted pixel.

the above method uses the mathematical 3n rule which covers the normal distri-
bution of the sample space so that it detect the extreme high and low extreme values
consider as non-informative pixels.

3 Methods for Replacing the Non-informative Pixels

A. CMA filter: After identifying the non-informative pixel its value is replaced
with the average of the informative pixels within the window by using Eq. 5.

Yði, jÞ= ∑
count

i=1
DðiÞ× 1

count
ð5Þ

where count gives the no of pixels which are informative in the given window.

B. CMRWM Filter

a. Compute the mean of all the informative pixels in the local window D

MEAN1= ∑
count

i=1
DðiÞ× 1

count
ð6Þ

where the count = no of pixels which are informative.
b. Compute the standard deviation of the informative pixels in the given local

window

σ =

ffiffiffiffiffiffiffiffiffiffiffiffi
π

2
×
1
n

r
∑

Di+ s, j+ tϵW2N +1
i, j

Di+ s, j+ t −MEAN1
�� �� ð7Þ
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c. Compute the weight

Wðr, σÞk =
2σ

ðσ + r2k Þ2
ð8Þ

where k = 1, 2, … count.rk = MEAN1-D(k) and σ is the standard deviation
of the informative pixels in the window(sub image)

a. Compute the weighted average

Cði, jÞ=
∑
count

k =1
Wðr, σÞk
count

ð9Þ

b. Replace the non-informative pixel with the C(i, j).

4 Results and Discussion

The performance of the CMA and CMRWM methods is quantified by evaluating
Peak Signal-to-Noise Ratio (PSNR). The PSNR value in decibels can be expressed
mathematically using the following equation.

PNSR=10 log10
2552

MSE

� �
dB ð10Þ

where,

MSE=
1

MN
∑
M

i=1
∑
N

j=1
ðBði, jÞ − Iði, jÞÞ ð11Þ

M = Number of rows of the image
N = Number of columns of the image
B(i,j) = The filtered image
I(i,j) = The original image

The PSNR values of the CMA, CMRWM, CM, and AM filters for four different
images (“mandrill” and “mammogram”) across 10–90 % noise levels are shown in
Tables 1 and 2, and are also plotted in Fig. 3. As can be seen from Tables 1, 2 and
Fig. 3, the proposed CMA and CMRWM methods significantly outperform the AM
filter and are much closer to the CM filter in PNSR measurement. The results
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Table 1 Comparison of restored Mandrill image in PSNR (in decibels)

Filter/% of noise 10 % 20 % 30 % 40 % 50 % 60 % 70 % 80 % 90 %

CMA 35.22 34.85 34.30 33.65 32.94 32.27 31.54 30.80 29.96
CMRWM 33.18 32.84 32.52 32.10 31.73 31.32 30.77 30.10 29.24
CM Filter 33.23 32.88 32.54 32.08 31.75 31.29 30.71 30.08 29.26
AM 35.53 34.87 34.11 33.26 32.52 31.73 30.94 30.24 29.54

Table 2 Comparison of restored Mammogram image in PSNR (in decibels)

Filter/% of noise 10 % 20 % 30 % 40 % 50 % 60 % 70 % 80 % 90 %

CMA 46.16 45.41 44.74 43.69 42.69 41.6 40.29 38.89 37.21
CMRWM 44.03 43.73 43.54 43.31 42.83 41.99 41.2 40.06 37.34
CM Filter 43.89 43.66 43.16 42.93 42.52 41.99 41.26 39.67 37.2
AM 38.47 33.37 31.41 30.25 30.32 30.26 29.63 29.19 28.63

Original image 60% noisy 
image

70% noisy 
image

80% noisy 
image

90% noisy 
image

CMA

CMRWM

CM

AM

Fig. 1 Restoration details of different filters. Row1 Original and corrupted Mandril Image with
60, 70, 80 and 90 % Noise. Row2, Row3, Row4 and Row4 are restoration images of CMA,
CMRWM, CM, and AM filters respectively
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indicate that the CMA and CMRWF methods are robust across a wide range of the
salt and pepper noise densities. The subjective visual comparison of the noise
removal and perception of the image details for the two test images; “mandrill” and
“mammogram” are presented in Figs. 1 and 2, respectively. The CMA and
CMRWM filters are clearly superior in terms of retaining critical details of the
image compared the CM and AM filters (Fig. 3).

Runtime analysis The runtimes (seconds) for the different filters using INTEL
(R), CORE(TM)2DUO, 2.93 GHz processor, 2 GB RAM with MATLAB 7.9.0
(R2009b) are documented in the Tables 3 and 4 for different images across
10–90 % noise range, and are also plotted in Fig. 4. The results show that the
runtime for the CMRWF method is close to the CM filter. The runtimes for the
CMA method are lowest compared to the CM, AM, and CMRWM filters. For
example, the runtime for the CMA filter for the “mammogram” image with 10 %
noise image is 2.94 times less than the CMRWM filter, 2.96 times less than the CM
filter, and 1.46 times less than the AM filter. A similar trend continues at other noise
levels too.

Original image
60% noisy 

image
70% noisy 

image
80% noisy 

image
90% noisy 

image

CMA

CMRWM

CM

AM

Fig. 2 Restoration details of different filters. Row1 Original and corrupted Mammogram Image
with 60, 70, 80 and 90 % Noise. Row2, Row3, Row4 and Row4 are restoration images of CMA,
CMRWM, CM, and AM filters respectively
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Fig. 3 PSNR Values for different filters operating on the images at various noise levels:
a Mandrill. b Mammogram

Table 3 Elapsed time values for different filters operating on Mandril image at various noise
levels

Filter/% of noise 10 % 20 % 30 % 40 % 50 % 60 % 70 % 80 % 90 %

CMA 2.41 2.46 2.49 2.55 2.61 2.70 2.78 2.88 2.99
CMRWM 6.25 6.48 6.85 7.17 7.52 7.86 8.27 8.64 9.08
CM Filter 6.28 6.56 6.89 7.18 7.71 7.92 8.42 8.78 9.14
AM 3.32 3.30 3.27 3.32 3.33 3.35 3.40 3.46 3.60

Table 4 Elapsed time values for different filters operating on Mammogram image at various
noise levels

Filter/% of noise 10 % 20 % 30 % 40 % 50 % 60 % 70 % 80 % 90 %

CMA 3.99 3.64 3.38 3.26 3.14 3.11 3.06 3.04 3.48
CMRWM 11.75 11.18 10.69 10.13 9.73 9.24 9.11 9.24 9.43
CM Filter 11.84 11.29 10.70 10.19 9.81 9.59 9.60 9.30 9.44
AM 5.84 5.79 5.69 5.57 5.30 4.26 3.64 3.52 3.51
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5 Conclusions

We are judging the filter performance based on how filter improves the subjective
visual quality, preserving the key details of the image and based on the computa-
tional time. This paper concludes with all the three factors respectively the CMA
filter gives the best results compared to the remaining tested filters but, failing in
keeping the edge details of the images in some areas, which would be addressed, in
next paper.
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Neural Network—Based Diesel Engine
Emissions Prediction for Variable
Injection Timing, Injection Pressure,
Compression Ratio and Load Conditions

M. Shailaja and A.V. Sita Rama Raju

Abstract The present study investigates the use of artificial neural network
modelling for prediction of emission parameters of a four stroke single cylinder
variable compression ratio diesel engine. ANN model was developed to predict
emissions namely CO, NOX and HC. Emission data was collected by conducting
experiments by varying compression ratio, Injection time, and injection pressure in
four steps and load in five steps. Two training algorithms traingd and trainlm with
hidden nodes varying from 3 to 20 in step of one were developed and trained. Best
network from 36 networks was selected based on MSE, regression coefficients for
training, validation, testing and correlation coefficient for prediction of unseen data.
The best model was found to be Levenberg–Marquardt algorithm with 17 neurons
and regression coefficients for training, validation and testing are 0.99628, 0.99561,
0.99472 and 0.99577 respectively. The correlation coefficient R for training data is
0.99643 and for unseen data is 0.99322. The regression coefficients for prediction
of training sets of CO, NOX and HC are 0.99643, 0.99486 and 0.99601 respec-
tively. The average % error for prediction of CO, NOX and HC are -0.16178, -
0.38814 and 0.7459 respectively which are less than 1. It is found that artificial
neural networks serve as an excellent tool for prediction of emissions from diesel
engine under variable operating and design parameters.
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1 Introduction

The demand for diesel engines on road and in other fields like industry, agriculture
etc. is continuously increasing which results in increase of emissions from diesel
engines. Ever increasingly stringent emissions requirement, from diesel engines,
motivated researchers to focus their investigations on techniques to reduce emis-
sions. Many researchers proposed and worked with various bio-diesels and reported
satisfactory results [1–4].

However statistics shows that demand and supply of bio- diesel are not matching
and even biodiesel is not produced up to the available potential. They can only
substitute for a fraction of petro diesel in use. In this context authors are concerned
to study the behavior of emissions with variable engine design and operating
parameters so that emissions can be reduced. Interestingly emissions have shown
significant variation with variation of design and operating parameters. The future
technology may advance in such a way that electronic control units may control,
many design and operating parameters. In such case, experiments need to be
conducted at numerous sets of conditions of operation and results are to be analyzed
for better designs. But it is very costly and time consuming to conduct such a huge
number of experiments. As the relation among engine parameters and emission
parameters is highly non-linear, it is highly difficult to model the relation with
conventional numerical techniques. In the recent years ANNs have emerged as a
powerful tool for prediction of parameters with highly complex relations. Existing
literatures show the efficient role of ANNs in prediction of parameters in the field of
IC engines.

Taghavifar et al. [5] evaluated the potential of ANN to predict CO2, soot and NOx

with crank angle, equivalence ratio, temperature, pressure, liquid mass evaporated
and O2 as inputs. A back propagation neural network with Levenberg Marquardt
algorithm is developed and trained by varying number of neurons in hidden layer
and reported that network with 18 neurons in the hidden layer shows highest per-
formance with MSE 0.0001086 and R2 0.9976, 0.9995, and 0.9951 were obtained
for CO, soot and NOx emissions, respectively. Roy et al. [6] developed neural
network model to predict brake specific fuel consumption, brake thermal efficiency,
CO2, NOx, and particulate matter, the inputs being load, fuel injection pressure, EGR
and fuel injected. Levenberg–Marquardt algorithm with log-sigmoid transfer func-
tion and 4-10-10-5 architecture is able to predict the parameters with good accuracy
with correlation coefficient (R) values ranging from 0.987 to 0.999. Roy et al. [7]
attempted to predict brake specific fuel consumption, brake thermal efficiency, NOx,
HC and particulate matter, the inputs being load, fuel injection pressure and CNG
energy share. ANN was developed with Levenberg–Marquardt algorithm with
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log-sigmoid transfer function, 2 hidden layers. Number of neurons in hidden layer
was varied from 2 to 25 and found network with 3-8-8-5 was able to predict with
high accuracy (correlation coefficients’ within the range of 0.99833–0.99999).
Rezaei et al. [8] attempted to develop ANN model to predict performance, com-
bustion and emission parameters. Feed forward and radial basis function neural
networks are developed and trained with hidden layer neurons ranging from 2 to 20.
12 training algorithms were applied to feed forward neural network and best per-
formance was reported by Levenberg–Marquardt approach with log-sigmoid
transfer function and 15 neurons in hidden layer. Mohammadhassania et al. [9]
tried to develop a neural network model to predict soot and NOx of a diesel engine.
Two different networks were developed to predict soot and NOx separately. Best
results for NOX were obtained with conjugate gradient back propagation (cgb)
algorithm with 36 neurons in hidden layer and MSE for testing and training are
0.0019 and 0.014 respectively. Soot was predicted best by a network with training
algorithm conjugate gradient propagation (cgp) algorithm with 38 neurons in hidden
layer and MSE for testing and training are 0.0010 and 0.0025, respectively.

Vinay Kumar et al. [10] employed ANNs for prediction of brake specific fuel
consumption, brake thermal efficiency, CO, HC and NOx emissions for engine
load, fuel type and type of coating as inputs. Numerous trials resulted in best
network with Levenberg–Marquardt algorithm and 6 neurons in hidden layer.
When ANN predicted values were compared with experimental values average
relative error was found to be 6.8 % which shows good performance of ANN. The
work of Javed et al. [11] investigated the use of ANNs for prediction of brake
thermal efficiency, brake specific fuel consumption, CO, O2, CO2, NOX, HC and
exhaust gas temperature for load, blends of biodiesel and hydrogen flow rates as
inputs. Networks were trained for seven training algorithms and for each algorithm
five transfer functions with two hidden layers were considered. Best performance
was achieved by Levenberg-Marquardt back propagation training algorithm with
log-sigmoid & tan-sigmoid transfer function with 16 neurons in each hidden layer.
The regression value and MSE are 0.99360 and 0.0011 respectively for the best
network.

Most of the researchers used ANNs for prediction of performance, combustion
and emission parameters for different types of inputs. However there is no pub-
lished research for prediction of emission parameters with compression ratio,
injection pressure, injection timing and load as inputs. Hence the objective of the
present work is to develop an artificial neural network to predict diesel engine
emissions at different design and operating conditions, to avoid costly, time con-
suming and strenuous experimentation.
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Fig. 1 Block diagram of experimental setup

Table 1 Specifications of
Engine

Engine type Kirloskar

Number of cylinders Single (01)
Combustion Direct injection
Bore 80 mm
Stroke 110 mm
Compression Ratio Variable (15–20)
Rated Speed 1500 rpm
Power 5 hp
Type of cooling Water cooling
Fuel injector opening pressure 200 bar
Fuel injection timing 24° before TDC
Type of loading Electrical loading

112 M. Shailaja and A.V. Sita Rama Raju



2 Materials and Methods

In the present work a single cylinder, four stroke and variable compression ratio
diesel engine is employed to carry out the experiments. The compression ratio is
varied by a provision at the top of the engine cylinder head. Injection pressure is
varied with the help of an injection pressure test rig. Fuel injection timing is
changed by inserting/removing the metal shims placed under fuel injection
pump. Load is applied on the engine with the help of an eddy current dynamometer.
Lay out of the experimental set up is shown in Fig. 1 and specifications in Table 1.
An Indus make 5-gas analyzer is used to measure emissions. Specifications of 5-gas
analyzer are presented in Table 2.

2.1 Experimental Procedure

Initially base line experiments are conducted at injection timing 24° BTDC and
injection pressure 200 bar. At this setting compression ratio is set to 15 and
experiments are conducted at 0, 20, 40, 60 and 80 % of full load. The experiments
are repeated for compression ratios 16.5, 18 and 19. Similarly experiments are
conducted at four injection timings, 22°, 24°, 26° and 28° BTDC. At each injection
timing, four injection pressures 180, 200, 220 and 240 bar are considered. At each
injection pressure, four compression ratios 15, 16.5, 18 and 19 are considered.
Finally at each compression ratio four loads 0, 20, 40, 60 and 80 % of full load are
considered. In this procedure total 320 experiments are conducted. At each
experiment values of CO, NOX and HC emissions are noted.

Table 2 Specifications of 5-gas analyser Indus make

Exhaust gas Measurement range Resolution Accuracy

CO 0–15.0 % vol 0.01 % vol + 0.06 % vol
CO2 0–20.0 % vol 0.01 % vol + 0.5 % vol
HC 0–30000 PPM (Propane)

0–15000 PPM (Hexane)
1 ppm vol + 12 PPM

O2 0–25.0 % vol 0.01 % vol + 0.1 % vol
NOX 0–5000 PPM 1 ppm vol + 50 % vol
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3 ANN Approach

ANNs are widely used for solving complex problems which are difficult to solve by
conventional modelling methods because ANNs doesn’t require any explicit
mathematical equations for modelling of physical phenomena in a complex system.
Human brain may be considered as a highly complex, non-linear and parallel
computer which inspired to the development of ANN concept.

ANNs can be trained with some data by providing inputs and outputs and later
new/unseen inputs are given to get outputs. The basic processing element in ANN is a
neuron. A typical architecture of ANN consists of an input layer, hidden layer(s) and
output layer.Neurons of one layer are fully connected to neurons of subsequent layers.
The connections between the neurons are called weights. The weights may be
assigned some random values or desire values before training and are adjusted during
learning process which is called learning algorithm. The learning procedure adjusts
weights and biases, minimise an error function between given outputs and network
outputs. Each input is multiplied to its connection weight and sum of products of all
neurons connected to one neuron is transformed through a transfer function to gen-
erate output of the neuron. The learning process may be supervised where both input
and output are presented to the network and weights are adjusted to produce desired
output whereas in unsupervised learning outputs are not supplied. A popular algo-
rithm for prediction problems is back propagation algorithm. This back propagation
algorithm has many variants like gradient descent, gradient descent with momentum
are quite slow. Moreover successes of these depend on parameters such as learning
rate and momentum constant. Some of the faster methods are there of which
Levenberg-Marquardt algorithm is fast and shows better convergence. The mathe-
matical background, the procedures for training as shown in Fig. 2 and testing the
ANN and account of its history can be found in the text by Haykin [12].

In the present work a feed forward network with back propagation,
Levenberg-Marquardt algorithm and gradient descent algorithm with tan-sigmoid
transfer function for hidden layer and purelin transfer function for output layer are
adopted. The four input parameters are compression ratio, injection pressure,
injection timing and load. The outputs are CO, NOX, and HC. Number of neurons
in hidden layer is varied from 3 to 20. The performance of network is

Fig. 2 Procedure in ANN
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measured/compared by regression coefficients for training, validation and testing,
MSE, correlation coefficient. Out of 320 data sets obtained from experiments are
divided randomly for training (85 % of data, 272 sets) and testing (15 % of data, 48
sets). Before submitting data to the network, it is normalized in the range (−1 to +1)
using following formula.

y= ðymax − ymin

xmax − xmin
Þ*ðx− xminÞ+ ymin ð1Þ

Mean squared error is calculated using following formula

MSE=
1
N

∑
N

i=1
ðyi − ykÞ2 ð2Þ

where, yi is the predicted value of i th pattern, yk is the target value of i th pattern
and N is the number of pattern.

Fig. 3 Variation of MSE with number of epochs
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4 Results and Discussions

The objective of this work is to develop an ANN model to predict CO, NOX and
HC for compression ratio, injection timing, injection pressure and load as inputs.
Training and testing are done by using Matlab 7.7 version software. 320 experi-
ments are conducted and data sets are collected. 272 data sets (85 % of data) are
used for training the network and randomly selected 48 data sets (15 % of data) are
used for testing the network. The network is trained with Levenberg-Marquardt
algorithm and gradient descent algorithm for hidden layer neurons ranging from 3

Fig. 4 Regression plots for training, validation, testing and all
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to 20. The best performance is shown by network with Levenberg-Marquardt
algorithm with 17 neurons in hidden layer. The Mean squared error for this network
is 0.0009 Fig. 3 and time taken for training is very short i.e. 0.663 s. Regression
coefficients for training, testing, and validation and over all are 0.99628, 0.99472,
0.9956 and 0.99577 respectively and are shown in Fig. 4. The correlation coeffi-
cient R for 272 sets of training data is 0.99643 as shown in Fig. 5. Correlation
coefficients for individual outputs are 0.0.99643 for CO, 0.0.99485 for NOX,
0.0.996015 for HC as shown in Fig. 6.

After training neural network is tested with 48 sets of unknown data and
co-relation coefficient of prediction is 0.99322 as shown in Fig. 7.

Fig. 5 Correlation plot for training data
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Figure 8 shows variation of MSE with number of neurons in hidden layer. MSE
does not show any significant fall after 17 neurons.

Figures 9, 10 and 11 represent experimental and predicted values of emission
parameters. From the figures it is obvious that experimental and predicted values
are in a very good agreement. From Table 3 it is evident that developed model is
able to predict emission parameters with good accuracy.

Fig. 6 Regression plots for 1. CO, 2. NOX and 3. HC
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Fig. 7 Correlation plot for training data

Fig. 8 Variation of MSE
with number of neurons in
hidden layer
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Fig. 10 Predicted and experimental values of NOx

Fig. 11 Predicted and experimental values of HC

Fig. 9 Predicted and experimental values of CO
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5 Conclusions

In the present work a back propagation neural network is developed to predict CO,
NOX and HC for different compression ratios, injection timings, injection pressures
and loads. A back propagation neural network is developed with
Levenberg-Marquardt algorithm and gradient descent algorithm. For each algorithm
tan-sigmoid transfer function and one hidden layer is considered and training is
done by changing neurons in hidden layer from 3 to 20. It is observed that as
number of neurons increase MSE value is decreasing and after certain optimum
number of neurons is reached is remaining constant as shown in Fig. 6. Even
though traingd (gradient descent) algorithm is performing equivalent to trainlm
(Levenberg-Marquardt) algorithm traingd is consuming more time compared to
train lm, for example network with 17 neurons in hidden layer completed training in
498 s with traingd whereas only 0.663 s with trainlm. Hence by comparing other
performance parameters like MSE, regression coefficients, slope and intercepts of
regression plots, correlation coefficients for prediction of output parameters trainlm
algorithm with 17 neurons in hidden layer is declared to be the best of trained
networks. From the values of correlation coefficients, MSE and regression coeffi-
cients it is strongly recommended the use of ANNs for diesel engine emissions
since ANNs proved as an excellent tool for the prediction of emission parameters.
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Control System of Mobile Robotic
Complex Based on Mini Tractor “Belarus
132H”

Makpal Zhartybayeva, Tamara Zhukabayeva
and Ainur Zhumadillayeva

Abstract This article describes systems of navigation and communications of
mobile robotic system (MRS), MRS manipulation modes, the most suitable mode
solving assigned tasks. In this paper, we consider an example of designing robotic
system on the basis of mini tractors Belarus 132 N chassis, which allows maximal
use of mechanical components of series production, and would reduce the cost of
the final product. The goal is to provide navigation and communication of mobile
robotic system. Generalized block diagram of a multi-purpose mobile robotic
complex, relationship diagram of main MRS components and object tracking were
proposed.

Keywords Mechatronic systems ⋅ Mobile robotic systems ⋅ Adaptive
systems ⋅ Mini-tractor belarus 132H

1 Introduction

Currently, researches in the field of robotics industry are highly challenging. One of
the most popular designs of the robots are robotic systems for various purposes.

Researches were conducted in the field of control systems of mobile robotic
systems (MRS) [1, 2, 3], driving system, sensor system (as localization systems [4,
5], visual systems etc.), systems of control, communication and navigation of
robotic system, trajectory planning, control algorithms, etc.
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Many scientists have studied and investigated the various aspects of mobile
robotics (design, engineering, modeling and control), among which the following
works of scientists should be noted: Illa Reza Nurbaksh, head of the laboratory of
urban robotics at the Institute of Robotics at Carnegie Mellon University (USA),
which identified six major areas of priority research (• structure and robots chassis;
• installed power; • electronics (sensors); • software (cloud and on-board);
• connectivity; • monitor and control, without a breakthrough in which we can not
achieve performance; [6] explores design issues and managing with two simple
degrees of devices positioning [6]; (Bashir MY Nuri 2005) proposed new methods
of modeling and control of mobile robots; (Jaroslav Hanzel 2011) studied
computer-aided design of remote control mobile robotic systems via PC; (Ahmad
A. Mahfouz 2012) who studies the modeling aspects of the motor dynamics in
terms of output speed for mechatronics applications; (MBB Sharifian 2009) [7]
examined the development and implementation of the system of motor speed
PC-based DC-motor using PID; (Dada Nwe 2008) introduced a software imple-
mentation of obstacle detection for wheeled mobile robot, mathematical models and
making control of mobile robots; (Gregor Klancar 2005) presented the new control
design of nonholonomic mobile robot with differential drive; (Tao Gong 2003)
considered architecture, characteristics and the principle of the mobile robot model;

Compactness, reliability, simple operation, standardized working load, and
resistance to unfavorable external influences, versatility of useful board load, and
other positive qualities of mobile robotic systems provided them with favorable
conditions to be promoted in the industrial and domestic sectors [8]. Major com-
panies in this field of the USA (iRobot, Adept—Technology Inc., etc.), Japan
(FANUC, KAWASAKI, OTC DAIHEN etc.), Russia (Cubic Robotics, Copter
Express, etc.) develop this industry actively, offering new opportunities for
long-term improvements [9].

2 Prospects of Development of Technologies in the Field
of Robotics

Application sphere of robotic systems and complexes is wide, but the main
directions of mobile robotic systems development can be classified into three main
groups:

• military and combat robots;
• emergency and research robots;
• robots, designed for domestic and industrial purposes.

It is important that most part of mobile robots are designed for working under
conditions dangerous for human or emergency. Such conditions occur in the
elimination of accident consequences, demining or working on other planets, during
firefighting. Using mobile robots in such conditions helps to avoids casualties.
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Thus, the actual problem is the development of mobile robotic systems which have
the possibility of independent movement and processing information about the
object tracking. Created MRS with intelligent control system will ensure the
effective performance of a number of tasks of the elimination.

To create a prototype robot car, it was decided to use a serial mini tractor Belarus
—132 N with petrol engine Honda GX390 (132H/engine GX390/Honda/Indicated
power 8б2 kW/mass 532 kg/2500 * 1000 * 2000 mm/Road (agrotechnical)
clearance/mm 300/ specific fuel consumption at nominal rating) (Fig. 1) [3, 10].

2.1 Platform

Selecting wheeled chassis on the basis of mini tractor Belarus—132 N at a ratio of
“price-quality” is the best, in our opinion. This chassis provides various kinds of
twists and turns at the controls of Mobile Control Station. A special feature is an
articulated frame, thereby achieving high maneuverability and flotation of machi-
nes, smaller turning radius [10].

Mini tractor will be equipped with additional devices which will give the ver-
satility and effective application in such cases like explosion threat liquidation,
poisoning, fire-fighting; in agriculture—for spraying pesticides etc. [11].

Fig. 1 a serial mini tractor Belarus—132 N; b scheme of loading and unloading of tractor;
c mobile platform and a chain d mobile robotic complex based on mini tractor Belarus—132 N
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2.2 MRS Control System Designing

Manipulation of mobile robotic systems has two modes: human (operator) control
and unmanned mode. The first mode requires continuous attention from the oper-
ator and the relatively small distance from the object that provide a lot of incon-
venience. Navigation and communication is then carried by radio, providing a large
range of motion, but which has a number of shortcomings: the dependence of the
quality of radio communication on the application conditions, deterioration of the
radio while driving, the probability of loss of data, low noise immunity, etc. These
disadvantages can be avoided if the control by the operator will not be held at the
level of movements, and at the level of goal. This approach requires from the robot
independent decision-making on specific actions, and therefore there is a problem
of obtaining and using knowledge of the underlying system of such a decision. One
of the most effective options for building a knowledge base for the robot is teaching
it on the basis of operator actions.

This mode requires accomplishment of a number of complex tasks. The control
system should get information about the external world, objects and internal
parameters of the robot as a system, components of which can be a variety of
sensors, beacons, vision system, video system, etc. After processing this informa-
tion, it generates control commands for the executive system, which includes means
of propulsion and manipulators, as well as a variety of equipment. In the process of
operation intelligent control system makes decisions about how to manage in order
to fulfill the task. However, it uses the information stored in databases and
knowledge of robot. Depending on the level of “intelligence” of the robot, the base
may have different structure and store various information. If the control system is
built on the principle of fuzzy inference, the database may contain information on
the production rules and parameters of input and output variables [3].

After the analysis of intelligent systems, we decided that the control system will
be based on fuzzy controllers that provide good adaptability of a mobile robotic
system. Depending on the technical requirements and conditions of the problem
fuzzy controllers can be realized as software and hardware [12].

Established mobile robot system should work in 2 modes, and carry out the
following tasks [13]:

1. providing communication with the standard control system;
2. obstacles detection and ground map construction [14–18];
3. autonomous robot return in case of loosing communication or upon the operator

command;
4. ensuring the adaptability of the system to different conditions

Consider the generalized structure of MRS (Fig. 2). The data about the object of
exploration will be transmitted through the communication channels from video
system, providing driving and video system of attached implements to the board
computers. On-board computer, in turn, transmits the information via a wireless
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interface (Wi-Fi) from the operator’s position to the onboard processor, and vice
versa [19].

Mechatronic system providing driving will control executive devices of MRS
control system. It provides issuing commands to a PWM (pulse width modulation)
that allows to control the speed of motor rotation. Module receives control com-
mands via CAN-bus, often used in automotive equipment and which provides a
single network for a variety of actuators and sensors. The system consists of a
controller (Silicon Laboratories), electrical isolation and power keys that are con-
trolled PWM (Fig. 2).

To provide navigation and communication mobile robotic system should per-
form the following tasks:

1. The formation of a more accurate image of the environment. This is done by
means of laser range-finding devices and ultrasonic generators, which have a

Fig. 2 The block diagram of a multi-purpose mobile robotic complex

Control System of Mobile Robotic Complex … 127



number of disadvantages in terms of the perception of the data by the system.
Today machine vision systems are more popular.

2. Development of the requirements for the target functions of algorithms of basic
blocks and systems of MRS. The main ones are the navigation system on the
basis of global (GPS, Glonass), network (WiFi, GPRS) and geomagnetic nav-
igation systems. Determining the location coordinates of the mobile robotic
system, in which peripheral beacons, GPS, ultrasonic emitters and receivers,
mobile receivers and ultrasonic transducers and others will be active.

3. Planning motion path based on information from the map and the implemen-
tation of traffic on the planned trajectory in the presence of interference.

4. Providing intelligent machine visionbased on systems for processing stereo
images of visible, infrared, and others spectrums, including with the use of range
—finding devices; control systems of electromechanical and electrohydraulic
with translation and rotation actuators of units providing mobility of robotic
system, as well as security of information systems and technological operations;
on the basis of the objectives, we present a diagram of the MRS main com-
ponents relationship: video, object tracking and robot (Fig. 3).

The following systems can serve as a navigation system [14]:

1. Accelerometer;
2. Gyro systems;
3. Electronic compass
4. Range-finding sensors
5. Videosystems
6. GPS
7. Geomagnetic navigation systems

Fig. 3 Diagram of MRS major components and object tracking relationship
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The following systems can be used as communication systems: WiFi, ZigBee,
VHF, IrDA, GSM etc. Depending on the distance of the operator’s location for
communication can be used: if the distance more than 1 km—GSM, if the distance
is a small—Wi-Fi, as well as PC and laptop computers can be used as surveillance
systems Each component of the navigation system provides the complex infor-
mation processing block with input data, where parameters are distributed to
evaluation units of indicative parameters and navigation parameters [20, 21]. For
example, GPS provides information about the speed and position on site, an
accelerometer—acceleration information in 3 planes. The gyroscope informs about
the slope/turn angle, and electronic compass provides data about directions (ori-
entation) in a horizontal plane, distance sensors are used to determine the distance
to the obstacle/object (Fig. 3).

Good adaptability, the ability to continuously receive data about the object being
in a safe place, intelligence of the system will provide developed mobile robot
system not only with good popularization, but effective use in solving the problems
of demining and elimination of consequences of man-made accidents (Fig. 4).

3 Conclusion

In this article, we presented basic specifications of our mobile robotic system. The
proposed system of mobile robot based on the controlled methodology model will
help to overcome the current difficulties of developing mobile robots. Highlighted

Fig. 4 Diagram of control system and measuring unit
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features of our approach are simple, as well as proposed mobile platforms, model
design that will provide ease of use and accessibility to potential users.

This article we described the system of MRS navigation and communication,
assigned a task to provide navigation and communication for mobile robotic sys-
tem. Mobile robotic systems manipulation modes were considered and the most
suitable mode for the task was chosen.

In this article, we also proposed generalized structure of the MPS navigation
system and a block diagram of a multi-purpose mobile robotic system.
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CA Based Design of Fault Detection Unit
for Hierarchical Directories in Scalable
CMPs

Supriti Mukherjee, Bhanu Pratap Singh, M. Chinnapureddy,
Chandan Koley and Mamata Dalui

Abstract In a Chip Multiprocessors (CMPs) with large number of cores, directory
size increases linearly with number of sharers. To over-come the shortcomings of
flat directory structures, hierarchical directory structures are used. An insignificant
fault in the sharer set representation of such a directory may introduce major
inconsistency throughout the system. Therefore, the current work targets detection
of any faulty recording in the sharer set representation of a hierarchical directory.
The solution is developed around a special class of Cellular Automata (CA) with
single length cycle attractors. The CA based design ensures low cost hardware
implementation as well as high-speed operation.

Keywords Cache coherence ⋅ CMPs ⋅ Hierarchical directory ⋅ Fault detection

1 Introduction

The recent advancements in technology demand high degree of performance
scaling and high speed computation. To meet these requirements, complex
uniprocessors are getting replaced by multicore architecture in which multiple
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processor cores are integrated in a single chip leading to Chip Multiprocessors
(CMPs).

In a typical CMPs system, L1 cache is the private cache of a processor core. L2
is shared among the cores. In a shared memory system, uncontrolled access to
shared data by different processor cores may introduce inconsistencies in the data
states. So, all the L1 caches are required to be kept coherent with the L2 cache, both
from system performance and power efficiency point of view.

CMPs, implementing directory-based protocol, maintains a directory between
the private and shared caches. Directory based coherence protocols can scale well
for large number of processors in shared-memory based systems. It takes care of all
cached copies of a shared data. However, the directory size grows linearly with
increase in number of cores, making the implementation area inefficient.

In hierarchical directory organizations, each level of hierarchy maintains infor-
mation about their lower levels. So, energy and area grow logarithmically with
increasing core count. Scalable Coherence Directory (SCD) introduced in [1], is an
efficient hierarchical directory structure that scales to thousands of cores efficiently
keeping exact sharer representation. But, fault-free recording of sharer information
between the various levels of SCD is highly required for its proper functioning.
This motivates us to design a fault detection unit for detecting faults in the sharer set
of SCD. The proposed design is modeled around a special class of Cellular
Automata (CA), having single length cycle attractor(s). The inherent modular and
scalable structure of CA ensures high scalability to the design.

2 CA Preliminaries

The n-cell Cellular Automaton (CA), an autonomous finite state machine (Fig. 1a),
evolves with time and its state transition diagram consists of cyclic and non-cyclic
states (Fig. 1b, ‘0’ is the cyclic state, called attractor). The combination of present
states of a CA-cell is the Min Term of a 3-variable Si

t
1; Si

t; Si
t
+1 switching function

and is referred to as the Rule Min Term (RMT). The 4-cell null-boundary
3-neighborhood (2-state per cell) CA <248, 248, 248, 248> of Fig. 1(b) is an
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Fig. 1 An n-cell CA and state diagram of rule 248. a An n-cell CA. b State transition diagram of
4-cell irreversible CA <248, 248, 248, 248>
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MACA (single length cycle multiple attractor CA) having attractors (state ‘0’, ‘3’,
‘7’ and ‘15’) of single length cycle. The next state logic (fi) of each CA cell follows
NSi = Si−1 +Si ⋅Si+1 (defined as rule 248).

3 Overview

In CMPs implementing flat directory, the directory size grows linearly with the
increase in number of cores. To overcome the limitations of flat directory structure
for large scale CMPs, hierarchical directory structure is used. Scalable Coherence
Directory (SCD) is an efficient hierarchical directory structure. The SCD uses a
multi-tag format and is represented using hierarchical bit-vectors.

Figure 2 shows an instance of SCD for 1024-sharer directory, where 32-bit
root-bit vector shows the subset of sharers that share the line and the corresponding
bits are set to 1. Each 32-bit leaf-bit vectors track individual sharers and the cor-
responding bits are set to 1. The first tag in a root-bit/leaf-bit vector represents the
cache line address, second tag represents the type of vector (‘10’ for root-bit vector
and ‘11’ for leaf-bit vector). Third tag in the root bit vector gives the coherence
status whereas in leaf-bit vector it gives particular leaf number. Fourth tag gives the
subset of sharers in root-bit vector and in leaf-bit vector it represents individual
sharers, that is, the presence bits. Each sharer performing read operation to a cache
line, say B, are represented in the leaf-bit vectors by setting corresponding (pres-
ence) bits to 1. For a write operation by processor Pi on a cache line B, invalidations
are sent to all sharers. Thus all the presence bits in the leaf-bit vectors are set to ‘0’
except the one corresponding to processor Pi and in the root bit vector all presence
bits corresponding to the subsets of sharers are set to ‘0’ except the one to which
processor Pi belongs. For example, let us consider a system of four cluster each
having four processors. Now, if the current operation is a write by processor Pi,
which is the 1st processor of cluster 2. Then the correct root-bit vector entry is
‘0100’ and leaf-bit vector entry is ‘1000’. However, due to some fault in the system,
a leaf-bit or root-bit vector entry for the presence bits may encounter a faulty
recording. For example, more than one presence bits in the leaf-bit vector or in
root-bit vector is still remaining ‘1’ which indicates a faulty recording of sharers.
Such a faulty recording may cause directory indirection as well data loss which in
turn may cause huge system power consumption. Thus an explicit verification

xxxxxx   11  2  10010−−− 110xxxxxx   11 0 10000 −−− 100

xxxxxx 10  S 101000 −−− 10

rotcevtib−faelrotcevtib−faelleaf−bit vector

Root−bit vector

xxxxxx 11 30 1010 −−− 111

Fig. 2 Root-bit vector and leaf-bit vector of SCD
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logic/fault detection unit is required to detect the presence of any faulty recording in
SCD’s sharer set. Conventional solutions for fault detection are not suitable for
highly scalable directory structure like SCD. Therefore, we have considered a
Cellular Automata (CA) based test logic for detecting faults in SCD’s sharer set. On
each write operation, the root-bit and leaf-bit vectors are updated. Both, root-bit and
leaf-bit vectors are fed as input to the test logic for detecting the presence of faults.
The CA based design of test logic is described next.

4 Proposed Solution

The proposed CA based test logic takes the root-bit vector and leaf-bit vector to
detect the presence of any faulty recording in SCD’s sharer set. It requires synthesis
of a CA which will correctly respond to faulty (‘F’) and non-faulty (‘NF’) cases, so
that the decision on ‘NF’ or ‘F’ can be taken at speed. This requires an n-cell CA for
n number of sharers represented in the bit-vector of SCD. Now, at each write
operation, once the n-bit root-bit and leaf-bit vectors are updated with sharer
information, these vectors are fed as input to the fault detection (test) unit. An n-cell
CA at the fault detection unit is configured with suitable rules and is run for t(= n
−1)-time steps considering the presence bit in root-bit/leaf-bit vector as the initial
seed. The CA settles to an attractor (final) state. The CA reaches to an attractor, say
X1, in the non-faulty case and it reaches to a different attractor, say X2, in the
presence of a fault. Thus by checking the attractor, decision on presence of fault can
be taken. However, sensing of attractor is reduced to a single bit, also called the
check bit. The state ‘0’(‘1’) of a particular cell (corresponding to the check bit)
designates the absence or presence of single or multiple fault(s) in the sharer set of
SCD.

The proposed test logic first checks the root-bit vector. If there is any fault, it
indicates the presence of fault. If it finds no fault in the root-bit vector, it then tests
the leaf-bit vectors. If any of the leaf-bit vectors is found to be faulty, it indicates
fault in the sharer set of SCD.

The CA based design of fault detection unit demands the design of a CA in
which a single bit of the attractors will distinguish faulty and non-faulty cases. So,
to fulfill the above requirement we require single length cycle attractor CA having
at least two single length cycle attractors, one of which corresponds to faulty case
and the other corresponds to non-faulty case.

For realizing the CA based test logic, we need to select appropriate CA rule (Ri)
for the ith CA cell. The CA <248, 248, 248, 252> has five single length cycle
attractors (Fig. 3a). The states 8, 4, 2, and 1 belonging to the attractor basin-1, and
state 0 belonging to attractor basin-0, correspond to a non-faulty (‘NF’) recording.
All other states belonging to attractor basins-3, 7 and 15, correspond to faulty (‘F’)
cases. Now, these two classes of attractors are distinguishable at the 2nd LSB. Thus
the check bit here is the 2nd LSB of attractor. It is ‘0’ for the attractor 0 (0000) and
attractor 1 (0001) and ‘1’ for the attractors 3 (0011), 7 (0111) and 15 (1111).
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A bit vector 0000 is considered as non-faulty, as it represents the initial state of the
sharer set when there is no sharer of a block.

Observation 1: The uniform CA <248; 248; 248; 248> settles to the attractors
0, 3, 7, 15 and the uniform CA <252; 252; 252; 252> settles to the attractors 0, 1,
3, 7, 15. Attractors 0, 3, 7, 15 is common for both the uniform CA, However, 1 is an
additional attractor for the uniform CA of 252.

Theorem 1 The CA rule-vectors which are rule 248 dominated, i.e. maximum
number of cells are configured with rule 248 (3 out of 4) settles to attractors same
as that of uniform CA with rule 248 (i.e. attractors 0, 3, 7, 15). On the other hand,
the CA rule vectors which are rule 252 dominated, settles to attractors as that of
uniform CA with 252 (i.e. attractors 0, 1, 3, 7, 15).

Theorem 2 The CA rule vectors which settle to attractors 0, 3, 7, 15, are con-
figured with rule 248 as the last cell rule.

Theorem 3 The CA rule vectors which settle to attractors 0, 1, 3, 7, 15, are
configured with 252 as the last cell rule.

Observation 2: For the CA rule vectors where two cells are configured with rule
248 and two with rule 252, the rule vectors having 248 as the last cell rule settles to
the attractors 0, 3, 7, 15 and the rule vectors having 252 as the last cell rule settles to
the attractors 0, 1, 3, 7, 15.

Extensive experimentation has resulted in a variety of candidate rules for the
different CA cells as listed in Table 1. We can synthesize alternative CA rule
vectors by choosing any one of the rule from the column 1 for the first cell, any
combinations of the candidate rules from column 2 for the intermediate cells and
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Fig. 3 State transition diagram. a (CA <248, 248, 248, 252>). b (CA <56, 184, 184, 118>)

Table 1 Rules for cells

Rules for
First cell Intermediate cells Last cell

56, 40, 24, 120, 184, 8 184, 248 118, 116, 126, 86, 246, 124
104, 168, 88, 152, 248, 72 84, 244, 94, 254, 214, 92
136, 232, 216, 200 252, 212, 222, 220
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one candidate from the column 3 as the last cell rule. For example, for synthesizing
a 4-cell CA, we choose rule 56 for 1st cell, rule 184 for the two intermediate cells
and rule 118 for the last cell and the resulting CA <56, 184, 184, 118> is shown in
Fig. 3b. Another alternative CA is shown in Fig. 3a.

The hardware realization of the CA based fault detection unit is shown in Fig. 4.
It is designed by considering the CA <248, 248, 248, 252> at the test unit. The
hardware overhead of the design is reported below.

Hardware Overhead: The researchers in [2] proposed a solution to detect fault
in the coherence states of a data block. Table 2 reports the gate counts (FFs, 2 input
ANDs, 2 input ORs, 3 input ORs and 2 input NANDs) and gate area requirements
of our proposed solution and the solution in [2] for CMPs with 16 to 256 cores. The
area is computed following the units specified in [3].

Simulation Results: The MACA based solution is experimented in Multi2sim
[4], an open source simulator for multicore architecture. The architectural param-
eters of L1 and L2 caches used for the simulation are shown below.

L1 cache: size = 64 KB, associativity = 4, page replacement policy = LRU,
block size = 64 byte, latency = 2 cycles.

L2 cache: size = 2 MB, associativity = 4, page replacement policy = LRU,
block size = 64 byte, latency = 20 cycles.

D D D D

D
FF FF FF FF

FF
Q Q Q Q

Q

Output

Input seed into the fault detection unit

FF
D

Q

Fig. 4 Hardware realization

Table 2 Hardware requirements for MACA based solution

No. of cores No. of FFs No. of ANDs No. of ORs Area (units)

(2 i/p) (2 i/p) (3 i/p) MACA based
solution

Solution
proposed in [2]

16 18 15 16 16 271904 47824016

32 34 31 32 32 539168 78737552

64 66 63 64 64 1073696 154313872

128 130 127 128 128 2142752 298784912

256 258 255 256 256 4280864 591498384
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The application programs in Parsec benchmark suit are used as the standard
workloads and the simulation results are tabulated in Table 3 which indicates
100 % fault coverage in all cases.

5 Conclusion

The current work proposes a CA based effective solution for detecting fault(s) in the
sharer set representation of SCD. The regular, modular and cascadable structure of
CA ensures high scalability to the design. The simple and efficient realization of the
solution ensures 100 % fault detection.
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Table 3 Simulation results for parsec benchmark suite

Execution time (s)

S. no. Program Without verification logic With verification logic Fault detection (%)

1 Bodytrack 1.01 92.35 100

2 Canneal 0.88 35.07 100

3 Ferret 0.27 1.42 100

4 Fluidanimate 0.81 45.78 100

5 Freqmine 0.71 25.29 100

6 Swaptions 0.76 36.87 100

7 X264 0.28 2.77 100

8 Blachscholes 0.25 1.83 100
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A New Stratified Immune Based Approach
for Clustering High Dimensional
Categorical Data

G. Surya Narayana, D. Vasumathi and K. Prasanna

Abstract With development in Database Technology, many existent real world
applications contain outsized volumes of categorical data, which are playing an
important role in data analysis and effective decision making. However, the clus-
tering algorithms are deliberated for numerical data only, for the reason that of their
similarity of measures. There is an enormous work carried on clustering categorical
data with predefined similarity measure explicitly defined over categorical data.
However, intricate problem with real world domain is that the feature in the data
may depend on some hidden and transonic perspective, which is explicitly not in
the given form of predictive features. So this poses a covenant with categorical data
competently and proficiently. In this paper, a stratified immune based approach is
proposed for clustering categorical data CAIS, is proposed with new similarity
measure to minimize distance function. CAIS adopts an immunology based
approach for effective discovery of clusters over categorical data. It selects fre-
quently subsist nomadic feature as representative object and perform grouping into
clusters with new affinity measure. CAIS is scaled to large number of attributes to
minimize miscluster rate in the datasets. The extensive empirical analysis on CAIS
shows that the proposed approach attains better mining efficiency on various cat-
egorical datasets and outperforms with Expectation Maximization (EM) in different
settings.

Keywords Categorical data ⋅ Immune based clustering ⋅ High dimensional
data ⋅ Expectation maximization
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1 Introduction

In the real world the developments in information and communication technology
has introduced large amount data for database analysts. The real world environment
extracting knowledge is deepening with transonic characteristics, which are not
represented explicitly in the form of predictive features. However, extraction of
knowledge over categorical domain has not been extensively discussed [1] since
categorical attributes exist in real data with peripatetic concepts. How to covenant
with the categorical data competently and proficiently is the core topic in clustering
categorical data [2, 3].

Clustering is mainly focused to discover dense and sparse domain in the data by
partitioning the dataset into disjoint groups called. Clusters are useful for sympa-
thetic and enhanced understanding [4, 5]. The clustering problem is defined as an
objective function which minimizes the similarities among objects in the same
group while maximizes the dissimilar with objects in another group according to the
predefined similarity measures [3].

At present two types of data domains are available in the real life applications.
The numerical domain is continuous or persistent, and can be interminable. On the
other hand, categorical data domain takes only discrete values in a finite number.
An intrinsic feature of categorical data is that it will have a diminutive number of
attribute values. In the literature, STIRR [6], CACTUS [7], ROCK [8] and Squeezer
[9] are the few clustering algorithms designed to covenant with categorical data
values. STIRR is used for categorical data. It is iterated until a fixed point of
assigning basins for each cluster. In ROCK it adopts an agglomerative hierarchical
clustering algorithm, to minimize a cost function defined as the number of links
between samples. It also uses nearest neighbor search strategy to group common
samples in the dataset. In CACTUS, it provides a fresh view of clusters with
categorical data values. CACTUS uses a vector space to compose data objects into
clusters. Several heuristic methods were proposed on clustering categorical data.
The main memory utilization and cluster accuracy are heavily affecting because of
the database size and large number of attributes. The previously stated algorithms
can get entirely fair clustering impacts with numerical data. This deficiency is
adequate to accept with the aid of researchers, because of the intricacy in similarity
measurement in categorical values.

To do this, a fast stratified immune based algorithm clustering algorithm called
CAIS for clustering categorical data is described. The vital logic behind CAIS is to
determine affinity threshold measures over the representative antibodies identifi-
cation (RAI) instead of calculating among data objects. So in a single scan of the
dataset the affinity information is plotted over matrix which easily fits in main
memory, and clusters can be constructed efficiently, which results in significant
improvement over the performance than the earlier reported algorithms. The
framework of CAIS is organized as

1. Calculating Representative Antibody Identification for centroids in the dataset.
2. Adopting an immune based algorithm CAIS for clustering categorical data.
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3. Extending CAIS to discover miscluster rate in datasets consisting of a large
number of attributes.

4. Performing extensive experimental study of CAIS, evaluating and comparing its
performance with earlier reported algorithms on synthetic and real datasets.

The rest of the paper is prepared as follows. Section 2 defines basic definitions,
and related work used in our proposed work. Section 3 presents the framework of
CAIS. Section 4 describes the empirical evaluation of the proposed work and
Sect. 5 will present conclusion.

2 Basic Preliminaries

In this section, a formal description of the proposed work is characterized. Sec-
tion 2.1 defines the basic definitions and notations and Sect. 2.2. Defines problem
descriptions associated with categorical data is presented.

2.1 Definitions

Before introducing CAIS, some imperative definitions and notations are used in the
proposed work is given in the following section.

Let A1, A2, … Am, be ‘m’ attributes describing a high dimensional data space
‘Dp’.

Definition 1 Cluster is a collection of data objects [7] which satisfies

(a) Data object are similar to each other with in the same cluster.
(b) Data objects from diverse clusters which are dissimilar from each other.

Definition 2: Categorical Attributes Let A1, A2,… Am be m attributes describing
a space, Dp and D(Ai), the domains of the attributes. A domain high dimensional
data space of Dp(Ai) contains finite and unordered then it is defined as categorical
e.g., for any α, β of Dp (Ai), if α = β or α ≠ β then Dp (Ai), is entitled as a
categorical data.

Definition 3: Distance of Categorical values Let a1, a2 indicates two objects and
a2 belongs to the clusters Ci. The distance between categorical value [10] is denoted
by Φ(a1, a2) from a1 to a2 is defined as below:

Φ a1, a2ð Þ= ∑
m

i=1
∅ða1, i: a2, iÞ;
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Where

∅ a1, i, a2, ið Þ= 1− frðaj, i = a1, i c̸iÞ, ða1, i = a2, iÞ
1, ða1, i ≠ a2, iÞ

�

Definition 4 Let a1, a2 ∈ Dp, the similarity ℓj(a1, a2) between a1 and a2 with
respect to Aj(j ≠ i) is [7] defined as follows.

ℓj a1, a2ð Þ= jfx∈Dp:Φ a1, xð Þ>0 andΦ a2, xð Þ>0gj

2.2 Problem Statement

Consider D is a dataset with N instances and let A = {A1, A2 … Am}. where Aj is
the jth categorical data attribute 1 ≤ j ≤ m. A = {Ai}, where i = 1 to N, in which
each instance Ai = {A1, A2 … Am} has m features. Grouping these instances into
partitions ₱ with a predefined number of subsets ‘k’ of clusters i.e. ₱j = {₱j

1, ₱j
2, …,

₱j
N} and Dp is into several continuous subsets Ś

t where Śt = N. The main objective is
to perform clustering on these dataset and consider the affinities between Śt and Śt+1.

3 Stratified Immune Based Clustering
on Categorical Data: CAIS

As described in previous section, choosing k value for number of initial clusters was
not done properly in the earlier reported algorithms. The existing algorithms will get
stuck in producing cluster accuracy. This problem restricts the usage clustering in
many applications. Earlier maximum work was presented in focusing clustering over
categorical data with predefined assumption about initial clusters. The existing
algorithms still suffer with problem of representative clusters and accuracy.

Now this section, CAIS the two-phase clustering algorithm is depicted. The
motivational idea behind CAIS is that an affinity of the complete dataset is adequate
to compute a set of “antibodies” clusters which can be collaborated to discover the
set of clusters. CAIS consists of two phases: Representative Antibody identification
(RAI) and clustering with similarity measures. In the RAI phase, the antibody
information from the dataset is evaluated as a set of representative antibodies. In the
clustering phase, using the compute RAI information, a set new affinity measures
are evaluated to discover a set of entrant clusters. The CAIS process is illustrated
with a hypothetical example used throughout the paper and presents the successive
phases in the algorithm.
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3.1 Representative Antibody Identification (RAI)

The basic initiative behind RAI is to characterize the distribution of the attribute
values called representative antibodies as a cluster. To discover RAI measures of
each antibody, in a cluster it is evaluated as:

1. If the frequency of an antibody is high in the cluster then RAI is important.
2. If the antibody is appears in this cluster rather than in other cluster.

The RAI of antibody is defined as attribute name as follows:

RðCi, IirÞ= Iirj j
mi

* f ðIrÞ

f Irð Þ=1−
− 1
log k

* ∑
k

i=1
P Iirð Þ. logðP Irð ÞÞ

and

P Irð Þ= Iirj j
Izrj j

Where mi = number of data points Iir = representative value of Ci

Iirj j = number of occurrences of Iir
R(Ci, Ir) stand for the RAI of node I, in cluster Ci. f Irð Þ the frequency. The

procedure of identifying RAI nodes is explained with the following example shown
in Fig. 1.

A

A1

1
4
1
5
1
4
5
5
4

r1
r2
r3
r4
r5
r6
r7
r8
r9

A2

2
2
2
2
2
2
2
2
2

r1
r 2
r3
r4
r5
r6
r7
r8
r9

A3

3
6
7
6
3
6
6
6
6

r1
r2
r3
r 4
r 5
r 6
r 7
r8
r9

S1

S2

S3

Fig. 1 Example dataset
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Figure 1 shows the data set with 9 data points, with three attributes and subset
size = 3. The representative value of Iir in Ci, and the second concept, frequency
function f(Iir) and RðCi, IirÞ both in range of [0, 1]. The first subset S1 is clustered as
shown in C1, which further explored to two clusters, C11 and C12, as shown in
Fig. 2. The calculated RAI of C1 is 0.66. Same procedure is applied on C2 and C3.
The calculated RAI of C2 is 1 and C3 is 1. For the second iteration C1 and C2 is split
into C11 and C21. The C2 and C3 is split into C31 and C41 as shown in Fig. 2.

Consider the dataset in Fig. 2. Cluster C11 contains three data points. The object
A1 = 1 occurs 2 times in C11 and does not occur in C21. The frequency function f
(Ci, Iir) = 1. Therefore the RAI of A1 in C11 is 0.66 and in Cluster C21, it is 0. The
frequency of A2 = 2 is 0.029and the RAI of A2 in C21 is 0.66, in C31 is 0.66 and in
C41 is 0.029. Finally the RAI of all clusters is given in the following Table 1. From
the Fig. 2 the cluster C41 has lowest RAI on A1, A2 and A3. Therefore Cluster C41

is dose not considered for future iterations. Finally the dataset produces only 3
clusters with high RAI values.

C1

1 4 1
2 2

6 7
2

3

C2

5 1 4
2 2

3 6
2

6

C3

5 5 4
2 2

6 6
2

6

C41

1
2
7

C21

4 4 4
2 2

6 6
2

6

C31

5 5 5
2 2

6 6
2

6

C11

1 1
2 2

33

Fig. 2 The RAI of clusters

Table 1 Performance of CAIS on synthetic dataset

Dataset
name

No of
attributes

No of
antibodies
(RAI)

Min
Affinity
threshold

No of instances = 100
Precision Recall F-Measure Accuracy

Synthetic1 100 37 0.2 83.1 80.1 77.8 80.0
Synthetic2 200 38 0.2 69.0 69.7 66.6 69
Synthetic3 300 48 0.2 80.7 81.0 79.1 80
Synthetic4 400 47 0.2 78.6 77.0 75.8 77
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3.2 Clustering with Similarity Measure

The basic reason to adopt immune system, it will easily groups cells into clusters
improve the resistance in human body. Similarly to improve the accuracy of the
clustering is need to distribute the data objects into discrete and disjoint clusters. To
do this, in our proposed approach uses modified immune methodology with new
similarity measure to define the affinities among the data objects. The procedure of
discovering candidate clusters over categorical data is given as follows.
Step1 input high dimensional dataset ‘X’ of size ‘N’ such that each data object as

an antigen in the dataset
Step2 Generate the ‘K’ initial antibodies using Representative Antibody Identi-

fication (RAI)
Step3 Identification of antigens using the affinity value between antigen and

antibodies. For each categorical attribute in the given dataset, the affinity
values are constructed as

AijðdÞ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1−

ðxid − xjdÞ2
∥xi − xj∥2

s

Let a Database ‘D’ with ‘N’ instances and ‘d’ antibodies. Let Xi, Xj be the two
instances of same antibody. If ðxid − xjdÞ2 is dominates ∥xi − xj∥2 then the affinity
AijðdÞ is close to ‘0’ and having both Xi and Xj are similar. Sort the affinity values
according to the similarity measure.
Step4 Cluster each antigen to an antibody

Repeat step 3 and step4 and update the affinity matrix according to
occurring frequencies of each antigen value in its corresponding cluster.

Step5 for each cluster
Step 5.1 the antigen value, evolved antibodies to get a new antibody So

that the sum of affinity between antibody and antigen is maximum
The new antibody can be evolved as follows. let A1 and A2
denote the two antibodies and A2 belongs to cluster Ci, then the
distance function is defined as follows: Φ(a1,

a2) = ∑
m

i=1
∅ða1, i, a2, iÞ.

Step 5.2 for each affinity pair, choose the highest affinity value as best
antibody and eliminate others whose Affinity Threshold
(AT) value is less than pre supplied threshold

Step 5.3 calculate miscluster rate. It is formulated as follows:
miscluster rate = Nm/N
Nm denotes the number of categorical objects and N denotes the
size of the data set.

Step6 Check for stop condition
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4 Performance Evaluation

In this section, the detailed evaluation of scalability and accuracy of CAIS on
synthetic and real datasets is described. The proposed approach is evaluated based
on elapsed time and miscluster rate and also different performance measures are
used to evaluate the accuracy of the clustering process. The evaluations are mainly
focused on performance measures of the proposed algorithm. Experiments were
conducted on a synthetic dataset and a benchmark dataset from UCI machine
learning repository.

4.1 CAIS Performance Evaluation on Synthetic Dataset

In this section, we present CAIS evaluation on synthetic dataset. The synthetic
datasets were generated using the clustering data generator. The detailed evaluation
on synthetic dataset is shown in the following Table 1.

From above Table 1 it is observed that the F-measure and accuracy values are
high when number of antibodies is low. As the number of RAI are increased the
f-measure and accuracy are increased gradually. The Fig. 3 shows performance on
a dataset with 50,000 samples. The time values are measured in milliseconds. From
the Fig. 3 it is observed that CAIS reduces to half of the elapsed time with EM.

The Table 2 shows the impact of RAI on number of clusters and dimensionality
on a synthetic dataset of size 50,000 samples. Synthetic dataset with varied

Fig. 3 Elapsed time for discovering k = 20 with varying RAI

Table 2 Elapsed time for discovering number of clusters (k) with fixed dimensionality (n = 20)

No of antibodies (RAI) Time for n = 20 in ms Time for n = 30 in ms Time for n = 50 in ms

0 2 2 4

20 54 69 104

40 89 117 186

60 110 164 270

80 160 215 340

100 194 281 415
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dimensionality and varying clusters are shown in above Table 2. The elapsed time
values are measured in seconds. The execution of CAIS is still faster than EM[11]
regardless of how many RAI are identified using CAIS.

4.2 CAIS Performance of Vote Dataset

In this section, we discuss CAIS on vote dataset taken from UCI. The results from
vote show that CAIS finds intuitively meaningful clusters from dataset. Table 3
depicts the performance on vote dataset. From the table it is observed that clusters
increases the F-measure and accuracy values are reduced when number of clusters
increases. This is because of selection of efficient and scalable RAI objects and
affinity threshold. The rate of miscluster increases slightly with the increase of
number of clusters and RAI objects.

Table 4 shows the execution time of CAIS&EM on vote dataset. From the
Table observations, it is noticed that CAIS takes very less time in discovering
number of clusters compared to EM. Hence EM algorithm takes more time to cluster
categorical data in two phases. During Expectation phase and Maximization phase it
is also predicted that an average CAIS takes 50 % less time compared to EM.

Table 3 Performance on vote dataset

No of
instances

No of
RAI

Affinity
threshold

K Precision Recall F-measure Accuracy Miscluster
rate

3944 232 0.4 3 97.7 94 95.8 94.9 0.045

4 97 95.9 96.4 95.63 0.045

5 98 91.8 94.8 93.7931 0.05

6 96.9 94.4 95.6 94.7126 0.051

8 97.6 93.3 95.4 94.4882 0.048

10 97.3 92.9 95.0 94.023 0.053

15 98 91 94.4 93.333 0.053

20 97.2 91 94.0 92.8736 0.06

Table 4 Elapsed time on vote

No of clusters Elapsed time on CAIS in sec Elapsed time on EM in sec

3 0.22 2
4 0.19 2
5 0.20 4
6 0.23 5
8 0.17 7
10 0.19 8
15 0.19 11
20 0.17 14
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5 Conclusion

In this, the proposed a stratified immune based unsupervised clustering of cate-
gorical data based on a new similarity measure and representative antibody iden-
tification (RAI). For each attribute or antigen, the representative object is selected as
distribution of frequency function defined over the attributes and on the basis of
adoption of representative clusters method and the knowledge of the true number of
clusters. The proposed CAIS is compared with EM in several settings. The
empirical analysis on CAIS shows that it significantly outperforms with EM
algorithm. The major strength of the proposed work is it evaluates the miscluster
rate over the clustering on categorical data. From our experiments it is observed that
the miscluster rate is in between 0.05–0.07 up to 20 clusters. The elapsed time is
greatly reduced when it is scaled with larger size attributes and number of clusters
and outperforms better as compared with EM algorithm.
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Multiclass SVM Classifier with Named
Entity Recognition for Scheduling
Workflows in Cloud

Jyothi Bellary and E. Keshava Reddy

Abstract Present Internet based applications are generating huge data due to
demands of various scenarios. This gives several challenges in analyzing data and
performances of the cloud based systems. In order to represent the named entity
recognition problem which is the challenging task for the cloud environment, we
present a new model called as multi class SVM (Support Vector Machine) for
workflow scheduling in cloud. This workflow scheduling provides a framework for
scheduling the entity identification with multiclass SVM classifier. The algorithm for
the scheduling of resources in cloud called as improved allocation, which continu-
ously and vigorously reallocates multiple types of named entities to the cloud
resources to fulfill the cost and performance requirements. Experimental results
shown that the system can handle resources effectively, time and cost is optimized.

1 Introduction

The word Named Entity, now extensively used in NLP (Natural Language Pro-
cessing), was used for the 6th Message Understanding Conference (MUC-6). At
that period, MUC was focused on named entity projects where it is designed for
company actions and protection related actions are recovered from the semantic
relations, such as information document articles. In essential with this people rec-
ognized that the essentiality of acknowledging details like titles of individuals,
locations and company titles and number expression like time, date, percent and
money expression. Determining sources and acknowledging the writing is essential
sub projects of details recovery known as Named Entity Recognition (NER), can
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label the data automatically with high accuracy. The computer needs to know how
to recognize a small text with having semantic principles in order to make a correct
prediction. Thus making an exact relation between the entities is a typical task for a
natural language understanding applications. In this paper we are focused on rec-
ognizing entities with specified techniques.

A Monitored learning strategy using Support Vector Devices and high perspec-
tive features is used to recognize the named entities. Single-Class and Multi-Class
category efficiency and outcomes are mentioned. The strategy used removes prior
language information such as part-of-speech or noun term labeling thereby enabling
for its usefulness across ‘languages’. No domain-specific information is involved.
The initial outcomes are much like those acquired using more complicated tech-
niques despite problems experienced due to storage and computational power
restrictions. The Multi-Class Fβ = 1 ranking for the right border recognition is 79.3
%, for the left border recognition is 69.9 % and the ranking for the semantic blend
category is 63.5 %. In the above mentioned approach the memory and the compu-
tational power is limited so we didn’t achieved expected results then here we are
presenting a new system for scheduling the resources and computational power
called as work flow scheduling which can be performed in the cloud environment.

There has been various types of workflow scheduling algorithms exists in cloud
computing system. Most of them can be applied in the cloud environment with
suitable verifications. The main advantage of job scheduling algorithm is to achieve a
high performance computing and the best system throughput. Traditional job
scheduling algorithms are not able to provide scheduling in the cloud environments.
Scheduling process in cloud can be generalized into three stages namely, (1) Resource
discovering and filtering: Datacenter Broker discovers the resources present in the
network system and collects status information related to them. (2) Resource selec-
tion: Target resource is selected based on certain parameters of task and resource. This
is deciding stage. (3) Task submission: Task is submitted to resource selected.

Workflow scheduling deals with the automation of procedures whereby the data
and files are transferred between the participants based on the different set of rules to
fulfill the overall goal. A workflow management system executes defines and man-
ages the computing resources, which should have the capability to deal with the
dynamic applications and process the multiple tasks to the distributed resources.
A workflow is poised by connecting numerous tasks according to their dependencies.

We considered a Multi class SVM (Support Vector Machine) based prediction
model to design the data intensive tasks. Most likely we formulate the scheduling
problem in cloud and proposed a new algorithm called as Improved Allocation, to
extend the allocation resources capability in cloud environment. The experimental
results claimed that the algorithm performs better utilization accordance with
resource utilization and power compared to previous techniques which is employed.

The respite of this paper is well thought-out as follows: Sect. 2 provides an
introduction to the structural design of the work-flow management system. Section 3
provides the suggested strategy for improved allocation. Section 4 analyzes our
methods for a real-world datasets for evaluating relation identification. We evaluate
our strategy with simulation setup in Sect. 5, and lastly we determine in Sect. 6.
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2 System Model

This section deals with the framework for multi-class SVM classifier with work
flow scheduling.

The workflow system is depicted in Fig. 1. The top layer of the work flow
contains the user applications to define the tasks to the middle ware which is present
in the architecture. The application specific activities are performed by the user
applications. It gives the input values to the named entity recognition.

2.1 Named Entity Recognition

In the NER we use the Conditional Random Fields (CFR) to perform the classi-
fication in our framework. These CRFs are undirected graphical models trained to
increase the probability of a label sequences given to the corresponding input
sequences. Let I, I = i1…iN be the input sequence, and L, L = l1…lN be the label
sequence for the input sequence. The probability for the L to I is given as:

Fig. 1 Model for MSVM workflow scheduling in cloud
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pðLjIÞ= 1
ZðIÞ expð ∑

N

n=1
∑
k
λk fkðln− 1 , ln , I, nÞÞ ð1Þ

Where normalization term is coined as Z (I), fk is a feature function; it takes a
binary value, and k is a leaning weight associated with the feature fk. The log
likelihood parameter is given as M which can be represented as

M = ∑x log pðLxj IxÞ− ∑
k

λ2k
2σ2k

ð2Þ

Where smoothening parameter for fk is defined as. The penalty term, used for
regularization, basically imposes a prior distribution on the parameters.

2.2 Multi Class SVM Classifier

The Multi class SVM classifier classifies the instances into two or more binary
classes. This classifier uses one-Vs-all strategy to distinguish that class form all
other classes. Prediction is performed on binary classifiers and choosing the pre-
diction with high confidence rate.

The training algorithm for the binary classifier is given in Algorithm 1.
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The prediction layer collects the confidence score and gives the results to the
work flow scheduler in cloud environment. The work flow scheduler connects to
the scheduling process for the execution of applications.

2.3 Workflow Scheduler

This layer deals with actual scheduling, predictive analysis, iteration control, and
dispatching of workflow tasks. The work flow scheduler to process the complex
analytical workflows extends the workflow engine by adding the adaptive com-
putational methods. The task dispatcher dispatches the tasks which are received
from the work flow engine to the concerned resources selected by the scheduler. In
each step the task execution time, status and VM type will be send back to the
system for further analysis. Prediction model trains the data set for each step to
execute the data processing tasks. Hence the system from the each step will be
trained better.

The resource allocation manager contacts with the physical infrastructure which
has facilities like adaptive resource allocation and best resource allocation to meet
the user cost and time requirements. By looking the performance and characteristics
of tasks the system can adjust its behavior accordingly and improves the resource
allocation periodically. The job of the scheduler in the workflow is to assign all the
workflow tasks to cloud resources. The resource pool execution layer contains the
virtual machines which executes the tasks which are allocated to them. With this
architecture, we plan to take an optimal schedule to achieve the minimum economic
cost and completion time. The following section deal with improved allocation for
mapping the tasks in distributed heterogeneous resources which was discussed
earlier.

3 Improved Allocation

We proposed a method that extends the current ability of the workflow management.
It is designed for the workflow analytical applications to in which analytical
applications are periodically repeated. In order to improve the performance and
financial cost for such applications, the workflow engine analyzes historical data,
produces efficiency forecast for each process, and maximizes accordingly. Hence the
performance of running the analytical applications can be consistently improved by
adjusting system configurations to achieve the user requirements. To run the
information in cloud, we believe there is on demand source provisioning and various
types of VMs have different efficiency and prices. The work-flow scheduler decides
the appropriate amount of resources and designates projects to appropriate resources
to meet up with user specifications. Clouds add extra complexness to the work-flow
scheduler because the efficiency duration of projects clearly differs when

Multiclass SVM Classifier with Named Entity … 155



implemented on different resources. Therefore, the cloud work-flow scheduler needs
to spend projects and to find an appropriate bargain between budget expenses and
efficiency speedup. Our work-flow management system provides a new interesting
procedure and new arranging criteria to help users spend appropriate resources and
complete their programs with less completion time and economic cost.

In the algorithm 2 how the resources will be allocated to each task can be
calculated using an improved version of allocation.

This algorithm contains two steps. In step 1 identifies the time span of each
application which is allocated to the work flow system. For some applications the
time span is constant. If the time span is not assigned to any application allocate the
max time span to the new task and allocate the respected VM based on their Smax
value.

In step 2 calculate the utility function UK + 1 with the following equation.

Uk+1 = ðK − 1Þ.T 0
. qk + T

0
. qk +1 −K. qk .T ð3Þ

Where qk is the price of VM Vk, Vi is the improved type of VM Vi, K is the
number of tasks, T is the time span of the longest task before improving the VM
type Vi to Vi + 1, T’ is the time span of the longest tasks after improving. In our
case, minor utility indicates the additional benefit or price that a consumer origi-
nates from buying an improved unit of reasoning service. U ≤ 0 indicates there is
no price rise, and we can securely update the VM for the lengthiest process con-
sistently until U > 0.
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4 Experimental Results Evaluation

The assessment of entity relation extraction relies on the characteristics of the
technique used (supervised or unsupervised) and the type of dataset used. First, we
temporarily explain some of the datasets that are available for entity relation
extraction process. Here we are selected several data sets namely from MUC
(Message Understanding Conference). The datasets listed are 1999 IE, MUC-2,
MUC-3, MUC-6, CoNill-03, Met2 and Cora. Our algorithm is tested over different
real world data sets. The data set size and dimensions are of variable. The
parameters precession, recall and f-score in English language is given in Table 1.

These data sets can be classified and submitted to the work flow scheduling
algorithm which is called as improved allocation.

4.1 Evaluating in Supervised Process

In the supervised process establishing, relation extraction is indicated as a category
task and hence, metrics like Precision, Recall and F-score are used for efficiency
assessment. These metrics are described as follows:

Precision P=X ̸Y ð4Þ

Recall R=X ̸Z ð5Þ

F− score = 2PR ̸P+R ð6Þ

Here X is the number of correctly extracted entity relations; Y is the Total
number of extracted entity relations, Z is the actual number of extracted entity
relations.

Table 1 Performance results
of multi class SVM algorithm
with different datasets

English Precision (%) Recall (%) F-score

1999 IE 88.99 88.54 88.76 ± 0.7
MUC-2 84.29 85.50 84.89 ± 0.9
MUC-3 82.02 81.39 81.70 ± 0.9
MUC-6 83.87 63.71 72.41 ± 1.3
CoNill-03 76.33 80.17 78.20 ± 1.0
Met2 75.20 59.35 66.34 ± 1.3
Cora 85.93 86.21 86.07 ± 0.8
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4.2 Evaluating in Semi-supervised Process

In the lack of labeled test data, analyzing semi-supervised process is a little bit
different procedure though the actual analytics remain the same (Precision, Recall
and F-score). Semi-supervised process of relation extraction is typically used on
considerable quantities of information resulting often in the finding of a huge
variety of new patterns and relations. Therefore, getting an actual precision and
recall is challenging. Since the real variety of entity relations are challenging to
obtain from considerable quantities of information, it is challenging to calculate
recall to evaluate semi-supervised process.

5 Experimental Setup

The simulation results setup has carried in a simulator named Cloudsim. Cloudsim
is a java based work environment in which it is used for cloud application devel-
opment. The improved allocation algorithm has set up in a simulation environment.
The details of experimental process and the simulation results have been discussed
below.

5.1 Simulation Setup

By taking the requests which is generated by the multiclass SVM classifier by using
prediction function the tasks which has been divided we termed these tasks as jobs
in cloud terminology.

The software which is used for to implement workflow scheduling is cloudsim
V3.0.2.

(a) Virtual Machine
Virtual Machine is a piece of software which is layered on the hardware that
executes programs on the software. The configuration of Virtual Machine to
perform the workflow scheduling is given in Table 2.

(b) Cloudlet
Cloudlet will work as input job where we can load the tasks, it contains
encapsulated information. Each and every job contains a cloud ID.

To experimentally implement the work flow scheduling by using improved
allocation algorithm we are going to use both FCFS scheduling policy and Round
Robin scheduling policy. Here we are using the constant VMs count which is taken
as 50, 100 and 150. The experimental results for FCFS scheduling are shown in
Table 3.
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FCFS scheduling is a first come first serve basis in the mean time the task which
is arrived first can be allocated to the VM. The process continuous until the tasks
has been completed. The priority of the task is not taken in to consideration.

In Fig. 2 it shows the comparison graph of execution time and no. of cloudlets
which is participated in the workflow scheduling. It defines that execution time is
increased automatically when the no of cloud lets increases. The average response
time is also shown in Fig. 3. It can variable when we are using random VMs.

The experimental results of Round Robin scheduling policy are shown in
Table 4. The Round Robin is similar to FCFS, but it has some time quantum for
each and every task if the task is not finished within the time the process acts like
FCFS and it swaps to the waiting queue.

In Fig. 4 it shows that the comparison of execution time in round robin with the
no. of cloudlets. Here the round robin acts as efficient scheduling policy when
compared to FCFS. The response time of round robin is smaller when compared to
FCFS it is shown in Fig. 5.

Table 2 Configuration of VM

Configuration VM

RAM 512
No. of processors 1
MIPS 250
Band width 1000
Storage space 10000 MB
Processor of type Xen

Table 3 FCFS workflow scheduling using improved allocation

No. of
cloudlets

No.
of
VMs

Execution time using proposed
approach (sec)

Average response time
(ms)

200 50 286.21 317.40
100 246.79 247.15
150 201.16 220.76

400 50 529.19 415.32
100 465.76 355.25
150 379.60 317.50

800 50 1091.47 625.77
100 961.59 513.24
150 843.28 435.14

1500 50 1918.93 1172.65
100 1714.67 1081.48
150 1587.26 974.67
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Fig. 2 Comparison of execution time with No. of cloudlets in FCFS

Fig. 3 Average response time in FCFS
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The previous techniques which were employed for the NER had taken a max-
imum execution time of about 17 days to execute the tasks in i3 and i5 processors
and 2–4 GB of RAM. But the workflow scheduling with improved allocation had
shown that the given tasks can be executed in seconds.

Table 4 Round Robin workflow scheduling using improved allocation

No. of
cloudlets

No. of
VMs

Execution time using proposed
approach (sec)

Average response
time (ms)

200 50 284.78 291.54
100 234.50 265.43
150 194.32 250.64

400 50 528.40 367.23
100 435.76 327.58
150 345.27 312.54

800 50 1090.34 541.92
100 923.40 513.86
150 821.49 489.30

1500 50 1917.78 996.45

100 1634.26 873.28
150 1435.31 825.71

Fig. 4 Comparison of execution time with No. of cloudlets in Round Robin
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6 Conclusion

In this paper we are addressed the interesting and new problem called named entity
recognition through resource allocation in cloud. The technique which is employed
to detect the named entities called as multiclass SVM classifier which is combined
with workflow scheduling in cloud achieved better results. The time and cost of
establishing resources is reduced through VM allocation by applying FCFS
scheduling and Round Robin scheduling.

Experimental results indicate that the multiclass classifier performed well in
identifying named entities in different datasets. The proposed algorithm is efficient
and effective for solving the problems of practical size. In order to improve the
performance the improved allocation algorithm analyzes the record of each run,
generates the predictive model performance of each task and optimizes the eco-
nomic cost and performance accordingly.
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Spatial Data Analysis Using Various Tree
Classifiers Ensembled With AdaBoost
Approach
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Abstract The Spatial Data is growing very fast but the available statistical tech-
niques are not sufficient to analyze. The existing Spatial Data Mining Techniques
also has certain limitations. The size and complexity of the data sets are posing
challenges to the research community. In order to overcome these it is required to
do deep study on the suitability of the existing Machine Learning Techniques apart
from that check for the suitability of hybrid machine learning techniques. In our
paper Classifier Ensembling Technique called AdaBoost Approach was applied on
the Spatial Data set for rigorous Analysis. The AdaBoost Technique combines
multiple weak classifiers into a single Strong Classifier. It is used in conjunction
with many machine learning classifier algorithms in order to boost up their per-
formances. In this connection various Tree Classifier Techniques like J48, Random
Forest, BF Tree, F Tree, REP Tree, Random Tree, Simple Cart etc., were consid-
ered and applied on the Spatial Data set considered and did the comparative study
in terms of various performance metric values both in terms of Numerically and
Visually and finally made effective conclusions out of that study. This paper also
states that ensemble methods perform in better way than any individual classifier.
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1 Introduction

Spatial Data [1] has spatial coordinates and topology and it can be analyzed by
accessing, through GIS. Spatial analysis [2] is a collection of techniques for
analysis of spatial data. The Analysis of Spatial data set depends on the locations of
the objects. The Software used for spatial analysis depends on two factors namely
spatial locations and its attributes. Spatial Data Mining Techniques involves
Classification, Clustering and Association Techniques. Spatial Analysis or Spatial
Statistics [3, 4] are the techniques used to study properties of topological, geo-
metrical or geographical objects. It is used to analyze the spatial data. The type of
this analysis includes Spatial data Analysis, Spatial Auto correlation, Interpolation,
Regression, Interaction and Simulation and Modeling. Spatial Analysis turns raw
data into potential information. It is a set of techniques for analyzing spatial data. It
is the analysis of Geographical data sets. Shape files are the vector data and
composed of a few required files (a).shp—the shape format file (b).shx—the shape
index file (c).dbf—the attribute file. Machine Learning [5] is a technique that
provides computers an ability to learn without being explicitly programmed. It
makes development of computer programs so as to train themselves to grow and
change whenever they are subjected to new data. Classification is a supervised
learning technique.

2 Literature Survey

AdaBoost [6] is short form of Adaptive Boosting a popular boosting machine
learning meta-algorithm technique which helps you combine multiple “weak
classifiers” into a single “strong classifier”. A weak classifier is simply a classifier
that performs poorly, but performs better than random guessing. Its major advan-
tage is it can be used in association with other types of classifier algorithms to
improve their performance. The output of weak learners is combined into a
weighted sum and results a boosted classifier. It is sensitive to noisy data and
outliers. AdaBoost algorithm is used along with decision tree learning, information
received at every stage is fed into the tree growing algorithm.

In this section, we will investigate the impact of AdaBoost as classifier
ensembles on classification accuracy. Consequences of choosing different base
classifier are monitored. In our case we used different type of decision tree algo-
rithm, such as DecisionStump, J48, ADTree, LADTree and BFTree. Later on,
comparisons of results of measuring the performance of classifiers are presented.
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2.1 Ensembling Method

Ensemble methods [7] are used to construct a collection of classifiers. These are
used to classify new data points by considering their weighted vote of predictions.
The original ensemble method uses Bayesian averaging. But the present algorithms
combine error correcting output coding, Bagging and boosting. Ensemble methods
[8] use multiple learning algorithms to get better predictive performance than could
be obtained from any of the constituent learning algorithms.

2.2 J48 Classifier

J48 algorithm [9] is an advanced version of C4.5 algorithm. The output of this J48
algorithm results a Decision tree. J48 algorithm [10] output results a Decision Tree.

2.3 Random Forest

Random forest [11] is an ensemble learning method used for classification,
regression and other tasks.

2.4 BF Tree

In BF Tree the node in which split leads to maximum reduction of impurity across
all other nodes is called best node.

2.5 F Tree

F Tree algorithm is used for building ‘Functional trees. It has logistic regression
functions at the inner nodes and/or leaves.

2.6 J48 Consolidated

It is used for constructing a C4.5 consolidated tree. In this a single tree is built based
on a set of sub samples. New options are added to the J48 class to set the
Re-sampling Method (RM) for the generation of samples to be used in the con-
solidation process.
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2.7 REP Tree

It is a Fast decision tree classifer. It constructs a decision/regression tree using
information gain. It prunes the tree by the method reduced-error pruning.

2.8 Random Tree

It is used for constructing a tree with K randomly chosen attributes at each node.

2.9 Simple Cart

It implements minimal cost-complexity pruning. It deals with missing values. It
makes use of “fractional instances” method.

3 User Classifier

User Classifier classifies interactively through visual means by constructing a
scatter graph of the data.

3.1 Decision Stump

This classifier is uses a decision stump for building tree.

3.2 Extra Tree

This Class is used for generating a single Extra-Tree. It is used with the Random
Committee Meta classifier to generate an Extra-Trees forest for classification or
regression. This classifier requires all predictors to be numeric. Missing values are
not allowed. Instance weights are taken into account for this classifier.

3.3 Hoeffding Tree

It is an incremental decision tree induction algorithm. It has capability of learning
from massive data streams. Even a small sample is sufficient to choose an optimal
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splitting attribute and is supported mathematically by the Hoeffding bound. The
features of Hoeffding Trees are not shared by other incremental decision tree
learners and it gives very good performance.

4 Proposed Approach

The proposed approach is implemented by considering the Crime data set which is
fetched from RRR+-Tree data structure. The fetched data set is pre processed using
various data cleaning techniques. It is then subjected to different Decision Tree
Classification techniques like J48, J48 Consolidated, Hoeffding Tree, Extra Tree,
Decision Stump, User Classifier, Simple Cart, Random Tree, Rep Tree, F Tree, BF
Tree, and Random Forest. After that in combination with ensembling methods like
AdaBoost is applied in combination with these Tree Classifiers and their perfor-
mance were found. Performance comparisons were made among these classifiers
with that of Classifiers without the influence of ensembling method AdaBoost. It is
found that their performances were enhanced.

5 Implementation of Proposed Approach

The proposed approach is implemented by considering the Crime data set which is
fetched from R-Tree data structure [12, 13]. The fetched data set is pre-processed
using various data cleaning techniques for removal of Noisy, Inconsistency,
Incomplete and removal of Outliers etc. The data set was converted into the
required format in which it has 66 attributes indicates type of crime and 6 districts
as 6 instances. The 66 Attributes are namely Crime, BSI, TSV, CFOP, BR, MP,
ANFC, T, AFA, PT/LP, OTC, GT, I, TITT, GA, NSEA, TWSV, GI, DSO, TAI,
DD, TOM, H, P, PT, PTI, FFJ, HR, ATL, PCS, TANI, UPII, SL, BB, S, BV, VG,
RB, M, FP, RU, BNCS, TVWO, SPNC, v, DAD, RPS, WS, CR, FITO, PDP, BC,
COR, PCV, AOIS, LP, OAA, PV, HRID, RSAP, FOB, FD, FIR, SB, DAC, CW.
The original data set is then divided into two data sets namely Training Data set and
Test Data set with ratio 70: 30. Initially Training data set is subjected to different
Decision Tree Classification techniques like J48, J48 Consolidated, Hoeffding Tree,
Extra Tree, Decision Stump, User Classifier, Simple Cart, Random Tree, Rep Tree,
F Tree, BF Tree, AD Tree, Multi Classifier and Random Forest. After that Test data
set was subjected for these classifiers and performances were calculated. After that
same procedure is conducted in combination with ensembling methods like Ada-
Boost is applied in combination with these Tree Claassifiers and their performance
were found. Performance comparisons were made among these classifiers with that
of Classifiers without the influence of ensembling method AdaBoost. It is found
that their performances were enhanced.
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6 Results and Analysis

The Pre- processed Trained and Test data sets are then subjected to 12 various
classification techniques namely Random Forest, J48, J48 Consolidated, F Tree,
REP Tree and Random Tree, Simple Cart, User Classifier, BF Tree, Decision
Stump, Extra Tree, Hoeffding Tree and the results were shown in Table 1. In the
same way again the tree Classifiers namely Random Forest, J48, J48 Consolidated,
F Tree, Rep Tree and Random Tree, Simple Cart, User Classifier, BF Tree,
Decision Stump, Extra Tree, Hoeffding Tree were applied in combination with
ensembling method AdaBoost and the results were shown in Table 2. The 9
parameters taken for comparison are Time taken to build model for Train and Test
Data sets, Kappa Statistic, % Correctly Classified Instances, Precision, Recall,
F-measure, Mean Absolute error, Relative absolute error and Root Mean square
error. It is found from the Table 1 that Random forest and Hoeffding Tree classifiers
are best suitable for Crime data sets for classification Analysis. In that also although
the parameters like Precision, Recall and F-measure values are same but the other
parameters like Mean Absolute Error, Relative absolute error, Root Mean Square
error are not same for both the algorithms. When these Error parameters are con-
sidered the Hoeffding Tree classifiers is proved to be better than Random forest
classifier. Again the same was observed from Table 2 when the 12 classifiers were
considered in combination with ensembling method AdaBoost same results were
observed i.e. Random forest and Hoeffding Tree classifiers are best suitable for
Crime data sets for classification Analysis. The advantage with ensembling method
AdaBoost is found only in terms of reduction of time taken to build the Training
Model.

Accuracy=
TP+TN

TP+FN+FP+TNð Þ ×100 ð1Þ

Specificity =
TN

TN+FPð Þ ×100 ð2Þ

Sensitivity =
TP

ðTP+FNÞ ×100 ð3Þ

The comparisons were made in between the algorithms Random forest and
Hoeffding Tree classifiers and found that these classifiers are suitable for the Crime
data set. The 3 performance parameters considered for comparison were Accuracy,
Specificity and Sensitivity and whose formulae is shown above as Eqs. (1), (2) and
(3). Among all these classifiers it is found that Hoeffding Tree classifiers is best
suitable particularly for Crime Spatial Data set with or with out ensembling Ada-
Boost method. The performance in terms of time complexity improved with
ensembling AdaBoost method. Figure 1 shows the Comparison Graph between
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Two Classifiers Random Forest versus Hoeffding Tree and the Fig. 2 shows
Comparison Graph of Twelve classifies when ensembling AdaBoost is considered.

7 Conclusions

The AdaBoost Algorithm is used with many different classifiers. It improves
classification accuracy and is commonly used in many areas. It is simple to
implement and not prone to over-fitting. The considered Spatial data set was sub-
jected to 12 various classification techniques namely Random Forest, J48, J48

Fig. 1 Comparison graph between two classifiers random forest versus Hoeffding tree

Fig. 2 Comparison graph of twelve classifiers when ensembling AdaBoost is considered
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Consolidated, F Tree, REP Tree, Random Tree, Simple Cart, User Classifier, BF
Tree, Decision Stump, Extra Tree, Hoeffding Tree. Initially all these 12 classifiers
were applied without ensembling method AdaBoost and later with ensembling
method AdaBoost was applied. There is a gain observed in terms of performance in
reduction of time to build the trained model. It is found that two tree Classifiers
Random Forest and Hoeffding Tree are suitable in classifying Spatial Crime data set
effectively. Between these two classifiers Hoeffding Tree proved to be good than
the Random Forest because it has non-zero error values for Men Absolute error,
Relative absolute error, Root Mean Square error. The mean absolute error [14] is
one of a number of ways of comparing forecasts with their eventual outcomes. The
absolute error is the absolute value of the difference between the forecasted value
and the actual value. MAE tells us how big of an error we can expect from the
forecast on average. The Mean Absolute Error (MAE) is the quantity used to
measure how close forecasts or predictions are to the eventual outcomes. The larger
the difference between RMSE and MAE the more inconsistent the error size. The
Classifier Hoeffding Tree classifier has zero value so it proves to be more efficient.
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Critical Analysis of Congestion Control
for the Future Networks

G.N. Vivekananda and P. Chenna Reddy

Abstract The Internet has always done a remarkable job at surprising people.
Technology oscillates, and some envisioned architectures of the future fail while
others thrive. From the origination of peer-to-peer computing, it became easier task
for communication and information transfer. But there exists still few hysterical
issues like congestion, and security. Congestion occurs when one part of subnet
becomes overloaded. The means of moderating the traffic in the networks is referred
as congestion control. This paper critically analyses various issues behind con-
gestion in various networks and various techniques to avoid and prevent from
congestion and to efficiently control the congestion in the networks. This paper
essentially focuses on the future networks posing various challenges and exposed
issues regarding congestion control.

1 Introduction

Increase in the network traffic bursts to sufficiently large, temporary congestion may
occur, causing delay, jitter, and loss. If this Congestion is not controlled applicably
it leads to lasting congestion [1]. The increase in various mobile networks equip-
ment’s such as laptops, tablets, handsets causes a major traffic generator, lots of
mobile data, death of 2G due to raise of small screen, offloading from Cellular, and
The Internet of Things for these reasons devices deals with the end user content and
applications that are not supported by former groups of mobile devices. These
trends are all expected to have far reaching implications. More advanced cloud
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applications will require increasingly powerful networks as demand grows for faster
upload speeds as well demand for improvements to latency. Congestion must be
controlled to avoid performance degradation and network break down that occur
when network storage overflows and when packets are missing [2]. Congestion
control is invoked as network reaction that refers to mechanisms as network pro-
visioning, admission control, traffic throttling, traffic aware routing and load
shedding. The bulk of web traffic uses the TCP as a congestion control protocol.
TCP was successful dealing congestion in timely periods of the Internet. These
theories use allocating fairly using max-min and proportional fair allocation tech-
niques. Various metrics and parameters are used to specify how to control con-
gestion. Various metrics like loss, delay, bitrates, bandwidth, lossy links, fairness
features that improves the performance and sender, receiver issues also acts as
platform for the congestion [3].

From Fig. 1a and b, from the surveys of cisco [4], it is expected to be 37 basic
phones traffic can be generated by a single smart phone. The count increases to 94
feature phones in case when a tablet is used. Similarly, when a laptop is used it
generates heavy burst of traffic that equals to 119 feature phones. By 2019 global IP
traffic will be equal to 37 M DVDs/hour, mobile traffic will be ten times than in
2014, besides total traffic will be three times larger than 2014.

Primal algorithms for congestion control consider TCP algorithms and Dual
algorithms for congestion control consider queue management algorithms [5, 6].
Various issues that repeatedly lead to the network congestion are Heterogeneity of
networks and data, offensive Stability and fairness, Network support based on
performance and robustness, information acquisition, corruption loss, flow start-up,
sender and receiver issues, and malfunctioning devices.

Various internet standards and drafts are aimed as mechanisms to control the
congestion. Different RFC’s like RFC 793, RFC 2001, RFC 2581, RFC 2914, RFC
3426, RFC 3649 and RFC 5681 exploits various considerations for jamming in
variable networks.

Fig. 1 Cisco traffic forecast 2014–2019. a Device traffic. b Monthly basic mobile phone data
traffic
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Wired Networks Congestion control:
The classic algorithms that help for congestion management in TCP are slow-start
and congestion avoidance that is used by TCP Tahoe, TCP Reno uses fast crash
recovery and fast retransmits [6]. These are interrelated with one another, i.e., once
the connection is recognized between client and server slow start algorithm starts
initially sending a segment and once it receives the acknowledgement of successful
transmission it doubles the segments every time transmission got succeeded. At
certain point when window size is huge, packets perhaps dropped and sender may
use congestion avoidance algorithm. Congestion avoidance slows the broadcast rate
in case of congestion and in this retransmission timer plays a crucial task. Window
is reset by one segment, when timeout indicates the congestion. This automatically
sets the sender into slow start state, and if the duplicate acknowledgements are
indicated, fast crash recovery and fast retransmit algorithms are enforced. In fast
recovery, when continuously sender is receiving more duplicate acknowledge-
ments, segment transmission occurs without waiting for termination of retrans-
mission timer. In the state of fast recovery, sender enters into congestion avoidance
mode rather than slow start.

Ad hoc Networks Congestion control:
Presently, wireless networks are been used extent everywhere. There is no doubt that
these may lead the future. TCP mechanisms are not appropriate here, due to the time
varying nature of wireless channel and interference that occurs because of other paths
or nodes that may result issues regarding out of delivery, delay and packet loss [7]. It
is well-known that a networkmay perform extremely unwell when congestion control
is absent. Controlling the congestion in wireless networks is one of the difficult tasks
due to its highly dynamic nature. Most congestion control mechanisms are designed
with the assumption of a chain of links and routers (or switches) stretching between
two end systems [8]. There are no proper links in multi-hop wireless networks,
because each wireless transmission does not affect the congestion only at its intended
receiver but to all nearby receivers as well. Thus efficient congestion control mech-
anism is needed that monitors and react to congestion not only on the path taken by
the packets, but also around it [9]. This becomes tough condition to handle in mul-
ticast applications. Layered technique may fail while supporting congestion here due
to the mobility of nodes and lack of different concerns like reliability, and modularity
that are absent in MANETs. Thus different approaches like Abstraction layer
approach and Cross-layer approaches came into existence [10].

2 Literature Review

In [11], a scenario is shown where congestion in TCP can’t be regulated that offers
inflexible conditions in multi-hop wireless networks. In terms of shared medium,
hop-by-hop congestion mechanisms are discussed. In the scheme that is recom-
mended, inactive medium and backpressure occurs modestly while establishing the
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source nodes. Error detection and correction schemes are employed for TCP and
UDP data streams to lessen the overhead and to change the medium directives for
guaranteeing faster conditions. Simulations are studied and conducted in depth on
both software and hardware to determine performance and outcomes by test bed
results and implementing protocol.

In [12], author’s highlight how the diversified data is gathered from wide
varieties of sensors from the WMSNs. For the maintenance of Quality of Service
(QoS) credibility, that has consistent and impartial features various transport pro-
tocols are used in case of multimedia applications. To control the congestion
WMSNs are used. A WMS network employs many resources for packet broad-
casting which carries the confidential data, which has different levels of important
information. WMSNs are also considered for the nodes that are being dropped from
the real-time traffic. To take immediate actions to prevent the data loss, the network
traffic must support low latency and high consistency. Therefore alike wired, dif-
ferent services of the WMSNs also plays a significant role in congestion control.
Provision variation and congestion control techniques are suggested in WMSNs for
a priority based control technique. In this situation, input traffic flow is examined
considering the changeover in High impact real time traffic with slight significances
non-real time traffic.

In [13], in general TCP which is an conventional protocol was deliberate for
wired networks thinking that congestion in wireless network causes packet loss,
however many data packets are lost in the ad hoc networks happens due to the
superior Bit Error Rate (BER), nodes, mobility etc. Congestion control can’t be
applied to ad hoc networks using TCP, from its issues of general TCP mechanisms
that may cause network performance degradation. Authors examine the factors that
affect TCP performance in ad hoc networks, and afford several improved conges-
tion control approaches, and compare them.

3 Critical Analysis and Open Issues

Stability, Scalability, and Deploy ability are the basic features of a network.
A network must be in a stable state for its better performance gains. Congestion
control is one of the essential objectives of the networks. The stableness must be
proven analytically leastwise in the synchronous RTT and fluid traffic model case,
where other cases are simulated often. As a network is used by different users, this
mechanism should be scalable. It must be instantly deployable in the Internet,
which means that it needs to be fair and friendly to TCP. There are various issues of
congestion control as follows

• The main aim of congestion controlling algorithms must be to recover from the
congestion reducing the queue delay interval and loss. And this can be achieved
by keeping queues short results in low loss and low delay
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• Utilizing as much as possible existing capacity can lead to high throughput, but
the question of wastage of bandwidth in case of limited transfers must be
analyzed.

• UDP and its wide applications are not ideal enough to support congestion
control as TCP. It is uncertain to develop UDP for the benefits of just single
application, thus UDP must be reviewed in case of wireless networks for better
real time activities.

• Performance estimation is a problematic task in the networks, as it may shuffle
between static and dynamic. Thus we should create measures such that it
includes (a) low loss and low delay and (b) high capacity, and assigning a
priority for the first two factors. It is a smart thought to achieve these two
objectives. Because, this gives a clear idea to choose the regulation schemes in
UDP based applications, by measuring suitable control mechanism that does a
better job.

• SCTP offers various conceptions such as Multi-homing by which seamless
mobility for wireless networks can be offered and multi streaming is used for
increasing the stream delivery, thereby increasing throughput and data rate of
the transmissions. The concurrent multipath feature in SCTP makes it much
more efficient for Ad hoc networks [14].

• SCTP can perform well in wireless networks for resolving congestion concerns
and enables reliable transfer that makes use of both TCP reliability and UDP
streaming, but until what extent this can be used and what are various mecha-
nisms, algorithms, parameters that are required to calculate exact SCTP per-
formance in Ad hoc networks [15]. The following table, Table 1 gives in detail
status of the SCTP in wireless networks.

Many approaches are being considered continuously for controlling the con-
gestion, like adaptation layer approach and Cross-layer approach, which deviates
from the general layered methodology. In Adaptation layer approach, it intends to
alleviate the difficulty of choosing and tuning a transport service by hiding transport
layer details from applications. In cross-layer approach, by fusion of the layers
communication can happen among the layers, which is the main idea to acquire the
improved network performance.

Table 1 Comparison of
Various Features of MANET
with TCP, UDP and SCTP

MANET features TCP UDP SCTP

Reliability Yes No Yes
Flow control Yes No Yes
Congestion control Yes No Yes
Multi streaming No No Yes
Multi homing No No Yes
Check of reachability No No Yes
Security against SYN attacks No No Yes
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On the social front, these techniques for congestion control using Cross-layer
approach for transmission of various heterogeneous data using SCTP protocol in
Ad hoc networks can be greatly scalable and can improvise the performance of
future networks that are wireless.

4 Conclusion and Future Work

Congestion control in the MANETs has different types of issues ranging from
different levels. A perfect congestion control technique for MANETs is not avail-
able until now, as the tradeoffs in wireless networks are not certain. When we
consider different environments, we face many problems with heterogeneous,
hybrid environments and their various modes of operation. There exist different
problems related to fairness, and pricing too. There is a fundamental design
problem in ad hoc networks, when we consider the congestion control. As it
happens between the layers, it is essential to deal with the inner network and thus
should be placed in between network, transport and application layers. However, no
such cross-layer design strategy is established until now to build a successful
solution for controlling congestion. Congestion control in Ad hoc networks while
heterogeneous data transmission and by using the cross-layer strategy and various
features of SCTP protocol can be food for thought for the better survival of wireless
and future internet.
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An Intelligent Frame Work System
for Finger Touch Association on Planar
Surfaces

S. Asif Hussain, M.N. Giri Prasad and Chandrashekar Ramaiah

Abstract In this work an intelligent projection framework system (IPS) is pro-
posed, which empowers uncovered finger touch association on normal planar
surfaces (e.g., dividers, tables), with one and only standard camera and one pro-
jector. The test of uncovered finger touch recognition is recouping the touching data
just from the 2-D picture caught by the camera. In our system, the graphical client
interface (GUI) catch is anticipated at first glance and is twisted by the finger when
clicking it, and there is a huge positive relationship between the button’s distortion
and the finger’s stature to the surface. Hence, we propose a novel, quick, and strong
calculation, which exploits the catch’s mutilation to identify the touch activity. The
current consoles utilized keys construct console for writing in light of the PC. These
consoles are chipping away at the mechanical push standard. In any case, for the
little gadgets like cellular telephones and tablets it is difficult to convey enormous
console with them. The touch screen based consoles accessible in such gadgets are
extremely badly designed to compose in light of the fact that the measure of
individual’s finger is enormous and the extent of the keys on the touch screen is
little. So writing chip away at the little gadgets is not helpful and on PC our fingers
get torment in the wake of doing long time writing work as a result of mechanical
vibration of the keys.
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1 Introduction

Mobile devices (e.g., mobile phones, pads) with significant computational power
and capabilities have been a part of our daily life. Benefiting from the small size of
these devices, they are easy to carry. However, the screen real estate of today’s
Mobile devices is limited by their small sizes. This greatly diminishes their
usability, functionality, and comfort. A pico-projector can be used to significantly
increase the limited screen size of the mobile devices. With the development of the
projection technology, we believe that embedded projectors in the mobile phones
will be very common in the future, and people will enjoy a way of displaying digital
contents on everyday surfaces (Fig. 1).

Meanwhile, the interactions (e.g., touch, gesture) on the projected display are
thought to be appealing. To achieve the touch interaction, the biggest challenge lies
in how to determine whether the fingers touch the projected surface or not. Most of
the researchers in this area use multi cameras or a depth camera to obtain the
relative position between the fingertip and the projected surface [2, 3].

2 Related Work

Touch identification on a projection screen is a vital issue in the range of human PC
cooperation. Bio-acoustic detecting cluster incorporated with armband to recognize
touch activity on the skin applies an accelerometer to distinguish the increasing
speed produced by the finger click. Both systems require extra hardware and are
delicate to environment impacts. Scope of data give two or more cameras are
extraordinarily enhances the exactness of touch detection. One camera is utilized
for to track the finger direction another is put parallel to the surface to identify the

Fig. 1 Hardware prototype
of IPS, cited in Ref. [1]
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whether the finger touches the surface. The camera is put in the side of the LCD
display. Their optical pivot is parallel to the screen to distinguish the touch occa-
sions and focus the position of touch on the screen. The shadow of the finger can be
utilized to perceive touch action where Gaussian blend model is used to recognize
shadow. The extraction of the fingertip is simple, accurate and hearty however
assistant Equipment is required in the framework. Profundity detecting Camera has
turned out to be exceptionally famous in identifying touch. The location of a catch’s
bending can be did utilizing edge identification. In the PC vision and picture
handling developed innovation (Fig. 2) [4].

Our framework is planned by utilizing ARM 32-bit miniaturized scale controller
which bolsters distinctive elements and calculations for the improvement of car
frameworks. We are anticipating a GUI on surface by projector and camera for
catching GUI, The camera will catch the spots where client put his finger and the
development of the finger. The camera catch pictures are broke down by the cal-
culations and projects present in the ARM microcontroller [5].

Grayscale
Grayscale is a scope of shades of dim without obvious shading. The darkest

conceivable shade is dark, which is the aggregate nonattendance of transmitted or
reflected light (Fig. 3).

Fig. 2 System framework.
a Transmitter section,
b receiver section, cited in
Ref. [1]
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Gaussian Noise
Primary wellsprings of Gaussian clamor in computerized pictures emerge amid

obtaining e.g. sensor commotion brought on by poor enlightenment and/or high
temperature, and/or transmission e.g. electronic circuit commotion.

Edge Detection
Edge data in a picture is found by taking a gander at the relationship a pixel has

with its neighborhoods. In the event that a pixel’s dark level quality is like those
around it, there is presumably not an edge by then [6].

Localization
Limitation are non-viewable pathway, hub choice criteria for restriction in

vitality compelled system, planning the sensor hub to enhance the tradeoff between
confinement execution and vitality utilization.

3 Hardware Implementation

Raspberry Pi Board
The Raspberry Pi is a MasterCard measured single-board PC created in the UK

by the Raspberry Pi Foundation with the aim of advancing the educating of fun-
damental software engineering in schools (Fig. 4).

Fig. 3 Key stroke identification process, cited in Ref. [1]
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The Raspberry Pi has a Broadcom BCM2835 framework on a chip (SoC), which
incorporates an ARM1176JZF-S 700 MHz processor, Video Core IV GPU, and
was initially delivered with 256 megabytes of RAM, later moved up to 512 MB.

A. TFT Display Unit
TFT remains for Thin Film Transistor, and is a kind of innovation used to

enhance the picture nature of a LCD. Every pixel on a TFT-LCD has its own
transistor on the glass itself, which offers more control over the pictures.

B. Camera
The depicted parts for equipment are utilized to make a fitting model that could

coordinate the prerequisite of programming configuration. Positions of the three
primary parts are kept at an altered stature and edge such that the camera can catch
the entire console image.

4 Software Requirements

A. Linux Operating System
Linux or GNU/Linux is a free and open source software operating framework for

PCs. The working framework is a gathering of the essential guidelines that tell the
electronic parts of the PC what to do and how to function. Free and open source
programming (FOSS) implies that everybody has the flexibility to utilize it.

B. Qt for Embedded Linux
Qt is a cross-stage application structure that is broadly utilized for creating

application programming with a graphical client interface (GUI) (in which cases Qt
is named a widget toolbox), furthermore utilized for growing non-GUI projects
such as command-line devices and comforts for servers [7].

Fig. 4 Raspberry pi board,
cited in Ref. [1]
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5 Experimental Results

Bare-Finger System
The detection of the finger’s height, which is shown in the form of the button’s

offset, is accurate. The projector–camera system is usually used in the measurement
field with the help of structured light technique (Fig. 5).

Display Unit
A display is a computer output surface and projecting mechanism that shows text

and often graphic images to the computer user. The display is usually considered to
include the screen or projection surface and the device that produces the infor-
mation on the screen (Fig. 6).

Virtual Keyboard
In our application, IPS projects the keyboard on the table and supports the way

to directly type on it (Fig. 7). For example, when we want to send a message to
somebody on the left side of the screen, we click his or her portrait. Then the
keyboard appears and touch interaction is detected by the distortion of the key.

Fig. 5 Bare-finger system

Fig. 6 Display unit

190 S. Asif Hussain et al.



6 Advantages

The most vital point of preference of this framework is to make the framework
autonomous of on-board handling which utilizes the majority of the battery power
and in addition the independency of every module makes it simpler for move up to
new element. The remote component makes it valuable to work from a far off area
with for all intents and purposes controlling the portable PC or PC.

7 Conclusion

The project “An Interactive Projection System to Enable Bare-Finger Touch
Interaction” has been effectively composed and tried. Vicinity of each module has
been contemplated out and set deliberately in this way adding to the best meeting
expectations of the unit. Furthermore, utilizing very propelled ARM board and with
the assistance of developing innovation the task has been effectively actualized.
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Robust Invisible Watermarking for Image
Authentication

Priyanka R. Kulkarni, Altaaf O. Mulani and P.B. Mane

Abstract This paper proposes implementation of digital image watermarking
using 3-level discrete wavelet transform. In this experimentation, digital image
watermarking algorithm uses discrete wavelet transform (DWT) for decomposing
cover image and watermark image. A defined algorithm does not change any
information of the cover image. Information obtained from low frequency DWT
coefficient of cover image and the watermark image is being used in order to get
watermark embedding. Watermark extraction has been simply done by wavelet
decomposition of watermarked image and cover image.

Keywords Digital image watermarking ⋅ Discrete wavelet transform (DWT) ⋅
Scaling factor ⋅ PSNR ⋅ MSE etc.

1 Introduction

Exchange of digital contents such as images, text, audio, video etc. have been
widely increased due to internet. Because of this, copying and manipulation of these
digital contents have become easier. To protect data against this illegal manipula-
tion watermarking is the solution. Different theories for digital image watermarking
are presented by different authors. The surveyed literature on digital image
watermarking is as follows: Subramanyam et al. [1] have suggested the technique
for robust watermarking of encrypted and compressed images. The proposed
watermarking algorithm in this paper gives watermarking of JPEG 2000 com-
pressed and encrypted images. This is advantageous in case of watermarking of
compressed and encrypted images. A method of invisible image watermarking has
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been suggested by Prof. Dixit et al. [2]. Proposed algorithm uses variable scaling
factor and combination of Discrete Wavelet Transform (DWT) and singular value
decomposition (SVD). Kundu et al. [3] have presented a new method to improve
robustness. This paper uses singular value of watermark image and singular value
of 3rd-level DWT approximation matrix of original image are embedded. The
genetic algorithm is used to optimize the scaling factor with which the watermark is
embedded to host image. Under various attacks watermark robustness of water-
marking has been defined. Li et al. [4] give watermarking of medical images. The
studied method uses Arnold transform and Discrete Wavelet Transform. The
watermarking image is scrambled by Arnold transform to enhance its privacy.

Bhargava et al. [5] have presented digital image authentication using digital
image watermarking. For authentication, watermarking of image is carried out
using Discrete Wavelet Transform. Discrete Wavelet Transform based digital image
watermarking is done by Tianming et al. [6]. In this article, an algorithm based on
DWT coefficients is summarized also it presents basic procedure of watermark
embedding and watermark extraction. Jabade et al. [7] give comparison of different
techniques used for digital image watermarking. This paper elaborates suitability of
wavelet transform for image watermarking, wavelet transform based image
watermarking process, classification and analysis of wavelet based watermarking
techniques. Shi et al. [8] have suggested digital watermarking algorithm based on
singular value decomposition and Discrete Wavelet Transform. For optimizing the
image Arnold scrambling algorithm is used. By combining the characteristics of
singular value decomposition and processing the singular decomposition of wavelet
transform image enhances the digital watermark invisibility and robustness effec-
tively. Lai et al. [9] presents image watermarking technique to satisfy perceptibility
and robustness. This is the paper that presents about the robustness scheme. This
defines a hybrid technique based on Discrete Wavelet Transform and singular value
decomposition. A new technique for increasing robustness of image watermarking
is presented by Liu et al. [10]. This paper suggests robust watermarking scheme for
copyright protection. Proposed method is based on Discrete Wavelet Transform and
it achieves watermark embedding by taking difference values of original image and
reference image to overcome weak robustness problem of embedding watermark. In
this proposal we use original image and watermark image to perform image
watermarking. To perform watermark embedding and extraction both images are
processed in wavelet domain. After that mean square error (MSE) and peak signal
to noise ratio (PSNR) is calculated.

Rest of the paper is organized as follows: Sect. 2 provides brief idea about
proposed system. It is followed by Sect. 3 which gives results and analysis of this
experimentation. Section 4 summarizes conclusions of this study.
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2 Proposed System and Methodology

Proposed system uses the images from database having different sizes such as
512 × 512, 256 × 256, 128 × 128, and 64 × 64. Preprocessing i.e. conversion
of RGB image to gray, resizing is done. Block diagram of proposed system is
shown below: Basically, proposed system has two steps. First step is watermark
embedding and next is to watermark extraction. In watermark embedding, cover
image is selected from database. Then it is preprocessed. Watermark image is
subsequently selected and preprocessed. Both the images are then decomposed
using discrete wavelet transform to get LL, LH, HL and HH sub-bands up-to third
level. These sub-bands obtained, are nothing but the approximation, horizontal,
vertical and diagonal coefficients. LL sub-band obtained by 3 level DWT decom-
position of both the images are added along with scaling factor and watermark
embedding process is done. Inverse DWT is taken and watermarked image is
obtained. In the next part, extraction of embedded watermark is done. In watermark
extraction process, input image is nothing but the watermarked image. This image

Fig. 1 Block diagram of
proposed system

Robust Invisible Watermarking for Image Authentication 195



is again decomposed by using 3 level DWT and sub-bands are obtained.
Approximation coefficient i.e. LL sub-band of watermarked image and LL
sub-band of original image are subtracted to get watermark image (Fig. 1).

3 Experimental Results and Discussion

Proposed system has graphical user interface (GUI) which allows selection of input
and displays output. GUI has been created by using MATLAB 2007b software
which is as shown below in Fig. 2. Firstly, cover image of size 512 × 512 from the
database is selected using GUI as shown in the Fig. 3. Then watermark image of
size 128 × 128 is selected from the database as shown in the Fig. 4. After selection
of the images, 3 level discrete wavelet transform (DWT) is applied to the cover
image and LL sub-band is displayed as shown in Fig. 5. In the next part 3 level
discrete wavelet transform (DWT) is applied to the watermark image and LL
sub-band is displayed as shown in Fig. 6. After that actual embedding of both the
images is done and 3 level Inverse DWT is obtained which gives watermarked
image as shown in Fig. 7. In the next part, watermark extraction is done, which is as
shown in the Fig. 8. In the last part, Mean square Error and PSNR is calculated
using GUI itself. A number of experiments on different original gray scale images
of size 512 × 512 and watermark gray scale images of different sizes from data-
base have been obtained.

Performance of system has been analyzed using parameters such as PSNR and
Mean square Error. Peak signal to noise ratio (PSNR) is used as metrics for measure
of quality of watermark image. PSNR is measured in decibels (dB).

Fig. 2 Created GUI of
proposed system
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Fig. 3 Cover image selection

Fig. 4 Watermark image
selection

Fig. 5 LL sub-band of cover
image
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PSNR =10log10
ðMaxÞ2
MSE

dBð Þ andMSE =
∑M

i=1 ∑
M
j=1 fði, jÞ− f

0 ði, jÞ�2
h i

M × N

For gray scale images, MAX value is 255. Where, Mean square Error can be
calculated by using above equation. In this case, f is original image and f ′ is
watermarked image.

Proposed system is based on the Discrete Wavelet Transform which gives better
efficiency and accuracy. System is able to embed and extract watermark success-
fully from used database. If we observe other methods, Peak Signal to Noise Ratio

Fig. 6 LL sub-band of
watermark image

Fig. 7 Watermarked image
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is less whereas, but for this system we have obtained higher PSNR values. For
different attacks system shows better performance, this suggests about robustness of
the system.

Several experimental results are tabulated using MATLAB 2007b platform in
which cover image of size 512 × 512 has been selected and watermark embedded
is of various sizes such as 256 × 256, 12 8 × 128 and 64 × 64. Mean square
error and PSNR values are calculated as shown in Table 1.

Fig. 8 Extracted watermark

Table 1 Experimental results

Original image Watermark image Extracted image MSE PSNR (dB)

8.7274e-005 93.5113

2.2844e-004 84.8559

1.6414e-004 88.7030
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4 Conclusion

In this paper we have explained implementation of invisible digital image water-
marking system using third level DWT with the help of MATLAB 2007b platform.
If we look for implemented system, one can go for invisible watermarking of
images. Accuracy of system is good. Watermark embedding and extraction ifs
fairly simply with this system. Quality of image remains same even after watermark
embedding and extraction process. Here, we have achieved watermarking system
using self-generated database so we have not compared our results with results of
other researchers.
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Automatic Digital Modulation Recognition
System Using Feature Extraction

H.L. Punith Kumar and Lakshmi Shrinivasan

Abstract Automatic modulation recognition is the vital part in the advanced
communication system used for both military and civil applications. In this paper a
new methodology is proposed for distinguishing five digital modulation schemes
(ASK-2, ASK-4, FSK, BPSK and QPSK). The algorithm extracts the features from
the received signal and they are tested against preset thresholds to determine the
modulation type of received signal. The simulations are done using MATLAB 2013
and results show that the system has an average recognition rate of 99.6 % at SNR
as low as 4 dB.

1 Introduction

The wireless networks are nearly at the edge of their capacity. But there is an
increasing demand for wireless services as more and more consumers are entering
the wireless networks. With advancements in connected cars, smart grids, machine
to machine communication and domestic installations such as home health moni-
toring system in the field of civil applications resulting in the increased demand for
wireless networks. The military applications such as electronic warfare, electronic
surveillance, radio spectrum management, threat analysis, interference identification
calls for increased demand on wireless network services.

But studies also show that allotted spectrums are not being used at all times
efficiently [1]. Hence there is a need for effective spectral management. As a solution
for this, intelligent and flexible radios called software defined radios are developed.
Cognitive radios, adaptive radios and intelligent radios are advanced radio systems
which improve the utilization of allotted spectral bandwidth efficiently.
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The modern radio system includes spectrum sensing methodologies at the
transmitter side and AMC at the receiver side. The intelligent radio system adopts
different modulation techniques at the transmitter side based on spectrum sensing
and channel condition. The receiver includes automatic modulation recognition
system which identifies the type of modulation adopted in the received signal and
there by enables the corresponding demodulator for recovering the data being sent
from transmitter. Automatic modulation recognition of a communication signal
plays a vital role in the performance of the whole advanced communication radios.
As a result the demand for high efficient signal processing algorithms for automatic
modulation recognition system is increased.

2 Literature Survey

The Automatic modulation classification (AMC) systems are developed for both
analog and digital modulation types. There are mainly 2 approaches used in digital
AMC and are: Maximum likely hood approach and Feature based approach.

Likelihood algorithms that make a decision based on the comparison of a
likelihood ratio with a predefined threshold to minimize false decision probability.
The advantage of this method is that its performance is usually optimal. The dis-
advantage is computational complexity and it is not robust [2]. In likelihood
approach AMC is considered as composite hypothesis testing problem under
likelihood based approach and is mainly depends on the PDF (probability distri-
bution function) derived from the observed waveform. The PDF is derived such that
it contains all information necessary for classification of the modulated signal.

Feature based method is most widely used approach and has an advantage of
ease of implementation and most robust compared to likelihood based approaches.
But are non-optimal, however if FB based systems are designed carefully by
choosing the proper set of features and appropriate thresholds, near optimal results
can be obtained [3]. Feature based algorithm mainly consists of subsystem which
extracts the features from the signal and other subsystem which makes the decision
based on the derived features.

The algorithm proposed [4] uses Lempel-Ziv complexity and designed to rec-
ognize modulation signals like FSK-2, FSK-4, PSK-2 and PSK-4. The results have
been presented at 10 and 20 dB SNR only. A method proposed in [5] which
extracts the features of signal and then decision theoretic approach is used to
identify modulation type. The sample results have been shown only for 15 dB SNR.
The method proposed in [3] used feature extraction and decision theoretic approach
and results have shown a better recognition rate of 98.6 % at 4 dB.
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3 Algorithm Implementation

Modulation recognition system involves feature extraction section which is
designed for extracting the features from the signal followed by decision making
section which identifies the modulation format of the signal and generates the
necessary control signals for configurable demodulator.

The feature set used in our algorithm includes following parameters.

3.1 Maximum Value of Power Spectral Density

It is the Peak value of the power spectral density of the normalized centered
instantaneous amplitude of the intercepted signal segment, and is defined [2] by

γmax =
maxjDFTðacnðiÞÞj2

N
ð1Þ

where N is the No. of samples taken; acn (i) = (a(i)/m) − 1; in which a(i) is the
instantaneous amplitude and m is the mean.

γmax feature can express the character of signal’s envelope and can be used to
differentiate between the modulation scheme which carry amplitude information
and those that do not. The method of obtaining instantaneous amplitude of a signal
is an interesting task, which is done with the help of Hilbert transform. The
instantaneous amplitude obtained for ASK4 and FSK with added noise is shown in
Fig. 1. It can be seen from the Fig. 1 that the instantaneous amplitude follows the
envelope of the signal. γmax value is more for ASK4 signal, because ASK4 has
more variation in its envelope when compared to that of FSK signal.

Fig. 1 The variable amplitude (ASK4) and constant amplitude (FSK) signals with their envelopes
using HT
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3.2 4th Moment of Mean (μ4)

It is the statistical parameter and is the 4th power of difference between instanta-
neous value of signal and the mean value of signal over a period. This feature is the
numerator of the statistical parameter called kurtosis. This feature is used in the
proposed algorithm for distinguishing between ASK2 and ASK4 as well as for PSK
and FSK signal identification.

3.3 Feature Extraction by Spectrum Analysis

The third feature is extracted from spectrum analysis methodology and is used for
differentiating BPSK and QPSK and is found easier and effective when compared to
all other methods of estimation including feature extraction and other statistical
parameter. The basic idea for opting spectrum analysis method is that when we
square the BPSK signal, it loses its phase information since it includes ±180◦ phase
shifts, in contrast QPSK signal has phase shifts which is multiple of ±45° or ±90°,
there by it preserves its phase information even after squaring the signal that can be
easily observed in the spectrum analysis [5]. This fact can be clearly understood by
observing their spectrums as shown in Figs. 2 and 3.

After the above cited features are extracted, the decision making algorithm is
developed to classify the modulation type of the received signal. Every 2000
samples of the incoming data are given for feature extraction section which extracts
the necessary features and feeds the result to the decision making algorithm. The
flow chart of the decision making algorithm is given in Fig. 4.

Fig. 2 Spectrum of BPSK and QPSK signals before squaring
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4 Result and Discussion

The plot of recognition rate of individual modulation type and the average recog-
nition rate of the AMC algorithm developed with varying SNR is given in the
Fig. 5.

Fig. 3 Spectrum of BPSK and QPSK signals after squaring

Fig. 4 Flow chart of decision making algorithm
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The sudden decrease in the recognition rate of the modulated signals when SNR
of the signals falls below 3 dB can be seen from the graph shown in Fig. 5. The
recognition rate obtained for different modulated signals in the transition region of
Fig. 5 are given in Table 1.

The results obtained at 10 dB SNR for Automatic modulation classifiers used in
[2, 6, 7] are given in Table 2. The difference between proposed methodology and
methods used in [2, 6] is the type of features extracted from the signals. In addition,
a method proposed in [2, 6] uses ANN for decision making. The method proposed
in [7] uses wavelet features and SVM classifiers.

The average recognition rates obtained in existing methodologies [2, 6, 7] are
99.5 %, 97.12 % and 95.1 % respectively at 10 dB SNR. The result obtained in
proposed methodology has an average recognition rate of 99.6 % at 4 dB SNR and
is shown in Table 1. Hence performance of the proposed methodology has an
advantage of improved performance even at low level of SNR (4 dB) compared to
the methodologies used in [2, 6, 7].

Fig. 5 The plot of
recognition rate of the AMR
system with different SNRs

Table 1 Recognition rate of AMR system

Proposed method 2 dB (%) 3 dB (%) 4 dB (%) 5 dB & >5 dB (%)

ASK2 99.3 ∼100 ∼100 ∼100
FSK2 99.4 99.5 ∼100 ∼100
BPSK 42 98.7 ∼100 ∼100
ASK4 97 98 98.5 ∼100
QPSK 44 98 99.8 ∼100
Overall recognition rate 76.3 98.8 99.6 ∼100
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5 Conclusion

Automatic modulation recognition is a vital part in the modern digital modulation
recognition system. The performance of the AMR section in advanced communi-
cation system affects the overall system performance. The Proposed methodology
enhances the AMR system performance, even at lower level of SNRs compared to
existing methodologies by the use of features extracted from the received signal.
However, the system performance can be further improved by the use of adopting
threshold technology for finding the thresholds for extracted features used in
decision making section.
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A Secure Route Discovery Protocol
for AODV Based Mobile Adhoc Networks
Using Hyperelliptic Curve Cryptography

P. Vijayakumar, R. Rajashree and P. Sandhya

Abstract A Mobile Adhoc Network (MANET) consists of numerous number of
nodes, neighbor nodes are connected by means of radio links. Each node is con-
strained with limited power, bandwidth and scalability. Many researchers lay their
effort to develop various techniques for providing a secure route in MANET. As a
result, an Elliptic Curve Cryptography (ECC) technique is used to develop a secure
shortest algorithm for routing the packet from source node to destination node,
since ECC is famous due to its shorter key length and less computational overhead
for encryption and decryption operation. ECC is more suitable for power con-
strained devices. But ECC based secure routing protocol requires a large number of
Route Request (RREQ) packet in Adhoc on Demand Distance Vector (AODV)
protocol and consumes more power. In order to reduce the number of RREQ packet
and power consumption, a proposed secure energy efficient routing protocol is
implemented. Finally, discuss the improvement of the proposed approach with the
existing systems using GloMoSim software tool.

Keywords AODV protocol ⋅ Elliptic curve cryptography ⋅ Hyperelliptic curve
cryptography ⋅ Mobile adhoc network
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1 Introduction

A Mobile Adhoc Network (MANET) is an infrastructure less, self-configured,
power constrained wireless network. Each client is provided with a wireless radio
link which makes network free to move in any direction any place. So, it changes its
link to other devices frequently. Due to limited battery power, wireless nodes are all
vanished and damaged once it dissipates power tends to link failure. Hence
reducing power consumption becomes very important in MANET routing. In order
to reduce power consumption for MANET, the energy efficient broadcasting
algorithm has to be proposed. In addition to this, security is the major issues in
routing of MANET [1]. Hyperelliptic Curve Cryptography (HECC) solves the
security issues in many networks. The research on HECC highlighted on finding
effective methods to select secure Hyperelliptic Curves, fast operations on the
Jacobian and implementation of HECC for use in practical applications to enhance
the network security [2–8]. This section gives the introduction about MANET and
HECC. Section 2 details about secure energy efficient routing protocol. Section 3
shows the simulated results and finally conclusion of the paper.

2 Proposed Secure Energy Efficient Routing Protocol
(SEER)

The existing AODV based Secure Routing Protocol (SRP) [9] is based on Elliptic
Curve Cryptography (ECC) which requires 160 bit key size to encrypt the data
leads to increased power consumption. The traditional system also requires more
RREQ packet to discover the shortest path to deliver the packet. In order to reduce
the power consumption as well as to maintain the power level of the node. The
expansion of ECC known as HECC over genus 2 curve based encryption technique
is used to route the packet from source to destination which reduces the energy
consumption as well as to maintain the power level of the node. This maximizes
lifetime of the network and also provides the secure routing of packets from source
to destination. The proposed Secure Energy Efficient Routing protocol (SEER) is
especially designed for AODV routing protocol based MANET. The proposed
protocol selects a secure route which has more battery power. Addition of new
POWER field and finding relative mobility factor of each node with respect to
neighbor node will provide additional feature to the proposed protocol. SEER
protocol does not require a new route discovery process to find a new path in case
of any link failure. Data packets are transmitted through the shortest path in a more
reliable manner. Because of back up routes available in source node, there will be
no link breakage in the network. It also provides the authenticated routing of
packets from source to destination using HECC. It also reduces the number of
RREQ packet to find the shortest path in AODV protocol.
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2.1 Certificate Distribution Centre

During the route discovery process, SEER makes use of HEC having genus g = 2
of polynomial having degree 2g + 1 value is used to generate the certificates to
provide data integrity, mutual authentication, and non-repudiation. Certificate
Distribution Centre (CDC) generates a cryptographic certificate and distribute to the
entire node in the network. SEER requires trusted certificate T from the CDC
(server), whose public key (PUKA) is known to the entire user in the network.
These cryptographic certificates consists of IP address of the user A (IPAA), Public
key of user A (PUKA), Time Stamp (TS), Expiry Date (ED) and Public key of the
Trusted Server (PUKT) are used to authenticate each and every node in the network.
During the exchange of routing messages, HECC based key exchange algorithm is
used to substitute the public keys and certificates between node and trusted server
(TSR). Each and every client should request a certificate from a trusted server
before entering into the network. At least one certificate has to set out from TSR,
after securely authenticate the desired host. Trusted server provides a certificate
(certfA) to node A as follows:

TSR→A : certfA = IPAA, PUKA, TS, ED, PUKTf g ð1Þ

Certificate of Node A consists of IP address of node A (IPAA), public key
(PUKA), timestamp (TS) at which time certificate was created, and expiry date
(ED) at which time the certificate get expires. Each and every client should maintain
fresh certificates with the certificate distribution center.

2.2 Secure Route Discovery

Secure route discovery process involves finding a safe and energy efficient shortest
routing path using AODV based routing protocol. Step 1: Source node A desires to
deliver a package to the destination node X using AODV protocol. Node A sends a
Route Request (RDP) packet along with IP address of the destination (IPAX),
Nounce value of the user A(NA), POWER Field (PA) and Certificate of user A
(CertfA) and count field are used to authenticate the user. Here the content of the
certificate and POWER filed values are encrypted using HECC encryption algo-
rithm having public key of the user A (PUKA) to reduce communication and
computational complexity.

A→ B : RDP, IPAX, NA, PA, count, certfA, PUKA−f g ð2Þ

Step 2: Once node B receives the RREQ message from Source node A. Node B
decrypts the message using its private key with the help of HECC based decryption
algorithm and checks whether it is a destination node, and also checks its expiry
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date for avoiding invalid user. It updates its own information such as POWER
value, adding Certificate, checking the validity, and authenticate the user.

B→ C : RDP, IPX, NA, PðA+BÞ, count, certfA, certfB, PUKA− , PUKB−
� �

ð3Þ

Step 3: After Node C receives Route Discover Packet (RDP) from Neighbor
Node B, it validates the signature using HECC for both A and B. Node C eliminates
B’s certificate and signs the content of message A using HECC and append its own
certificate. Then rebroadcast the RDP with POWER value and Certificate. Every
node presents in the network repeat the same step until reach the destination node
X.

C→D : RDP, IPX, NA, P A+B+Cð Þ, count, certfA, certfc, PUKA− , PUKC−f g
ð4Þ

2.3 Secure Route Setup

Step 1: After receiving the RDP from the destination, it calculates the average
power of each link and finds a path which is having a maximum average power
with minimum hop count. RREP message will be rebroadcasted in reverse manner
to the same source node on the same route. Once it arrives at the destination node
X, RREP message is sent to the node D in addition to average power (PAV) as
shown below.

X→D : RREP, IPAA, NA, PAV, certfX, PUKX, countf g ð5Þ

Step 2: Node D forwards the RREP packet back to same node C from which they
get the RDP message. The RREP message includes hop count, average power, IP
address of Source node A, Certificate of Destination node x and nonce value. Each
node delivers the RREP message along the same path to the source by signing the
message using HECC algorithm. Prior to forwarding the RREP message to next
node C, it appends its own certificate to authenticate each node in the network as
shown below:

D→C: RREP, IPAA,NA, PUKX, certfX, PUKD, certfD, PAV, countf g ð6Þ

Step 3: Once RREP message reaches node C, it checks the validity of D’s
signature from the received message using HECC based signature verification
algorithm. After verifying the node, it detaches the signature and certificate. Then it
signs the content of the message using HECC and appends its own certificates
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before replay to B. While returning the RREP packet, every node checks its nonce
value and signature using HECC algorithm. This will avoid impersonation attack
and a replay of X’s message by malicious node.

C→B: RREP, IPAa, NA, PUKX, certfX, PUKC, certfc, PAV, countf g ð7Þ

Step 4: Once the RREP message is received by the source node, HECC based
signature verification algorithm verifies the destination signature and nonce value. It
also compares the power level of the entire link and seeing the path which is having
maximum power level and minimum hop count. Selected path is used to transfer the
packet from source to destination. The above steps are repeated to obtain the path
for all links in the network. Then the path for all the links are stored in back up table
of the source node.

2.4 Route Maintenance

If a link failure happened it would not go for new route discovery process. Instead it
will select a path from backup route table which is available in source node. If any
node is failed due to power loss or movement of node it would send error message
(ERR) to the nearby node. This RERR message is returned to source node on the
same route followed by node B. Nonce Nc value gives assurance that RERR
message is fresh.

C→B : RERR, IPAA, IPX, NC½ � PUKC, certfC ð8Þ

3 Results and Discussion

A proposed SEER protocol has been implemented using GloMoSim software tool
simulation. Considered network area value is 1000 × 1000 m and number of nodes
taken to implement the algorithm is 20 nodes. The constant data bit transmitted
between sources to destination is 512 bytes. Figures 1, 2, 3, 4, 5 and 6 shows the
observed result for 20 node network. Each data point is an average of 20 simulation
runs with identical configuration but different randomly generated mobility pattern.
As shown in Fig. 2 the PDR for SEERP is 95 % higher than existing algorithms.
This implies that SEERP is highly effective in finding and maintaining routes for
discovering of data packets, even with relatively high node mobility. Power field
related routing metrics significantly reduces the power consumption in SEERP is
shown in Fig. 3. This shows that SEERP is consuming less power than SRP which
increases the stability of nodes and lifetime of the network. Figure 4 shows that
remaining battery power in the nodes of the system as function of time. SEERP
carries more packets because it was less operational oversees (RREP, RREQ,
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Fig. 1 Packet delivery ratio

Fig. 2 Average path length
versus node speed

Fig. 3 Power consumption
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RERR) than the SRP. It shows the tradeoff between powers saved by SEERP is less
than the SRP. Figure 5 shows that the average end-to-end delay versus node speed
where node speed increases. Average data packet latency gets decreased; this will
improve the packet delivery ratio and throughput. Reduced transmitting power of the
nodes results in reduction of the total transmit power, hence the network lifetime has
to be increased. This can be observed from the Fig. 6.

Fig. 4 Percentage of power consumption

Fig. 5 End to end delay
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4 Conclusion

Finally, SEER protocol reduces the number of RREQ packet in AODV routing
protocol, which consumes less power, processing time, end-to-end delay and high
packet delivery ratio. The proposed broadcasting algorithm helps to increase the
throughput by decrease the packet loss due to non-availability of node having
enough battery power to retransmit the data packet to next node. It is also helpful to
see an optimal path without the new route discovery process, in addition to this it
routes packets from source to destination in a secure manner using Hyper Elliptic
Curve Cryptography technique.
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An IoT Based Remote Monitoring
of Landfill Sites Using Raspberry Pi2

K. Tharun Kumar Reddy, P. Ajay Kumar Reddy, P. Siva Nagendra
Reddy and G.N. Kodanda Ramaiah

Abstract Now a day’s global warming is increasing due to the emission of green
house gases from landfill site and industries. The main green house gases are
Carbon Dioxide, Methane and Carbon Monoxide etc [1]. The long term exposure to
these gases causes lung and heart diseases to the people who are living near to the
land fill sites and industries. It is also harmful to animals and plant life. In this paper
we describe an IoT based remote monitoring system for measuring the concen-
tration of green house gases emitting from landfills and industries [6]. This pro-
posed system measure the concentration of Methane, Carbon Dioxide and Carbon
Monoxide using semiconductor gas sensors and also measures humidity, temper-
ature, pressure etc. The data from the sensors are processed by using Raspberry Pi2
and sensor values are uploaded to the internet using IoT technology. This system
will send alert message to relevant authorities and peoples when concentrations of
harm full gases reaches permissible levels using GSM Modem/internet SMS
gateway. This system has given access to everyone who wish to know the con-
centration of gases emitted from landfill site or industrial area by sending a request
message to the system.

Keywords Internet of things ⋅ Raspberry Pi2 ⋅ Land fill sites ⋅ GSM/GPS ⋅
Gas sensors

1 Introduction

The industries and landfill sites are becoming the sources for environmental
degradation. The air quality in surrounding areas of landfill sites and industries is
reducing at very fast rate due to human activities. These industries and landfill sites
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increasing water pollution by releasing heavy metals harmful chemicals into water
and also increasing air pollution by releasing toxic gases into the atmosphere [1].
The landfill sites are the dumping sites which contain organic materials, toxic waste
and recyclable material. The landfill sites releasing toxic gas into atmosphere. The
main components of landfill gas are the green house gases, methane and carbon
dioxide. The fact that methane is about 20 times more harm full to the environment
than carbon dioxide [2]. The main constituents of landfill gas and their proportions
are shown in Table 1.

2 Defining System Functionality

This proposed system employs different sensors, Raspberry Pi2, Wi-Fi Dongle,
GSM/GPRS module. The block diagram of remote monitoring system is shown in
Fig. 1.

Table 1 Typical composition of landfill gas

S.No. Constituent gas Range Average

1 Methane (CH4) 35–60 % 50 %
2 Carbon dioxide (CO2) 35–55 % 45 %
3 Nitrogen (N2) 0–20 % 5 %
4 Oxygen (O2) 0–2.5 % <1 %
5 Hydrogen sulfide (H2S) 1–1700 ppm 21 ppm
6 Halides NA 132 ppm
7 Water vapor (H2O) 1–10 % NA
8 Non Methane organic compounds (NMOCs) 237–14.249 ppm 2700 ppm

Fig. 1 Block diagram of remote environmental monitoring system
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The proposed system will measure concentration of different gases like Carbon
Monoxide, Carbon Dioxide and Methane etc. Besides that the system will also
measure Humidity, Pressure and Temperature [3]. The Metal Oxide Semiconductor
sensors MQ5, MQ135, MQ7 are used to measure Methane, Carbon Dioxide and
Carbon Monoxide respectively. The system employs DHT22, BMP180 sensors
which are used to measure Humidity, Temperature and Pressure [4]. The output of
Gas sensor (MQ5, MQ135, MQ7) is in analog nature. The Raspberry Pi will accept
only the digital signals. Hence the output of gas sensors is connected to the Analog
to Digital Converter (MCP3008). The output of ADC is connected to GPIO pins of
Raspberry Pi. The Humidity and Temperature sensors (DHT22), Pressure sensor
(BMP180) are directly connected to GPIO pins of Raspberry Pi, because the output
of DHT22 and BMP180 is in Digital form.

The Raspberry Pi will process the data from sensors and compare the values with
safety levels. It will alert the Govt. Authorities and surrounding people by sending
concentration of gases through Short Message Service when the concentration of
gases exceeds the safety level [5]. Here the Raspberry Pi is connected wirelessly to
the Internet using Wi-Fi Dongle. Now the Raspberry Pi will upload real time
measured values to the Xively IoT platform. The uploaded data can access any one
at anywhere and anytime by visiting the corresponding Xively web address.

The flow chart for proposed system is shown in Fig. 2.

3 Hardware Requirements

Raspberry PI2:
The Raspberry Pi2 is a small sized, single board portable computer designed for
promoting the teaching of basic computer science in schools. The Raspberry Pi2 is
a main processing device in remote environment monitoring system. The Raspberry
Pi2 is based on Broadcom BCM2836 system on chip (SoC), which has quad core
ARM Cortex A7, 900 MHz processor, 1 GB RAM and Video Core IV dual core
GPU. The Raspberry Pi2 model B is shown in Fig. 3.

The other features are 4 USB ports, full HDMI port, Ethernet port, 40 pin GPIO
connector, 15 pin camera interface and serial display interface. The Raspberry Pi
operates with 5 V supply. The Raspberry Pi2 can run Linux–kernel based operating
systems and also windows 10.

Sensors Array:
Methane Sensor (MQ5):
The MQ5 is a metal oxide semiconductor type gas sensor. The MQ5 gas sensor is
used to detect methane (CH4) due its high sensitivity to methane concentrations [8].
The Tin Oxide (SnO2) is the sensitive layer in the design of MQ5 [9]. It has 6 pins.
In this 4 pins are used to fetch the signals and remaining 2 pins are used for
providing heating current. The other features of MQ5 sensor is fast response, simple
drive circuit, stable and long life (Fig. 4).
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Carbon Monoxide Sensor (MQ7):
The MQ7 gas sensor is used to detect carbon monoxide due to its high sensitivity to
methane concentrations [10]. The MQ7 is designed by micro AL2O3 ceramic tube,

Fig. 2 Flow chart

Fig. 3 Raspberry Pi2 (model
B)
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measuring electrode, tin dioxide sensitive layer and heater. The MQ7 measuring
range is from 20 to 2000 ppm (Fig. 5).

Carbon Dioxide Sensor (MQ135):
MQ135 is a metal oxide semiconductor type gas sensor which has high sensitivity
to Carbon dioxide (CO2) so here MQ135 is used to measure CO2 Concentrations
[11]. The MQ135 measuring range is from 0 to 1000 ppm (Fig. 6).

Pressure Sensor (BMP180):
The BMP180 is a digital barometric pressure sensor with high performance. It
consumes 3u Amp power. The BMP180 is based on peizo resistive technology. The
measuring pressure range is 300–1100 hpa and temperature range is −40 to 850 °C.

Fig. 4 MQ5 methane sensor

Fig. 5 MQ7 carbon
monoxide sensor

Fig. 6 MQ135 carbon
dioxide sensor
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It has seven pins and is available in LGA package. The BMP 180 sensor can
communicate with processor through I2C bus. It will operate on voltages from 1.8
to 3.6 V (Fig. 7).

Humidity and Temperature Sensor (DHT22):
DHT22 is a capacitive type humidity sensor. It measures relative humidity and
temperature also. It measures relative humidity and temperature also. The output is
a digital calibrated signal. The DHT22 produces 40 bit data output, which includes
humidity, temperature and checksum data (Fig. 8).

Analog to Digital Converter (MCP3008):
The MCP3008 is a successive approximation type 10 bit analog to digital converter.
The MCP3008 has 8 input channels, on chip sample and hold circuit and SPI serial
interface. The MCP3008 is offered in 16 pin SOIC and PDIP packages. The res-
olution of MCP3008 is 10 bit (Fig. 9).

Fig. 7 BMP 180 pressure
sensor

Fig. 8 DHT 22 humidity and
temperature sensor

Fig. 9 MCP3008 ADC
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4 Implementation and Results

The Raspberry Pi2 is interfaced with the sensors array, GSMmodule and display unit.
The Raspberry Pi2 will upload sensor values to the internet into Xively IoT platform
by sending an HTTP request to the Xively server. The SMS alerts are sent to the
respective authorities and anyone who wish to access the real time values can send
SMS to the authorized number [12]. The sensors values are sent as a SMS to the
corresponding number through internet SMS gateway using Visual Basic application.

The proposed system is practically verified at landfill site located in Kuppam.
The measured real time values are can be easily be logged in Xively in the address
https://personal.xively.com/feeds/1999131271. The graphs are plotted on a web
page between measured values (Y-axis) and time period (X-axis). The results are
shown in Figs. 10 and 11.

Fig. 10 Screen shots of uploaded gas concentrations at land fill site on a web page

Fig. 11 Screen shots of uploaded humidity and temperature readings and location of a land fill
site on a web page
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The screen shot of warning alert received on a mobile when concentrations
increased above safety level and message was received on a user request are shown
in Fig. 12.

5 Conclusion and Future Scope

The proposed system is successfully designed and implemented using IoT tech-
nology and Raspberry Pi. The measured gases concentrations are uploaded to the
internet for visualizing the data to the end users. The Raspberry Pi is proven high
speed, low cost, smart and efficient platform for implementing the remote moni-
toring system. In future we can also capture and forward the landfill sites images to
the Govt. Authorities through Social networks.
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Design of Common Source Amplifier
Using Amorphous Silicon TFT

G. Srikanth, B.S. Kariyappa and B.V. Uma

Abstract Thin Film Transistors (TFTs) are now being used for a variety of
applications. Their success in displays, ease of fabrication and low cost production
has attracted the attention of researchers and academics all over the world. They
have found applications in memory, sensors, flexible electronics etc. In this work an
Amorphous Silicon Based TFT has been designed and simulated which in turn is
used in the design of Common Source amplifier. It has been found that though the
gain achieved by TFTs is low compared to Metal Oxide Semiconductor Field Effect
Transistor (MOSFETs), they can still be used in the design of circuits where low
cost and less fabrication time is a major criteria. The design and simulation of the
device is carried out using Silvaco ATLAS, and that of the circuit is carried out
using Silvaco gateway.

1 Introduction

TFTs are analogous to MOSFETs in operation in that they too are three terminal
devices with the voltage applied at the Gate, Source and Drain terminal controlling
the flow of current between the source and drain region. TFTs have a wide variety
of structures. The bottom gate top contact structure are the most studied ones. They
have a significant advantage over MOSFETs when it comes to the cost and time
involved in fabrication. Besides, the number of steps required to fabricate TFTs is
far less in number and less complicated compared to that of MOSFETs. They also
suffer from a few disadvantages in that the mobility of the semiconductor layer is
low, and hence their ON current is less compared to that of MOSFETs. The major
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application of TFTs so far is in displays [1]. It also has a significant contribution in
the study of sensors, and memories.

TFT differs from the MOSFET in that the conducting channel is induced in the
accumulation regime rather than through the formation of an inversion layer. The
first hydrogenated amorphous silicon (a-Si:H) TFTs were actually designed to
measure the mobility of the material, which was at that time difficult to access by
other techniques. It was only later that the technological importance of the device
was recognized in applications in which large area is required and where single
crystalline silicon can no longer be used.

Hydrogenated amorphous silicon has evolved into a ubiquitous materials system
in large-area electronics for many commercial applications ranging from liquid-
crystal displays to medical imaging. Amorphous silicon (also a-silicon or a-Si) is a
form of silicon that has no crystalline structure. a-Si is critical to producing TFTs
because it is without any crystal structure that allows TFTs to be vapour-deposited
onto large substrates. So, amorphous silicon is ideal to use as thin film transistors.
Polysilicon (P-Si) is a material consisting of small silicon crystals. P-Si is an attempt
to overcome the poor performance of Amorphous Silicon TFT by introducing a low
level of crystalline structure into the semiconductor material. A drawback to
polysilicon TFT is that it is manufactured using laser annealing, an expensive but
necessary processing step.

The large scale manufacturing of a-Si:H TFTs forms the basis of the active matrix
flat panel display industry. Poly-Si TFTs facilitate the integration of electronic circuits
into portable active matrix liquid crystal displays, and are increasingly used in active
matrix organic light emitting diode (AMOLED) displays for smart phones. The
recently developed AOS TFTs are seen as an alternative option to poly-Si and a-Si:H
for AMOLED TV and large AMLCD TV applications, respectively.

In this paper a TFT has been designed using amorphous silicon as the semicon-
ductor layer and silicon nitride, and silicon dioxide as the dielectric layers. This device
is then used to design a common source amplifier. The design and simulation of the
TFT is carried out in Silvaco ATLAS and that of the common source amplifier is
carried out in Silvaco Gateway. The gain of the device is considerably less when
compared to that of the MOSFETs for the same voltages. However, the ease of
fabrication and low cost production of TFTs can be considered a significant advantage.

The rest of the paper is organized as follows. The second section describes the
design of amorphous silicon based TFT and common source amplifier. In the third
section the simulation results of the TFT and the amplifier are discussed. The fourth
section gives a conclusion of the observations obtained from the simulation results.

2 Design

The transistor designed has a bottom-gate top-contact structure. It uses amorphous
silicon as the semiconductor layer. Two layers of dielectrics, silicon nitride and
silicon dioxide are used. Silicon nitride has high strength over a wide temperature
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range, good thermal shock resistance and good chemical resistance. Silicon dioxide
is easily deposited on various materials and grown thermally on silicon wafers and
is resistant to various materials during the etching of other materials. Both the
materials have considerably high dielectric strength which makes them good
insulators. The Gate, Source and Drain electrodes are chosen to be aluminium (Al).
The structure of the TFT designed is as shown in the Fig. 1. The thickness of each
layer is as given in Table 1.

The passivation layer is added to prevent the oxidation of the amorphous silicon
layer. Two dielectrics silicon dioxide and silicon nitride are used between gate and

Fig. 1 Structure of the TFT

Table 1 Thickness of each
layer

Layer Thickness (um)
Substrate 0.25
Gate/Source/Drain 0.05
Silicon dioxide 0.05
Silicon nitride 0.05
Amorphous silicon 0.3
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the amorphous silicon layer. The TFT shown in Fig. 1 is used to design a common
source amplifier the schematic of which is shown in Fig. 2.

An amplifier is an electronic circuit that increases the power or strength of the
signal. Amplifiers are described according to their input and output properties. They
exhibit the property of gain, or multiplication factor that relates the magnitude of the
output signal to the input signal. The gain may be specified as the ratio of output
voltage to input voltage (voltage gain), output power to input power (power gain), or
some combination of current, voltage, and power. In many cases, with input and
output being the same unit, gain is unit less (though often expressed in decibels
(dB)). An amplifier can be a voltage, current, trans-resistance or a trans-conductance
amplifier [2].

Based on which terminal is grounded or which terminal is common to both input
and output, they can be classified as common source, common drain or a common
gate amplifier. In case of a MOSFET a common source amplifier converts the input
voltage into current and then drives this current to the load to get the output voltage.
The basic principle of operation of a TFT based common source amplifier is similar
to that of a MOSFET. However, due to the lower mobility of amorphous silicon
layer, we can expect this value to be comparatively less in case of TFT. The
schematic of the common source amplifier that was designed is as shown in the
Fig. 2. A resistor of value 10 M is used as the load. This high value of the load is
required because of the very low mobility of the charge carriers of the device. The
dc voltage of 5 V is applied to the circuit and a sinusoidal voltage of 1 mV is
applied at the input. The output is taken at the drain of the device.

As can be seen from the figure the source of the device is grounded and is
common to both the input and output network of the circuit. A lot of analysis has
been done of common source amplifiers based of Bipolar Junction Transistors
(BJTs) and MOSFETs. They are usually used for small signal amplification and in

Fig. 2 Schematic of the common source amplifier
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two stage operational amplifiers where the first stage which is usually a differential
amplifier gives a high gain and the second stage which is the common source
amplifier gives a high voltage swing. In typical MOSFET amplifiers, the value of
the gain for a common source amplifier is usually around 10–30. However, for
TFTs it is considerably less.

For the amplifier that is designed the gain of the amplifier is measured. The gain
is defined as the ratio of the output voltage to the input voltage. The major focus in
the design was to increase the gain as much as possible.

3 Results and Discussion

The simulation of the device is carried out in the Silvaco ATLAS tool. ATLAS is a
physically-based two and three dimensional device simulator. It predicts the elec-
trical behaviour of specified semiconductor structures and provides insight into the
internal physical mechanisms associated with device operation. It can be used
standalone or as a core tool in SILVACO’s VIRTUAL WAFER FAB simulation
environment. In the sequence of predicting the impact of process variables on

Fig. 3 IV characteristics of the TFT
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circuit performance, device simulation fits between process simulation and SPICE
model extraction [3].

The I-V characteristic of the device is plotted and is as shown in the Fig. 3. It can
be seen that the device characteristics is almost identical to that of a MOSFET
except that the on current is low as a result of low mobility of the carriers in the
amorphous silicon layer.

The I-V characteristics clearly shows the distinct regions of operations of the
transistor. When the gate voltage is very low, the output current is almost zero. This
region is similar to the cut-off region in the MOSFET. Similarly for a small Vd the
drain current raises linearly, just as in the case of a MOSFET for the linear region of
operation. And for a significantly large Vd the drain current saturates resembling the
saturation region of the MOSFET I-V characteristics.

The TFT is then then used for the design of the schematic. The design and
simulation of the schematic is carried out in the Silvaco Gateway. Gateway is a
schematic capture tool and is the entry point for the IC design flow. Gateway
consists of a GUI for schematic entry and is integrated with the following

Fig. 4 Transient plot of the common source amplifier
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simulators: Silvaco SmartSpice (Analog), Silvaco SmartSpice RF (RF), Silvaco
Silos (Verilog), Silvaco Atlas (TCAD MixedMode), Synopsys HSPICE (Analog).

Figure 4 shows the transient plot of the common source amplifier for a sinu-
soidal input of amplitude 1 mV.

The input is shown in the blue colour and the output is as shown in the red
colour. The gain of the device is calculated by measuring the peak to peak voltage
of the input and output and then taking the ratio of output voltage to the input
voltage. The value is found to be 2.7.

The circuit effectively acts as an amplifier. However, its gain is not as high as
that of an amplifier when designed with a MOSFET device. The gain can be
increased by increasing the output resistance. It should be noted that the resistance
needed at the output is very high, in the mega-ohm range. This is because the
trans-conductance of the device is very much less compared to that of a MOSFET.

4 Conclusion

TFTs have been successfully used in display applications. They have also found
application in sensors, wearable and flexible electronics. From the simulation we
can observe that the I-V characteristics are very much similar to that of MOSFETs
which are currently being used for the design of VLSI circuits. The results for the
simulation of the common source amplifier prove that TFTs can be used for the
design of analog circuits. The gain for the given circuit is calculated to be 2.7, for a
MOSFET this value can be easily in the range of 10–30. Though the performance
of the TFTs in the design of analog circuits is considerably low when compared to a
MOSFET, the low cost and low fabrication of TFTs may in turn evaluate to a
significant advantage. With the use of organic and polymer materials for the con-
duction layers, they can be good candidates to flexible and wearable electronics. If
the mobility of the TFTs can be increased and its threshold voltage lowered, they
can easily be used in the design of analog circuits.
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Design of Ultra Low Power Asynchronous
Domino Logic Pipeline Using Critical Data
Path

K. Nirmala, P. Prasanth Babu, K. Prasanth and D. Maruthi Kumar

Abstract This paper presents Design of ultra low-power asynchronous domino
logic pipeline method, which targets to introduce design of latch-free pipe-line
targeting to latch-free pipeline. To construct data paths, both dual rail and single rail
domino gates are used. Dual-rail domino gates are mainly used to construct critical
data paths. Hence the handshake signals are reduced greatly, using critical data
path. This pipeline offers low power consumption and high throughput. A 16 × 16
array style multiplier is used for evaluating the proposed pipeline method. Asyn-
chronous static pipeline method is compared with the proposed pipeline method, it
saves up to 83.0 and 16.4 % of power.

1 Introduction

During the last decade, the research on asynchronous technology has been con-
tinued. VLSI systems tend to be more complex because of scaling in continued
CMOS technology [1]. The issues which come under physical design, known as
high power consumption and large area are become complex problems. Even
though the technology scaling provides high integration possibilities, some diffi-
culties occur at physical level. Asynchronous design does not use global handshake
signals, it uses local handshake signals. Hence it is considered as a better solution
for avoiding the problems which relates to global clock.
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The attractive features are given below:

(1) Low power consumption.
(2) High speed of operation.
(3) Provides no skew and no distribution problems in clock.
(4) Small area occupation.

However asynchronous design, has the choice of handshake protocols that affects
the circuit implementation like area, speed, robustness, and power. Asynchronous
circuits use two most popular protocols, one is four phase bundled-data protocol and
other is four phase dual-rail protocol. The four phase bundled-data protocol design is
similar to the design of synchronous circuits. Local clock pulses are generated using
handshake signals and they use delay matching to identify valid signal. Handshake
circuits uses timing assumptions, hence it leads to most efficient circuits. However,
in four-phase dual-rail protocol design, the encoded data is combined with hand-
shake signal. The encoded data is detected by handshake circuits so that they lead to
allow correct operation in the presence of data path delays. This feature allows
advanced VLSI systems to provide data path delay variations. This paper provides a
method for designing Asynchronous domino logic pipeline, which targets to
increase the circuit efficiency which is used for wide range of applications, and
achieves an area-efficient and ultra low-power asynchronous domino logic pipeline.
Asynchronous domino logic pipeline can entirely eliminate explicit storage elements
between stages by avoiding the latching functionality of implicit domino logic gates.

2 Background

Asynchronous domino logic pipeline uses PS0 style of implementation and it is an
important foundation for most proposed styles [2, 3].

(1) Structure of PS0: Figure 1 represents the block diagram of PS0. In PS0, it
consists of one function block and one completion detector. Each function
block is designed using dual-rail domino logic and each completion detector
generates a local handshake signal. Using the pipeline the handshake signals
can control the flow of data and it will be transferred to pre-charge or eval-
uation port of the previous pipeline (Fig. 2).

(2) Four-phase dual rail protocol: PS0 is designed using the four-phase dual-rail
protocol. Figure 3 represents an example for data transfer using the four-phase
dual-rail protocol, and Table I represents the code table for encoding using
four-phase dual-rail. Thewires (w_t,w_f) are used to encode a request signal into
the data signal. The data bit 0 is encoded as (0, 1), bit 1 is encoded as (1, 0) and
spacer is encoded as (0, 0); (1, 1) is not used. A valid data can be obtained using a
receiver by observing the two wires. The dual rail encoded data path is also
known as the delay in sensitive data path, because the sender and the receiver can
communicate without bothering the delays between the logic blocks [4, 5].
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Figure 2 represents an example of the dual-rail domino AND gate and com-
pletion detector of 2-bit. Two input AND gate is used to generate a bit done signal
by observing the outputs of dual rail domino gate, hence it behaves as a 1-bit
completion detector [6]. To implement a 2-bit completion detector, C-element is
used to combine the bit done signals. When the total bit done signals from entire
data paths, it forms a full completion detector as represented in Fig. 1.

Fig. 1 Block diagram of PS0

Fig. 2 a Dual-rail domino AND gate, b 2-bit completion detector

Fig. 3 Data transfer based on
four-phase dual-rail protocol
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Pre-charge Half-Buffer Pipeline: Figure 4 represents the block diagram of
Pre-charge Half-Buffer pipeline (PCHB). PCHB uses two completion detectors: one
on the input side is Di and one on the output side is Do. In PCHB stage and PS0
pipeline, the complete cycle of events are same. If the detector detects valid input
bits, the PCHB stage starts evaluation. This design eliminates the skew across
individual bits in the stage: one at the input side (Di) and other at the output side
(Do). The only difference between PCHB pipeline and PS0 is that, PCHB stage
verifies its input bits. The verification bits at input side are done using the input
completion detector (Di), hence PCHB stage start evaluation when all input bits are
valid.

LP2/2: LP2/2 pipeline style uses both dual-rail protocol design and bundled-data
protocol design. It is a high throughput pipeline style. Figure 5a represents the

Table 1 Four-phase dual-rail
encoding code table

Code word (W_1, W_1)

Data 0 (0, 1)
Data 1 (1, 0)
Spacer (0, 0)
Not used (1, 1)

Fig. 4 Block diagram of
PCHB

Fig. 5 Block diagrams of
LP2/2. a LP2/2 based on dual
rail protocol, b LP2/2-SR
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diagram for LP2/2 using dual-rail protocol. LP2/2 minimizes the sequential of
handshake events hence; it improves the throughput of PS0. However, the overhead
problems are not solved in handshake control logic [7, 8].

Figure 5b represents the diagram for LP2/2 using bundled-data protocol
(LP2/2-SR). A single extra bundling signal is used in LP2/2-SR so it avoids the
detection overhead problems. The bundling signal acts as completion signal, it
matches the delay in function blocks.

3 Design of Asynchronous Pipeline Based on Critical Data
Path

A. Overview
Figure 6 represents a method for asynchronous method. Special dual-rail logic is

used to construct the pipeline. The encoded signal and data signal are transferred
using critical data paths. Single-rail logic is used to construct the non-critical data
paths, which transfers data signal. A static NOR gate detects the dual-rail [9].

Critical data path generates a total done signal for each pipeline stage. Pre-charge
ports of the previous stages are connected to the NOR gate outputs.

The total done signal in APCDP is generated by detecting the critical data path.
This type of design has two advantages. First, a single NOR gate is used to modify
the completion detector, and the data path width will not increase the detection
overhead. Second, single-rail logic in non-critical data paths reduces the overhead
problem in function block logic. Hence the overhead problems in control logic and
function logic are reduced using APCDP. It improves the throughput and power
consumption.

The important factor in function blocks is to find a stable critical data path.
Traditional gates can be used to construct critical data path, but it becomes difficult.
In traditional logic gate, the gate delay data dependence problem will occur. The
intuitive way of constructing stable critical data path is by adding the delay ele-
ments. But this method requires complex timing analysis and it cause large over-
head of delay elements. The efficient solution for constructing critical data paths is

Fig. 6 Block diagram of APCDP
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Synchronizing Logic Gates (SLGs). When valid data arrives, then only SLGs starts
evaluation, it solves the gate delay data dependence problem. Hence, the design
provides less area and low power consumption.

B. Logic Gates
(1) Synchronizing Logic Gates: SLGs with dual-rail domino gates avoids the

gate-delay data dependence problem [10, 11]. Figure 7 represents the synchroniz-
ing AND gate and the truth table of dual rail AND logic. Table 2 shows that there
are four transistor paths: (1) [a_t, b_t]; (2) [a_t, b_f]; (3) [a_f, b_t]; and [a_f, b_f].
For every input condition, two paths will get active. Hence, the delays in that path
will be considered. However when logic gate increases the delay becomes more, it
effects the outputs.

(2) Synchronizing Logic Gates with a Latch Function:
Because of the delays in SLGs, SLGLs are extended. The latch function for

Synchronizing AND gate and the latch states are shown in Fig. 8. An SLGL has an
enable port (en_t, en_f). The opaque and transparent state of the SLGL is controlled
by enable port. The SLGLs cannot start evaluation without the presence of the
enable signal. Using this feature SLGLs are used for constructing critical data paths
[12].

C. Structure of APCDP
Figure 9 shows the structure of APCDP. The constructed critical data path is

represented using solid arrow. The non-critical data paths are represented with
dotted arrow. The critical data paths are constructed using dual-rail data path and
the non-critical data paths are constructed using single rail data paths. A total done
signal is generated using 1-bit completion detector, which is constructed with NOR

Fig. 7 Synchronizing AND gate and the truth table of dual rail AND gate

Table 2 States of pull down transistor paths on different data patterns

Data patterns (a_t,
a_f, b_t, b_f)

Pull-down transistor paths
Figure 2a conventional Figure 6 synchronizing AND gate
[a_t, b_t] [a_f] [b_f] [a_t, b_t] [a_t, b_f] [a_f, b_t] [a_f, b_f]

(0, 1, 0, 1) Off On On Off Off Off On
(0, 1, 1, 0) Off On Off Off Off On Off
(1, 0, 0, 1) Off Off On Off On Off Off
(1, 0, 1, 0) On Off Off On Off Off Off
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gate. The completion detector is available at each pipeline stage. The connection
between single-rail domino gate and dual-rail domino gate is established using
encoding converter.

Each pipeline stage’s SLG are linked together for selecting Lin gate in each
pipeline stage. It is best to select the Lin gate that is originally linked to the Lin gate
in the following pipeline stage. SLGs are naturally linked after converting the Lin
gates to SLGs.

Fig. 8 Synchronizing AND gate with LATCH function and the truth table of latch states

Fig. 9 Structure of APCDP
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Fig. 10 Power consumption results for H.A and F.A
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4 Evaluation

A 16 × 16 array style multiplier is designed using APCDP. Conventional dual-rail
asynchronous pipelines require large area and are not selected because the large
function blocks cannot be designed (such as the 16 × 16 array style multiplier).

Results:
Tables 3 and 4 shows the evaluation results of the 16 × 16 array style multi-

plier. The performances of throughput are evaluated without considering design
margins, which are ideal results.

The evaluation results show that APCDP using domino gates has less power
consumption, and the smallest transistor count. Figure 10 represents the power
consumption performances at different time intervals. The results prove that
APCDP is the most power efficient design.

(1) Transistor Count: Table 3 shows that APCDP, respectively, reduces the
transistor count are reduced to 67.32 % from 95.98 % compared with domino gates
and static gates. The combination of dual-rail domino logic and single-rail domino
logic are used in APCDP. The non-critical data paths are designed using single-rail
domino logic that saves a lot of the transistor count. The SLGs and SLGLs which
are used in APCDP require more transistors, but they have small impact on the
transistor count, since they are in small quantity.

The total FET width also calculated in addition to the transistor count, hence the
total area can be calculated. Table 4 shows that APCDP reduces the total FET
width to 49.4 % from 85.68 % compared with domino logic and static logic
respectively.

Table 3 Evaluation of 16 × 16 array multiplier (power)

Logic gate Domino gate Static gate

Transistor counts 7420 10584
H.A counts 252 (14 × 18) 280 (14 × 20)
F.A counts 7168 (224 × 32) 10304 (224 × 46)
H.A power consumption 0.63 (mw) 4.06 (mw)
F.A power consumption 1.83 (mw) 7.85 (mw)
Total power consumption 2.46 (mw) 11.19 (mw)

Table 4 Evaluation results
(area) of 16 × 16 array
multiplier

Logic gate Domino gate (in mm) Static gate (in mm)

Area for 1 H.A 2.64 3.6
Area for 1 F.A 2.04 4.68
Area for 14 H.A 36.96 50.4
Area for 22 F.A 456.96 1048.32
Total area 493.92 1098.72
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(2) Power: The power consumption of VLSI circuits relates to the number of
transistors. The results show that APCDP using domino gates consumes much less
energy than APCDP using static gates. Figure 11 shows the power consumption of
full-adder using domino gates. Figure 12 shows the power consumption of
full-adder using static gates. As a result, the power consumption of domino gates is
less compared with the static gates.

Fig. 11 Simulation results for full adder using static gate

Fig. 12 Simulation results for full adder using domino gates
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C. Further Discussion
The APCDP is designed based on schematic simulation. To design large func-

tion modules, APCDP is not applicable. When APCDP is used to design large
function modules, design automation becomes important issue.

Another issue is the design automation for layout. This optimization is not
suitable for APCDP, because the constructed critical data path robustness is
reduced. In specific P&R method, it increases the delay on the constructed path,
hence it avoids the robustness.

One more issue is timing verification. For verifying domino circuits there are no
EDA support. In APCDP, the timing analysis problem is avoided using known
critical data path and the dual rail handshake.

5 Simulation Results

See Figs. 11 and 12.

6 Conclusion

This paper introduced a method to design ultra-low power asynchronous domino
logic pipeline. The design is realized using domino gates and using static gates. The
overhead of handshake control logic as well as function block logic are greatly
reduced. The APCDP increases the pipeline throughput, also decreases the power
consumption and area. The evaluation results show that the APCDP design using
Domino gates has better performance than APCDP design using static gates.
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Contrast Based Color Plane Selection
for Binarization of Historical Document
Images

M.E. Paramasivam and R.S. Sabeenian

Abstract This paper primarily focuses on establishing that the document image
processing and natural image processing domains are mutually dependent, which
many researchers have not experimented. For a given color image, the
contrast-per-pixel (CPP) for each color channel is computed and the channel that
exhibits highest CPP value is binarized. To evaluate the proposed method, the color
image is also converted to a grayscale image using a weighted color-to-grayscale
conversion and then binarized. Otsu Algorithm is preferred for binarization. Images
from DIBCO and H-DIBCO datasets were used for evaluating the proposed
algorithm. The resultant binary images were appraised based on precision metrics
which shows that the highest CPP exhibits better performance. Experimentally, the
extracted color channels performed marginally better than the weighted
color-to-grayscale converted image, which clearly indicates that image binarization
depends on natural image processing.

Keywords Document image processing ⋅ Natural image processing ⋅ Otsu
binarization ⋅ Contrast measure ⋅ Binarization metrics ⋅ Precision

1 Introduction

Historical Document Image processing is one of the most challenging areas of
image processing till date. The reasons behind this challenge can be listed as
follows: severe degradation of the document, unstructured character positioning,
variations in the same document, variation of appearance and bleed-through in
some document with same and different color inks [1, 2].
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Since 2009, the DIBCO and H-DIBCO [3] contests have encouraged a number
of researchers to contribute in the domain. As a first step in document image
processing, the image is binarized to get a clear classification of text and back-
ground. This would enable quicker segmentation of text from the images. We have
considered Otsu [4] method for binarization, due to its capability that almost after
two decades, [5] have analyzed properties for the algorithm and indicated it to be
the most excellent global binarization method.

Though, the problem is primarily to split the image into two broad sets, one
indicating the text and the other the background; it is significant to note that images
vary in the aspect of color, contrast, brightness, etc. Hence, it is worth that the
image is analyzed for its variation in the above parameters based on Natural Image
Processing and then subjected to the best performing binarization algorithm.

2 Algebra of Image Processing

Let us consider, a value set φw, which shall represents all the possible values in a
given image data structure, where w represents the maximum possible weight of the
value when represented in binary. When w=8, then the value set is represented as
φ8 = v: v ϵ ℕ and 0≤ v≤ 255f g. The cardinal number of the set can be defined as
n(φ8) = 2

w
= 28 = 255. On a minimal case, if w=1 then, nðφwÞ=2 and

φ2 = v: v ϵ 𝔹 and 0≤ v≤ 1f g.
Let τ be the point set representing the spatial domain and let n τð Þ=2. Thus the

elements in the point set can be represented as fp, qg. In case of a color image the
point set is τ= x, yf g, z: x, y, z ϵ ℕwith x>0, y>0 and 1≤ z≤ 3f g, where x, yf g
represents a single plane dimension and z extends of the x, yf g plane to the third
dimension. The value z=1, 2 and 3 represents the R, G and B planes respectively in
a RGB Color-space. The data structure representation of a color image ℂin the form
AB = ff : f is a function fromB to Ag can be given as

ℂ= Að ÞB = f A,Bð Þ: A ϵ τ and B ϵ φwg ð1Þ

Then an element (pixel) in the image can now be represented as A,Bð Þ, where the
A represents the location of the element and B represents the corresponding value.

2.1 Color-to-Grayscale Conversion

With the enormous growth of digital representation, color images are nowadays
very common, but for that sake, gray images are not ignored. Grayscale images are
widely used for the economic reasons of printing and also to reduce the algorithmic
complexity. Color-to-grayscale, under the domain of ‘Natural Image processing’, is
an open issue of dimension reduction.
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In terms of image algebra [6], the goal of color-to-grayscale conversion is to
decrease the value of z to 1, thereby reducing the point set representation as

τ= x, yf g, z*ð Þ: x, y, z ϵ ℕwith x>0, y>0 and z* = 1
� �

where z* = ∑
3

i=1
f ðziÞ in case

of a weighted grayscale conversion (WGC) method. It is mandatory that the neither
the values of set φw, nor the element x, yf g of set τ are concerned during this
process of dimension reduction.

It also required that during this process of dimension reduction, it is necessary to
preserve meaningful virtual experience of the original three dimensions into a single
dimension. However, the resultant of the process is that, the obtained reduced single
dimension image loses vital information such as contrast, sharpness, shadow and
structure and in most cases not suited for the next level of image processing.

A number of researchers have done a lot of work on weighing the planes for
obtaining a single plane grayscale image [7], while very few of them have looked
on each plane of ℂ separately. The red channel as a separate grayscale image can be
represented as 𝔾R = Að ÞB = A,Bð Þ: A ϵ τ and B ϵφ8f g, where τR = x, yf g, zð Þ:f
x, y, z ϵ ℕ with x>0, y>0 and z=1g. Similarly, the other channels as grayscale
image may be represented as 𝔾𝔾 and 𝔾𝔹 when z=2 and z=3. Alternatively, any
two color channels are nullified to visualize only one channel as a grayscale image.

2.2 Contrast-Per-Pixel (CPP)

The human perception of evaluating a given image can be termed as Human Vision
System (HVS). We conducted a number of experiments to identify the equivalent
computational parameter of Human Vision System and found that
Contrast-Per-Pixel (CPP) of the image can be a basic parameter. For a grayscale
image 𝔾, the contrast of each pixel in the image may be defined as ϵAB , where,

Φ= ∑
x

i = 1
∑
y

j = 1
𝔾fi, jg⊕sð Þ 8̸½ � ð2Þ

and the template ‘s’ in a Moore Neighborhood is s ðτfx, ygÞ= 1, if τ= fx, yg
− 1, otherwise

�

The average of all these variations over the image gives Contrast-Per-Pixel
(CPP).

CPP=
1

x * y
∑
x

i = 1
∑
y

j = 1
Φ½ � ð3Þ
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Higher the value of the CPP, the HVS is more satisfactory. Figure 1 shows an
example image taken from the historical text ‘Shikshapatri’.1 The CPP values for
each channel indicate that the R—Channel has the highest CPP value and corre-
spondingly, the HVS also indicates that this grayscale image is more appealing
when compared to the other grayscale images.

3 Algebra of Image Binarization

Binarization of a grayscale image is primarily carried out for easy segmentation.
Consider a grayscale image 𝔾= Að ÞB = f A,Bð Þ: A ϵ τ and B ϵφ8g. The process of
binarization of a grayscale image 𝔾 involves reducing w from 8 to 1. During this
process, the values of the element x, yf g in the set τ are not affected. We shall
primarily focus on Otsu Global Binarization method.

The main aim of Global binarization involves classifying the value set φw into
C different classes distinguishable by (C − 1) thresholds. If there are only two
groups, the thresholding algorithms focus on determining a single value of T in such
a way that φw can be dichotomized into φw0 = v: v ϵ ℕ and 1≤ v≤Tf g⊆φ8 and
φw1 = v: v ϵℕ and T +1≤ v≤ 255f g⊆φ8 representing the text and background
class respectively. The binarized image is represented as

𝕃= f A,Bð Þ: A ϵ τ and B ϵφ2g= 1, A,Bð Þ: A ϵ τ and B ϵφ8f g> T
0, A,Bð Þ: A ϵ τ and B ϵφ8f g< T

�
ð4Þ

where T represents the threshold range.
Otsu proposed a method based on Discriminant Analysis of Statistics [4], which

states that the ratio between the total variance σ2T
� �

of the image with that of the

with-in class variance σ2w
� �

between the two sets is expressed as κ= σ2T
σ2w
.

The maximum value of κ for all possible gray level is the threshold value (i.e.)
T* = arg min

t ϵ½1, L�
ðσ2wÞ, when σ2T is equal to unity.

Original color 
image

R-Channel
CPP : 0.9389

G-Channel
CPP: 0.8556

B-Channel
CPP : 0.7200

Fig. 1 Color image and it corresponding R, G and B channels with CPP values

1Courtesy: http://www.shikshapatri.org.uk/.
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4 Proposed Method

The pseudo code of the proposed method is given below.

BEGIN

GIVEN Color image

EXTRACT color channels , and
COMPUTE CPP values for color channels
IF (CPP_R = CPP_G = CPP_B) THEN

SET grayscale image to
ELSE
SET CPP[i] with CPP_R, CPP_G and CPP_B as elements
INITIALIZE max to 0 and maxIndex to 0 
FOR i = 1 to 3 
IF (CPP[i] > max) 

maxIndex = i;
max = arr[i];

ENDIF
ENDFOR
CASE maxIndex OF

1: SET

2: SET

3: SET
ENDCASE

ENDIF

CALL Otsu with , RETURNING Binarized Image
END

5 Results and Discussion

The algorithm was tested on the DIBCO and H-DIBCO datasets. The grayscale
image with highest CPP exhibited a higher value of Precision after the binarization
process, when compared to the weighted grayscale conversion (WGC) method. We
used GIMP [7] method 𝔾=𝔾R * 0.3+𝔾𝔾 * 0.59+𝔾𝔹 * 0.11ð Þ of weighted
conversion for evaluation.
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Since, the objective of the process is goal specific (i.e.) best binarization; we
have considered precision metrics for evaluation of the binarized image. A few of
the sample results are shown in Figs. 2 and 3. Our objective was to determine if the
process of weighted grayscale conversion would influence the binarization process
and we can definitely say that it does influence.

6 Conclusion

The Table 1 gives the values of CPP of the three color channels as grayscale images
along with the image obtained by weighted grayscale conversion and the corre-
sponding Precision values of the binarized images. The values in bold indicate the
best ones as perceived by HVS and it clearly indicates that the grayscale image with
highest CPP has exhibited the best binarization. The values in italics and underline
indicate no change in CPP and precision in all the four cases, which is barely 25 %
of the dataset. We may now conclude, it is necessary to work initially on the natural
image processing and then carry out the necessary binarization for better results,
rather than using the ‘rgb2gray’ command of MATLAB for converting a color
image to grayscale image.

Fig. 2 a Color image. Otsu Algorithm applied on b WGC Grayscale Image [CPP = 0.41547,
Precision = 0.64295], c R—Channel Grayscale Image [CPP = 0.47394, Precision = 0.74324]

Fig. 3 a Color image. Otsu Algorithm applied on b WGC Grayscale Image [CPP = 0.23473,
Precision = 0.34087], c R—Channel Grayscale Image [CPP = 0.25060, Precision = 0.35388]
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Table 1 CPP and precision values on DIBCO 2013 dataset

DIBCO 2013

Image name R-Channel G-Channel B-Channel WGC

CPP Precision CPP Precision CPP Precision CPP Precision

HW01 0.17679 0.98032 0.17018 0.97633 0.15557 0.97763 0.17039 0.97692

HW02 0.36994 0.96180 0.34691 0.94298 0.30553 0.89188 0.34910 0.94402

HW03 0.36591 0.96349 0.34904 0.94906 0.32406 0.89670 0.35109 0.95429

HW04 0.18353 0.95578 0.18353 0.95578 0.18353 0.95578 0.18353 0.95578

HW05 0.22412 0.40803 0.22412 0.40803 0.22412 0.40803 0.22412 0.40803

HW06 0.21700 0.90916 0.21700 0.90916 0.21700 0.90916 0.21700 0.90916

HW07 0.27676 0.99133 0.27676 0.99133 0.27676 0.99133 0.27676 0.99133

HW08 0.21238 0.93785 0.19783 0.93116 0.15998 0.91220 0.93655 0.19786

PR01 0.23294 0.89614 0.20847 0.90501 0.17809 0.90432 0.2132 0.90190

PR02 0.32935 0.95954 0.30956 0.95708 0.28969 0.92292 0.31320 0.95633

PR03 0.27954 0.98555 0.30580 0.99757 0.25863 0.33921 0.29256 0.99624

PR04 0.25060 0.35388 0.23137 0.33909 0.20959 0.31804 0.23473 0.34087

PR05 0.47319 0.79373 0.44708 0.79646 0.42546 0.76710 0.45202 0.79437

PR06 0.29739 0.61402 0.27465 0.63097 0.23598 0.59545 0.27712 0.62713

PR07 0.63900 0.97076 0.61334 0.96917 0.55254 0.95677 0.61390 0.96962

PR08 0.47394 0.74324 0.41452 0.63306 0.29285 0.49196 0.41547 0.64295
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Signature Wavelet Identification of Sounds
of Musical Instruments Using RLS
Algorithm

Raghavendra Sharma and V. Prem Pyara

Abstract Filter bank theory is used to identify the approximation and detail coeffi-
cients of the wavelet filter that are used to identify the scaling and wavelet function of
the wavelet. If the filter bank coefficients of the sounds of musical instruments are
calculated then it is possible to identify the signature wavelet of the sound signal,
which can be used to reconstruct the original signal with negligible error. The filter
bank coefficients can be identified with adaptive algorithms viz. LMS, NLMS and
RLS. Among the three algorithms, RLS algorithm perform better in all regard and the
algorithm converges very fast i.e. number of iterations are less. Hence an algorithm
based on RLS algorithm is developed to find out scaling and wavelet functions of the
sounds of musical instruments with better accuracy and speed of convergence.

1 Introduction

Of late, a lot of work has been done to identify wavelets matched to the signal to
provide best representation of the signal, mostly for deterministic signals [1, 2]. The
problem of identification of wavelet matched to the signal has been handled in tho
ways: (1) starting with a set of wavelets, one identifies the best match to the signal
under consideration; (2) by identifying a wavelet which is matched to the signal
using adaptive algorithms. A wavelet can be reconstructed from its approximation
and detail coefficients [3, 4]. If approximation coefficients are obtained, then the
detail coefficients can be calculated using approximation coefficients [5]. Most of
the wavelet applications are dealt with the approximation and detail coefficients and
are represented as quadrature mirror filters (QMF) [6], having mirror image spectra.
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The detail coefficients have been obtained with the help of various optimization
techniques viz. mean square error adaptive filter algorithms LMS and NLMS [7].
An adaptive algorithm alters filter parameters iteratively to minimize the error
according to some prescribed criterion. But the values of filter coefficients obtained
by the two aforementioned algorithms (LMS & NLMS) are not precise and take
more time for computation [8]. One of the challenges associated with wavelet
synthesis is to compute wavelet coefficients accurately in shortest time.

The paper is organized as follows; In Sect. 2, adaptive algorithms are used to
identify the filter bank coefficients of the standard wavelet, and an algorithm based
on RLS algorithm is developed in Sect. 3, which identifies the signature wavelet of
various musical instrument sounds. In Sect. 4, we have discussed the results
obtained through the algorithm discussed in Sect. 3 and scaling and wavelet
functions are plotted for various instruments sounds. Finally, concluding remarks
are given in Sect. 5.

2 Identification of Filterbank Coefficients of Standard
Wavelets

In the algorithms developed in [9, 10], h(-n) have been evaluated using LMS
algorithm to reconstruct the wavelet. Here, the desired signal is down sampled and
then up sampled before applying to the filter. However, h(-n) thus obtained vary
significantly with step size as shown in Table 1. This problem of sensitivity to step
size is overcome using NLMS algorithm as shown in Table 2. The number of
iterations and the accuracy of the result can be improved with RLS algorithm as
shown in the Table 3. The filter coefficients h(-n) are used to find out the scaling
and wavelet function of the wavelet using adaptive filter. In adaptive filter the
stream of impulses is given as input to the filter, up-sampling and then passing the
estimated output iteratively to the filter helps in calculating the scaling function.
The iteration method shown in Fig. 1 is implemented on coif2 and db3 wavelets.

Table 1 Filter coefficients obtained by LMS algorithm of wavelet db3

Actual h(n) Step
size

Filter coefficients obtained by LMS
algorithm

[0.0498 −0.1208 −0.1909 0.6504
1.1411 0.4705]

0.01 [0.0476, −0.1180, −0.1903, 0.6409,
1.1440, 0.4654]

0.05 [0.0188, −0.1201, −0.2223, 0.6320,
1.1483, 0.5070]

0.10 [−0.3817, −0.1855, −0.1970, 0.5478,
0.6875, 0.0337]

0.15 [−0.6961, 1.2182, −0.03197, −1.6593,
1.9380, 0.0424]

0.30 [−1.013, 48.713, 2.9040, −1.6613,
−1.1017, 1.0041] × 10200
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2.1 Filterbank Coefficients Using LMS Algorithm

LMS algorithm is implemented for determining the filter bank coefficients of
wavelet db3 and coif2. The selection of step size is very crucial in case of LMS
algorithm [11, 12]. For wavelet db3, if we choose a step size more than 0.1662,
then, the filter coefficients will never converge, and the reconstruction of the
wavelet is not possible due to absurd values as shown in the Table 1.

2.2 Filterbank Coefficients Using NLMS Algorithm

The same experiment is repeated for determination of the filter bank coefficients of
db3 with NLMS algorithm which are not sensitive to step size as shown in the
Table 2.

2.3 Filterbank Coefficients Using RLS Algorithm

The same experiment is further carried out for constructing the wavelets db3 and
coif2 with RLS algorithm and the reconstruction is successful, with minimum
convergence time among the three algorithm and the filter bank coefficients are also
much closer to the desired values as shown in the Table 3.

Table 2 Filter coefficients obtained by NLMS algorithm of wavelet db3

Actual h(n) Step
Size

Filter coefficients obtained by NLMS
algorithm

[0.0498 −0.1208 −0.1909 0.6504
1.1411 0.4705]

0.01 [0.0458, −0.1239, −0.1936,
0.6161,1.0973, 0.4435]

0.05 [0.0497, −0.1273, −0.1982, 0.6493,
1.1343, 0.4703]

0.10 [0.0452, −0.1334, −0.1967, 0.6598,
1.1490, 0.4661]

0.15 [0.0488, −0.1061, −0.1686, 0.6523,
1.1342, 0.4834]

0.30 [0.0332, −0.1227, −0.1426, 0.6560,
1.1793, 0.4834]

Fig. 1 Flow chart for scaling
function
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The number of iteration used for obtaining the desired values of the filter
coefficients of all types of the wavelets with minimum error is shown in the
Table 4.

Where N is the number of filter bank coefficients. This variation in iteration time
is very severe in case of filter with larger number of coefficients. The mean square
error obtained by RLS algorithm is minimal and it converges much faster than the
other two algorithms.

3 Filter Bank Coefficients of Sounds of Musical
Instruments Using RLS Algorithm

It is seen in the previous section that among the three adaptive algorithms (LMS,
NLMS and RLS), RLS algorithm perform better if used for identification of the
filter bank coefficients of the standard wavelets because the filter bank coefficients
are closer to the standard values and the algorithm converges very fast i.e. number
of iterations are less [13–15]. Hence an algorithm based on RLS algorithm is the
best algorithm to find the filterbank coefficients of sound of musical instruments and
an algorithm is developed to find out scaling and wavelet functions of the sounds of
musical instruments with better accuracy and speed of convergence.

Table 3 Filter coefficients obtained by RLS algorithm of wavelet db3

Actual h(n) Step
Size

Filter coefficients obtained by RLS
algorithm

[0.0498 −0.1208 −0.1909 0.6504
1.1411 0.4705]

0.01 [0.0497, −0.1246, −0.1876, 0.6486,
1.1416, 0.4704]

0.05 [0.0463, −0.1249, −0.1958, 0.6451,
1.1401, 0.4689]

0.10 [0.0470, −0.1244, −0.1917, 0.6478,
1.1363, 0.4690]

0.15 [0.0497, −0.1230, −0.1910, 0.6488,
1.1442, 0.4709]

0.30 [0.0461, −0.1226, −0.1988, 0.6445,
1.1374, 0.4682]

Table 4 Iterations used by
adaptive algorithms

Algorithm No of iterations

LMS 4N
NLMS 2N
RLS N
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3.1 RLS Based Algorithm for Identifying Scaling
and Wavelet Function of Sounds of Musical
Instruments

An algorithm is developed in this section which uses RLS algorithm for identifi-
cation of filter bank coefficients of the sound produced by musical instruments.
These filter bank coefficients are used for the generation of scaling and wavelet
function of the sounds. The steps for the algorithm are as follows:

1. Take the signal in the wav format.
2. Choose the sampling rate and the part of the signal is taken for analysis

depending upon the sampling rate.
3. The order of the filter is decided, larger the order of the filter the shape of the

wavelet function will be smooth.
4. Call RLS algorithm.
5. Check the error after each iteration, if it is within the specified limits then stop

the convergence process; if not then go back to the step 3.
6. If the error criterion is satisfied then record the filter coefficients.
7. Use these filter coefficients to draw the scaling and wavelet function.

4 Results and Discussions

The algorithm developed in the previous section is applied to the sound samples of
the various musical instruments. The sound signal is first sampled at 44.1 K
samples and the part of signal taken for the each category of the instrument sound is
different. For wind instrument and string instrument the size of the signal is 10 ms
and for percussion and keyboard instruments the size is 100 ms. The order of the
filter is taken as 32 because as the order of the filter is more the shape of the
obtained wavelet function is smooth. The average value of the filter bank coeffi-
cients hðnÞ for the various instrument sound signals is shown in the Table 5.

The average values of h(n) obtained by the previous algorithm are used to draw
the scaling and wavelet functions of the different musical instrument sounds.
Scaling and wavelet functions are presented with amplitude on Y axis and compact
support of 3 on X axis. Scaling and wavelet functions obtained through RLS
algorithm are different from the standard wavelets and if we use these scaling and
wavelet function to synthesize the sound of musical instruments then synthesized
sound better resemble the original signal. The scaling and wavelet functions of the
musical instruments are plotted in the Figs. 2, 3, 4 and 5.
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Table 5 Average value of the coefficients h(n) for different instrument sounds

Instrument
sound

Average h(n)

Flute [0.0713 0.0375 0.0289 0.0213 0.0106 0.0021 −0.0259 −0.0038 −0.0297
−0.0368 −0.0282 −0.0371 −0.0430−0.0272 −0.0438 −0.0514 −0.0645
−0.0543 −0.0576 −0.0623 −0.0595 −0.0495 −0.0629 −0.0522 −0.0493
−0.0488 −0.0397 −0.0517 −0.0383 −0.0151 −0.0064 −0.0135]

Sitar [0.0113 −0.0021 −0.0064 −0.0066 −0.0062 −0.0017 −0.0076 −0.0104
−0.0131 −0.0173 −0.0236 −0.0299 −0.0283 −0.0240−0.0195 −0.0192
−0.0177 −0.0158 −0.0166 −0.0154 −0.0173 −0.0203 −0.0180−0.0088
−0.0011 −0.0003 0.0037 0.0025 0.0042 0.0051 0.0026 0.0059]

Dafli [0.0302 0.0311 0.0244 0.0234 0.0203 0.0209 0.0243 0.0255 0.0256 0.0289
0.0291 0.0295 0.0284 0.0319 0.0288 0.0263 0.0236 0.0302 0.0236 0.0220
0.0258 0.0189 0.0164 0.0129 0.0156 0.0141 0.0150 0.0145 0.0143 0.0173
0.0163 0.0143]

Harmonium [0.0193 0.0163 0.0062 0.0041 −0.0009 −0.0069 −0.0035 −0.0075 −0.0158
−0.0166 −0.0134 −0.0156 −0.0176 −0.0204 −0.0170 −0.0087 −0.0087
−0.0089 −0.0131 −0.0086 −0.0103 −0.0068 −0.0041 −0.0005 −0.0089
−0.0107 −0.0084 −0.0037 0.0016 −0.0013 −0.0043 −0.0056]

Fig. 2 Scaling and wavelet function of flute sound

Fig. 3 Scaling and wavelet function of sitar sound

262 R. Sharma and V.P. Pyara



5 Conclusion

In this paper, the identification of filter bank coefficients of sounds of musical
instruments is calculated with the help of RLS based algorithm and the scaling and
wavelet functions are plotted. The three adaptive algorithms can be used to identify
the filter bank coefficients of the standard wavelets, but RLS algorithm gives filter
bank coefficients closer to the actual values and the convergence is faster as
compared to other two algorithms. Hence RLS based algorithm is used to identify
the filter bank coefficients of the sounds of musical instruments. The identified filter
bank coefficients are used to draw the scaling and wavelet functions of the sound of
wind instruments (flute), string instruments (sitar), percussion instruments (dafli)
and keyboard instruments (harmonium). Hence it is concluded that the signature
wavelet of musical instrument sound is identified with the help of RLS based
algorithm with better accuracy and less iteration time.

Fig. 4 Scaling and wavelet function of dafli sound

Fig. 5 Scaling and wavelet function of harmonium sound
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Study on Influence of Hip Trajectory
on the Balance of a Biped Robot

Ravi Kumar Mandava and Pandu R. Vundavilli

Abstract Balancing of a biped robot plays an important role, as it has to walk on
two feet while moving from one place to another to execute the task assigned to it.
The present research paper is mainly focusing on the study of influence of hip
trajectory on the balance of an 18-DOF biped robot in single support phase
(SSP) while walking on the flat floor. Two different types of trajectories, namely
straight line and particle swarm-based cubic polynomial are considered for the hip
joint. The gaits for the lower and upper limbs of the robot are generated by using
the concept of inverse kinematics after considering the said options for the hip
trajectory. The balance of the robot is determined by calculating the Dynamic
Balance Margin (DBM) of the generated gait. Further, the two developed
approaches are tested for their capability to generate dynamically balanced gaits in
computer simulations.

1 Introduction

Humanoid robots are more anthropomorphic robotic systems which try to mimic
the capabilities of a human being and perform the challenging jobs. The objective
of present research is not only to design suitable trajectories for generating gaits on
a particular terrain, but also to see whether the gaits generated are dynamically
balanced or not. Further, DBM is used to measure the dynamic balance of the two
legged vehicle. For calculating the dynamic balance of the biped robot, different
researchers proposed different methods. Vukobratovic et al. [1] proposed the con-
cept of zero moment point (ZMP) for calculating the amount of balance of the two
legged robot. Gowswami [2] developed the concept of foot rotation indicator (FRI),
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which was used to generate the dynamically balanced gaits for a single support
phase walking cycle. It is important to note that the balance is one of the important
concerns during the design of the gaits of any biped robot. For getting stability of
the biped robot, most of the researchers designed various trajectories for the hip and
foot joint of the robots to follow. Huang et al. [3] planned a scheme for the
development of plane walking configurations for a two legged robot. This scheme
made it possible to develop a hip motion that is smooth and extremely stable
without first determining the anticipated ZMP trajectory. Later on, Chow and
Jacobson [4] studied the optimal biped locomotion of the hip, and suggested that the
hip trajectory be synthesized prior to joint angle profiles. Then, Hwang et al. [5]
developed gait for a biped robot that climb up a sloping surface. In that study, the
slope of the surface changes while the biped robot walks. The walking trajectory is
modified during double support phase for transitional motions. In addition to the
above works, Udai [6] designed the optimum hip trajectory for a biped robot during
single support using genetic algorithm (GA). The optimization is performed with
the gradual increments of time. This methodology can be extended for generating
the real time trajectory. Moreover, Pandu and Pratihar developed GA-NN and
GA-FL gait planners for a dynamically balanced biped robot for negotiating sloping
surfaces [7] and crossing a ditch surface [8]. They used fuzzy logic, analytical and
neural network based approaches to solve the gait generation problems. The gen-
erated gait was tested for its balance by calculating the position of zero moment
point (ZMP). Further, Rodrigues et al. [9] used steady state GA for a five-link biped
robot and also found required torques at each joint of the robot to obtain a preferred
trajectory for robot trunk center of mass. Moreover, Kim [10] developed a sys-
tematic methodology for online joint trajectory generation of a human-like biped
walking. The authors had used PSO for the generation of full-body model of the
humanoid robot. Recently, Haun and Anh [11] developed novel stable walking for
humanoid robot using PSO.

In the present paper an attempt is made to study the influence of hip joint on the
balance of the biped robot. The gait of the biped robot on the flat surface has been
generated by using the concept of inverse kinematics along with swing foot and hip
trajectories. The hip joint is allowed to follow two different trajectories, namely
straight line trajectory developed based on analytical method and cubic polynomial
trajectory obtained after PSO-based optimization.

2 Mathematical Formulation of the Problem

In the present work, an attempt is to made to study the influence of hip trajectory on
the balance of a 18-DOF biped robot in sagittal plane during single support phase
(SSP) only. The robot considered in the present study (ref. to Fig. 1), consists of
two arms with 3-DOF in each and two legs with 6-DOF in each leg. The gait
generation is only possible when the wrist, foot and hip joint are allowed to follow a
definite trajectory. Both the wrist and swing foot are assumed to follow cubic
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polynomial trajectories and the hip joint is considered to follow two different tra-
jectories, namely a straight line trajectory and PSO optimized cubic polynomial
trajectory. The following cubic polynomial trajectory and boundary conditions are
used for both swing leg and wrist of the hand.

z = c0 + c1x+ c2x2 + c3x3 ð1Þ

Foot trajectory:

• at x = x1, z = 0;
• at x = x1 + (x2 − x1)/2, z = fs/6;
• at x = x2 + (x3 − x2)/2, z = fs/6;
• at x = x3, z = 0.

ZMP

margin

Fig. 1 Schematic diagram showing the structure of the biped robot
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Wrist trajectory:

• at x = x11, z = h;
• at x = (x11 + x12)/2, z = h + fw/8;
• at x = ((x13 − x12)/2) + x12, z = h + fw/8;
• at x = x13, z = h.

where the factors c0, c1, c2, and c3 represent the coefficients of cubic polynomial,
z indicates the swing foot and wrist height. Further, the coefficients of the cubic
polynomial are to be determined by using the boundary conditions given below.

The closed form of inverse kinematics based solution is used to generate gaits of
the biped robot. The angles θ3 and θ4 that appear in that Sagittal plane are derived
after utilized the concept of inverse kinematics.

θ4 = sin− 1 h1L3 sinψ + l1 L4 +L3 cosψð Þ
L4 +L3 cosψð Þ2 + L3 sinψð Þ2

 !
ð2Þ

where h1 = L4 cosθ4 + L3 cosθ3, l1 = L4 sinθ4 + L3 sinθ4, ψ = θ4 − θ3 = arcos
((h1

2 + l1
2 − L4

2 − L3
2)/2 L4L3). Thus, θ4 can be calculated from the equation

θ3 = θ4 − ψ. Further, no joint angle variation is considered for the swing foot.
Similarly, the angles θ9 and θ10 are also calculated. The position of the ZMP from
the ankle joint of the ground leg in x-direction can be determined using the fol-
lowing equations.

xZMP =
∑n

i=1 Iiωi̇ +mixiðg− zi
..ð Þ−mi xi

..
ziÞ

∑n
i=1 miðzi.. − gð Þ ð3Þ

where Ii and ω ̇I denotes the moment of inertia (kg-m2) and angular acceleration
(rad/s2) of the link i, mi indicates the mass of the link (kg), xi

..
and zi

..
denote the

acceleration in x- and z-directions, respectively, and g is the acceleration due to
gravity (m/s2). Further, the dynamic balance margin in the direction of motion can
be determined by using the expression given below.

xDBM =
fs
2
− xZMPj j

� �
ð4Þ

where fs and xzmp length of foot support and zero moment point in x-direction,
respectively.
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3 Optimization of Hip Trajectory by Using PSO
Algorithm

In the present study, particle swarm optimization (PSO), which is an optimization
method that imitates the behavior of biological population is used to generate the
optimal cubic polynomial trajectory for the hip joint of the biped robot while
walking on the flat floor. It is a global search and optimization algorithm first
introduced by Eberhart and Colleagues in 1995 [12]. This algorithm works based
on the behavior of swarm, such as fish schooling and bird flocking. The working
principle of PSO algorithm is shown in Fig. 2.

In present study, four parameters of the biped walking, such as two coefficients
of cubic polynomial, height and length of the hip joint form the reference position
are considered as the position of swarm. It is important to note that the other two
boundary conditions required to solve the coefficients of the cubic polynomial are
taken from the beginning and end of the trajectory motion. As there are four
parameters, the total number of swarm in each population is coming out to be equal
to four.

The particles in each iteration are updated to get the Pbest and Gbest. For initial
position Pbest and Gbest are different. The modified velocity and position of each

Fig. 2 Flow chart of PSO
algorithm
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particle can be calculated by using current velocity and position given in the
subsequent equations.

Vt+1
i,D =W *Vt

i,D +C1 *R1* Pt
i,D −Xt

i,D

� �
+C2 *R2 * Gt

i,D −Xt
i,D

� �
Xt+1
i,D =Xt

i,D +Vt+1
i,D ð5Þ

where i varies = 1,2, …, N, W indicates inertia weight, Pt
i,D and Gt

i,D represents
Pbest and Gbest respectively. Moreover Vt

i,D and Xt
i,D indicates velocity and

position of the particle j at iteration t, respectively. Further C1 and C2 indicates
cognitive and social parameter and R1 and R2 represents random number in the
range (0–1) respectively.

4 Results and Discussions

Once the algorithms for different hip trajectories (that is, straight line and
PSO-based cubic polynomial) are developed, the performance of the algorithms in
terms of generating the dynamically balanced gaits for the 18-DOF biped robot is
tested in simulations. To find the optimal parameters, such as two coefficients of
cubic polynomial, height and length of hip joint of the biped robot, the parameters
of PSO, namely swarm size and number of generations are kept equal to 40 and 60,
respectively. The optimal values of two coefficients of cubic polynomial, height and
length of the hip joint of the biped robot are seen to be equal to 1.9876, 3.9821,
146.59, 0.0245 mm, respectively. The straight line and cubic polynomial trajec-
tories obtained for the hip joint are shown in Fig. 3.

Fig. 3 Hip trajectories generated during the walk of biped robot on flat surface
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From the graph, it can be clearly seen that the hip trajectory obtained using PSO
algorithm is cubic polynomial in nature. Further, Fig. 4 shows the variation of
DBM for both the cases. The average dynamic balance margin for the hip joint with
straight line and PSO-based cubic polynomial are seen to be equal to 0.0405 and
0.0397 m, respectively. From these results, it can be observed that the gait gen-
erated using straight hip trajectory is more dynamically balanced than the cubic
polynomial trajectory. This may be due to the reason that the cubic polynomial
obtained is having a negative slope and resulted in lower hip height when compared
with the straight line hip trajectory. This observation is falling in-line with the
observation of human beings, when we try to walk with keeping the height of the
hip joint at a lower level than what it could be.

5 Conclusions

In the present study, an attempt is made to study the influence of hip trajectory on
the balance of the biped robot. Two trajectories, namely straight line and
PSO-based cubic polynomial are developed for the hip joint of the biped robot.
Further, the balance of the generated gait is tested with the help of DBM. It has
been observed that straight line hip trajectory is found to be more balanced when
compared with the cubic polynomial trajectory.

Acknowledgments The authors thank IIT Bhubaneswar, India for sponsoring this project under
seed money grant.

Fig. 4 Schematic diagram
showing the variation of
DBM
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A Novel Technique for Edge Detection
Using Gabor Transform and K-Means
with FCM Algorithms

D. Maruthi Kumar, K. Prashanth, Praneel Kumar Peruru
and P. Charishma Kumar Reddy

Abstract In this paper, a technique has been proposed for detecting edge in
medical images throughput from computed tomography and magnetic resonance
imaging devices. The proposed technique is Gabor wavelet transform along with
two clustering methods i.e. Fuzzy c-means with k-means which is used to adorn the
edge information while suppressing noise.

Keywords Image processing ⋅ Histogram ⋅ Gabor filter ⋅ Fuzzy-means ⋅
K-means ⋅ Edge segmentation

1 Introduction

The edge detection is a mathematical technique and is fundamental tool in image
processing for the detection of edges in the given image at which changes in the very
sharp brightness or at discontinuities. Actually, edge detection is one of stage in image
processing, computer vision and machine vision especially in the fields of attribute
detection and attribute extraction. Magnetic Resonance Imaging and computed
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tomography are equipments used presently as diagnostic tools in the field of medical.
These diagnostic tools provide information about biological tissues and anatomical
structures [1–3]. The determination of tissue premises plays an important role in the
medical images, to identify the deviant in anatomical structures and tissues, which
help clinicians for treatment purpose in the defect areas such as surgery or radio-
therapy. But it is very time consuming process for experts in radiology to process
manually. So for this, purpose only edge detection techniques has been proposed i.e.
Gabor wavelet transform. There are classical edge detection methods like sobel
gradient detector [4], prewitt edge detector, laplacian. In all these methods having one
con’s i.e. determining edge is not done perfectly due to presence of noise. So, this
problem can be solved by using Gabor wavelet transform [5] which has filter banks to
suppress noise and detect the edge. information and the clustering techniques to
convert grayscale image into binary image. The denoising filter like median filter or
bilateral filter which reduces the noise while preserving the edge information and also
less time consuming process which can be used perfectly for real time applications.
The first step is segmentation of an given image into the different regions to identify
edge regions. Thus, next step is tofind out edge points fromgrayscale image. Themost
familiarmethod of determining the points according to threshold valuewhich is one of
the difficult process because there is not necessary to segment for few images so here
threshold value needed to be adaptive in nature. To overcome this some denoising
method has adopted like adaptive median filter to denoise the image. The edge
determine by human easily has be modeled as filter bank. The filter bank consists of
Gabor functions like orientation and frequencies. So, the output function can be
accepted as human visual system by using Gabor wavelet transform which has
demonstrated good performance in texture representation and discrimination. The
adopted technique i.e. Gabor wavelet transform and clustering techniques like fuzzy
c-means and k-means [6, 7], has overcome the arises issues with good pro’s.

2 Proposed Algorithm

2.1 Gabor Wavelet Transforms

In the detection of an edges in image processing, a linear filter such as Gabor filter
is used. Here filter bank which is similar to human visual system consists of
frequency and orientation representations of Gabor filters, especially in texture
analysis and discrimination [1–3]. It can also be represented as a function of
Gaussian kernel alleviator by plane wave of sinusoidal. In portrayal, there is a vital
amount of computer vision applications using Gabor functions, such as texture
segmentation, image analysis and discriminations.

A Gabor filters with varied orientation and frequency can be needful for extirpate
useful attribute from an given image. Gabor wavelets proclaim the image direc-
tional features by adjusting the frequency properties [8, 9]. The main theme of
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frequency adjusting for denoising the medical images during this process pre-
serving of edge information is most vital [13].

It has the multiplication-convolution property in which convolution of harmonic
function Fourier transform and Gaussian function Fourier transform which proclaim
the Fourier transform of Gabor’s filter. The filter has orthogonal directions in terms
of real and imaginary components. The distinguishing of 2D Gabor wavelet are
appropriate to derive the directional features, and waveform used to preserve the
edge pels while reducing he noise, that has been present in medical images (Fig. 1).

2D Gabor wavelet representation as

Gðx, y, θ, u, σÞ= 1
2πσ2

exp −
x2 + y2

2σ2

� �
expf2πjðux cos θ+ uy sin θÞg, ð1Þ

where µ is the sinusoidal wave frequency
θ is sinusoidal wave orientation
σ is the standard deviation in the x and y direction and j = √−1.

The output response of Gabor filtering is given in the 2D convolution of input
image I(x, y) and G(x, y) for particular µ, θ and σ.

2.2 K-Means Clustering

Clustering is the method of fragmenting set of valid data points according to the
similarities of their features into small number of groups. Generally data points are
fragmented in clusters, the main aim is to assign a set of data points to the cluster. In
this K-means cluster [6], to find positions of cluster which minimizes the distance
from cluster to the set of data points. The K-means clustering uses of the Euclidean
distance.

A set of observations (x1, x2,…, xn) partition into k sets c = {c1, c2,…, ci} to
reduce the sum of squares distance within cluster.

CMSE = ∑
k

i=1
∑

xj ∈ ci
xj − ci
�� ��2, ð2Þ

Here CMSE is the mean square error value of examined pel to assign cluster. It
can be predict that x is present in cluster if ||xj − ci|| is minimum of all the k
distances. K-means algorithm can be overviewed as: Initializations of centre
location (c1, c2, c3, ck), placing xi to its nearest cluster centre ck. Placing the
membership of each pixel to the k clusters, where centroid is nearest to that pixel.
And finally ci to be the centre of mass of all points for all k cluster centres.
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2.3 Fuzzy C-Means Clustering

In this method, grouping of pels according to similarities of their features, because
image can be represented by its features such as histogram properties [9]. A set of
data points into set of c fuzzy clusters according to some desired criterion. The
minimum value can be calculated with help of cost function which nothing but the
distance between cluster centers and pels. The FCM based segmentation preserve
more information than other segmentation methods like crisp and hard segmenta-
tion. Suppose if we can’t consider the spatial information of image then FCM has
drawback due to sensitive of noise. So in this we have to consider the spatial
information and also repositioned the cluster center after calculating the C-means
[10–12]. Each pel assigned to particular group by using membership function after
calculating cost function i.e. minimum value using Euclidean distance between
examined pel and centre to be assigned. The membership can be defined as
probability of a pel belonging to cluster, where probability depends on distance of
pel to cluster centre as shown in Eq. (4)

E= ∑
C

j=1
∑
C

i=1
μkij pj − ci
�� ��, ð3Þ

ci =
∑N

j=1 μ
k
ijμ

k
ijxj

∑N
j=1 μ

k
ij

,

μij = ∑
C

m=1

xj − cik k
xj − cmk k

� �2 ð̸k− 1Þ !− 1

.
ð4Þ

Where = cost of an examined pel to assign cluster

µij and ci = membership of a pixel to cluster and cluster centre
||.|| = absolute value operator
K = adjust the fuzziness as a constant.

So, the proposed algorithm been tested on several images from medical equip-
ments like CT and MRI. The proposed algorithm processed in three steps:

1. Gabor wavelet transformation to encounter directional edge information.
2. A clustering algorithm to convert grayscale image into binary image which even

though consists unrelated pels.
3. A morphological operation to remove unrelated pels in binary images.
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3 Parameters for Image Assessment in Edge Detection
Method

Now the thing is to obtain the quality parameter so as to estimate the integrity of
edge detection. Several methods have been proposed in the literature. To evaluate
the performance, two parameters can be used:

1. Mis Classification Rate (MCR)
2. Pratt’s Figure Of Merit (FOM)

these parameter just only measure the similarity between human manually edge
detected and edge detected by algorithm.

MCR =
∑ BA ∩BDj j+ ∑ FA ∩FDj j

∑ ðBA +FDÞ ×100%, ð5Þ

FA and FD = Foreground pels of actual and detected image

BA and BD = Background pels of actual and detected image

The less value of MCR denotes good detection.

FOM =
1

maxðNt,NdÞ ∑
Nd

i=1

1

1+ αLðiÞ2 , ð6Þ

N = number of edge pels

d, t = detected edge, accurate edge
L(i) = distance between ith accurate edge pel and detected edge pel
α = scaling factor which always equal to 1/9
Case i: If edge detected, then FOM = 1
Case ii: If edge not detected, then FOM value increases
Otherwise, it may decrease to zero.

Fig. 1 Proposed method for edge detection
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4 Experimental Results

The edges of the CT images are identified by using GWT. Figure 2 shows the edges
using K-means and FCM clustering after GWT. Some irrelevant pixels in the binary
images are present of which can be removed by morphological operations. The
Fig. 2e is the resultant image of the GWT which has total edge related data.
Figure 2 represents the binary images from K-means and FCM methods and their
respective skeletons for the brain images.

Table 1 represents the MCR and FOM results and comparison. These values
gives that the performance of the proposed method is better than the other methods.
The technique Canny edge detection is very sensitive for noisy images.

Fig. 2 Edges using k-means
and FCM clustering after
GWT; a original, b k-means
clustering, c skeleton of (b),
d FCM clustering, and
e skeleton of (d)
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Table 2 shows the proposed algorithm can detect the more precisely edges than
the classical method though the noise is present. The K-means clustering algorithm
is less sensitive than FCM algorithm.

5 Conclusion

This work presents the edge detection techniques using Gabor Wavelet Transform
along with k-means and fuzzy c-means has great performance even during noisy
conditions.
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Prims Aided Floyd Warshall Algorithm
for Shortest Path Identification
in Microgrid

O.V. Gnana Swathika and S. Hemamalini

Abstract Reconfiguration of microgrid results in dynamic variation in topology of
the network. Due to this, the conventional protection scheme is no longer applicable
in microgrid. Hence the microgrid network demands an adaptive protection scheme,
which is a key challenge to protection engineers. It is critical for the protection
engineers to know the current topology of the microgrid before a suitable relay
coordination technique is deployed on it. This paper proposes a Prims aided Floyd
Warshall algorithm, where the Prims algorithm identifies the current topology of the
network at any instant of time. In the event of fault occurrence, the output of Prims
algorithm is a list of active nodes: utility grid, loads, Distributed Generators
(DG) and critical circuit breakers in the network. This list aids the Floyd Warshall
algorithm in identifying the shortest path from the node closer to the fault to the
utility grid (in grid connected mode) or point of common coupling (in islanded
mode). The algorithm ensures minimum portion of network disconnection for fault
isolation. The proposed algorithm is tested and validated on an IEEE 21-bus
microgrid network in islanded mode and an IEEE 69-bus distribution network with
DG included at certain nodes in grid connected mode.

Keywords Microgrid protection ⋅ Prims ⋅ Floyd Warshall ⋅ Grid connected
mode ⋅ Islanded mode
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1 Introduction

Distributed generators (DG’s) penetrated microgrid is the solution for the ever
growing power demand. This causes the distribution system to be no longer radial
in nature, since there is bidirectional power flow in microgrid [1]. Few issues faced
by protection engineers due to DGs in microgrid include: false tripping in gener-
ators and feeders, blind spot and variation in fault current magnitudes depending on
the mode of operation of microgrid namely grid connected or islanded mode. The
dynamic nature of microgrid is accelerated due to the reconfiguration of microgrid.
Thus an adaptive protection scheme is in demand, wherein the relay settings are
altered based on the current topology and the mode of operation of microgrid. The
protection of DG penetrated distribution network is realized using Multilayer
Perceptrons (MLPs) neural networks [2]. The negative sequence component is used
as a measuring quantity to identify a range of asymmetrical faults in the microgrid
[3]. Global Positioning System (GPS) is used for adaptive protection of microgrid
[4]. Fault current based adaptive protection scheme is derived in [5]. Adaptive
monitoring of mode of operation of microgrid and issuing trip signals to circuit
breaker are implemented in [6, 7]. Relay hierarchy detection based on fault current
coefficients and adaptively varying suitable relay settings is done in [8, 9]. The
adaptive techniques and algorithms discussed above are subjected to the assumption
that the topology of the network is already known. This paper proposes Prims aided
Floyd Warshall algorithm to isolate the fault in the microgrid by disconnecting a
minimum portion of the network and without intervening the supply to the healthy
portion of network. Prims algorithm identifies the active nodes of the microgrid
network after each reconfiguration. With the prior knowledge of active nodes of
network, the Floyd Warshall algorithm identifies the shortest path that exists from
the active node closest to the fault to the utility grid. The proposed algorithm
adaptively varies the relay settings based on current topology and achieves
appropriate relay coordination in the microgrid.

2 Shortest Path Identification Problem

Reconfiguration in microgrid maybe triggered due to inclusion of new load or DG,
fault occurrence in the network, islanded operation and maintenance requirements.
The network topology of the microgrid changes due to reconfiguration. Adaptive
variation of relay settings is necessary to obtain suitable relay coordination scheme
in the network.

The primary objective is the minimization of distance from the faulted point to
the nearest operating source, with minimum portion of load center disconnection.
This can be formulated as a minimization problem:
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d=min Pð Þ ð1Þ

where,

d distance from the faulted point to nearest operating source
n total number of nodes of the network
p path through the graph between each pair of vertices

subjected to the constraint that the shortest path identified from the network
using the proposed algorithm should be a radial network. The proposed Prims aided
Floyd Warshall algorithm, is a rigorous algorithm with mathematical proof in which
the optimization is based on the conditions and assumptions that are applied. If the
run-time is ‘V’ and infinite, then the time complexity of Prims algorithm is as
shown in Table 1. Dijkstra, the Double-Sweep and the Dantzig algorithms maybe
used to identify the shortest path problem. But they are heuristic algorithms that
extract optimal solution based on certain non-mathematical rules.

3 Methodology

In this paper, the proposed Prims aided Floyd Warshall algorithm is used to identify
the minimum spanning tree from the point of fault to the nearest operating source in
the microgrid network. Floyd-Warshall algorithm is a graph theory algorithm that
identifies the shortest path in a weighted graph with positive or negative edge
weights. It assists in determining transitive closure of a relation R. The Floyd–-
Warshall algorithm derives all possible paths through the graph between each pair
of vertices. It compares the paths that exist between each pair of vertices until an
optimal shortest path between two vertices is achieved.

4 Prims Aided Floyd Warshall Algorithm

Prims algorithm is a greedy algorithm that identifies a minimum spanning tree for a
connected weighted undirected graph. It generates a subset of edges that creates a
tree, where every node is included. It assures that net weight of all the edges in the

Table 1 Time complexity using prims algorithm

Minimum edge weight data structure Time complexity

Adjacency matrix for dense or sparse graph O(V2)
Binary heap and adjacency lists for sparse graph O(V log V)
Binary heap and adjacency lists for dense graph (E = V2) O(V2 log V)
Fibonacci heap and adjacency list O(E + V log V)
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tree is minimal. The size of the tree is continuously increased, by appending one
edge at a time, starting with a tree consisting of a single node, until it spans all
nodes. This algorithm when used in conjunction with Floyd Warshall algorithm
identifies the shortest route to clear the fault in current topology of microgrid.
Consider the 21-bus microgrid network shown in Fig. 1, whose specification is
given in Appendix. Depending on whether the microgrid is operating in grid
connected or islanded mode, utility grid (UG) or point of common coupling
(PCC) is considered as the base node. The path and distance parameters from any

Fig. 1 IEEE 21-bus microgrid network
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node of consideration are derived with reference to the base node. Let the test
system currently operate in islanded mode. The graph representation of the islanded
network is as shown in Fig. 2. The active nodes of the network comprises of critical
circuit breakers, DG’s and loads of the test system and are 14 nodes in total. They
are: CB2, CB3, CB4, CB5, CB6, DG1, L1, DG2, L2, L3, L4, DG3, L5 and L6. The
weight of each edge is assumed to be ‘1’. The cost adjacency matrix of the graph
acts as the input to the Prims algorithm. Based on the active nodes, the adjacency
matrix dimension is 14 × 14. Once active nodes are identified, the Floyd Warshall
algorithm is employed to identify the shortest path from faulted point to the PCC
(CB2). The shortest path from various faulted points to the utility grid of the 21-bus
microgrid network is indicated in Table 2.

CB2

CB4CB3 CB5 CB6

L2DG2 L3DG1 L1 L4 DG3 L6L5

SELECTIVITY LEVEL 1

SELECTIVITY LEVEL 2

SELECTIVITY LEVEL 3

Fig. 2 Graph representation of IEEE 21-bus microgrid in islanded mode

Table 2 Shortest path
identification using prims
aided Floyd Warshall
algorithm

Node closer to faulted point Distance Path

CB3 1 CB3-CB2
CB4 1 CB4-CB2
CB5 1 CB5-CB2
CB6 1 CB6-CB2
DG1 2 DG1-CB3-CB2
L1 2 L1-CB3-CB2
DG2 2 DG2-CB4-CB2
L2 2 L2-CB4-CB2
L3 2 L3-CB4-CB2
L4 2 L4-CB5-CB2
DG3 2 DG3-CB6-CB2
L5 2 L5-CB6-CB2
L6 2 L6-CB6-CB2
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FLOYD WARSHALL ALGORITHM:
Consider a network M (S, T) with ‘a’ and ‘b’ as two random nodes in the network 

network has:
• node set S = {1, 2, . . . , n} 
• arc set T = {(a, b) : a, b V, a != b} where |S| = n
• minimum of one cycle in the network

The square matrices Pc and Qc for c = 0. . . n are calculated, holding the shortest
path weights and the shortest routes between ‘a' and ‘b’, respectively. 

Step 1. The network comprises of ‘n’ nodes and ‘c’ stage number. Two square n × n
matrices, Pc and Qc are formed.
Step 2. For c = 0 calculate P0 and Q0:

P0 = [pab], where
pab=

pab when a direct path connects node a and b
∞ when no direct path connects node a and b
0    when a and b are the same nodes

Q0 = [qab], where
qab =

b when a direct path connects a and b nodes
− when no direct path connects a and b node
− when a and b are the same nodes

Step 3. For j = 1. . . n, Pc and the Qc matrices are computed as indicated. Pj and the 
Qj matrices are now derived on the basis of the entities of the last matrices computed,
i.e. the Pj−1 and the Qj−1 matrices:

Pc = [pab] where
pab =

pab when a = b = c
min (pab, pac + pcb) otherwise

Qc = [qik] where
qik =

b when a = b, a = c, b = c
b when pik ≤ pac + pcb
c when pik > pac + pcb

Step 4. If Pn and Qn are not arrived, then Step 3 is performed again; else the algorithm 
terminates.

5 Simulation Results

A 69-bus IEEE standard distribution network shown in Fig. 3 is considered in grid
connected mode for analysis. DG’s maybe introduced at any node in the network.
The topology of the network changes due to its dynamic behavior. For fault at any
location, the shortest path for fault clearance with minimum load center discon-
nection is identified and validated using the proposed algorithm.
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Assume a fault is triggered in feeder closer to bus 35. The paths that exist
between the faulted point to utility grid at node 1 are:

35-34-33-32-31-30-29-28-03-02-01;
35-27-26-25-24-23-22-21-20-19-18-17-16-15-14-13-12-11-10-09-08-07-06-05-04-
03-02-01;
35-27-26-25-24-23-22-21-20-19-18-17-16-15-69-68-12-11-10-09-08-07-06-05-04-
03-02-01;
35-27-26-25-24-23-22-21-20-19-18-17-16-15-14-13-12-11-10-65-64-63—62-61-
60-59-58-57-56-55-54-53-09-08-07-06-05-04-03-02-01;
35-27-26-25-24-23-22-21-20-19-18-17-16-15-69-68-12-11-10-09-08-07-06-05-04-
47-48-49-50-46-45-44-43-42-41-40-39-38-37-36-03-02-01;

The shortest path from bus 35 to the utility grid is identified using Floyd
Warshall algorithm as shown in Fig. 4. There are 11 nodes involved in this shortest
path. Hence the proposed algorithm ensures that the smallest portion of network is
isolated when a fault occurs in the microgrid, unlike the conventional protection
schemes which may cause discontinuity in supply for more consumers. The novel
algorithm aids in adaptively setting the relay coordination of the network.

Fig. 4 Shortest path for fault clearance in an IEEE 69-bus distribution network

Fig. 3 IEEE 69-bus distribution network
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6 Conclusion

Prior knowledge of topology of microgrid after reconfiguration is a key parameter
for protection engineers to apply suitable relay coordination techniques to the
network. The proposed non-heuristic Prims aided Floyd Warshall algorithm is
employed on the reconfigured microgrid to identify the shortest path to clear the
fault in the network so that there is only minimum faulted portion disconnection in
the network. This novel algorithm is tested and validated successfully on IEEE
21-bus microgrid in islanded mode and IEEE 69-bus distribution network in grid
connected mode. Thus the algorithm maybe conveniently extended to any dynamic
microgrid network.

Appendix

Base voltage: 69 kV; Base MVA: 1000 MVA; Frequency: 50 Hz; X/R ratio: 22.2;
Power factor: 0.999;
Feeder1: f1.1 13.8 kV/2.4 kV; f1.2 13.8 kV/2.4 kV; f1.3 13.8 kV/0.48 kV;
Feeder2: f2 13.8 kV/2.4 kV;
Feeder3: f3.1 13.8 kV/0.48 kV; f3.2 13.8 kV/0.48 kV; f3.3 13.8 kV/0.48 kV;
Feeder4: f4.1 13.8 kV/2.4 kV; f4.2 13.8 kV/0.48 kV;
DG1: 2.4 kV, 2 MVA; DG2: 4.16 kV, 3 MVA; DG3: 2.4 kV, 2.5 MVA;
Loads: L4 0.48 kV, 1.25 MVA; L3-2 0.48 kV, 1.5 MVA; L3-1 0.48 kV,
1.25 MVA;
L2: 2.4 kV, 3.75 MVA; L1-2: 2.4 kV, 2.5 MVA; L1-1: 0.48 kV, 1 MVA;
Transformer configuration: Δ-Υ (ideal mode).
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A Comparative Study of Decoupler Design
Techniques for TITO Control Processes

R. Hanuma Naik, D.V. Ashok Kumar and K.S.R. Anjaneyulu

Abstract In industrial control, the performance of multiple input and multiple
output processes is constrained by an interaction in the plant dynamics. The
interaction between the variables is abridged to the minimum degree by opting
appropriate control configuration and designing the controller for each loop
autonomously. Conversely, when interaction is modest, the controller often used
with decoupler elements. This paper presents a comparative study of decoupler
design for minimization of interaction among the controllers. The decoupler
is designed and incorporated in control loop amid controller and process. This
decomposes the MIMO system into multiple single loops and each loop controller
is designed by using any existing SISO tuning method. This approach is straight-
forward, simple to know and implemented in practice. A case study is incorporated
to validate the effectiveness of projected approach.

Keywords Control configuration ⋅ Independent loop ⋅ Interaction ⋅ Decoupler ⋅
TITO process ⋅ PID control ⋅ SIMC tuning method

1 Introduction

Recently, there is a great attention onModel Predictive Control (MPC) for controlling
the multivariable processes in industry. This gives an optimized performance
of system in terms of robustness when there is an interaction in the plant dynamics
than decentralized control. However, it is handling of constraints [1], where as
decentralized control may open the loop when input saturates. Hence, there is a need
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to develop an advanced control scheme to bridge the gap with a decentralized control,
which needs to regularly do numerical optimization. For these kinds of systems
decoupling techniques gives better stability margins and diminish the consequence of
input saturations.

The assortment of a decoupler design technique is a comparatively intricate job
because each method has their merits and demerits. The common methods of
decoupling are simplified, ideal, partial and inverted. Among these the simplified
decoupling is more popular because of its simplicity in design. Ideal decoupler is
infrequently used since it requires the inverse of model, which is not possible in
most of square MIMO processes and greatly assist the design of controller
parameters. Inverted decoupler is also not often used but presents benefit of equally
the ideal and simplified decoupling approaches.

Several researchers have previously judge against ideal, simplified and inverted
decoupler method. Luyben [2], Weischedel and McAvoy [3] have evaluated ideal
and simplified decoupler methods and they accomplished that later decoupling
scheme is further robust than all other decoupling. Waller [4], also discussed the
stability of both decoupling schemes in detail with the help of an experiment using
the same tuning method.

Arkun et al. [5] evaluated decoupling schemes and accomplished that ideal
decoupling preserve be not as much of robust as simplified decoupling. Shinskey
[6] detailed both simplified and inverted decoupling structures. Inverted decoupling
has been used by many researchers and they commented that, it handles greatly the
saturations in input and highly sensitive to model errors. Recently, Wang et al. [7],
Wade [8], Tavakoli et al. [9], Nordfeldt et al. [10], Shen et al. [11–13], Maghade
et al. [14], Rajapandin [15], Lee et al. [16], Garrido et al. [17] and Cai et al. [18]
included various decoupling methods in their projected work.

This paper compares the three decoupling methods under the same strength of
interaction exists in the process dynamics. The objective of this paper is: (1) pairing
of input-output variables by the integration of RGA-RNGA-NI rules [19], (2) se-
lection and design of decoupling scheme, (3) determination of equivalent transfer
function of decoupled process, (4) design of individual loop controller using SIMC
tuning technique [20].

2 Pairing of Loops

The prerequisite in design of decentralized control scheme is selection of loop
pairing. Here it uses the concept of RGA-RNGA-NI for choosing the pair of
manipulated variable (input)-controlled variable (output). The detailed discussion is
given below.
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2.1 Relative Gain Array (RGA)

The RGA, for fully cross coupled n× n process is,

Λ=Gð0Þ⊗G−T(0) =

Λ11 Λ12 . . . Λ1n

Λ21 Λ22 . . . Λ2n

. . . . . . . . .
Λn1 Λn2 . . . Λnn

2
664

3
775 ð1Þ

Here, Gð0Þ is fully cross coupled process transfer function matrix at s=0 and
G− Tð0Þ is an inverse of its transpose.

2.2 Relative Normalized Gain Array (RNGA)

The normalized gain ðKN, ijÞ of a process transfer function element gijðsÞ is [19],

KN, ij =
kij
σij

=
kij

τij + θij
ð2Þ

and RNGA (ϕ) using Eq. (2) can be determined as,

ϕ=KN ⊗K−T
N ð3Þ

The loop pairing is done from RNGA elements whose value is closest to unity
and positive. The pairing which directs unstable is keep away by Niederlinski’s
Index.

2.3 Niederlinski’s Index (NI)

The Niederlinski’s index (NI) for the intricate control configuration is designated by
NðGÞ and,

N(G) =
G(0)j j
π gij

i, j = 1, 2, 3, . . . n ð4Þ

where G(0)j j indicate the determinant of matrix Gð0Þ and π gij stand for product of
diagonal elements of Gð0Þ for a completely cross coupled control system. For good
stability of system, NI is should be larger than zero. Therefore better pairing can be
chosen by using RGA-RNGA-NI rules [19, 21].
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3 Equivalent Transfer Function (ETF) Model

To determine ETF, first we suppose to determine the Relative average residence
time (γij) i.e., the ratio of average residence time of loop yi − uj, when all other
loops are closed to all other loops are open,

γij =
σîj
σij

=
ϕij

Λij
ð5Þ

In the form of array, it is known as relative average residence time array
(RARTA):

Γ=
γ11 γ12
γ21 γ22

� �
=

ϕ11 ϕ12
ϕ21 ϕ22

� �
⊗

1
Λ11

1
Λ12

1
Λ21

1
Λ22

" #
ð6Þ

where ‘⊗’ is element by element product. From Eq. (5), it can be rewrite as,

σîj = γijσij = γijτij + γijθij = τîj + θij ð7Þ

Therefore, The ETF of a loop when all other loops closed is,

gîj(s) = k̂ij
1

τîjs + 1
e− θijs =

kij
Λij

1
γijτijs + 1

e− γijθijs ð8Þ

where θij denotes time delay of approximated model (ETF). The PI controller
parameters are determined based on the maximum weights of g ̂ij(s) and gij(s), Where
gij(s) is actual open loop process transfer function which is in the form of FOPDT.

4 Decoupler Design

This section describes the design of decoupler of three types in detail. Figure 1
shows the decoupled decentralized control for two variable (TITO) processes.

Here, y1 = g11v1 + g12v2 and y2 = g21v1 + g22v2 ð9Þ

where ‘gij’ represents process transfer function, ‘yi’ is process output vector and ‘vj’
is process input vector. The input to the process from controller after adding
decoupler elements in the loops are,

v1 = d11u1 + d12u2 and v2 = d21u1 + d22u2 ð10Þ
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4.1 Ideal Decoupler

With ideal decoupling, the purpose is to absolutely decouple the off-diagonal ele-
ments of process transfer matrix. Hence the apparent process becomes,

y1 = g11u1 and y2 = g22u2 ð11Þ

From the Eqs. (9)–(11), decoupler elements dij can be obtained as,

d11 =
g11g12

g11g22 − g12g21
, d12 =

− g12g22
g11g22 − g12g21

, d21 =
− g11g21

g11g22 − g12g21
, d22 =

g11g12
g11g22 − g12g21

ð12Þ

The ideal decoupler elements are quite difficult to determine. However, the
apparent processes model be converted into diagonal by means of only the diagonal
elements of GpðsÞ as on the diagonal.

4.2 Simplified Decoupler

As per the authors [22], the simplified decoupler is written as,

d =G− 1
p ((G− 1

p )diag)
− 1 ð13Þ

The simplified decoupler elements can be obtained from ideal decoupler by
equating the main diagonal elements of decoupler to unity i.e., d11 = d22 = 1, thus,

d12 =
− g12
g11

, d21 =
− g21
g22

ð14Þ

Fig. 1 Decoupled decentralized control system for 2 × 2 processes
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With this decoupler the goal is fulfilled, but it changes the apparent process.
Therefore the controller needs to retune after installation of decoupler. The effected
apparent processes becomes,

y1 =
g11g22 − g12g21

g22
v1 and y2 =

g11g22 − g12g21
g11

v2 ð15Þ

The simplified decoupler is designed by coefficient matrix (CM) method [16].
For 2 × 2 system,

G=
g11 g12
g21 g22

� �

The cofactor of G and decoupler elements follows:

C= ðadj GÞT = c11 c12
c21 c22

� �
=

g22 − g21
− g12 g11

� �
ð16Þ

d21 = −
c12
c11

=
− g21
g22

, d12 = −
c21
c22

=
− g12
g11

and D =
1 d12
d21 1

� �
ð17Þ

4.3 Inverted Decoupler

As per Gagnon et al. [23] it is possible to simplify the ideal decoupler as,

v1 = u1 −
g12
g11

u2 and v2 = u2 −
g21
g22

u1 ð18Þ

It gives an inverted decoupler which is similar to simplified decoupler, but
apparent process model remains same as in case of ideal decoupler. These
decoupler elements are connected back from one process input to the other con-
troller output. However the performance may decrease with this decoupler because
of implementation with lead-lag and delay function.

The decomposed individual loop controller is tuned using SIMC method [20]
and PI controller parameters for FOPDT SISO processes given by

kc =
1
k

τ
τc + θ

� �
and τI =min τ1, 4ðτc + θÞf g ð19Þ
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5 Case Study

Consider the Vinnate and Luyben (VL) process transfer function model [24]

GðsÞ =
− 2.2
7s+1 e

− s 1.3
7s+1 e

− 0.3s

− 2.8
9.5s+1 e

− 1.8s 4.3
9.2s+1 e

− 0.35s

� �

The RGA (1.6254), RNGA (1.5537) and NI (0.6152 > 0) suggests the pairing of
input-output variable is 1–1/2–2. The ETF of the model is,

G ̂ðsÞ =
− 1.3535

ð6.6910s+1Þ e
− 0.9559s − 2.0786

ð6.197s+1Þ e
− 0.2656s

4.4769
ð8.4103s+1Þ e

− 1.5935s 2.6455
ð8.7940s+1Þ e

− 0.3345s

" #

The decoupler elements designed by ideal, simplified and inverted are,

DidealðsÞ =
89.97s+9.46

25.116s2 + 59.112s+5.82
53.105s+5.59

25.116s2 + 59.112s+5.82
− 42.504s2 + 52.052s+6.16
25.116s2 + 59.112s+5.82

89.87s+9.46
25.116s2 + 59.112s+5.82

" #

DsimplifiedðsÞ =
1 0.591

0.651ð9.2s+1Þ
ð9.5s+1Þ e− 1.45s 1

� �

DinvertedðsÞ =
1 0.5909

ð59907s+0.6512Þ
ð9.5s+1Þ e− 0.75s 1

� �
; Nx = e− 0.7s

The individual loop controller parameters, performance IAE (Integral Absolute
Error), and ISE (Integral square Error) are listed in Tables 1 and 2 respectively and
closed loop response of VL column is shown in Fig. 2.

Table 1 PI Controller parameters using SIMC for different decoupling schemes

Control loop Proposed (simplified) Inverted
decoupler

Ideal decoupler

kc τi kc τi kc τi

u1–y1 −2.5858 6.6910 −1.5909 7.0 −1.5909 7.00
u2–y2 1.4945 8.7940 1.0189 8.4 1.0188 8.4
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6 Conclusions

This paper aims to provide a comparison study of decoupler design techniques of
Ideal, Inverted and cofactor matching based simplified decoupler. A case study (VL
column) was incorporated to validate the efficacy of decoupler. The minimization of
interaction among the loops and improvement of performance has been achieved by
this approach. The IAE, ISE of proposed method for sequential changes in inputs
are better than other two decoupler methods. This decoupler is straightforward,
casual and stable.

Table 2 Performance indices of different decoupling schemes (IAEt is total IAE)

Performance indices Proposed decoupler Inverted decoupler Ideal decoupler
Y1 Y2 Y1 Y2 Y1 Y2

IAE Change in r1 1.9320 0.0029 2.5910 1.1610 2.7180 1.7500
Change in r2 0.0661 2.1100 0.4454 1.9990 0.4929 2.0160

ISE Change in r1 1.4430 2.27e−6 1.9030 0.2179 1.9660 0.5162
Change in r2 0.0008 1.4840 0.0349 1.1120 0.0457 1.2250

IAEt 4.111 6.1964 6.9769
ISEt 2.9334 3.2678 3.7529

Fig. 2 Closed loop response of VL column for sequential set point changes at r1 = 0 s and
r2 = 15 s
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An Adaptive Hybrid Optimization
Algorithm for OPF for Non-smooth Fuel
Cost Functions with Facts Device

A. Immanuel and Ch. Chengaiah

Abstract This paper presents a Hybrid Particle Swarm Optimization with Differ-
ential Perturbed Velocity with adaptive acceleration coefficient (APSO-DV) to
reduce generator fuel cost in Optimal Power Flow control with a powerful Flexible
Alternating Current Transmission Systems (FACTS) device such as Unified power
Flow Controller. The APSO-DV algorithm employs a strongly coupled differential
operator acquired from differential evolution with adaptive acceleration coefficient
in velocity update function of particle swarm Optimization. The strategic location
of UPFC is found using Fuzzy approach by taking voltage magnitudes and voltage
stability index (L-Index) as input parameters where L-Index is a real number which
gives fair and consistent results for stability among different methods of voltage
stability analysis. The feasibility of the proposed method has been tested on
IEEE-30 bus system with three different objective functions that reflects fuel cost
minimization, fuel cost with valve point effects and total system power loss. The
test result shows the effectiveness of robustness of the proposed approach and
provides superior results compared with the existing results.

Keywords OPF ⋅ Particle swarm optimization ⋅ Differential perturbed veloc-
ity ⋅ Adaptive acceleration ⋅ Fuzzy ⋅ UPFC ⋅ L-Index

1 Introduction

Optimal Power Flow (OPF) is a static nonlinear problem which optimizes a specific
objective function while satisfying a set of physical and operational constraints
imposed by equipment restrictions and security requirements. The latter is regarded
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as the backbone tool that has been extensively researched since its first introduction
by Carpentier in 1962 [1].

Over the last three decades, many successful methods [2–4] have been proposed
i.e. reduced gradient method, successive linear programming, Newton method, P–Q
decomposition, interior point method, Genetic Algorithm, Evolutionary Program-
ming and Particle Swarm Optimization. In order to get a better search efficiency
different hybrid algorithms have been developed such as hybrid evolutionary pro-
gramming and tabu search [5] to resolve economic dispatch problem for
non-smooth fuel cost functions.

From last two decades researchers have been developed many algorithms to
solve optimal power flow incorporating FACTS devices. Still research is in pro-
gress to meet the present congestion management problem with help of FACTS
devices effectively. Taranto et al. [6] have presented a decomposition method to
solve OPF problem with FACTS devices. This method can deal with the repre-
sentation of series compensators and phase shifters but this method didn’t consider
the specified line flow constraints. Gotham and Heydt [7] have developed the
modeling of FACTS devices for power flow studies and deliberated the role of that
modeling in the study of FACTS devices. Ambriz-Perez et al. [8] have solved OPF
problem incorporating FACTS devices using Newton’s method that leads a highly
robust iterative solution. But it has been recognized that the OPF problem with
series compensation may be a non-convex problem [6], which will lead the classical
method to be struck at local minimum. To alleviate the above said problem
numerous heuristic methods have been proposed and a few are: Chung and Li [9]
have proposed genetic algorithm to find out the parameters of FACTS devices.
Ongsakul and Bhasaputra [10] have proposed hybrid tabu search and simulated
annealing (TS/SA) technique to solve OPF problem through FACTS devices.

This paper proposed the particle swarm optimization with differentially perturbed
velocity with adaptive acceleration co-efficient to solve OPF problem with UPFC.
The UPFC is located the lines closed to the weak nodes determined by using Fuzzy
approach. The proposed Fuzzy-APSODV with UPFC is examined on IEEE-30 bus
system with three objective functions and it contributes very remarkable results.

1.1 L- Index

In a transmission network consist of ‘n’ number of buses where 1, 2, 3, … g;
generator buses, and the remaining g + 1…….. n load buses. For a given network
operating condition, by using Load-flow results, the Voltage-Stability Index is
determined as:

Lj = 1− ∑
g

i=1
Fji

vi
vj

����
���� ð1Þ
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where j = g +1,…., n. The values of Fji are complex and are determined from the
system Y-bus matrix.

i.e. FLG = YLL½ �− 1 YLG½ �− 1 ð2Þ

[YLG] and [YLL] are the sectionalized parts of Y-bus system matrix. For voltage
stability analysis, the Lj value should not be violated the maximum limit of 1 at any
load bus j [11].

1.2 Power Flow Model of UPFC

As an advanced FACTS device UPFC can provide instantaneous control of voltage
magnitude, real and reactive power flows. It is well located to overcome most of the
issues related to power flow control while improving the considerable transient and
dynamic stability. The equivalent circuit of UPFC power injection model is as
shown in Fig. 1.

The two coordinated synchronous voltage sources of UPFC are:

Vsh =Vsh cosδsh + jsinδshð Þ ð3Þ

Vse =Vseðcosδse + jsinδseÞ ð4Þ

where, Vsh = Voltage magnitude of shunt converter; δsh = Voltage angle of shunt
converter; Vse = Voltage magnitude of series converter; and δse = Voltage angle of
series converter. Based on the equivalent circuit and from Eqs. (3) and (4), the real
and reactive power flow expressions are:

Pij+JQij    Pji+JQji

Bus i Iij Zse  + Vse – Iji Bus j 

Psh+JQsh
Ish                       PEsh + PEse=0

Vi         + Vj 
Vsh

 _ 

Fig. 1 UPFC equivalent
circuit
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Psh =V2
i gsh −ViVsh gsh cos θi − θshð Þ+ bsh sin θi − θshð Þð Þ ð5Þ

Qsh = −V2
i bsh −ViVsh gsh sin θi − θshð Þ+ bsh cos θi − θshð Þð Þ ð6Þ

Pij =V2
i gij −ViVj gij cos θij + bij sin θij

� �
−ViVse gij cos θi − θseð Þ+ bij sin θi − θseð Þ� �

.

ð7Þ

Qij = −V2
i bij −ViVj gij sin θij − bij cos θij

� �
−ViVse gij sin θi − θseð Þ+ bij cos θi − θseð Þ� �

.

ð8Þ

Pji =V2
j gij −ViVj gij cos θji + bij sin θji

� �
+VjVse gij cos θj − θse

� ��
+ bij sin θj − θse

� ��
.

ð9Þ

Qji = −V2
j bij −ViVj gij sin θji − bij cos θji

� �
+VjVse gij sin θj − θse

� ��
+ bij cos θj − θse

� ��
.

ð10Þ

wheregsh + jbsh = 1
zsh
, gij + jbij = 1

zse
, θij = θi − θj, θji = θj − θi

2 OPF Problem Formulation

The solution of OPF aims to optimize a chosen objective function with best pos-
sible tuning of the power network control variables, by satisfying the number of
equality and inequality constraints. The OPF problem can be formulated as:

Subject to:
min J x, uð Þ
g x, uð Þ=0

hmin ≤ h x, uð Þ≤ hmax

where J = Objective function to be minimized, x = vector of dependent variables.

g = Equality constraints, h = operating constraints and u = vector of control
variables such as:

1. Voltage magnitude of generators VG at PV buses.
2. Real power output of generator PG at PV buses excluding at the slack bus PG1.
3. Tap settings of Transformer T.
4. Shunt VAR compensators.
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Therefore control vector can be represented as:

uT = PG1 . . . PGng, VG1 . . .VGng, Qc1 . . .Qcnc, T1 . . .Tnt
� �

where, nt = No. of the tap changing transformers and nc = No. of VAR
compensators.

The UPFC is located to minimize the selective objective function and enhance
the system performance while maintaining thermal limits and voltage constraints.
The OPF problem after placing the UPFC can be formulated with the following
three objective functions:

2.1 Smooth Cost Function Using Quadratic Form

The objective function ‘f ’ is the total operating fuel cost function by imposing the
constraints is:

f1 = ∑
NG

i=1
aiP2

Gi + biPGi + ci
� �� �

+KP PG1 −Plim
G1

� �2
+KV ∑

NL

i=1
Vi −Vlimð Þ2

	 

+

KQ ∑
N

i=1
QG, i −Qlim

G, i

� �2	 

+KS ∑

nl

i=1
abs Si − Slimi
� �2	 


+KL ∑
NL

j=1
Lj − Llimj
� �2 !

ð11Þ

where, NG = Number of generating units, PGi = Generation of active power of ith

generator, ai, bi and ci are the cost coefficients of the i
th generator and KP, KV, KQ,

KS and KL are the penalty factors. NL = No. of PQ buses, nl = No. of trans-
mission lines and Ylim = limiting values dependent variable given as:

Ylim = =
Ymax; Y >Ymax

Ymin; Y < Ymin



ð12Þ

2.2 Fuel Cost with Valve-Point Loading Effects

A sine component is included into the cost of the generating units to apply the valve
point loading effects which can be represented as:
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f2 = ∑
NG

i=1
aiP2

Gi + biPGi + ci
� �

+ di sin ei Pmin
Gi −PGi

� �� ��� ��� �
+KP PG1 −Plim

G1

� �2
+KV ∑

NL

i=1
Vi −Vlimð Þ2

	 

+KQ ∑

N

i=1
QG, i −Qlim

G, i

� �2	 

+KS ∑

nl

i=1
abs Si − Slimi
� �2	 


+KL ∑
NL

j=1
Lj − Llimj
� �2 !

ð13Þ

where, di and ei are the cost coefficients of the generators with valve-point loading.

2.3 Real Power Loss Minimization

The objective function for total power loss minimization can be expressed as follows:

f3 = ∑
nl

i=1
Gij V2

i +V2
j − 2ViVj cos δi − δj

� �� �
+KP PG1 −Plim

G1

� �2
+KV ∑

NL

i=1
Vi −Vlimð Þ2

	 


+KQ ∑
N

i=1
QG, i −Qlim

G, i

� �2	 

+KS ∑

nl

i=1
abs Si − Slimi
� �2	 


+KL ∑
NL

j=1
Lj − Llimj
� �2 !

.

ð14Þ

where Gij is the conductance of the line i-j. The minimization problem is treated
under the following constraints:

2.4 Equality Constraints

These are the set of nonlinear load flow expressions that regulate the power sys-
tems, i.e.

PGi −PDi − ∑
n

j=1
Vij j Vj
�� �� Yij�� ��cosðθij − δi + δjÞ=0 ð15Þ

QGi −QDi + ∑
n

j=1
Vij j Vj
�� �� Yij�� ��sinðθij − δi + δjÞ=0 ð16Þ

where, PGi, PDi and QGi, QDi are the real and reactive power generation and
demands at bus-i respectively and Yij

�� �� are the elements of bus admittance matrix.
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2.5 Inequality Constraints

The power network operational and security limits are represented as the set of
inequality constraints, i.e.

1. Generators real and reactive power outputs.

Pmin
Gi ≤PGi ≤Pmax

Gi , i = 1, 2, . . . . . . ,NG ð17Þ

Qmin
Gi ≤QGi ≤Qmax

Gi , i = 1, 2, . . . . . . ,NG ð18Þ

2. Voltage magnitudes of each bus

Vmin
i ≤Vi ≤Vmax

i , i = 1, 2, . . . . . . ..,N ð19Þ

3. Tap settings of Transformer

Tmin
i ≤Ti ≤Tmax

i , i = 1, 2, . . . . . . ..,NT ð20Þ

4. VAR injections by capacitor banks

Qmin
Ci ≤QC ≤Qmax

Ci , i = 1, 2, . . . . . . .., ð21Þ

5. Loading on Transmission lines

Si ≤ Smaxi i = 1, 2, . . . . . . . . . ,NL ð22Þ

6. Voltage stability index

Lji ≤ Ljmaxi , i = 1, 2, . . . . . . . . . ,NLD ð23Þ

2.6 UPFC Constraints

UPFC Series injected voltage limits:

Vse min ≤Vse ≤Vse max ð24Þ

θse min ≤ θse≤ θse max ð25Þ
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UPFC Shunt injected voltage limits:

Vsh min ≤Vsh ≤Vsh max ð26Þ

θsh min ≤ θsh≤ θsh max ð27Þ

The above constraints are controlled using APSO-DV technique which is dis-
cussed in subsequent section.

3 Overview of PSO-DV Algorithm

PSODV introduces a differential operator barrowed from differential evolution in
the velocity update scheme of PSO. In this algorithm, for each particle ‘i’ in the
swarm, the other two different particles, say ‘j’ and ‘k’ (i ≠ j ≠ k), are chosen
randomly. The difference vector can be obtained as follows:

δd
!

= Yk
!− Yj

! ð28Þ

The dth dimension velocity upgrade expression of ith target particle is:

Vid k+1ð Þ=ω.Vid kð Þ+ βδd +C2.φ2.ðPgid − YidÞIf, rand 0, 1ð Þ≤CR

=VidðkÞ; or else
ð29Þ

where CR = Crossover probability, δd = difference vector dth component and

β = scaling factor between 0 and 1.

The cognitive part of the velocity upgrade expression is changed with the dif-
ferential operator to generate further exploration capacity. If CR ≤ 1, a number of
the velocity components will preserve their previous values. Now, a new trial
position Tri is created for the particle by combining the upgraded velocity to the
preceding position Yi:

Tri
�!

= Yi
!

kð Þ+ Vi
!

k+ 1ð Þ ð30Þ

The particle is positioned at this latest position only if the coordinates of the
position gains a superior fitness. Therefore, if the minimum of an ‘n’ dimensional
function f(X ⃗) is required, then the target particle is repositioned as follows:
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Yi
!

k+ 1ð Þ= Tri
�!

if ðf ð Tri�!Þ< f ðYi!ðkÞÞ

Yi
!

k+ 1ð Þ= ðYi!ðkÞ otherwise ð31Þ

Therefore, each time its velocity is modified, the particle either shifts to a
superior location in the search space or holds to its preceding position. The recent
position of the particle is the best position so far compared to the previous positions.
On the other side, unlike the traditional PSO, in the present method, Plid at all times
equals Yid. So the cognitive part of the algorithm involving |Plid − Yid| is auto-
matically removed. If the particle is stagnant at any position in the search space then
the particle is moved to a random mutation to a new position. This procedure helps
run away from local minima and also retain the swarm “moving”:

If ððYi! kð Þ= Yi
!ðk+1Þ= Yi

!ðk+2Þ= . . . . . . . . . = Yi
!ðk+ nÞÞ

And ðf ðYi! k+ nð ÞÞ≠ f *Þ Then for r = 1 to nð Þ

Yir k+ n+1ð Þ=YMIN + randr 0, 1ð Þ* YMAX −YMINð Þ ð32Þ

where, f* = Global minimum of the fitness function, n = Maximum No. of itera-
tions up to which stagnation can be tolerated and (YMAX, YMIN) are the permissible
bounds of the search space.

In this paper, the adaptive acceleration coefficient approach is applied for
updating g the position of the particle for PSO-DV [12].

4 Proposed APSO-DV Hybrid Algorithm

The main objective of APSO-DV is to use the adaptive acceleration coefficient for
updating g the position of the particle for PSO-DV to accelerate the search for
global solution [12]. The APSODV is discussed as follows:
Step 1 Initialization:
The initial population is generated randomly and is given by:

Y0
i = Yi, min + randðÞ.ðYi, max −Yi, minÞ, i=1, . . .Np ð33Þ
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where rand() represents a uniformly distributed random number within the range of
0 to 1. This produces Np of individuals Y0

i randomly. During the initialization, the
control variables, real power generations, generator voltages, transformer taps,
shunt reactive power injections and velocities of the control variables are randomly
generated within the allowable ranges.
Step 2 Run the power flow and evaluate the fitness value of each individual
Step 3 Mutation Operation:
To involve mutation operator in the velocity updating part of PSO, Two particles
are selected randomly and the mutation operator is constructed as given below:

δd
!

= β Yk
!− Yj

!� �
i≠ j≠ k ð34Þ

Step 4 Crossover Operation:
In order to extend the diversity of further individuals at next generation, the per-

turbed individual of Y ̂G+1
i is generated from the present individual YG

i by adding
differentially perturbed velocity to VG

i . The crossover constant (CR) is used to
determine if the newly generated individual is to be recombined. Each parameter’s
velocity j of the ith individual is reproduced from the perturbed individual velocity
VG+1

i is as follows:

VG+1
ij =

ωVG
ij + δd +C2φ2 Pgj − YG

ij

� �
, ifrandð0, 1Þ<CR

VG
ij , Otherwise

(
ð35Þ

where i = 1,…Np; J = 1,…n; n = number of parameters.
The adaptive acceleration coefficient C2 [12] is given below:

C2 = C2f −C2i
� � gen

genmax
+C2i ð36Þ

where C2i and C2f are constants and the weighting factor is given by

ϖ =1−
gen

genmax

Step 5 Estimation and selection:
The fitness of the offspring is in competition with its parent. The parent is replaced
by its offspring if the fitness of offspring is fitter than its parent. On the other hand,
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the parent retained in the next generation if the offspring is less fit than that of its
parent. These two forms are presented as follows:

YG+1
i = argmax f YG

i

� �
, f YG+1

i

� �� � ð37Þ

YG+1
b = argmax f YG+1

i

� �� � ð38Þ

where, arg max means the argument of the maximum. here, arg max is used because
the fitness function, f = 1/OF where OF is the objective function to be minimized.
Step 6 Repeat steps 2–5 until maximum generation quantity is reached

5 Simulation Results and Discussions

The proposed method is tested on IEEE-30 bus system in MATLAB computing
environment and the test system consists of six generators interconnected with 41
transmission lines with a total load of 283.4 MWand126.2 MVAR [13]. The shunt
VAR compensators are provided at buses 10, 12, 15, 17, 20, 21, 23, 24 and 29 as
given in [14]. The Weak nodes in the system are identified using Fuzzy by taking
voltage magnitudes and L-Indices are the inputs and corresponding test results of
top five weak nodes are tabulated in Table 1.

From the Table 1, the bus 27 has maximum severity considered as weakest node
in the system and ranked according to the severity. The line between 29-30 is
selected as most favorable location of UPFC by checking different possible loca-
tions in the vicinity of weak nodes. The APSODV-OPF results of the system with
UPFC for fuel cost and fuel cost with valve point effects are shown in Tables 2 and
3 respectively.

From the above Table 2, It is observed that the optimal fuel cost in proposed
method is reduced to 798.54 $/h compared to PSO-DV and APSO-DV is 800.16$/h
and 799.53$/h respectively and the corresponding graphical representation is as
shown in Fig. 2. It is also observed that, the L-Index value is reduced to 0.1301
compared to PSO-DV and APSO-DV is 0.1360 and 0.1342 respectively which
indicates enhanced voltage stability. The voltage deviation also reduced to 0.6045

Table 1 Fuzzy severity of
weak nodes

S. no Bus no Severity Voltage (p.u) L-Index Rank

1 27 26.8642 1.0326 0.0827 1
2 22 26.2389 1.0318 0.0813 2
3 23 25.7536 1.0300 0.0842 3
4 29 25.0000 1.0248 0.1113 4
5 26 24.8783 1.0075 0.1041 5
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where as for PSO-DV and APSO-DV is 0.895 and 0.6304 respectively and the
power loss also reduced to 0.0857 p.u from 0.0890 and 0.0884 respectively.

From the above Table 3, It is observed that the optimal fuel cost in proposed
method is reduced to 928.60 $/h compared to PSO-DV and APSO-DV is 931.374$/
h and 930.400$/h respectively where as the L-Index reduced to 0.1043 compared to
PSO-DV and APSO-DV is 0.1150 and 0.1100 respectively which indicates

Table 2 Comparison of APSO-DV& APSODV-UPFC results

Parameter Limits PSO-DV APSO-DV APSODV-UPFC
Min Max

PG1 0.5 2.0 1.7688 1.776 1.7805
PG2 0.2 0.8 0.4844 0.4899 0.4922
PG5 0.1 0.35 0.2149 0.2121 0.1989
PG8 0.1 0.3 0.1212 0.1183 0.1218
PG11 0.1 0.5 0.2137 0.2129 0.2095
PG13 0.12 0.4 0.1200 0.1200 0.1200
VG1 0.9 1.10 1.0829 1.0500 1.1000
VG2 0.9 1.10 1.0667 1.0374 1.0841
VG5 0.9 1.10 1.0442 1.0212 1.0633
VG8 0.9 1.10 1.0161 1.0127 1.0180
VG11 0.9 1.10 1.0341 1.0130 1.0594
VG13 0.9 1.10 1.0829 1.0500 1.0616
T11 0.9 1.10 1.0469 1.0163 1.0507
T12 0.9 1.10 1.0240 1.0383 0.9868
T15 0.9 1.10 0.9642 0.9786 1.0205
T36 0.9 1.10 0.9396 0.9843 1.0312
QC10 0.0 0.2 0.2000 0.1544 0.0000
QC12 0.0 0.2 0.1305 0.0000 0.0331
QC15 0.0 0.2 0.0448 0.0680 0.1120
QC17 0.0 0.2 0.0567 0.0000 0.0000
QC20 0.0 0.2 0.0470 0.0375 0.0333
QC21 0.0 0.2 0.1445 0.0884 0.1883
QC23 0.0 0.2 0.0000 0.0296 0.0089
QC24 0.0 0.2 0.0340 0.0378 0.0323
QC29 0.0 0.2 0.0000 0.0407 0.1087
Cost ($/h) 800.1666 799.5374 798.5683
Ploss (P.u) 0.0890 0.0884 0.0857
Lmaxj 0.0 0.5 0.1360 0.1342 0.1301

VD 0.895 0.6304 0.6045
Vse 0.0 0.2 0.0519
Vsh 0.9 1.1 0.9902
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enhanced voltage stability. The voltage deviation also reduced to 1.0035 where as
for PSO-DV and APSO-DV is 1.7688 and 1.0116 respectively.

From the above Table 4, It is evident that the system power loss in proposed
method is reduced to 5.9 MW compared to PSO-DV and APSO-DV is 7 MW and
6.86 MW respectively. From the results it is evident that the proposed method
provides better results compared to the results available in the literature shown in
Table 5.

Table 3 Comparison of APSODV& APSODV-UPFC results

Parameter Limits PSO-DV APSO-DV APSO DV-PFC
Min Max

PG1 0.5 2.0 1.9761 1.9719 1.973
PG2 0.2 0.8 0.3988 0.4001 0.4033
PG5 0.1 0.35 0.1897 0.1933 0.1917
PG8 0.1 0.3 0.1004 0.1000 0.1001
PG11 0.1 0.5 0.1500 0.1500 0.1500
PG13 0.12 0.4 0.1200 0.1202 0.1200
VG1 0.9 1.10 1.0977 1.1000 1.0998
VG2 0.9 1.10 1.0750 1.0778 1.0773
VG5 0.9 1.10 1.0583 1.0570 1.0553
VG8 0.9 1.10 1.0485 1.0654 1.0298
VG11 0.9 1.10 1.0484 1.0502 1.0459
VG13 0.9 1.10 1.0897 1.0840 1.0732
T11 0.9 1.10 1.0035 0.9981 1.0704
T12 0.9 1.10 1.0408 1.0753 0.9996
T15 0.9 1.10 1.0151 0.9000 0.9000
T36 0.9 1.10 0.9604 0.9920 1.0125
QC10 0.0 0.2 0.0000 0.0803 0.1853
QC12 0.0 0.2 0.1732 0.0000 0.0000
QC15 0.0 0.2 0.0693 0.0061 0.0897
QC17 0.0 0.2 0.2000 0.0000 0.0000
QC20 0.0 0.2 0.0635 0.0708 0.0730
QC21 0.0 0.2 0.1103 0.1997 0.0777
QC23 0.0 0.2 0.0000 0.0614 0.0000
QC24 0.0 0.2 0.0000 0.0207 0.0218
QC29 0.0 0.2 0.0329 0.0493 0.2000
Cost ($/h) 931.3747 930.405 928.6
Ploss (P.u) 0.1009 0.1006 0.1024
Li max 0.0 0.5 0.1150 0.1100 0.1043
VD 1.7688 1.0116 1.0035
Vse 0.0 0.2 0.0519
Vsh 0.9 1.1 0.9768
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Fig. 2 Comparison of fuel cost for different OPF methods

Table 4 Comparison of APSODV& APSODV-UPFC with power loss as an objective

Parameter Limits PSO-DV APSO- DV APSO DV-UPFC
Min Max

PG1 0.5 2.0 1.3774 1.2857 1.2122
PG2 0.2 0.8 0.4488 0.4318 0.4820
PG5 0.1 0.35 0.1739 0.2395 0.2776
PG8 0.1 0.3 0.2807 0.1912 0.1810
PG11 0.1 0.5 0.3293 0.3988 0.4623
PG13 0.12 0.4 0.2938 0.3514 0.2780
VG1 0.9 1.1 1.0359 1.0264 1.0236
VG2 0.9 1.1 1.0191 1.0131 1.0075
VG5 0.9 1.1 0.9925 0.9983 0.9941
VG8 0.9 1.1 1.0038 0.9814 0.9722
VG11 0.9 1.1 0.9780 0.982 0.9745
VG13 0.9 1.1 1.0118 1.0246 1.0409
T11 0.9 1.1 0.9963 1.0683 1.0325
T12 0.9 1.1 0.9447 1.0078 0.9933
T15 0.9 1.1 0.9755 0.9701 0.9535
T36 0.9 1.1 0.9146 0.9856 0.9679
QC10 0.0 0.2 0.1062 0.0431 0.1318
QC12 0.0 0.2 0.0000 0.0000 0.0482
QC15 0.0 0.2 0.1059 0.2000 0.1947
QC17 0.0 0.2 0.0983 0.0000 0.0000
QC20 0.0 0.2 0.0724 0.1288 0.0299
QC21 0.0 0.2 0.0336 0.0734 0.0568
QC23 0.0 0.2 0.0735 0.0836 0.0924
QC24 0.0 0.2 0.0801 0.0525 0.0512
QC29 0.0 0.2 0.0105 0.0448 0.0822
Cost ($/h) 833.5633 847.4463 858.19
Ploss (P.u) 0.0700 0.0686 0.0590
Li max 0.0 0.5 0.1232 0.1322 0.1300
VD 0.7711 0.6670 0.4552
Vse 0.0 0.2 0.0518

Vsh 0.9 1.1 0.9949

316 A. Immanuel and Ch. Chengaiah



6 Conclusions

In this paper, the proposed technique called APSO-DV with UPFC has been applied
for solving the OPF problem with three objective functions such as both smooth
and non-smooth generator fuel cost curves along system power loss with different
equality and inequality constraints. UPFC is located in line connected to weak
nodes in the systems which are determined by Fuzzy which effectively improved
the system performance.

The proposed technique used to solves the OPF problem efficiently for the three
objective functions and it eliminates the drawbacks canonical PSO. Simulation
results shows that APSO-DV with UPFC outperforms the original PSO-DV and
APSO-DV algorithms and it is effectively implemented to find the best possible
settings of the control variables of the IEEE30-bus system. The comparison of the
result shows the proposed method is effective and superior to find remarkable
global solutions without any restrictions on the different type of fuel cost curves.
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Finite Set Model Predictive Current Control
of Three Phase Neutral Point Clamped
Inverter with Reduced Leg Count

Eedara Aswani Kumar, K. Chandra Sekhar and R. Srinivasa Rao

Abstract In this paper current control of two leg three phase Neutral Point Clamped

(NPC) inverter feeding a resistance and inductance (RL) load using Model Predic-

tive Control (MPC) method is presented. In this method decoupled currents are

predicted using discretized load current equations obtained from application of

Kirchhoffs voltage law. A cost function which is dependent on decoupled predicted

currents and reference currents is evaluated for all the possible nine switching states

of two leg NPC inverter. Switching state which gives minimum cost function is

applied in the next sampling instant to the two-leg NPC inverter. The inverter and

load are modeled using Simulink. MPC algorithm is coded in embedded MATLAB

function. Simulation results confirm capability of algorithm to track reference and

step change in reference currents.

Keywords Model predictive current control ⋅ Reduced leg count NPC converter ⋅
Two leg NPC converter

1 Introduction

Some of the possible ways of current control of power converter are non-linear

hysteresis current control and linear proportional integral control [2, 3]. Predictive

control strategy is implemented for current control of various power converters to
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overcome the drawbacks of above methods in literature which is having advantages

of no modulation stage requirement and no tuning of PI controllers [1, 5, 8–11]. In

this paper a reduced leg count three phase Neutral Point Clamped (NPC) inverter

is used instead of three phase three NPC inverter to reduce leg count to two and

hence switch count to eight [6, 7]. It is called a three phase two leg eight switch

NPC inverter. Model predictive control algorithm is applied to control currents in

all phases of load.

2 Three Phase Two Leg NPC Inverter

Three phase two leg NPC inverter feeding a three phase load is shown in Fig. 1

(Table 1).

Switching states of inverter are defined in (1).

Su =
⎧
⎪
⎨
⎪⎩

2 if S1u, S2u are ON

1 if S1u, S2u are ON

0 if S1u, S2u are ON

where u𝜖{R,Y} (1)

Pole voltages with respect to DC source neutral N based on switching states are

defined as

vuN =

{Vdc

2
∗ (Su) if u𝜖{R,Y}

Vdc

2
if u𝜖{B}

(2)

Fig. 1 Three phase two leg

NPC inverter

C

C

N

+−Vdc

S1R

S2R

S̄1R

S̄2R

D2R

D1R

S1Y

S2Y

S̄1Y

S̄2Y

D2Y

D1Y

o

R
iR(t)

R

iY (t)
L

L

R

n

L
RiB(t)

Y



Finite Set Model Predictive Current Control of Three Phase Neutral Point . . . 321

Table 1 Voltage vectors of three phase two leg NPC Inverter [6]

⃖⃖⃗V SR SY v
𝛼

v
𝛽

|⃖⃖⃗V|∠𝜃◦ CMV

V0 1 1 0 0 0∠0◦ 0

V1 2 1
Vdc

3
0

Vdc

3
∠0◦ Vdc

6

V2 2 2
Vdc

6
Vdc

2
√
3

Vdc

3
∠60◦ Vdc

3

V3 1 2 − Vdc

6
Vdc

2
√
3

Vdc

3
∠120◦ Vdc

6

V4 0 2 − Vdc

2
Vdc

2
√
3

Vdc√
3
∠150◦ 0

V5 0 1 − Vdc

3
0 Vdc

3
∠180◦ − Vdc

6

V6 0 0 − Vdc

6
− Vdc

2
√
3

Vdc

3
∠240◦ − Vdc

3

V7 1 0
Vdc

6
− Vdc

2
√
3

Vdc

3
∠300◦ − Vdc

6

V8 2 0
Vdc

2
− Vdc

2
√
3

Vdc√
3
∠330◦ 0

Application of Kirchhoff’s voltage law for N-u-n-N closed paths gives

⎡
⎢
⎢⎣

vRN
vYN
vBN

⎤
⎥
⎥⎦
= L d

dt

⎡
⎢
⎢⎣

iR
iY
iB

⎤
⎥
⎥⎦
+ R ∗

⎡
⎢
⎢⎣

iR
iY
iB

⎤
⎥
⎥⎦
+
⎡
⎢
⎢⎣

vnN
vnN
vnN

⎤
⎥
⎥⎦

(3)

Clarke’s three phase to two phase transformation is defined as

h
𝛼
+ j ∗ h

𝛽
= 2

3
∗
[
1 1∠120◦ 1∠240◦

]
∗
⎡
⎢
⎢⎣

hR
hY
hB

⎤
⎥
⎥⎦

(4)

where h𝜖{v, i}. Pre multiplying (3) with
2
3
∗
[
1 1∠120◦ 1∠240◦

]
gives

2
3
∗
[
1 1∠120◦ 1∠240◦

]
∗
⎡
⎢
⎢⎣

vRN
vYN
vBN

⎤
⎥
⎥⎦
= L d

dt
∗ 2
3
∗
[
1 1∠120◦ 1∠240◦

]
∗
⎡
⎢
⎢⎣

iR
iY
iB

⎤
⎥
⎥⎦

+ R ∗ 2
3
∗
[
1 1∠120◦ 1∠240◦

]
∗
⎡
⎢
⎢⎣

iR
iY
iB

⎤
⎥
⎥⎦

+ 2
3
∗
[
1 1∠120◦ 1∠240◦

]
∗
⎡
⎢
⎢⎣

vnN
vnN
vnN

⎤
⎥
⎥⎦

(5)
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Last term in (5) is zero as 1 + 1∠120◦ + 1∠240◦ = 0. So (5) is simplified by using

(4) as

v
𝛼
+ j ∗ v

𝛽
= L d

dt
(i
𝛼
+ ji

𝛽
) + R ∗ (i

𝛼
+ ji

𝛽
) (6)

as (6) is similar in 𝛼 and 𝛽 can be formulated as

v
𝛾
= L

di
𝛾

dt
+ R ∗ i

𝛾
where 𝛾𝜖{𝛼, 𝛽} (7)

Voltage vector V in terms of switching states can be obtained by using (2) & (4) as

v
𝛼
+ j ∗ v

𝛽
= 2

3
∗
[
1 1∠120◦ 1∠240◦

]
∗
⎡
⎢
⎢⎣

0.5Vdc ∗ (SR)
0.5Vdc ∗ (SY )

0.5Vdc

⎤
⎥
⎥⎦

⇒ v
𝛼
+ j ∗ v

𝛽
=

Vdc

6
(2SR − SY − 1) + j

Vdc

2
√
3
(SY − 1) (8)

Common Mode Voltage (CMV) [4] of three phase two leg NPC inverter is defined

as

CMV =

∑
u=R,Y ,B

vuo

3

CMV = 1
3
∗ {

Vdc

2
∗ [SR − 1] +

Vdc

2
∗ [SY − 1] + 0}

CMV =
Vdc

6
∗ (SR + SY − 2) (9)

3 Predictive Current Control Scheme

According to Euler’s formula of forward difference

di
𝛾

dt
=

i
𝛾
(m + 1) − i

𝛾
(m)

Ts
(10)

Currents can be predicted by substituting (9) in (7)

v
𝛾
= L

Ts
∗ [i

𝛾
(m + 1) − i

𝛾
(m)] + R ∗ i

𝛾
(m)

ip
𝛾
(m + 1) =

Ts
L

∗ v
𝛾
(m) + (1 −

R ∗ Ts
L

) ∗ i
𝛾
(m) where 𝛾𝜖{𝛼, 𝛽} (11)
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Fig. 2 Model predictive

current controller block

diagram

3Φ to 2Φ
using (4)

Use(11)
predict

iγ(m + 1)
∀ states.

Find
state to
minimise

(12)

iu(m)

i∗u(m)

iγ(m)

i∗γ(m)

ipγ(m + 1) Su

Subscript p is used to denote predicted current. Algorithm for the implementation of

predictive current control scheme [11] is explained below:

1. Store reference and measured currents at mth instant converted in to 𝛼𝛽 frame of

reference.

2. Predict currents corresponding to all the nine vectors using (11).

3. Evaluate cost function for all the predicted currents using (12).

4. Find voltage vector giving minimum cost function value.

5. Select switching state corresponding to the voltage vector giving minimum cost

function value.

6. Apply this switching state for next sampling instant.

7. Go to first step (Fig. 2).

CF =
∑

𝛾=𝛼,𝛽
|i∗
𝛾
(m) − ip

𝛾
(m + 1)| (12)

4 Simulation Results

The simulation parameters are Vdc = 100 V, R = 1.5 Ω, L = 1.5 mH, Ts = 25 µs,

power frequency=50 Hz. A step change in reference current vector amplitude is cre-

ated from 5 A to 8 A at t = 0.07 s. Figure 3 shows that the measured load currents

are in track with reference currents and step change in load current is tracked with
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Time [s]

i R
, i
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Fig. 3 3𝛷 measured and reference load currents
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Fig. 4 Spectrum of load current

Fig. 5 Pole to DC

neutral(N) voltages
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fast dynamics because of MPCC Algorithm. Current spectrum of R-phase load cur-

rent as shown in Fig. 4 indicates that total harmonic distortion is 0.48% only with

fundamental current as 5 A. Steady state pole voltages as shown in Fig. 5 indicates

that VRN , VYN are of three level and VBN is of single level as B is clamped to
Vdc

2
.

Steady state three phase line to line load voltages as in Fig. 6 shows that VRY is of

five level and VYB, VBR are of three level as pole R and Y are of three level and B is

single level. Figure 7 showing line to neutral voltages of load indicates that VRn, VYn
are of seven level and VBn is of three level.
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Fig. 6 Line to line load

voltages

0.01 0.02 0.03 0.04 0.05 0.06
−100

0

100

V
R

Y
 [V

]
0.01 0.02 0.03 0.04 0.05 0.06

−50

0

50

V
Y

B
 [V

]

0.03 0.035 0.04 0.045 0.05 0.055 0.06
−50

0

50

Time [s]

V
B

R
 [V

]

Fig. 7 Line to neutral load
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5 Conclusions

A three phase two leg NPC inverter is analyzed to obtain voltage vectors and mod-

elled for predictive current control implementation. The modeled system is simulated

in MATLAB/Simulink for step change in load current. From simulation results it is

clear that the predictive current control algorithm predicts one step ahead switching

state to be applied to the inverter in next instant, reference currents and change in

reference currents are tracked well by using finite set model predictive current con-

trol scheme with fast dynamics for the three phase two leg NPC inverter feeding a

RL load.
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Coordination of Energy Storage Devices
in Hybrid Power Systems

Aayush Sharma and K. Jamuna

Abstract Energy storage becomes a vital and potent factor in the economic
development with extensive use of electricity. It hard to succeed the ever growing
demand of electrical energy with the use of conventional available electrical net-
work. Although new technologies based on solar, wind etc. have been introduced to
feed this very purpose but their uncertainty nature make its application inflexible
with limited infrastructure. Past studies have come out with the idea of energy
storage to balance the supply and demand of electricity and cope up load chal-
lenges. The design of self-reliant future energy network can be achieved by the use
of Energy Storage Devices (ESD) that have potential to toil for load balancing,
continuous energy supply, conquering fluctuation and creating reserve for emer-
gency. This paper deals with the coordination among different energy storage
devices in the hybrid power system environment. The solar-photo voltaic and wind
power plant are considered as renewable energy resources. The simulation is per-
formed in MATLAB-Simulink environment. The results are discussed in detail.

Keywords ESD (energy storage devices) ⋅ Buck boost converter ⋅ Solar
module ⋅ Wind module

1 Introduction

Electricity has fascinated human clan since they witnessed lighting. Since then
electricity has become the most vital part of industrialization and modernization of
the society. With the depletion of conventional sources, the attention is moved into
a new era of non-conventional energy (Renewable energy) sources. Conventional
electrical power transmission and distribution system are operated in the unidi-
rectional mode from remote and large power plants to energy consumers. With the
use of renewable in the grid, it is possible to transmit the power in both directions.
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But the uncertainty nature of alternative sources may lead to system collapse during
peak times. The distribution of the electricity is expressed by a typical load curve.
The load curve of the demand of electricity by the consumer is non-linear. The
demand changes from day to day, week to week and season to season. In order to
satisfy the demand, a reliable, potential and complex electronic infrastructure
equipped with computer software, power electronic devices (converters, inverter
etc.) and energy storage devices are required to make an efficient power trans-
mission [1]. Establishment of such energy storage devices network at load end
yields an energy reserve for arising demands at the energy utility. This reserve can
be obtained by storing electrical energy during times when production exceed
consumption and then using these reserves when consumption exceeds production.
According to a research, it has been found that an electric system should have
15–20 % of reserve capacity to realize any consumer request. The inadequacy of
reserve capacity would result in sudden stress at load side, when the generation
surpasses consumer demands or vice versa leading to voltage fluctuation at con-
sumer end causing the performance decline of home appliances [2]. In order to
avoid such inconsistence of power supply and system collapse due to renewable
plants, the needy devices can provide back up at the time of voltage sags and on
sudden deviation of voltages [2]. Transient stability means the ability of a load to
restore its steady state after overcoming the sudden disturbance (sudden change in
load, loss of generation, fault etc.) [3]. Frequency stability means the load operate
under steady frequency when there is a sudden disturbance at its side [4]. The
addition of different topologies of Enery Storage Systems (ESS) in electric network
can perform the frequency stabilization function [5, 6]. The presence of ESS at a
heavily loaded line can deal with sudden raise of voltage by charging and fall of
voltage by discharging of electricity [6]. Furthermore the sensitivity of solar and
wind power plant on climatic parameters (solar irradiance, wind speed) make their
connections to grid a tough task which can be handled more precisely and cost
effectively by ESS than single-purpose mitigation measures as stated by [6]. The
characteristic of donating and absorbing electric energy from the system at the time
of sudden upset makes ESS to be utilized as virtual inertia [7]. This paper particular
stresses on the use of hybrid ESD’s in the electric network and also discusses the
improvement of power quality to achieve frequency, transient and dynamic stability
of electric network. This paper has the following sections. Section 2 explains about
the type of energy storage devices. The Sect. 3 describes the simulation model of
both solar and wind power plant. The ESD models are designed and the results are
discussed. Finally the Sect. 4 summaries the paper as a conclusion

2 Types of Energy Storage Devices

Electrical energy is in form of AC which cannot be stored directly. However this
AC energy can be transformed and stored in the form of kinetic, electromagnetic
(SMES, Super capacitor) electrochemical (Battery), or as potential energy. All type
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of energy storage device has a power conversion unit to convert the energy from
one form to another [1, 2, 8]. There are some types of ESD’s: SMES (supercon-
ducting magnetic energy storage system), Super capacitor energy storage system,
Battery energy storage system. The selection of energy storage system depends on
“time response” Time response depends on the physical characteristics of these
ESD’s which they exhibit and their mode of application required by an energy
utility [8, 9]. Devices with such capability are useful for the stabilization of the
electric network. The aim of using these devices together is to check how the
devices are operated together to compensate the change in the output power. So in
this paper, the hybrid energy storage devices has been utilized and depicted in
Fig. 1. The ESD’s receive energy from hybrid system [Solar + Wind]. The energy
generated from solar and wind power plants are fed as an input to converter, where
the wind input is converted to DC from AC then fed to load and energy storage
devices. When demand is less than supply, then charging of ESD’s take place and
when demand is greater than supply discharging take place. The system is simu-
lated in MATLAB Simulink environment and its model is shown in Fig. 2. In
simulation part it is has been explained how this hybrid system of ESS can coor-
dinate in overcoming voltage fluctuation and annihilating micro grid challenge. All
three ESD’s are connected in parallel and are operated, and coordinated by buck
boost converter [10–14]. The output voltage of the ESD’s is applied across the
“load” (Figs. 3 and 4). The Fig. 2 shows the MATLAB Simulink model of the
proposed hybrid system: Fig. 2 consists of solar module (3), wind module (4), buck
boost dc-dc convertor (5) with compensator, SMES, super-capacitor and battery
connected with DC bus.

Fig. 1 Block diagram of interconnection of energy storage devices in hybrid power system
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The solar module is designed in the MATLAB environment which uses irra-
diance value as input and generates direct current as output. This output is supplied
to DC bus and then to ESDs. As the output generated by this PV module is direct
current, hence no conversion is required. The variable wind speed is applied to the
wind turbine and then output is feed to permanent magnet synchronous machine
and the AC output is then converted to DC output through rectifier and feed to DC
bus. The Fig. 5 depicts one of the topology of the buck boost dc-dc converter
[10–14] presented in [10], that is used to connect and coordinate the charging and
discharging of hybrid energy storage devices in a single system to meet the load
demand, improve power quality, assure stability & reliability. The value of
inductance & capacitance used in the above circuit are 20 mH and 47 μF. This buck

Fig. 2 Hybrid module connected to ESDs through DC bus

Fig. 3 PV/solar module
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boost works in continues conduction mode. If the output value of the hybrid system
is less than the reference value then the converter start discharging otherwise switch
to charging process (Table 1).

ESD in the circuit shown in Fig. 5 operate at a frequency of 60 Hz. Hence as per
three devices, one cycle of 1/20 s yields 60 Hz on each device. The entire cycle is

Fig. 4 Wind module

Fig. 5 Buck boost converter [10–14]
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divided in 3 parts first 33.33 % of the cycle to SMES, from 33.33 to 66.66 % to
battery and rest to super capacitor.

The efficiency of energy circle as per [1] at load due to ESS can be written as:

ηe =
ηin

1
ηout

+ T
τs
⋅ Es
Eout

, where τs =Es P̸idlj ð1Þ

Pidl (losses at ESS), Es (energy stored at ESS), T (single charging or discharging
time cycle), ηin (conversion efficiency from load to ESS), ηout (conversion efficiency
from ESS to load), The amount of energy loss is very small than energy storage
which means Pidl can be assumed as constant [1]. This makes T τ̸s a very small
quantity that can be neglected and the expression [1] can be deduced to

ηe = ηinηout. ð2Þ

3 Simulations

This section explains the different simulation results of the hybrid system. The plots
of input solar voltage, input wind voltage, input power after ESS and comparative
study with respect to time (t) are shown in this section.
Case 1 As the solar irradiance is increased from 1000 to 4000 W/m2, the voltage

generated by solar module is increased from 222 to 248 V which is shown
in Fig. 6. The value of wind speed is assumed to be increased from 40 to
80 kmph, and then the voltage (Vw) generated by wind module is
increased from 230 to 600 V and displayed in Fig. 7. The input power
(Pin) (solar + wind) fluctuates from 16 to 30 kW, but after using ESS the
output power (Pout) fluctuates between 25–30 kW which is shown in
Fig. 8.

Case 2 When the solar irradiance value is randomly decreased from 7500 to
4500 W/m2 and thus output voltage (Vs.) decreases from 240 to 230 V
and the wind speed decreased from 75 to 45 kmph so is voltage (Vw) from
590 to 240 V. The input power (Pin) (solar + wind) obtained fluctuates
between 15–28 kW, and output (Pout) from 25 to 30 kW is shown in
Fig. 9.

Table 1 Technical
specification for the hybrid
system

Battery rating 12 V and 10A
Super capacitor 200 F and 16 V
Buck boost converter 47 μf and 20 mH
Load 10 kW
SMES coil 500 H
Rectifier 4 F
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Case 3 The input solar irradiance values from 1000 to 15000 W/m2 is fed to
generate voltage (Vs.) of between 222–257 V. The input wind speed
values from 30 to 80 kmph are taken to generate voltage V from 250 to
930 V. The input power (Pin) fluctuates between 15–40 kW (so-
lar + wind). But after the use of ESS, the obtained output power (Pout)

X-axis- time, Y-axis-Solar voltage (V)

Fig. 6 Output voltage of solar module with respect to time (Vs versus t)

X-axis- time, Y-axis-wind voltage (V)

Fig. 7 Output voltage of wind module (Vw/t)
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from 30 to 33 kW satisfies 10 kW load demand and remaining power is
stored in batteries which are shown in Fig. 10. Same improvement of
power is achieved between 30–35 kW when solar irradiance increase and
wind speed decrease and vice versa.

X-axis- time, Y-axis-Input power (kW), Output power (kW), Pin Pout

Fig. 8 Comparative study of input power, output power (with ESS) and comparison b/w input
and output power with respect to time

X-axis- time, Y-axis-Input power (kW), Output power (kW), Pin Pout

Fig. 9 Comparative study of input power, output power (with ESS) and comparison b/w input
and output power with respect to time
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4 Conclusion

In this study a simulation model of ESS along with solar and wind hybrid system is
carried out. Due to periodic nature of solar and wind power plant, three cases
featuring different irradiance and wind speed values have been shown in this paper.
These set of values are given as input to hybrid system. The power obtained from
solar and wind hybrid system (when both modules working like case 3) fluctuates
between 15–40 kW, but after using coordinated hybrid ESS network, the power
supply ranging from 30 to 33 kW is obtained. Similarly in case 1 and 2, the power
deviation is effectively reduced. It is understood that the use of multiple energy
storage devices help to improve power efficiency and provide stable power supply
to network. Furthermore the application of hybrid ESS gives flexibility and
potential infrastructure to renewable plants to withstand system collapse at peak
times.
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Design of Closed Loop Controller
for DC-DC Converter by Using K-Factor
Method Used For Renewable Energy
Applications

K.M. Ravi Eswar and D. Elangovan

Abstract Renewable Energy resources are an important aspect of sustainability.
The world’s energy needs will reduce by one-third by 2050 if individuals and
corporations save energy and depend on renewable energy sources. We need to
control energy from renewable sources by interfacing particular type of converter
which is suitable for the renewable source. If we consider solar application, the
output of solar panel (i.e. input to converter) depends upon solar radiation. The
energy from renewable sources are fluctuating because of nature. So, they give
output also fluctuating. But for our applications there should not be any voltage
variations even when load changes which is possible with the help of closed loop
control of Converter. The control design can be done with the help of K factor
method. This paper describes closed loop control design and operation of dc-dc
converter (buck, boost and buck-boost model) used for renewable applications.

Keywords Renewable energy source ⋅ Closed loop control ⋅ Buck ⋅ Boost
and buck-boost converter ⋅ K-factor method

1 Introduction

Fossil-based energy resources causes the largest emission of greenhouse gas in the
world that leads to climate change and pollution which results in negative impact on
environment and creatures. Therefore encouragement for using nonpolluting and
more efficient resources and technologies has been needed as a solution for the
major environmental problems and the high prices of fossil energy resources.
Renewable energy sources, with capacity varying from 100 kW to a few MW, are
increasingly present in electrical networks as shown in Table 1. This RE systems
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can be used in small, decentralized power plants or in large ones. The utilization of
RE resources is efficiently usable and financially feasible for electricity generation
because of the rapid development of the new technologies. Electrical power can be
generated from a variety of resources such as sunlight, wind, biomass, and others.

From many previous studies, the utilization of RE resources for electricity
generation can be proved that they could provide many advantages in many aspects
such as reliability enhancement, loss reduction, and grid expansion postponement.
However, RE-based electricity generation sources (abbreviated as “RE source”)
may bring about the problem to the connecting power system. For example, the
uncertainty of RE resources will cause the uncertain electricity generation that can
lead to voltage fluctuation and may cause the voltage profile to exceed the voltage
limit. The over-voltages may occur when output from RE sources are high, while
the under voltages are vice versa.

To solve the above problem the duty of converter should keep on adjusting
automatically with changes in input voltage so that output voltage profile can be
maintained in steady state even there is a load change. Therefore closed loop control
operation of dc-dc converter is necessary. This paper explains about controller
design technique for buck, boost and buck-boost model using K-factor method.
A simple, straight forward method exists for achieving optimum control system
performance without trial-and-error. The way of designing controller can be done
by Ziegler-Nichols method; however it has some disadvantages. It yields an
aggressive gain and overshoot that can be overcome by loop shaping method.
K-factor method is a type of loop shaping technique. It is widely used in industry
for design of dc-dc controller.

Some of advantages of loop shaping method are

1. Easy, intuitive, step by step design procedure
2. Controller can be designed accurately for a specified phase margin and cross

over frequency
3. Accurate

Table 1 Total Renewable
Energy Installed Capacity (31
Dec 2014) [1]

Source Total installed capacity (MW)

Bagasse cogeneration 2,800.35
Biomass power 1,365.20
Small hydro power 3,990.83
Solar power 3,062.68
Total 33,791.74
Waste to power 107.58
Wind power 22,465.03
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2 Designing of Feedback Controllers Using K Factor
Method

In this loop shaping method we shape the transfer function of the open loop gain
specifically bode plot of loop gain to make sure that it has desired characteristics
based on the required control specification. Design procedure starts with following
steps as follows. [2].

1. Determine desired crossover frequency (bandwidth)
(From specifications on dynamic performance, switching frequency limits)—It
is desired to take 1/10th of switching frequency because feedback signal needs
bandwidth at most 1/10th–1/5th of switching frequency

2. Integrator (pole at origin) for infinite dc gain- steady state error depends on the
dc gain of loop gain. So higher the gain smaller the error which is required for
dc-dc converter.

3. Zeroes at appropriate locations to achieve desired phase margin.
4. Adjust constant gain to achieve required cross over frequency.

There are three types of K-factor based controllers.

Type 1 controller GCðsÞ= Kc
s Type 2 controller GC sð Þ= Kc

s *
1+ s

ωz
1+ s

ωp

Type 3 controller GC sð Þ= Kc
s *

1+ s
ωzð Þ2

1 + s
ωp

� �2

Type 1 controller is simple integrator with gain Kc. Type 2 has same integrator
Kc/s in addition it has one zero at ωz and one pole at ωp such that ωz < ωp then only
we can get phase boost. Type 3 is same as previous, in addition it has 2 zeroes and 2
poles. Both of zeroes at same location, similarly both the poles are also at same
location and ωz < ωp to have phase boost.

3 Choice of Controller Type

1. After determine the desired crossover frequency ωc and desired phase margin
obtain the phase of the plant ϴsys at the cross over frequency. This can be
obtained directly from simulation (PLECS software) or by substituting ωc in
plant transfer function [3].

2. Calculate the phase boost
Φ boost = PM (desired) – ϴsys – 90
Where PM = desired phase margin (deg) i.e., 180 plus phase at crossover
frequency
ϴsys = Phase of system without controller

3. From φboost choice of controller is obtained as follows in Table 2.
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Type 1 controller has only integrator and is suitable when no phase boost is
required; so it’s not widely used in typical dc-dc converters. Transfer function of
type 1 controller is given as

Gc sð Þ=Kc s̸

3.1 Design of Type 1 Controller

At desired cross over frequency (ωc) the magnitude of entire loop gain should be
one.

GOL JωCð Þj j= KC
JωC

GP JωCð Þj j=1, Where GOL JωCð Þj j = Magnitude of entire
loop gain, GP JωCð Þj j = Plant gain. Design of type 2 and 3 controller can be
explained with the help of converters.

3.2 Design of Controller for Buck, Boost and Buck-Boost
Converter

Converter topologies are shown in Fig. 1. From Small signal model transfer
function of buck, boost and buck-boost converter is given as shown in Table 3. [4].
Where D1 = 1−D and D is the duty cycle

Table 2 Controller type
based on phase boost

Required φ boost Controller type

0° Type 1
Less than 90° Type 2
Greater than 90° Type 3

Fig. 1 Different DC-DC
converter topologies and their
transfer functions
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Where the transfer functions are written in the standard forms [5].

Gvd sð Þ=Gdo*
1− s

ωz

1+ s
Qωo

+ s
ωo

� �2 Gvg sð Þ=Ggo*
1

1+ s
Qωo

+ s
ωo

� �2

Where Gvg sð Þ= v ̂ðsÞ
vg ̂ðsÞAt ∂ sð Þ=0, Gvd sð Þ= v ̂ðsÞ

∂̂ sð Þ At vg ̂ðsÞ=0

4 Design Procedure

1. After determining the phase of plant at crossover frequency, calculate phase
boost from the above equation.

2. According to the obtained phase boost value choose appropriate type of
controller.

3. Calculate k, ωz and ωp. The value of k mentioned below is for type 2 controller

K = tanðφ boost
2

+ 45Þ ωz=
ωc
K

ωp=K*ωc

For type 3 controller the value of k given as

K = tanðφ boost
4

+ 45Þ

4. Obtain the magnitude of the loop gain, at cross-over frequency with the
designed controller with Kc of the controller set initially at 1.

5. Therefore Kc equal to inverse of the magnitude obtained in previous step

KC=
1

magnitude of the loop gain, at cross− over frequencywith the designed controller

Table 3 Generalized transfer
function terms of dc-dc
converters

Converter Ggo Gdo ωo Q ωz

Buck D V
D

1ffiffiffiffiffi
LC

p R
ffiffiffi
C
L

q
∞

Boost 1
D1

V
D1

D1ffiffiffiffiffi
LC

p D1R
ffiffiffi
C
L

q ðD1Þ2R
L

Buck-boost −D
D1

V
DD12

D1ffiffiffiffiffi
LC

p D1R
ffiffiffi
C
L

q ðD1Þ2R
DL
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5 Simulation Circuits and Results of Closed Loop DC-DC
Converter

5.1 Buck Converter

Circuit parameters were considered as L = 24 μH, C = 500 μF, ESR of C = 0.08
Ω, R load = 4 Ω.

Consider an input voltage of 20 v, with the variations in input voltage the output
voltage changes as observed in simulation for buck, boost and buck-boost converter,
Therefore by designing closed loop controller the output remains constant even with
changes in input as observed in Figs. 2, 3 and 4. Controller design parameters of
converters obtained by following procedure given above. Controller design param-
eters for buck converter are f = 400 kHz, Kc = 4551, ωz = 6492, ωp = 608108.

5.2 Boost Converter

Controller design parameters for boost converter are Kc = 7420.25, ωz =
25992.57, ωp = 151883.4, f = 400 kHz.

5.3 Buck-Boost Converter

Controller design parameters for buck-boost converter are Kc = 5689.76, ωz =
25992.57, ωp = 151883.4, f = 400 kHz. With the obtained control design values,

Fig. 2 Buck converter closed loop design circuit and simulated output voltage waveform with and
without controller
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a practical operational amplifier circuit can be designed and simulated as shown in
Fig. 5. The values of resistor and capacitor can be obtained by comparing obtained
transfer function of controller with generalized form of controller. Therefore
op-amp circuit controller can be designed. [6, 7].

Fig. 3 Boost converter closed loop design circuit and simulated output voltage waveform with
and without controller

Fig. 4 Buck-boost converter closed loop design circuit and simulated output voltage waveform
with and without controller
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6 Conclusion

India has vast supply of renewable energy resources. With the help of DC-DC
converters it is possible to use efficiently them. As there is supply variations in
renewable source, to make supportable with our applications we need to implement
controller part in converters for successful operation and to improve efficiency. This
paper has given complete procedure for designing controller for converter appli-
cations using K-Factor method. The above results in this paper depicts that even
with supply variations in input side of converter the output remains constant. This
can be done by properly choosing a controller for the converter. Even there is a load
variation, controller can be able to stabilize the output voltage.
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Application of Bio-Inspired MPPT
Techniques for Photovoltaic System

Jagadish Kumar Patra, Soumya Bhanu Mohanty, H.M. Tania,
D. Elangovan and G. Arunkumar

Abstract The need of photovoltaic generation system is getting elevated day by
day since it has no involved fuel cost, eco-friendly and it has less maintenance. In
case of partial shaded condition there are many peaks thus we use maximum power
point tracking (MPPT) method to get maximum power. The proposed bioinspired
technique has the ability to track maximum power point under any environmental
condition i.e. high change in insolation and partially shaded condition. This paper
reflects the implementation of MPPT method for photovoltaic system by making
use of particle swarm optimisation (pso) technique. Simulation results have been
provided to prove correctness of proposed model and results were compared with
Hill Climbing method.

Keywords Particle swarm optimisation ⋅ Hill climbing ⋅ MPPT

1 Introduction

Now a days with the growing world energy demand and rapid depletion of fossil
fuels the interest of harvesting power from renewable sources has increased. In
recent years there has been major growth in the field of photovoltaic power gen-
eration. We need to extract maximum power from PV source since its initial cost is
high and efficiency of energy conversion is low. To maximize the use of PV system
we need to use it efficiently. Thus we use MPPT which can be interfaced with
inverters or dc-dc converter. MPPT tracks maximum power generated by PV under
varying environmental conditions. To meet the load demand power we connect PV
panels in series and parallel. As environmental condition varies the maximum
power point also changes. To track this maximum power point many methods are
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there like P & O, incremental conductance, short circuit current, open circuit
voltage, hill climbing and fuzzy logic control. Each of these above mentioned
techniques vary in speed, accuracy and simplicity [1, 2]. In this proposed model we
use particle swarm optimization(PSO) method since its structure is simple, simple
computational steps and has high maximum power point tracking efficiency.
Simulations are done using MATLAB/Simulink and the results are compared with
existing MPPT methods.

2 Modeling of PV Cell

A single diode equivalent circuit of photovoltaic cell is shown in figure. Mathe-
matical equation governing the equivalent circuit is given as

I = Iph− IO½exp ðV +RsI
Vta

Þ− 1�− V +RsI
Rp

where,

Iph is PV generated current
I0 is diode saturation current
Vt = NskT/q is the thermal voltage
Ns is the number of cell connected in series
A is diode ideality constant
Rs is he series resistance
Rp is the parallel resistance.

The PV generated current Iph is given by following equation

Iph=
G
Gn

½Iph, n+KiðT −TnÞ�

where:

Iph, n is the PV generated current at the nominal condition
(25 °C and 1000 W/m2);
G is the irradiance;
Gn is the nominal irradiance;
T is the PV cell temperature;
Tn is the nominal cell temperature;
Ki is the short-circuit current/temperature coefficient.
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The equations for diode saturation current I0 is given by

IO = IOnð T
Tn

Þ3 exp½qEg
aK

ð 1
Tn

−
1
T
Þ�

where:

I0n is the nominal diode saturation current;
q = 1.602 10–19 C is the electron charge;
K = 1.380 10–23 J/K is the Boltzmann constant;
Eg = 1.12 eV is the bandgap energy.

The nominal diode current I0, n can be described by following equation

Ion=
Iscn

exp Voc, n
∝Vt, n

� �h i
− 1

Where:

Voc, n is the nominal open-circuit voltage;
Vt, n is the nominal thermal voltage of the cell;
Isc, n is the short-circuit current at the nominal condition (25 °C and 1000 W/m2).

A practical PV array is the combination of PV cell connected in combination of
series and parallel, and its represented by the following equation

I =NppIpv−NppIO½exp
V + IRs Nss

Npp

� �
Vt∝Ns

0
@

1
A− 1�

In above equation Npp represent the number of PV modules connected in
parallel;

Nss represents the number of PV modules connected in series.
Manufacturer specifies the most of parameter described in the above equation in

datasheet.

3 MPPT Techniques

The maximum output produced by PV panel depends upon the presence of irra-
diation and temperature. The temperature and irradiation are not constant but varies
with atmospheric condition. The present scenario demands the maximum energy for
utilization. Various MPPT techniques were introduced to harvest maximum power
and to reduce the hardware size. The MPPT techniques are classified on basis of
control variables such as: (1) Current (2) voltage and (3) Duty. In method (1) Vmp
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or Imp is observed with Voc or Isc. The accuracy in this techniques is not guar-
anteed the tracked power is below MPP. In second method obtain the actual
information of power. The points are made to update with climatic condition. In the
P&O the present power is compared with previous power [2, 5]. Inspite of its
simplicity it faces serious drawbacks such as slow tracking speed and oscillation.
The other algorithm is incremental conductance which compares the derivative of
conductance with instant. PSO and HC algorithms will be discussed in the forth-
coming part.

3.1 Hill Climbing

This method is the perturbation of the duty ratio of the power converter to which the
PV array is connected. As the duty of PV array perturbs it in turn pertubs both PV
array current and PV array voltage from Fig. 1 it can be observed that, there is
increment or decrement in voltage. This increment or decrement, increases or
decreases the power when the operating point is situated on the left side of the
Maximum Power Point(MPP) and decreases or increases the power when the
operating point is on the right side of the MPP. Until MPP is achieved this process
is continuously repeated. It will start oscillating around the MPP. By reducing the
perturbation step size the oscillations can be minimized. Small perturbation size
results in slowing down the MPPT. If variable perturbation size is used that reduces
towards MPP, then the above problem can be solved. This is a two stage algorithm
that where tracking is faster in the first stage. Under frequently changing atmo-
spheric conditions this fails (Figs. 2, 3, 4 and 5).

Fig. 1 Equivalent circuit of
PV cell

Fig. 2 Characteristic PV
array power curve
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Fig. 3 Simulink model

Fig. 4 PSO-current, voltage and power waveform
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3.2 PSO Algorithm

This is developed by Eberhart and Kennedy in 1995 which is a swarm intelligence
optimization algorithm. This has been derived from birds flocking and fish
schooling. For best solutions in an n-dimensional space, PSO is used which is a
global optimization algorithm. Here several cooperative particles are used and each
particle transfer their information’s obtained in that current iteration. Each particle
obey two simple rules. First one is to follow the particle which is performing best
and the second one is to move towards the best conditions found by the same
particle. As a result each particle reaches close to the optimal solution [2, 4].

Vs+1j j < ΔV

Psi+1−Psi
Psi

> ΔP

Different steps involved in PSO are as follows:-
Step 1 Initialization of PSO-In this step the particles are initialized randomly.

Random values of velocities are also taken
Step 2 Evaluation of fitness-This is done by giving the candidate solution to the

objective function
Step 3 Updating local and global values-Here the local and global values are

updated by comparing with the newly calculated values

Fig. 5 Hill Climbing-current, voltage and power waveforms
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Step 4 Updating velocity and position position-The velocity and position of each
particle gets updated

Step 5 Checking of convergence-If the convergence criterion is satisfied, then the
process can be terminated

4 Results and Discussions

The implementation of HC has less complexity compared to PSO algorithm but the
PSO has improved performance in transient state. Thus steady state can be achieved
faster compared to HC. It can be observed from figure that PSO algorithm reaches
steady state at around 0.3 s, while HC does not and HC takes longer time to settle.
When compared to PSO we conclude from the figure that HC oscillates in steady
state but PSO does not oscillate once it reaches steady state.PSO can respond to
varying environmental conditions but in case of HC if environmental condition
changes i.e. irradiance changes then its operating point also changes which diverges
from the required operating point. In HC the duty cycle varies continuously with a
constant step size.

5 Conclusion

Modeling of PV system was accomplished successfully. Validation of the same was
done using MATLAB environment. Comparison between PSO and HC was carried
out. It was found that PSO is superior in many ways than HC. PSO is an accurate,
dynamic and efficient method for PV systems. PSO has high tracking efficiency and
convergence rate is also high. In all these ways PSO has a upper hand on HC
algorithm.
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Active Power Loss Minimization in Radial
Distributed Micro Grid Incorporating
Distribution Generators

S. Angalaeswari and K. Jamuna

Abstract Now-a-days, Micro grid is getting more and more attractive due to its
relative advantages. In this paper, the integration of distribution Generation
(DG) into the radial distribution network is taken for analysis. Normal load flow
analysis cannot be applied to the radial distribution network since the R/X ratio is
very high. Hence Forward/Backward sweep load flow analysis is implemented to
IEEE 33 bus system. Different distributed energy sources are introduced in different
location with same ratings. The results prove that the introduction of DGs con-
siderably reduces the active power loss in the test system and improves the voltage
profile.

Keywords Micro grid ⋅ Radial distribution network ⋅ Forward/backward
sweep ⋅ DG

1 Introduction

In today scenario, the consumption of energy is increased more. The energy world
is slightly moving towards renewable or non-conventional energy sources usage,
due to the source availability, pollution free, and eco-friendly nature. The micro
grid comprises of the distributed sources which is connected nearer to the load in
order to increase the reliability, to reduce the losses, to improve the quality of
supply. When the renewable sources are major part of the micro grid, the contin-
uous supply is ensured. The sources like wind energy, Energy from solar panel,
micro turbine, Fuel cell energy, diesel generator are the major components of Micro
grid.
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1.1 Radial Distribution Network

After transmission, the energy has to be distributed among various consumers. It
can be divided into Primary and secondary distribution network. Primary is the one
which supplies power to big consumers with medium voltage level. Secondary
distribution mainly supplies the power to consumers for household appliances with
voltage level of 415 V for 3Ф and 230 V for 1Ф. Any distribution network can be
considered as

1. Radial distribution network.
2. Ring distribution network.
3. Interconnected distribution network.

Radial distribution network is employed only when the power is generated at
low voltage and the substation is located at the center of the load. The system is
very simple and the initial cost is too low. But the radial distribution network is
considered as ill conditioned system due to the following reasons-high R/X ratio,
distributed generation and distributed load. In order to determine the power flow in
the radial distribution network, Newton raphson and Fast decoupled load flow
methods are inefficient. Hence algorithms like forward/backward sweep method,
vector based distribution load flow method, Primitive impedance distribution load
flow method, current injection based load flow method and Ladder network theory
etc. can be used for load flow analysis.

1.2 Literature Survey

In forward/backward sweep method also, three methods can be employed: Current
Summation method, Power summation method and the admittance summation
method. The forward/backward sweep load flow for radial distribution network
using Power summation method has been tested on IEEE 33 bus system using
MATLAB [1]. The current summation method of forward/backward sweep load
flow analysis is implemented in IEEE 15 and IEEE 33 bus radial distribution system
[2]. The real and reactive line losses are also evaluated. A new algorithm is pro-
posed for large distribution networks by formulating numbering scheme [3]. The
results proved that the algorithm is efficient for all types of systems. The three
methods of forward/backward sweep are clearly explained [4]. The forward sweep
which is started from the last node and move towards the source node is basically a
current summation one. It uses the initial voltages for the current calculation.
Whereas the backward sweep which is started from the source node and move
towards the last or end node is voltage calculation method from the updated current
values [4].

The authors mentioned that the backward sweep started from last or end node to
the source node and the forward sweep calculates the voltages at each node from
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source node to the end node [5]. A new and efficient method for the evaluation of
receiving end voltages is proposed [6]. The method has good and fast convergence
characteristics and the results are compared with the other existing methods. The
method calculates the number the branches beyond the considered node and the
currents in the branches are calculated accordingly. The method [6] has been
implemented on a Meteor 400 VT with a 66 MHz clock.

Srinivasa [7] explains a brief review about the various methods used for load
flow analysis in radial distribution systems. An efficient branch and nodal num-
bering scheme [8] with variable step size factor and next linked branch matrix is
employed in practical and complex radial distribution networks. The proposed
method is simple; flexible, hence it is suitable for multi type DGs [8]. The authors
use the power summation method to find the power in forward sweep and then
finding voltages in the backward sweep.The current summation method of
forward/backward sweep has been implemented with data structure to increase the
speed of the algorithm [9].

In this paper, the current summation method of forward/backward sweep algo-
rithm is chosen for analysis. The base work is started with the simple algorithm and
tested in IEEE 33 bus test system. The work is carried out in MATLAB coding for
three cases with and without integration of DGs. This paper is organized as follows:
Sect. 2 presents the mathematical formulation. Sect. 3 deals with the forward and
backward sweep method of load flow. Section 4 presents the results of the IEEE 33
bus system with and without DG and finally conclusion discusses in Sect. 5.

2 Mathematical Formulation

The following assumptions are made in the considered system: Three phase radial
distribution networks are balanced; the system can be represented by the equivalent
single line diagram; Line charging capacitances are neglected at the distribution
voltage levels.

Figure 1 shows the equivalent circuit of transmission line Where, Vi is the
voltage at the sending end with an angle of δi. The voltage at the receiving end is Vj

with the angle of δj. Zij is the series impedance of the transmission line. Rij is the
resistance of the line and Xij is the reactance of the line.

Fig. 1 Equivalent circuit of
transmission line
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The current flow in the transmission line can be calculated as

Iij =
Vi∠δi −Vj∠δj

Zij
. ð1Þ

The real and reactive power losses can be determined from the following
equations:

PLij = rij
P2
ij +Q2

ij

V2
j

. ð2Þ

QLij = xij
P2
ij +Q2

ij

V2
j

. ð3Þ

Pij and Qij are the real and reactive powers flowing in the line at the receiving
end. When load at bus j and transmission power loss in the line between i and j are
known, then the load at bus i can be calculated easily. This process continues till the
voltage is computed. The phase angle can be calculated by the formula:

δj = δi − cos− 1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1−

Pijxij −Qijrij
ViVi

� �2
s8<

:
9=
;. ð4Þ

3 Algorithm for Forward/Backward Sweep Load Flow
Method

1. Assume the flat initial voltages at all nodes for the first iteration.
2. Start with end node and the node current can be computed using the following

equation:

Iij =
Si
Vi

� �*

. ð5Þ

3. By applying KCL, the branch current from node i to node j can be calculated
using the following equation:

Ii, i+1 = Ii+1 + ∑Currents in branches flowing away from node i + 1. ð6Þ
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4. Thee voltage at ith bus(node) is computed by the following equation:

Vi =Vi+1 + Ii, i+1 × Zi, i+1ð Þ. ð7Þ

5. The load current is updated with the new voltages.
6. Repeat the above steps till the voltage difference between the successive itera-

tion is less than the tolerance level.

4 Simulation Results

For analysis purpose, three cases are considered. The simulation is done in IEEE 33
radial distribution network as shown in Fig. 2 [2]:
Case 1 Without integration of DG in the IEEE 33 system
Case 2 A wind turbine of 1KW is integrated at bus 4
Case 3 A wind turbine of 1KW at bus 4 and solar panel of 1KW at bus 25

Case 1: The total real and reactive power of the system is measured as 3924 KW
and 2442KVAR. Table 1 gives the voltage magnitude in p.u and phase angle in
degrees. The real and reactive power loss are measured as 209.68 KW and 142.23
KVAR. The minimum voltage occurs at bus no 18 as 0.9038 p.u.

Fig. 2 IEEE 33 radial network
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Case 2: A wind turbine of 1 KW is included at bus no 4. Table 2 shows the
voltage magnitude and phase angle after integration of wind turbine. The results
prove that the real and reactive power losses are greatly reduced by the inclusion of
Distribution energy sources and also the voltage profile is improved from 0.9754 to
0.9816 at bus4. It is not only improves at bus4, all the bus voltage profile has been
improved.

Case 3: In this case, a wind turbine of 1 KW and a solar panel of 1 KW is
included. The wind turbine is assumed as giving constant power output of 1 KW
and is connected at bus 4. A solar power output of 1 KW is connected at bus no.25.

Table 1 Voltage profile of IEEE 33 bus system without DG—Case 1

Bus
no

Vol
mag

Phase
angle

Bus
no

Vol
mag

Phase
angle

Bus
no

Vol
mag

Phase
angle

1 1.0000 0.0000 12 0.9178 −0.0065 23 0.9793 0.0011
2 0.9970 0.0002 13 0.9116 −0.0081 24 0.9726 −0.0004
3 0.9829 0.0017 14 0.9093 −0.0095 25 0.9693 −0.0012
4 0.9754 0.0028 15 0.9079 −0.0101 26 0.9476 0.0030
5 0.9680 0.0040 16 0.9065 −0.0106 27 0.9450 0.0040
6 0.9495 0.0024 17 0.9044 −0.0119 28 0.9336 0.0055
7 0.9460 −0.0017 18 0.9038 −0.0121 29 0.9253 0.0068
8 0.9323 −0.0044 19 0.9965 0.0000 30 0.9218 0.0087
9 0.9260 −0.0057 20 0.9929 −0.0011 31 0.9176 0.0072
10 0.9201 −0.0068 21 0.9922 −0.0015 32 0.9167 0.0068

11 0.9193 −0.0067 22 0.9916 −0.0018 33 0.9164 0.0067

Table 2 Voltage profile of IEEE 33 bus system with wind plant at bus 4—Case 2

Bus
no

Vol
mag

Phase
angle

Bus
no

Vol
mag

Phase
angle

Bus
no

Vol
mag

Phase
angle

1 1.0000 0.0000 12 0.9244 −0.0033 23 0.9831 0.0030
2 0.9976 0.0005 13 0.9182 −0.0049 24 0.9765 0.0015
3 0.9867 0.0036 14 0.9160 −0.0062 25 0.9732 0.0007
4 0.9816 0.0059 15 0.9145 −0.0069 26 0.9539 0.0061
5 0.9742 0.0071 16 0.9132 −0.0073 27 0.9514 0.0071
6 0.9559 0.0054 17 0.9111 −0.0087 28 0.9400 0.0085
7 0.9524 0.0014 18 0.9105 −0.0088 29 0.9319 0.0098
8 0.9388 −0.0012 19 0.9971 0.0003 30 0.9284 0.0117
9 0.9325 −0.0025 20 0.9935 −0.0008 31 0.9242 0.0102
10 0.9267 −0.0036 21 0.9928 −0.0012 32 0.9233 0.0098

11 0.9259 −0.0035 22 0.9922 −0.0015 33 0.9230 0.0097
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Table 3 shows the results for the third case. By the inclusion of the additional DG,
the voltage profile has been improved further.

Table 4 shows that the comparision of real, reactive power losses for the three
cases. By the introduction of the DG, the line losses are reduced considerably and
the voltage profile are improved effictively.

Table 3 Voltage profile of IEEE 33 bus system with wind plant at bus 4 and solar power at bus
25—Case 3

Bus
no

Vol
mag

Phase
angle

Bus
no

Vol
mag

Phase
angle

Bus
no

Vol
mag

Phase
angle

1 1.0000 0.0000 12 0.9284 −0.0013 23 0.9898 0.0068
2 0.9982 0.0008 13 0.9223 −0.0029 24 0.9889 0.0099
3 0.9905 0.0054 14 0.9200 −0.0043 25 0.9912 0.0136
4 0.9854 0.0077 15 0.9186 −0.0049 26 0.9578 0.0080
5 0.9780 0.0089 16 0.9172 −0.0054 27 0.9553 0.0089
6 0.9598 0.0073 17 0.9152 −0.0067 28 0.9440 0.0103
7 0.9563 0.0033 18 0.9146 −0.0069 29 0.9359 0.0117
8 0.9428 0.0007 19 0.9977 0.0006 30 0.9324 0.0135
9 0.9365 −0.0006 20 0.9941 −0.0005 31 0.9283 0.0120
10 0.9307 −0.0017 21 0.9934 −0.0009 32 0.9273 0.0116
11 0.9299 −0.0015 22 0.9928 −0.0012 33 0.9271 0.0115

Table 4 Comparison of real and reactive power losses in all cases

Quantity Case 1 Case 2 Case 3

Real power loss in KW 209.68 176.1 154.37
Reactive power loss in KVAR 142.23 124.64 111.94

Minimum voltage 0.9038 0.9105 0.9146
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5 Conclusion

In this paper, the load flow analysis to determine the voltage magnitude and the
phase angle is done. For radial distribution system, the forward/backward sweep
load flow is used here. To validate the algorithm, IEEE 33 bus system is considered.
The results of standard test system are almost closer to the expected results. Three
different cases with the addition of wind and solar are taken for analysis. It is proved
that the real and reactive power losses are reduced by DG’s. But in this paper, the
location of DG is taken by trial and error method. In future, any optimization
algorithm can be implemented to locate the optimum location of DG to minimize
the losses.
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Loop Interaction and It’s Influence
in Multivariable Process Control

R. Hanuma Naik, D.V. Ashok Kumar and K.S.R. Anjaneyulu

Abstract The principal problem encountered in controlling of multivariable pro-
cesses is the interaction amid the loops because of non-zero diagonal elements
present in the system. The modest interaction between the control loops may lead
the system unstable. In order to achieve the desired performance and guarantee
robust stability margin, it is important to know which output is driving by which
input. Hence the pairing is formed; consequently the controller is designed for
resultant ‘n’ independent loops. Thus improves the set point tracking and distur-
bance rejection property of a control system. This paper deals with loop interaction
measurement, control configuration selection and thereby controller is designed
based on reduced apparent process models. The case study is included to illustrate
the efficacy of proposed method.

Keywords Interaction ⋅ Control loop pairing ⋅ Multivariable processes ⋅
Niederlinski’s index ⋅ Independent loops ⋅ Integrity

1 Introduction

Even, an array of control schemes like model predictive, have been proposed and
implemented for controlling the multivariable processes over the period, still many
of processes using conventional proportional –integral-derivative (PID) controllers.
It is because of its simplicity in design and easy to understand by field engineers.
Basically two approaches are widely used in multivariable process control. First, the
centralized control which is fully cross coupled and needs to tune 3n2 parameters,
where ‘n’ is dimension (assume square process) of processes [1]. It gives an
improved performance but some control loops are loosely tuned to maintain the
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overall stability of closed loop system. Sometimes it may lead the system unstable.
However, this approach remains complexity when any sensor/actuator fails in the
loop.

Second, the decentralized control which controls the multivariable system by
converting it into multiple single loops. This approach is widely using in industries
because of lesser parameters to tune, tolerance to sensor/actuator failures, easy
identification of failed loops, proficient maintenance and simple design. It needs to
tune only 3n parameters in controller’s settings. However, it improves the perfor-
mance of system significantly when and only the proper loop pairing is done.
Improper pairing of variable may lead the control system poor. Hence the primary
step in design of decentralized control is control configuration (pair of manipulated
variable and controlled variable) selection. This is done by the measurement of
interaction existing amid the variables of square open loop stable processes.

This paper focuses on control configuration selection by analyzing the interac-
tion existing among different loops of square processes. Thereby the improper and
unstable pairing is avoided by integrity of Niederlinski’s theorem. The equivalent
transfer function model of corresponding effective open loop transfer function
(apparent process model) is approximated as first order plus dead time (FOPDT)
model [2]. Therefore any existing single loop tuning method can be easily exploited
and controller settings are determined. Thus remains the overall stability of system
as in case of single input and single output process.

2 Loop Interaction Measurement

Consider open loop stable multivariable processes shown in Fig. 1 where ‘r’ is
input vector, ‘u’ control vector and ‘y’ is output vector. The GcðsÞ=
diagðgc1ðsÞ, gc2ðsÞ . . . gcnðsÞÞ is diagonal controller and GpðsÞ is process transfer
function matrix.

Fig. 1 Decentralized control system for multivariable process
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Assume that, fully centralized process transfer function matrix is,

GpðsÞ=
gp11ðsÞ gp12ðsÞ . . . gp1nðsÞ
gp21ðsÞ gp22ðsÞ . . . gp2nðsÞ
. . . . . . . . . . . .

gpn1ðsÞ gpn2ðsÞ . . . gpnnðsÞ

2
664

3
775 ð1Þ

and each element of processes is of the form,

gp, ij(s) =
k

τs + 1
e− θs ð2Þ

An interaction amid the control loops because of non-zero diagonal elements of
MIMO processes is determined as follows:

RGA: The relative gain array (RGA) of n × n processes can be determined using
steady state gain of the process as,

Λij =Gpð0Þ⊗G− T
p ð0Þ=

λ11 λ12 ⋯ λ1n
λ21 λ22 ⋯ λ2n
⋯ ⋯ ⋯ ⋯
λn1 λn2 ⋯ λnn

2
664

3
775 ð3Þ

RNGA: The normalized gain (KN, ij) for a particular transfer function element is
defined as,

KN, ij =
kij
σij

=
kij

τij + θij
ð4Þ

where σij = τij + θij is the average residence time (ART) and signifies the speed of
the manipulated variable to controlled variable. The relative normalized gain array
is expressed using normalized gain matrix, and hence, the RNGA (ϕÞ can be
obtained as,

ϕ=KN⊗K − T
N ð5Þ

and, ϕ=

ϕ11 ϕ12 ⋯ ϕ1n
ϕ21 ϕ22 ⋯ ϕ2n
⋯ ⋯ ⋯ ⋯
ϕn1 ϕn2 ⋯ ϕnn

2
664

3
775

The loop pairing is done from RNGA elements whose value is closest to unity and
positive [3]. The pairing which directs unstable is keep away by Niederlinski’s Index.

Niederlinski’s Index (NI): The Niederlinski’s index (NI) for the complex
control configuration is denoted by NðGÞ and defined as,
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N(G) =
Gp(0)
�� ��
πgij

i, j = 1, 2, 3, . . . ..n ð6Þ

Where Gp(0)
�� �� denotes the determinant matrix of Gpð0Þ and πgij denotes product

of diagonal elements of Gpð0Þ for a centralized control system [4]. For a stability of
intricate nonlinear system, NI must be larger than zero. Consequently, better pairing
can be selected by the use of RGA-RNGA-NI rules [5].

The Equivalent transfer function (ETF) of each selected diagonal pairing is
approximated as first order plus dead time model using RGA and RARTA [2]. The
maximum weighted parameters are considered for controller parameter design.
Consider each diagonal controller is in the form of

gc, ijðsÞ= kc, ij +
1

τi, ijs
ð7Þ

For better trade-off between performance and robustness, SIMC method is used for
determination of controller settings based on each corresponding process ETF’s as [6],

gciiðsÞ= 1
kii

τii
2θii

and τI =minðτii, 8θiiÞ ð8Þ

3 Case Study

Consider the process ISPR (Industrial scale polymerization reactor) proposed by
Chien et al. is [7],

GpðsÞ=
22.89

4.572s+1 e
− 0.2s − 11.64

1.807s+1 e
− 0.4s

4.689
2.174s+1 e

− 0.2s 5.80
1.801s+1 e

− 0.4s

� �

The RGA ðΛÞ, RNGA ðϕÞ, NI values for main diagonal and off diagonal pairing
of is given in Table 1.

According to the RGA-RNGA and NI rules, the recommended pairing is
1-1/2-2, and corresponding approximated Equivalent Transfer Function based on
their maximum weights obtained is,

Table 1 The RGA, RNGA,
NI values of diagonal pairings

S.
No

Control
configuration

RGA
(Λ)

RNGA
(ϕ)

NI

1 1-1/2-2 0.7087 0.5482 1.4111
2 1-2/2-1 0.2913 0.4518 −3.4323
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g1̂1ðsÞ= 32.3003
4.572s+1

e− 0.2s, g2̂2ðsÞ= 8.1844
1.801s+1

e− 0.4s

By simplification, the apparent processes of diagonal elements (1-1/2-2) are,

g1ðsÞ = 22.89
4.572s+1

e− 0.2s +
ð16.947s+9.4103Þ

ð3.9284s2 + 3.981s+1Þ e
− 0.2s

g2ðsÞ =
5.8

1.801s+1
e− 0.4s +

ð10.89s+ 2.384Þ
ð3.9284s2 + 3.981s+1Þ e

− 0.4s

To further verify the approximated model, Nyquist plot of g ̂11ðsÞ, g1ðsÞ and
g2̂2ðsÞ, g2ðsÞ are shown in Figs. 2 and 3.The Nyquist plot indicates the dynamical

Fig. 2 The Nyquist plot of g ̂11ðsÞ, g1ðsÞ (solid line: original process, dash line: approximated
model)

Fig. 3 The Nyquist plot of g ̂22ðsÞ, g2ðsÞ (solid line: original process, dash line: approximated
model)
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characteristics of approximated model are similar over a frequency range to an
original process.

The decentralized controller parameters for main diagonal and off-diagonal are
given in Table 2, and their performance is shown in Fig. 4.

The pairing recommended by RGA-RNGA-NI is 1-1/2-2 and same is preferred
for designing of decentralized control. To show the efficacy of proposed pairing the
decentralized controller is also designed for 1-2/2-1(off diagonal) pairing and
resultant performance is shown in Fig. 4 and Table 3. The integral absolute error
(IAE) of off-diagonal is very large compared to the main diagonal pairing.

Table 2 SIMC PI controller
settings for both diagonal
pairing

Control loop Diagonal pairing Off-diagonal
pairing

kc τI kc τI

1 0.3538 1.6 0.0565 2.8022
2 0.2750 1.801 0.3376 2.4816

Fig. 4 performance of decentralized control for both diagonal pairing (solid line: main diagonal,
dash line: off-diagonal)
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Consequently, off diagonal pairing provides poor response in control system
because of modest interaction in between the variables.

The overall performance of 1-1/2-2 combination is significantly better than the
combination 1-2/2-1.

4 Conclusions

This paper aims in study the interaction and assortment of pairing in favor of design
a controller for multivariable processes. Once interaction is measured and pairing is
formed then individual loop controller parameters can be easily design using any
single loop technique. In this paper, it is used the RNGA, RGA and NI for selection
pair of loops. Consequently, diagonal processes are approximated as FOPDT using
RGA and RARTA. Finally, controller parameters for corresponding ETFs are
designed using SIMC tuning technique. The case study was included for analyzing
the performance of main and off diagonal pairing.
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Four Level Boost Converter
for Linear Loads

H.M. Tania, Jagadish Kumar Patra, Vinson John, D. Elangovan
and G. Arunkumar

Abstract In renewable energy systems, the output voltage obtained will be of low
level. In order to bring the voltage to nominal level, we need a step up DC-DC
converter. Conventional boost converters has disadvantages like switch voltage
stress, diode reverse recovery losses and high duty cycle losses. This paper presents
a Multilevel DC-DC Boost Converter. To obtain 4 level output voltage, required
number of switches, inductors, diodes and capacitors are one, one, seven and seven
respectively. This converter has the ability to maintain equal voltage magnitudes in
all the 4 output levels and also has a command over the input current. In this paper,
a four level boost converter was simulated and implemented in hardware for an
input and output specifications of 20 volts and 220 volts respectively.

Keywords DC-DC converter ⋅ Multi-level converter (MLC) and boost converter

1 Introduction

The need for Renewable Energy resources is increasing day by day due to the
depletion of fossil fuels. Along with the researches going in the area of renewable
energy sources, a lot of importance is being given to distributed generation
(DG) which can resolve power related issues. Renewable energy sources like solar,
wind can be used for generation of power as they are pollution free and inex-
haustible [1]. Fuel cell is gaining popularity in many fields as a renewable energy
source. Fuel cell provides high efficiency, reliability, low emission and also
co-generation [2]. Single. Fuel cell gives a voltage output of around 1.2 v. By
connecting several fuel cells in series—parallel combination, we form a stack which
gives a considerable level of voltage [3]. The need of high output voltage cannot be
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achieved by series connection of stacks keeping cost in consideration. So, to obtain
high voltage level fuel cell stack has to be interfaced with power converters to make
the system efficient in terms of various aspects which includes cost and size.
Non-Isolated Converters are used to convert DC voltage from one level to another.
The voltage level can either be stepped up or stepped down. The conventional
topologies in use are Buck Converter, Boost Converter, Buck—Boost Converter
[4]. Boost Converters are used for various voltage step up applications. But they
have few inherent drawbacks [5]. Cascading boost converters to obtain a high
voltage gain proves to be disadvantageous due to the losses associated with it.
Isolated DC-DC converters can also be used to get a high voltage but the trans-
formers and inductors used in this converter makes it costly and bulky. Power
density will be low in these cases. CUK and SEPIC topologies can only give a
normal conversion ratio even at higher duty cycle. MLC topologies can overcome
these drawbacks thereby achieving a high step up ratio with low duty cycle and
better efficiency. The output obtained from MLC can be raised by increasing the
stages or levels of multiplier unit which is independent of input voltage given to the
converter. Hence, modularity is one of its advantage which makes it unique over
other available topologies. In MLC’s, the stress on switch is lesser when compared
to conventional converter topologies. MLC’s have characteristics like lower voltage
across switches, lower switching losses and also low voltages across the capacitors
and diodes which makes them superior to other topologies. In addition to these, the
converter can draw a continuous input current. Cascaded multi cell, Diode clamped
(Neutral point) and capacitor clamped (flying capacitor) are types of MLCs. MLC’s
can be used to provide a dc link which serves as the input to a Voltage source
inverter. It can also be connected to a multilevel inverter directly. The proposed
converter topology can be a boon in fields where multiple voltage levels are desired.

2 DC-DC Boost Converter

It is a type of switching converter in which the switch is periodically opened and
closed such that the output voltage is greater than the input voltage. However the
boosting ratio is limited by the Inductor’s internal parasitic resistance RL.

Figure 1 shows the general circuit diagram of a conventional Boost Converter.
The duty cycle, D is defined by the equation

Fig. 1 Conventional boost
converter
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D=
Ton
T

ð1Þ

where, Ton—On Time of the switch and T—Total Time Period
In steady state analysis, by keeping the current in the inductor and voltage in the

capacitors as constant, the equation of output voltage, VO, is given by

Vo =
Vin

ð1−DÞ ð2Þ

where, Vin—Input Voltage, D—Duty Cycle

3 Proposed DC-DC MLC

In this paper, a four level DC-DC Boost Converter is implemented. This converter
is implemented by using one switch, seven capacitors and seven diodes. One of the
main advantage of this topology is that the output level can be increased by adding
further capacitors and diodes. Also, as only one switch is used, the switching losses
can be effectively reduced as compared to other MLC’s that uses multi switches.
The lower portion of Fig. 2 is the conventional DC-DC boost converter. In this
Multilevel Boost Converter, the output is N times VC. Here, the output voltage, Vo

is given by the equation,

Vo =N ×Vc =
N ×Vin

ð1−DÞ ð3Þ

Where, Vc—Voltage across each Capacitor, N—Number of Converter’s Level,
D—Duty cycle of the switch.

When the switch (S) is Close (turn ON state), if the voltage across the capaci-
tance C6 (Fig. 2) is smaller than that of C7, then C7 clamps the voltage of C6

through the diode D6 and the Switch. Also at the same time, if the voltage across C4

and C6 is lesser than that across the capacitances C5 and C7, then C5 and C7 clamps
the voltage across C4 and C6 through the diode D4 and the Switch. Similarly, C3, C5

and C7 clamps the voltage across C2, C4 and C6. When the switch is open (turn OFF
state), the inductor current closes the diode D7 and thereby charging the capacitor
C7. When D7 closes, both the input and the inductor voltage and C6 will clamp the
voltage across C5 and C7 through the diode D5. Also, the voltage across the
inductor and Vin, C4 and C6 will clamp the voltage across C3, C5 and C7 through the
diode D3. Finally, Vin and inductor voltage along with C2, C4 and C6 clamp the
voltage across C1, C3, C5 and C7. Also it can be observed that the diodes D1, D3, D5

and D7 switches in a synchronous manner, complemented by the diodes D2, D4, D6

and the switch.
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4 Simulation Result

The proposed topology has been simulated in MATLAB by using the parameters
given in Table 1. The circuit was simulated for open loop operation and the output
waveforms of various voltages and currents were observed in the scope.

The output voltage waveform is shown in Fig. 3. The initial voltage shoots up to
300 V but slowly the voltage settles down to the steady state value of 218 V.
Similarly, the output current shoots up to 16 A and settles down at a steady state
value of 3.5 A. The output waveform is shown in Fig. 4. The switch current was
also observed. The gate pulse, for 56.37 % Duty, given to the switch and the

Fig. 2 Proposed DC-DC
MLC

Table 1 Parameter values Vin 20 V

VO 220 V
Switching frequency, fsw 100 kHz
Inductor, L with RL 500 µH with RL = 0.35 Ω

Capacitor, C 10 µF
D 63.6 %
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voltage across the switch is shown in Fig. 5. After carefully analysing each
waveform, it is clear that the simulated circuit can be implemented as hardware. As
the initial shoot up in the output voltage is within the range of the voltage rating of
10µF power capacitors available in the market, the cost for implementing in
hardware is relatively cheaper.

Fig. 3 Output voltage waveform

Fig. 4 Output current waveform
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5 Hardware Implementation

The Simulated circuit has been implemented in hardware with the same parameter
values. Initially, gate pulse was generated using function generator with a voltage
level of 5 V. Switching pulses were generated in a pattern to get a duty of 63.6 %.
Output of the function generator was given to HCPL 3120 based driver circuit. This
driver circuit provides output gate pulse with voltage level of 15 V which is the
minimum requirement to drive the switch. When the switch gets turned on by
applying the gate pulse, the switch current rises and when it is turned off, the swich
current falls. The waveform observed in the DSO can be observed in Fig. 6. Input
voltage is given to the circuit by using programmable regulated supply, to test under
steady state conditions. Input voltage of 20 V was given and maintained constant
for a resistive load of 60 watts. The output voltage obtained during steady state was

Fig. 5 Voltage across switch

Fig. 6 Gate pulse and switch current
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216.55 V. The desired output of 220 V is not obtained because of the internal
resistance of the components used. The input and output voltage and current
waveform obtained is shown in Fig. 7. A picture of the implemented hardware
circuitry is shown in Fig. 8. MOSFET is used as the switch because of its low
conduction losses.

Fig. 7 Input and output voltage and current waveform

Fig. 8 a Gate drive input
power circuit. b MOSFET.
c Capacitors. d Diodes
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6 Conclusion

The proposed multilevel DC-DC Converter was simulated and implemented as
hardware. The output was tested with linear loads having power levels ranging from
60 watts to 180 watts. With an input voltage of 20 V and switching frequency of
100 kHz, an output voltage of 216.55 V was obtained for a 60 W resistive load.
Since, it is an open loop system¸ the output obtained was not exact as the desired
output. The same system can be implemented as a closed loop system to get the
desired voltage level exactly. Thus it proves that the proposed MLC is better than
normal topologies like conventional Boost, SEPIC, CUK converters and it also
suits better for Renewable Energy applications like Solar PV and Fuel Cells.
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Field Failure Rate Reduction
Through ESS with MATLAB Based GUI

K. Susanna, Swarna Bai Arniker, K. Sita Rama Rao
and M. Anka Rao

Abstract The increased vulnerability of the components to various electrical,
thermal, mechanical, chemical and electromagnetic stresses poses a big threat in
attaining the reliability required for various mission critical applications. Stress
screening is a process in which imposed vibration, thermal and electrical stresses
are applied for sufficient periods of time to precipitate defects and early life failure
characteristics. In this paper, different stress screens are selected and their relative
screen strengths are evaluated. The resulting average failure rate in field is calcu-
lated and presented for different components of PCB of different quality grades.
A comparison of field failure rate without stress screening and with random
vibration and temperature cycling stress screenings are carried out by using
MATLAB based Graphical User Interface (GUI) tool.

1 Introduction

Ensuring reliable operation over an extended period of time is one of the biggest
challenge facing present day electronic systems. Decrease the failure rate, ESS
method is proposed [1]. It refers to the process of exposing a newly manufactured
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or repaired product or component (typically electronic) to stresses such as tem-
perature cycling and random vibration in order to force latent defects to manifest
themselves by permanent or catastrophic failure during the screening process [2].

2 Proposing ESS Method on PCB

2.1 Printed Circuit Board

The missile system consists of different assemblies. As the power supply assembly
is the major part in any hardware, there is a need to observe failures. PCB is the
main module in power supply assembly. Each assembly is build with huge number
of PCBs and each one consists of different MIL grade components with different
quality levels. It plays a major role in the missile system in which different envi-
ronments will be considered i.e., missile launch, missile flight etc. The components
present in the board are microcircuits, diodes, transistors, relays, switches, resistors,
capacitors, inductors and connectors. As it plays important role in missile system
there is need to check and reduce the defects present in it.

2.2 ESS

ESS is a process or series of processes in which environmental stimuli, such as
rapid thermal cycling and random vibration, are applied to electronic systems in
order to precipitate latent defects to early failure. An equally important and
inseparable aspect of the screening process is the testing which is done as part of the
screen, so as to detect and properly identify the defects which have been precipi-
tated to failure. The precipitation and testing process is basically a search for
defects. The latent defects are precipitated by applying random vibration and
temperature cycling stress screens on the components of PCB. Latent defects and
failure rate are reduced by applying ESS method. Manufacturing techniques for
modern electronic hardware consists of hundreds of individual operations and
processes through which defects can be introduced into the product.

3 Failure Rate Analyses on PCB

Failure rate of PCB is calculated without applying any stress and applying stress by
using ESS method.
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3.1 Collecting Data of PCB Module

Power supply assembly of a missile system with different quality levels is
considered.

The different quality levels of PCB module which is present in power supply
assembly is considered as case study. The data of PCB module which is of two
types i.e., time-to-failure data and field data for different components with different
quality levels is taken from Ref. [1].

3.2 Failure Analysis on PCB

Every product or process has modes of failure. Several systematic methodologies
have been developed to quantify the effects and impacts of failures. In this view, the
failure modes compete as to which causes the failure for each particular item.
Failure analysis segregates the analyses of failure modes and then combines the
results to provide an overall model for the product. The main objective of failure
analysis is to calculate the initial number of defects, defects removed, defects
remaining and failure rate from the data of PCB.

3.3 Failure Rate Without Stress Screening

Failure rate can be calculated without applying any stress by normal inspection
method with the initial number of defects. Data for initial number of defects for
different components of PCB is taken from Ref. [1]. By using defect density and the
number of components present in the PCB initial number of defects and failure rates
are calculated.

FRfield =
Din field

T
*ð1− e− kTÞ. ð1Þ

where Din field = initial number of field defects
T = operating time
k = constant = 1/500.

3.4 Failure Rate by Applying Stress Screening

Failure rate of PCB is calculated by applying two different types of stresses. They
are Random vibration stress screening and Temperature cycling stress screening.
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3.4.1 Random Vibration Stress Screening

Random Vibration is one of the more common types of vibration testing services
performed by vibration test labs. Random vibration is characterized as stationary
process for estimating the failure rate. To apply random vibrations firstly, screening
strength is calculated which is the product of precipitation efficiency and detection
efficiency. The data for calculating precipitation efficiency and detection efficiency
is taken from MIL-HDBK-344A. By applying random vibrations on the compo-
nents of PCB failure rate is calculated.

Dremoved = Din × SS.
Dremaining = Din − Dremoved.

FRfield =
Dremaining

T
*ð1− e− kTÞ. ð2Þ

where Dremoved = defects removed
Dremaining = defects remaining.

3.4.2 Temperature Cycling Stress Screening

Temperature cycling is the process of cycling through two temperature extremes,
typically at relatively high rates of change. It is an environmental stress test used in
evaluating product reliability as well as in manufacturing to catch early-term, latent
defects by inducing failure through thermal fatigue. Different number of cycles with
specific temperature at certain rate of temperature screening strength is calculated.
Failure rate is calculated by applying different temperature cycling’s on PCB.

4 Test Results Using GUI

Initially the data is collected for calculating number of defects, screening strength
and failure rate. The program is developed in GUI by using collected data in order
to calculate the field failure rate by applying ESS method. The test results in GUI by
failure rate with and without stress screening is shown in Figs. 1, 2 and 3
respectively.

4.1 Results of Failure Rate Without Stress Screening

The failure rate for total assembly is obtained without stress screening from GUI is
shown Fig. 1.

380 K. Susanna et al.



4.2 Results of Failure Rate by Applying Random Vibration
Stress Screening

The results of failure rate for assembly are obtained by applying random vibration
stress screening is shown in Fig. 2.

Fig. 1 Failure rate without stress screening

Fig. 2 Failure rate by random vibration stress screening
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4.3 Results of Failure Rate by Applying Temperature
Cycling Stress Screening

The results of failure rate for assembly are obtained by applying Temperature
Cycling stress screening is shown in Fig. 3.

4.4 Analogy of Failure Rate Values

The comparison of failure rates of different components of PCB with and without
stress screening is observed. The Failure rate results without screening and with
screening are obtained from GUI and are shown in Table 1.

Fig. 3 Failure rate by temperature cycling stress screening

Table 1 Failure rate values for all components and PCB Assembly without screening and with
Random vibration and Temperature cycling screening

Components Without stress
screening

Random vibration stress
screening

Temperature cycling
stress screening

Microcircuits B 9.1517e-007 6.3508e-006 3.620e-006
Transistors JAN 5.8746e-005 4.1364e-005 2.3578e-004
Diodes JAN 1.7833e-005 1.2429e-005 1.0851e-005
Resistors Milspec 5.0375e-006 3.511e-006 2.0014e-006
Capacitor Milspec 0.0001097 0.0000764 0.0000436
Inductor Lower 0.000428 0.0002983 0.00017005
Relay Milspec 8.2523e-005 1.9331e-005 1.019e-005
Connector Milspec 1.2985e-005 9.09510e-006 5.91592e-006
PCB Assembly 0.000915589 0.00026064 0.000148569
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5 Conclusion

In this paper, failure rate analysis of PCB is carried out. From the field data initial
number of defects of different components for all quality levels is calculated. To
decrease the defects and failure rate ESS method is applied on PCB.

Random vibration and temperature cycling stress screenings are applied on the
components of PCB to reduce the field failure rate. Screening strengths are eval-
uated and latent defects are reduced. This resulting average failure rate is calculated
and presented for different components of different quality grades. A comparison of
field failure rate without stress screening and with stress screening is carried out and
results are analyzed and discussed. After calculating the failure rates, temperature
cycling stress screening is observed as the best one because the failure rate got
reduced as compared with the random vibration stress screening.

This complete case study of PCB is implemented in a MATLAB based GUI tool.
The Failure rate is reduced after applying the ESS method as a result the Reliability
is increased.

References

1. MIL-HDBK 344A, Environmental stress screening of electronic equipment
2. MIL-HDBK 217F, Reliability prediction of electronic equipment

Field Failure Rate Reduction Through ESS with MATLAB Based GUI 383



A Novel Space Vector Approach Using
Shoot Through State for Three Level Z
Source Inverter

B.M. Manjunatha, D.V. Ashok Kumar and M. Vijaya Kumar

Abstract This paper presents a novel approach of space vector pulse width
modulation techniques (SVPWM) used for two and three level Z Source Inverter
(ZSI). The ZSI is a single stage converter and capable of doing buck and boost
operation. Boost facility is obtained by adding extra state named as shoot through
state and additionally DC bus utilization can be improved by proper placing of
shoot through states in all the sectors. The voltage unbalance is reduced by proper
use of pivot vectors. It has been observed that the proposed SVPWM offers better
results in comparison to standard sine PWM techniques. Simulated results are
presented for validating the analysis.

Keywords Z source inverter ⋅ Shoot through ⋅ Space vector modulation ⋅
Two level inverter ⋅ Three level inverter ⋅ Multilevel inverter

1 Introduction

A lot of research took place in power conversion technique due to the development
of power semiconductor devices. Among all the power converting circuits, ZSI has
lot of advantages. As it is capable of doing both buck and boost operation, elim-
inates the need of DC–DC converter, as it is a single stage power converter and
miss gating will no longer destroys the circuit [1]. The power circuit of two level
ZSI is shown in Fig. 1.

At the input side of the inverter, two capacitors and two inductors are connected
in X shape and diode will prevents the reverse flow of current. The boost facility
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can be enabled by turning on all the switches in any one or two or three legs.
Without disturbing the active states, then shoot through state is placed during the
null states. The traditional two level voltage source inverter is having six active
states and two null states. In ZSI beside with these two states, the extra state known
as shoot through state must be considered. Simple, maximum constant and maxi-
mum boost techniques are used to generate shoot through pulses [2] along with the
conventional PWM for Z source inverter.

This paper deals with: SVPWM for two level ZSI is discussed in Sect. 2.
Section 3 presents SVPWM for three level ZSI, MATLAB implementation is
discussed in Sect. 4, simulation results are presented in Sect. 5 and conclusions are
made in Sect. 6.

2 SVPWM for Two Level ZSI

Conventional VSI has eight switch states, includes six active states (V1–V6) and
two null or zero states (V7 and V8). In ZSI along with eight states, the additional
state named shoot through state ðV ′

1Þ need to be inserted. The shoot through state
should be symmetrically distributed in all the switching periods to avoid the uneven
stress on the switches [3]. Shoot through state in ZSI and null state in VSI appears
same at the load side. Hence, without disturbing the active states the shoot through
states are inserted during zero state. In order to achieve shoot through state, two
switches in leg (V ′

1 or V
′

2 or V
′

3) or four switches in two legs (V ′

12 or V
′

23 or V
′

31) or
six switches in three legs (V ′

123) are turned on. Figure 2 represents the switching
states in which shoot through is inserted in all three legs.

The two-level switching states are indicated based on the phase connections to
the dc bus. The first letter in the state name corresponds to the leg 1, the second
letter corresponds to the leg 2 and the third letter corresponds to the leg 3 con-
nections to the dc bus. For example, in the switching state (− + −):—represents the
leg 1 lower switch (S4) is turned on and connected to negative of dc bus, + indicates
upper switch in leg 2 (S3) is turned on and connected to the positive of dc bus,

Fig. 1 Power circuit of two level ZSI
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and − represents lower switch in leg 3 (S2) is turned on and connected to the
negative dc bus and the shoot through states are denoted as (2 * 2), first letter 2
represents two switches (S1 and S4) in leg 1 are turned on, second letter * indicates
undefined for leg 2 and third letter indicates two switches (S5 and S2) in leg3 are
turned on. During the shoot through state the output voltage will be zero. The phase
and line voltage for different switching states are shown in Table 1.

Fig. 2 Switching sequence for two level ZSI

Table 1 Phase and line voltage for different switching states

State Switches On Phase voltages Line to line voltages
Vrn Vyn Vbn Vry Vyb Vbr

V1 + − − 2/3*Vdc −1/3*Vdc −1/3*Vdc Vdc 0 −Vdc

V2 + + − 1/3*Vdc 1/3*Vdc −2/3*Vdc 0 −Vdc +Vdc

V3 − + − −1/3*Vdc 2/3*Vdc −1/3*Vdc −Vdc +Vdc 0
V4 − + + −2/3*Vdc 1/3*Vdc 1/3*Vdc −Vdc 0 +Vdc

V5 − − + −1/3*Vdc −1/3*Vdc 2/3*Vdc 0 −Vdc +Vdc

V6 + − + 1/3*Vdc −2/3*Vdc 1/3*Vdc +Vdc −Vdc 0
V7 − − − Load terminals are short circuited by turning on all lower switches
V8 + + + Load terminals are SC by turning on all upper switches

V
0
1

2 * * Source terminals are SC by turning on all switches in I leg

V
0
2

* 2 * Source terminals are SC by turning on all switches in II leg

V
0
3

* * 2 Source terminals are SC by turning on all switches in III leg

V
0
12

2 2 * Source terminals are SC by turning on all switches in I and II leg

V
0
23

* 2 2 Source terminals are SC by turning on all switches in II and III leg

V
0
31

2 * 2 Source terminals are SC by turning on all switches in III and I leg

V
0
123

2 2 2 Source terminals are SC by turning on all switches in all three legs
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Shoot through period (Tst) = Dsh*Tf and Number of shoot through states (Nst) in
a cycle for Sine PWM (SPWM) is given by Nst = Fc/25.

Where Dsh = Shoot through duty ratio, 1/Tf = output frequency or reference
frequency and

1/Tc = carrier frequency or switching frequency
In case of SPWM, if the carrier frequency is 10 kHz, 400 times the shoot

through is applied within one complete cycle. This reults in additional loss and
stress on the switches. This limitation can be overcome by using SVPWM. In case
of SVPWM, the number of shoot through states can be controlled by selecting the
proper switching sequence as explained in Sect. 4.

3 SVPWM for Three Level ZSI

In traditional diode clamped multilevel inverter (DCMLI) the switches S1 and S3, S2
and S4 are operated in complementary. Due to the three possible connections to the
dc bus for each of the three phases, the three-level inverter can produce a total (3)3 =
27 switching states. In multilevel inverter the instantaneous error between the
desired voltage vector and actual voltage vector is very less, this leads to lower
harmonic distortion. Three level DC ZS MLI is represented in Fig. 3. The switch
numbers are represented with the following notation ‘Smn’ where m represents the
leg and ‘n’ represents the switch number in that leg. Space vector diagram for three
level is shown in Fig. 4.

Fig. 3 Three level DC ZSI
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Based on the magnitude, the total voltage vectors are classified as:

1. Zero vector or shoot through vector will have a length of zero. (V0, V25 and
V26)

2. Small vectors will have a length of Vdc/2 (V1–V12)
3. Medium vector will have a length of

ffiffiffi
3

p
Vdc 3̸ (V13–V18)

4. Large vector will have a length of 2/3 * Vdc (V19–V24)

In ZSI, the shoot through state has to be inserted during null states without
disturbing the active states. For inserting shoot through state (all the switches in any
one leg or any two legs or all the switches are turned on) in upper impedance circuit
S1, S2, S3 and D2 should be conducting. Similarly to get shoot through state in
lower impedance circuit S2, S3, S4 and D1 should be conducting. Both impedance
networks should be boosted for the same duration of time to avoid voltage
unbalance and complete shoot trough can be obtained by turning on all the switches
in any one leg or in any two legs or in all three legs.

In three level DCMLI, three-level switching states are represented as (1 0 −1) 1
represents leg 1 is connected to positive of DC bus, 0 represents the leg 2 is
connected to source neutral and −1 represents leg 3 is connected to negative of the
DC bus. In ZSI, the state 2 represents all switches in any one leg are turned on
(complete shoot through), 2

0
indicates first three switches in any one leg are turned

on (upper shoot through) and 2′′ represents last three switches in a leg is turned on
(lower shoot through).

Fig. 4 SV diagram for three level inverter
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4 MATLAB Implementation

As shown in Fig. 4, the three level space vector has six sectors. In each sector there
are four triangles. SVPWM is implemented by following below steps.

4.1 Sector Identification

For identifying the sector the following flow chart is used

0° ≤ θ ≤ 60° indicates sector I
0° < θ ≤ 120° indicates sector II
120° < θ ≤ 180° indicates sector III
180° < θ ≤ 240° indicates sector IV
240° < θ ≤ 300° indicates sector V
300° < θ ≤ 360° indicates sector VI

4.2 Triangle Identification

Each sector consists of four triangles as shown in Fig. 5 for sector 1. In this section
triangle identification is explained for sector—I and it remains same for rest of the
sectors.

The expressions for m1 and m2 [4] is given by:

m1 =Vref cos α−
1ffiffiffi
3

p sin α
� �

ð1Þ

Fig. 5 Triangles
identification
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m2 =Vref
2ffiffiffi
3

p sin α
� �

ð2Þ

Reference vector lies in triangle I if m1, m2 and m1 + m2 is less than 0.5
Or a reference vector lies in triangle II if m1 > 0.5
Or a reference vector lies in triangle III if m1, m2 are less than 0.5 and m1 + m2 is
greater than 0.5 or reference vector lies in triangle II if m2 > 0.5.

4.3 Calculating the Switching Times of T1, T2, T3 and Tst

Finding the switching times T1, T2 and T3 [5] will remain same as conventional
inverter. In additional to these times the shoot through time needs to be calculated.
The shoot through time depends on the amount of voltage boost required and also
on the type of boosting method adopted. This work deals with the simple boost
method as it is easy for the implementation.

DC link voltage = 2VL − Vdc ð3Þ

Boost factor Bð Þ=Vc V̸dc ð4Þ

Shoot through duty ratio D0ð Þ= ðB− 1Þ ð̸2*BÞ ð5Þ

Tst =D0*Ts ð6Þ

Shoot through must be inserted during zero/null vectors or pivot vector time in
order to avoid voltage distortion and voltage unbalance.

4.4 Finding the Switching Sequence

Switching sequence when the reference vector is in sector 1 is shown in Table 2 for
all the four triangles. To avoid voltage unbalance positive and negative pivot are
used for equal interval of times [6].
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5 Simulation Results

The parameters considered for the simulation are as follows: the input dc voltage
source is Vin = 400 V. Inductor L1 = L2 = 3.3 mH and capacitor C1 = C2 =
500 μF. The switching frequency is considered as 10 kHz. Figures 6 and 7 shows
output line to line voltage and corresponding THD of ZSI with Sine PWM and
SVPWM technique.

6 Conclusion

In this work the three level DCZSI is simulated with SVPWM and SPWM using
MATLAB tool. The reference vector is identified directly without mapping pro-
cedure and number of times the shoot through pulses applied is also controlled. By
using SVPWM there will be a freedom for selecting the switching sequence, use of
positive or negative pivot vectors and shoot through vectors, which enables the
control of neutral point voltage.

Fig. 6 Simulation results of three level SPWM output line to line voltage and its THD

Fig. 7 Simulation results of three level SVPWM output line to line voltage and its THD
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Impact of Distribution Generation
on Losses of Distribution System

K. Kirubarani and A. Peer Fathima

Abstract The paper put forward a Load Flow algorithm for radial distribution
system to evaluate the losses which is the basic requirement of many power system
operation, planning and control problem. The Backward Forward Sweep method is
utilized with amendment in the line data handling. The proposed method utilizes
BIBC and BCBV matrices to estimate the line flow and voltage drop to reduce the
memory requirements. The Distributed Generations (DGs) are incorporated into the
Distribution load flow program to study the impact of penetrations of DG for
Distribution system. A program is written in MATLAB R2012. This is used to test
the efficiency of the proposed algorithm on IEEE 33 bus system with and without
DG. The result demonstrates the capability and simplicity of the algorithm.

1 Introduction

In Distribution system Feeder distributes energy from the substation to the load
points. In Radial Distribution System (RDS) the power losses can be reduced
significantly by reducing the power flow through the branches and can be achieved
by integrating the Distributed Generation (DG) into the network. Load flow tech-
nique is used to govern the power loss through each feeder or the network.

The load flow analysis of a power network provides a steady state solution
through which various parameters like currents, voltages and power losses can be
calculated. The load flow analysis is essential for the analysis of distribution sys-
tem, and to investigate the matters related to planning, design and the operation and
control. Traditional load flow methods like Gauss-Seidel, Newton Raphson are not
applicable to the distribution system due to its characteristics like high R/X ratio
and radial nature [1].
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Though many solution techniques are discussed for Load flow analysis it should
meet certain requirements in distribution system such as high convergence speed,
less memory requirement simple and highly reliable [2]. Due to the
non-applicability of transmission system power flow techniques many researchers
developed the solution technique to Load Flow analysis for Distribution Systems.
[3–6]. The details about the distribution system structure are required in these
methods.

The significance of integrating DG into Distribution System is continuing to
increase in many countries. Meanwhile the cost to serve residential and commercial
customers is more than the cost to serve industrial customers. Therefore the inte-
gration of DG provides power to a single home, business or industrial facility will
be indispensible and helpful. Additionally, if the planning and operation of DG can
be incorporated into Distribution Automation (DA) efficiency and reliability of the
distribution system could be improved [7, 8].

Usually, power in Distribution system flows from substations to the end of
feeder. Conversely, the placement of DG leads to reverse power flow and affects the
voltage profiles in the feeders. Hence the existing power flow methods have to be
modified. A direct power flow technique using BIBC and BCBV matrices was
proposed for solving the three-phase distribution system in [9] to obtain the Load
flow solution.

This paper proposes a simple Forward Backward Sweep load flow method with
the integration of the constant power factor DG model into the Distribution System.
Only with the line and bus data requirement this method reduces the memory
requirement and improves the convergence. The proposed method is applied and is
verified on IEEE 33 bus system with DG. The results obtained show that the
projected method can be used to analyze the impact of DG in Distribution System.

2 Mathematical Problem Formulation

A Single line diagram of a balanced three phase Radial Distribution Network
(RDN) with a single source at one node and the other nodes are connected with
loads shown in Fig. 1 is considered for the algorithm development.

IN-1

Bus2Bus1 Bus3 BusN-1 Bus N

IN

B1

I3

B2

I2

B3
BMBM-1

Fig. 1 Single line diagram of
a radial distribution network
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2.1 Calculation of Node Currents and Branch Currents

The load and the current injection in the kth iteration at the node i can be repre-
sented as follows, and thus the power injected at the node is converted to current
injection.

Si = Pi +Qi where i = 1, 2, 3, . . . , N ð1Þ

Iki =
Pi +Qi

Vk
i

� �*

ð2Þ

where Ii
k, Vi

k are the current and voltage magnitude at bus i.
For the distribution network shown in Fig. 1 the branch current in terms of node

current can be represented in the matrix form using Kirchoff’s current law. This can
be simplified and gives the relationship between load current and branch current of
the system as shown in Eq. (3). Elements of BIBC matrix are only 0’s and 1’s.

IB1

IB2

.

.
IBM

2
66664

3
77775=

1 1 . . 1
0 1 . . 1
. . . . .
. . . . .
0 0 . 0 1

2
66664

3
77775

I2
I3
.
.
IN

2
66664

3
77775

IB½ �= BIBC½ � I½ � ð3Þ

Procedure for BIBC Matrix Formation

1. First Initialize a null matrix BIBC with the order (M × (N – 1)). Here M and N
is the number of branches and the nodes of the system to be evaluated.

2. Consider a branch Bij is located between node i and node j. If ‘i’ is the source
node of the network then (j – 1, j – 1)th element of BIBC is replaced by +1.

3. If the branch Bij is emanating from other than the source node then copy the
column segments of (i – 1)th node to column segments of (j – 1)th node and
replace (j – 1, j – 1)th element by +1.

4. By repeating steps 2 and 3 form the BIBC matrix.

2.2 Bus Voltage Calculation

Initially a nominal voltage is assumed to exist at all the nodes of the RDN and by
using KVL the drop in voltage and the node voltages V2, V3, V4, …, VN are
calculated using the branch currents and sending end voltages as follows.
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Vi = 1+ j0ð Þ p.u. i = 1, 2, 3, . . . , N

∴ V2 =V1 −ΔV=V1 − IB1*Z1 ð4Þ

V3 =V2 − IB2*Z23 ð5Þ

V4 =V3 − IB3*Z34 ð6Þ

Substitute the Eqs. (4) and (5) in Eq. (6),

V4 =V1 − IB1*Z12 − IB2*Z23 − IB3*Z34 ð7Þ

From the above equation it can be seen that the node voltage of the network can
be expressed in terms of branch currents and line impedance. The BCBV matrix
shows the relation between the node voltage and the branch current. In general it
can be expressed as,

ΔV½ �= BCBV½ � IB½ � ð8Þ

Procedure for BCBV Matrix Formation

1. First initialize a null matrix BCBV with the order ((N – 1) × M). Here M and N
is the number of branches and the nodes of the system to be evaluated.

2. Consider a branch Bij is located between node i and node j. If ‘i’ is the source
node of the network then (j – 1, j – 1)th element of BIBC is interchanged by Zij.

3. If the branch Bij is emanating from other than the source node then copy the row
segments of (i – 1)th node to row segments of (j–1)th node and replace (j – 1,
j – 1)th element by the impedance Zij.

4. By repeating steps 2 and 3 for all the branches form the BCBV matrix.

BCBV½ �=
1 0 . 0
. . . .
. . . .
1 1 . 1

2
664

3
775 .

Z12 0 . 0
. . . .
. . . .
0 0 . ZNN − 1

2
664

3
775

BCBV½ �= BIBC½ �T ZD½ �

ΔV½ �= BIBC½ �T ZD½ � IB½ �

The magnitude of the current flow through the RDN system can be calculated as
follows for all the nodes.

Iki = Iri Vk
i

� �
+ jIri Vk

i

� � ð9Þ
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ΔV½ �= BCBV½ � IB½ � ð10Þ

Vk+1
i =V0

i + ΔV½ �k+1 ð11Þ

Real and reactive power losses can be obtained using the branch currents and the
total loss of the RDN can also be then calculated as follows.

Ploss = IBðmÞ2 * R mð Þ for m=1, 2, 3, . . . , N ð12Þ

Qloss = IBðmÞ2 * X mð Þ for m=1, 2, 3, . . . , N ð13Þ

Total Real Power Loss = ∑
N

k=1
PlossðkÞ ð14Þ

Total Reactive Power Loss = ∑
N

k =1
QlossðkÞ ð15Þ

Flowchart for the Load flow solution of the RDN is provided in Fig. 2.

3 Load Flow Solution with DG into the Distribution
System

A DG unit is assumed to be placed at bus i in the single source RDN with NB

branches. The power flow through the branches being connected from i will vary
with other branches connected in between the substation and bus i unaffected. At ith
node the apparent power and node current are calculated without DG as

S=SDi = ∑ PDi + jQDi ð16Þ

IDi = Iwithout DGDi =
SDi
Vi

� �*

ð17Þ

The active power and reactive power at ith node has been altered. The DG
reactive power may flow from source or it may be taken from the system. The
apparent power and current injection at this node can be expressed as follows

SDG i = ∑ PDGGi + jQDG
Gi i = 1, 2, 3, . . . , N

Therefore, S =SDi − SDG i
SDi −SDG i

Vi

� �*

ð18Þ
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To study the influence of DG in a RDN, the DG is incorporated into the Load
flow algorithm. DG supplies real power to the system and it may take small reactive
power from the source. Due to modified injected power the voltage drop in the line

Is |V(k+1)| - |V(k)| < 
ԑ

Start

Calculate the Node Current Injection matrix

Calculate the BIBC matrix and BCBV matrix 
by backward and forward sweep methods 

respectively

Read the system Line and Bus data. Assume 
the Voltage as 1 p.u in all the nodes

Calculate the Branch Current matrix

Calculate DLF matrix and the change in 
voltage set iteration count k= 0

Calculate new nodal voltage at each node

Calculate the total power loss using the new 
node voltages

Stop 

Increase the iteration k=k+1

Y

N

Fig. 2 Flow chart for load
flow algorithm of radial
distribution network
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reduces considerably which in turn reduces the current flow. The injected apparent
power to the system is modified as shown in Eq. (18) and the load flow algorithm is
applied to the system with DG. Hence the active power loss can be reduced sig-
nificantly by placing DG in the RDN.

4 Results and Discussion

To validate the efficiency of the proposed method, a 33-bus, 12.66 kV radial dis-
tribution system is considered from [10]. At nominal voltage the total real and
reactive power loads are 3715 kW and 2300 kVAr respectively. The load flow
solution voltage results for 33-bus RDN have been given in Table 1. The real and
reactive power losses of the system are 6.12 and 6.869 % of their respective roads.
The minimum voltage is experienced at node 32 and is 0.9443 p.u. The voltage
profile of the system at various nodes is given in Table 1. Figure 3 Shows the
voltage profile of IEEE 33 bus RDN without DG. The proposed algorithm is
implemented to the RDN with DG as described above. The results of the Load flow
solution with DG are given in Table 2. The DG has placed at bus 3 with different
capacity to implement the proposed algorithm. It is observed that the DG incor-
poration into the Distribution system reduces the losses significantly. The result
shows the impact of DG in the RDN and also reduces its active power loss
considerably.

Table 1 Load flow solution bus voltages of 33-bus RDN

Bus no. Voltage in p.u. Bus No. Voltage in p.u. Bus no. Voltage in p.u.

1 1.0000 12 1.0804 23 1.0167
2 1.0285 13 1.0806 24 1.0119
3 1.0382 14 1.0837 25 1.0278
4 1.0469 15 1.0870 26 1.0248
5 1.0295 16 1.0877 27 0.9867
6 1.0113 17 1.0888 28 0.9577
7 1.0368 18 1.0077 29 0.9499
8 1.0493 19 0.9835 30 0.9468
9 1.0608 20 0.9710 31 0.9453
10 1.0640 21 0.9557 32 0.9443
11 1.0698 22 1.0264 33
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5 Conclusion

The proposed Backward Forward Sweep Load Flow algorithm to assess the active
power losses demonstrates the impact of incorporation DG into radial distribution
system. The program is written in MATLAB R2012 to test the efficiency of the
proposed algorithm on IEEE 33 bus system with and without DG. The algorithm is
applied to the case without DG and with DG with various capacity and location of
DG. The results show that the integration of DG into the network reduces the active
power losses of the network significantly. This algorithm is further can be useful to
reconfiguration of the feeder, optimal DG placement and so on.
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Performance Analysis of Shunt
and Hybrid Active Power Filter Using
Different Control Strategies for Power
Quality Improvement

S. Shamshul Haq, D. Lenine and S.V.N.L. Lalitha

Abstract This paper includes assay and correlation of three phase shunt active to
extricate its reference currents with distinct control strategies to evaluate their
dynamic performance under different load conditions for both Shunt Active Power
Filter (SAPF) and Hybrid Shunt Active Power Filter (HSAPF). The instantaneous
active and reactive power (p-q) theory and synchronous reference frame theory
(SRF) are compared. Extensive simulations are carried out for p-q and d-q theory’s
for both shunt APF and hybrid shunt APF with PI controller. The compensation
capability of Hybrid shunt APF is greater than SAPF for harmonics, reactive power
compensation and dynamic performances capability. Performances comparison is
analyzed using Matlab/Simulink. Simulation outcome is given to compare and
validate the control techniques for SAPF and HSAPF during load changing
condition.

Keywords Shunt active power filter (SAPF) ⋅ Hybrid shunt active power filter
(HSAPF) ⋅ Synchronous reference frame (SRF) ⋅ Instantaneous active and
reactive power (p-q)

1 Introduction

Immense employ of power electronic devices causes contamination of current at the
source side which leads to poor power quality. The trouble of harmonics caused by
the hike use of non-linear loads, like, thyristor based converters and power
electronic based loads has unveiled numerous methods which have become
indispensable.
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The active power is delivered by maintaining the voltage with the use of reactive
power. Merits like, low cost, easy maintenance and high efficiency are offered by
passive power filters [1]. The demerits of PPF dominates its advantages because of
their poor dynamic performances, resonances problems and impact of filtering
characteristics due to small change of system parameters [2–5] etc. Though high
initial cost is a drawback of APF, It eliminates current harmonics and compensates
reactive power for linear/nonlinear loads [2, 3]. But, the dual quality of HAPF as
shown in Fig. 1, enhances compensation features and lowers the current ratings
which in turn minimizes the cost of APF [2, 3].

2 Instantaneous Active and Reactive Power Theory

It is based on instantaneous active and reactive power in time domine. Three phase
voltage and currents are converted into αβ0 stationary reference frames. Zero
sequence components exits only for three phase four wire system. In this paper three
phase three wire system is designed so zero sequence components does not exist.
Clarke and inverse Clarke transformation is as shown below in Eqs. (1) and (2).
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Instantaneous active power and reactive power is given by Eq. (3).

PL =Vαiα +Vβiβ ð3Þ

qL =Vα iβ −Vβiα ð4Þ

Active and reactive power can be written as

PL = P̄L + P̃L ð5Þ

qL = qL̄ + qL̃ ð6Þ

where P̄L and PL̃ are the DC component and harmonic component of active power.
Where qL̄ and q ̃L are the DC component and harmonic component of reactive
power.
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AC components are obtained by using low—pass filters. Reference signals are
obtained using below Eq. (7). The three phase reference quantities are given to
hysteresis controller to generate gate pulses for VSI as shown in Fig. 2. This control
strategy could not yield an adequate solution for non ideal source voltage [6].
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3 Synchronous Reference Frame Theory

SRF theory is another control algorithm for generation of triggering pulse is
implemented in this paper. Three phase load current (iLa, iLb, iLc), voltages (Vsa,
Vsb, Vsc) and DC voltage across the capacitor are sensed as feedback signals. By
using parks transformation the load current are into the dq0 frame as given below
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A Three phase locked loop (PLL) is used to synchronize the current signal with
the PCC voltage. The d-q current components are given to low pass filter to extract
the DC component of iLd and iLq. The d-q axis currents consist of fundamental and
harmonic components.

iLd = ıL̄d + ıL̃d ð9Þ

iLq = ıL̄q + ıL̃q ð10Þ

Using inverse clerk’s transformation the harmonic components are converted
back into three phase quantities. The three phase reference quantities are given to
hysteresis controller to generate gate pulses for VSI [7] the complete block dia-
gram of controller is shown in Fig. 3.
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4 Analysis and Simulation Results

Table 1 shows system parameters to analyze the dynamic performance of SAPF and
HSAPF varying load is considered in this paper, shunt active power filter is designed
for 26 KVA. Up to time t = 0.3 s the active power load is 8.8 KW after t = 0.3 s it
increases to 11 KW and at t = 0.6 s it decrease to 4.5 KW. Performances analysis of

Fig. 1 Block diagram of Hybrid SAPF

Fig. 2 Instantaneous p-q theory for reference current extraction
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SAPF and HSAPF is verified using both p-q and d-q theory’s. Performances analysis
is carried out using Matlab/Simulink. A PI controller is used to obtain reference
current from the distorted line current. Tables 2 and 3 shows the analysis of the
result.

As depicted in Figs. 4 and 5 Source current THD without compensation is
23.78 % which is more than the IEEE standard. After compensation THD has
reduced to 3.83 % by using SAPF using d-q theory and 1.11 % using HSAPF.
In HSAPF passive power filters are designed to compensate 5th and 7th harmonics.
Figures 6, 7, 8, 9, 10, 11 shows the waveforms with and without compensation.

Performances comparison of SAPF and HSAPF are given Table 4. It is seen that
settling time of Vdc, overshoot of Vdc voltage and overshoot of active power is less
in HSAPF when compared to SAPF. It observed that compensating current of three
phase inverter is low in case the of HSAPF.

Fig. 3 d-q theory for reference current extraction

Table 1 System parameters Sr. no System parameters Value of parameters

1. Source (Vs) 415VL-L (rms), f = 50 Hz
2. Interfacing inductance L = 10 mH
3. Passive filter L5 = 0.73 H, c5 = 5.54 µF,

L7 = 0.52 H, c7 = 3.54 µF
4. DC link capacitor 2200 µF
5. DC link voltage 800 v
6. Switching band range ±0.02
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Table 2 Source current THD comparison

Active power (KW) Source current % THD value
With out compensation d-q theory p-q theory

SAPF HAPF SAPF HAPF

4.5 26.26 1.16 0.87 2.11 1.09
8.8 24.56 1.82 1.00 1.76 0.55
11 23.78 3.83 1.11 3.19 0.38

Table 3 Compensating
current comparison

Active power
(KW)

Shunt active power filter injecting
current (A)
d-q theory p-q theory
SAPF HSAPF SAPF HSAPF

4.5 4 2 4 2
8.8 7 4 7.5 4
11 9 5.5 9.1 5.8

Fig. 4 Source current THD for phase A a Without compensation b SAPF using d-q theory

Fig. 5 Source current THD for phase A a With SAPF p-q theory b HSAPF using d-q theory
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Fig. 6 Source current THD for phase A with HSAPF using p-q theory
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Fig. 7 Simulation results waveform without compensation
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Fig. 8 Simulation results waveforms with SAPF using d-q theory
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Fig. 9 Simulation results waveforms with SAPF using p-q theory
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Fig. 10 Simulation results waveforms with HSAPF using d-q theory
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Fig. 11 Simulation results waveforms with HSAPF using p-q theory
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5 Conclusion

This paper comprises of implementation of SAPF and HSAPF with p-q and d-q
theory’s using PI controller for power quality improvement at distribution system.
These control theories are effective to compensate harmonics of source current,
enhance power factor for steady state and dynamic load change conditions. Thus,
HSAPF results are more efficient than SAPF. Finer harmonic compensation is
acquired from p-q theory with HSAPF. And the dynamic performances are greater
with d-q theory than p-q theory. Thus HSAPF is more appropriate than SAPF to
improve power quality in distribution system.
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Table 4 Dynamic performances comparison of SAPF and HSAPF

Performance parameters d-q theory p-q theory
SAPF HSAPF SAPF HSAPF

Settling time for Vdc (s) 0.06 0.025 0.05 0.05
Max overshoot for Vdc (V) 11 2 6 6
Max undershoot for Vdc (V) 28 9 19 20
Settling time of active power (s) 0.06 0.02 0.07 0.061
Max overshoot of active power (W) 500 200 625 520
Max undershoot of active power (W) 1500 550 1780 1890
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A Unique Tuning of PID Controller Using
Particle Swarm Optimizer for Modern
Multilevel Inverter Fed Micro-grid System

P. Hemachandu, V.C. Veera Reddy, N. Kusuma, D. Mohan Reddy
and P. Divya Prasad

Abstract Elimination of harmonics in high level inverter is an optimized problem
which is interprets by using particle swarm optimization (PSO) technique. The
derived objective function is used for the tuning of PID controller to minimize the
harmonic content in output voltage. The classical tuning of PID controller usually
produces a high overshoot, imperative heuristics approaches are employed to
improve the capability of classical techniques. This controller predicts the switching
angles and optimum modulation index essentials for an improved output voltage
and prevents the sudden variations of the asymmetrical 15-level modern multilevel
inverter with fever switches. Here, this model has several inputs such as grid
voltage, difference voltage, controlled target voltage. By means of these parameters,
this proposed controller makes the better tuning values for enhanced quality voltage
at grid, fast steady state response. In this process, the proposed methodology
provides a pure sinusoidal current is in-phase with the grid voltage, then interfacing
to the grid by PSO-PID controller. A simulink model is designed to validate the
performance evaluation of this proposed work using Matlab/Simulink platform and
results are conferred.
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1 Introduction

The classical proportional, integral, derivative (PID) controllers have been used
widely for generating the switching states for proposed MLI. To improve the
capabilities of classical PID parameter tuning techniques, multiple intelligent
techniques have been suggested to improve the PID tuning for grid connected
modern MLI. The sustained employ of fossil fuels has concluded in the global
warming of green-house exertions. However, as the afford of fossil fuels are
depleted in future days and become more expensive that’s why explores the
superior technologies in recognition of renewable energy sources, which hold the
outstanding advantages [1] may ability to handle the micro grid system with facile
connectivity [2]. For splendid scalability and attainable flexibility for excellence of
safe, clean, eco-friendly specifications, the photo-voltaic (PV) and fuel cell (FC) are
imperatively used as chief power generators to form as a co-generation system The
eminent power density is attained by intermittent formation of PV/FC have good
dynamic stability, the fast step load changes will be minimized by support of
co-generation system [1–4]. An excellent, power generation schemes are widely
used in many micro-grid/residential applications in very near future as intercon-
nected system via advanced power conditioning units. There are two flavors such
as; (i) high step up DC/DC boost converter, (ii) DC-AC inverter module, DC/DC
boost converter are used to strengthen voltage at DC bus and DC-AC inverter act as
the barrier between the DC bus and grid system.

Enhancement of voltage quality, amelioration of efficiency and low stress on
switches by using multi-level inverters [5, 6]. This technology has been used over
many years ago and getting superior advantages like as exalt voltage quality, low
THD, harmonic eradication, incredible efficiency and low dv/dt stress by high
voltage levels to governing the superior topologies. The basic characteristics of
classical multilevel inverter topologies are neutral point clamped module [7], flying
capacitor module [8] cascade H-bridge module [9] are regular topologies utilized by
many researchers, but these are useless due to several disadvantages. NPC and FC
topologies needs extra switching devices and difficult to generate asymmetrical
voltages. Asymmetrical voltage technique is mostly used in cascaded H-bridge
module, but it requires more devices. Several inverter structures have been explored
in [5–9].

In this paper, novel asymmetrical modern multi-level inverter topology has been
investigated by using advanced modulation schemes for micro grid applications
with optimum tuning of PID gains by PSO algorithm. Attaining the optimal THD
resolution, without adding any complex circuit and low number of switches and less
gate circuits are demanded. The main characteristic of PSO algorithm is a stochastic
nature based on natural search and selection principle. There are several evidences
of intelligence for the well posed domains in animals, plants and normal living
things. The optimum parameters are designed for closed loop control action of
proposed 15-level inverter to eradicate the harmonic content, improve the transient
stability, acquiring the qualitated RMS voltage. Several comparisons are made for
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different control objectives with classical over proposed intelligent controllers.
Finally, the validation of the proposed module for micro grid system with PID-PSO
controller is evaluated by using Matlab/Simulink platform and results are conferred.

2 Proposed Co-generation Scheme

Figure 1 depicts the overall structure of proposed co-generation system with
effective PID-PSO control objective for micro grid system via modern asymmetrical
15-level inverter. This co-generation system comprises of a combination of fuel cell
(FC) stacks, photo-voltaic (PV) arrays are required for attractive power production
attitude due to high reliability incredible efficiency, tidiness. While, the stiff power
are attained by polymer electrolytic membrane fuel cell (PEMFC) as a primary
candidate under low contrasted temperatures.

The PV/FC outcome power is converted into unique self-reliant voltage sources
with myriad relationships which are interfaced to the power inverter module via
high voltage gain DC-DC converter. This DC link acts as barrier in between these
converter modules. The inverter module consists of two different modules; primary
is level generation can be formed as a sub-multiple modules. This module consists
of two switches per module and holds the DC link voltage with several voltage
values like Vdc, 2 Vdc, 4 Vdc, generates the 7-level DC voltage using 6 switches
The secondary circuit as a full bridge converter, it converts the 7-level DC voltage
into 15 levels AC voltage as a polarity generation concept. In this process, the
proposed system generates a sinusoidal outcome of both voltage/currents, these are

Fig. 1 Overall structure of proposed co-generation system with PID-PSO controller for micro
grid system via modern asymmetrical 15-level inverter
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in-phase with each other and related to grid voltage, then interfaced to utility grid
via inductive filters. This converter requires only 10 switches for generating
15-levels, compare to basic inverters and have more opportunities. This inverter is
powered by effective controller by recognizing the grid voltage by a detection
circuit and fed to PLL circuit so as to produce a sinusoidal signal with unified
amplitude. The capacitor voltage is recognized and then compared over the referred
voltage, and that outcome coming from that comparison is drive to the PID con-
troller. The PLL circuit output and the controller output are multiplied to produce a
reference signal, while the current of the 15-level inverter is recognized by a current
detection circuit. The reference signals coming from the comparison are proceed to
integrate with proposed PWM generation circuits for production of switching states
for 15-level inverter topology according to characteristic table.

3 Proposed Modulation Scheme

Plentiful modulation approaches are attained for multi-level inverters with efficient
techniques are used in many applications can be classified as phase shifted multi
carrier switching scheme is proposed by Bahr and Rama Rao in [10], based on these
schemes author implement a unique modulation scheme, which have better results
compared to formal methods.

The classical type variable switching frequency is proposed by Mao et al. in [11]
and compare to proposed PWM technique, this technique mainly regards to dif-
ferent carrier frequencies ranges with respect to multiplication factor. The carrier
waves with carrier frequencies of 3050, 5050, and 7050 Hz are compared with the
reference signal as depicted in Fig. 2. The proposed multi-carrier modulation
scheme is nothing but merging of both phase and level shifted PWM techniques to
trounce the problem it regards to switching action of level shift technique and

Fig. 2 Switching strategy for variable frequency modulation scheme
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overcome the phase imbalance condition. In this scheme all carriers required equal
frequency with difference of peak amplitude is equal, which are vertically disposed.
The optimal modulation scheme for 15-level proposed multilevel inverter as
depicted in Fig. 3.

MIa =
Vref

Vcrðq− 1Þ
ð1Þ

∅sh =
360

◦

4 n− 1ð Þ ð2Þ

For this optimal scheme, (n − 1) carriers are required and are defined based on
requirement and essentially disposed vertically by measurable angle. Where Vref

constitutes the reference signal coming from PID-PSO controller, Vcr constitutes
the carrier signal, MIa constitutes the modulation index and ∅sh constitutes the
disposed phase angle.

As, Table 1 shows the switching pulses for 15 Level MLI for production of DC
voltage levels and Table 2 shows the switching pulses for 15 Level MLI for pro-
duction of polarities, in that “L” specifies the switch is at OFF state and “H”
specifies the switch is at ON state.

Fig. 3 Switching strategy for optimal modulation scheme

Table 1 Switching pattern
level selection scheme for
proposed inverter module

Vo S1 S2 S3 S4 S5 S6
7 Vs L H L H L H
6 Vs H L L H L H
5 Vs L H H L L H
4 Vs H L H L L H
3 Vs L H L H H L
2 Vs H L L H H L
Vs L H H L H L
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4 PID-PSO Controller

The classical PID controller includes of Proportional; Integral; Derivative gains in
feedback systems. The transfer function of specified plant for this controller is given
as;

C sð Þ=Kp +
Ki

s
+Kds ð3Þ

where, Kp, Ki, Kd, are the respective gains of the classical PID controllers that are
tuning imperatively by classical trail and error method and proposed PSO method.
PSO stands for Particle Swarm Optimization (PSO) is an optimized algorithm based
on soft-evolutionary computational method. The general PSO is implemented from
the research on many swarm like as bird flocking and fish schooling [12] tech-
niques. A novel parameter called inertia weight is added to original PSO where the
inertia weight is decreased linearly during iteration with addition to another com-
mon scheme of PSO is proposed by Clerc [13, 14]. Several particles are represented
in a PSO by potentiality solution to the problem; every particle adjusts its flying
capacity following to its possessed flying experience and its associate. Every par-
ticle is handled as a D-dimensional space point. The ith particle is constituted as
X1 = (xi1, xi1, …., xiD). The best minimum fitness values of any particle is con-
stituted and registered as P1 = (pi1, pi1,…., piD), is called as the pbest. The index
function of the best particle over all the particles in the specified population is
constituted by the symbol g, called as the gbest. The velocity for every particle of
i is constituted as V1 = (vi1, vi1, …., viD). The obtained particles are renovated
respect to following equations:

vn+1
id =w.vnid + c1.randðÞ. pnid − xnid

� �
+ c2.randðÞ. pngd − xngd

� �
ð4Þ

xn+1
id = xnid + vn+1

id ð5Þ

where the c1, c2 = 1.2 are two attracted positive constants, n constitutes the
number of iterations, rand () constitutes the numbers taken by randomly in between
0 and 1. Calculation of each particle new velocities by Eq. 4 and it is followed by
its antecedent velocity and the distance of its present position from its best own

Table 2 Switching pattern
level selection scheme for
proposed inverter module

Vo SA SB SC SD
Zero state L H L H
Positive state H H L L
Negative state L L H H
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experience and the group best experiences. Then the particles move toward a new
position followed by Eq. 5. The appearance of each particle is recorded according
to a pre-established fitness function, which is allied to the problem to be decoded.
Inertia weight w is accompanied into the followed equation to balance the local and
global search capability [12]. It could be a positive linear/non-linear function of
time. A highly assured convergence of PSO is proposed and set as approximate of
0.9. Swarm size of 10−60, here generally taken as 40. This impressed algorithm can
be used for optimum tuning of PID gains to ensure best control objective at stan-
dard operating conditions. PSO is commissioned to tune the Kp, Ki, Kd gains of the
PID controller by offline model. A unique set of PID gain parameters can permits a
acceptable system response and minimization of error index as specified in result
(Table 3).

Figure 4 depicts the Several Simulations of Proposed 15-Level MLI topology
for Grid Integrated System via PID-PSO Controller, in that (a) DC Link Voltage of
proposed Controller over formal controller, the proposed has fast steady state
response under step changes in inputs; (b) 15-Level Stair Case Output Voltage;
(c) Grid Voltage and Current, both are in pure sinusoidal and in-phase each other
specifies the unity power factor; (d) Total Harmonic Distortions (THD) of Proposed
15-Level MLI topology for Grid Integrated System via proposed Controller is
4.69 %, it is in IEEE standards limit without any additional filter circuit.

5 Conclusion

Attained simulation results, the optimum tuning of PID controller gains by PSO
optimized tool have low steady state response, less peak overshoot, low THD
content over classical controllers. Moreover, the classical tuning method is virtue
for providing the erupted point of what the PID gains are setting. Consequently the
benefit of utilizing smart optimization approach is constituted as a supplement
solution to enhance the implementation of the PID controller. The several con-
clusions are updated from the evaluation of proposed 15-level MLI has fewer
switching devices, low space requirement, low cost, high comfort. THD

Table 3 Operating
parameters for proposed
15-level inverter for grid
system

S. no Operating parameters Values

1 PV source 50−200 V
2 Fuel cell stacks 50−150 V
3 Boost inductor (L) 1 mH
4 Capacitors (C) 780 μF
5 Filter inductor (Lf) 1.5 mH
6 Switching frequency 3050 Hz
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Fig. 4 Several simulations of proposed 15-level MLI topology for grid integrated system via
PID-PSO controller a DC link voltage, b 15-level output voltage, c grid voltage and current,
d THD of 15-level output voltage
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comparison is takes place in Table 4, in that optimal modulation with proposed
controller has better THD %reduction over classical schemes. The simulation
results validates the proposed concept is very attractive for micro-grid system and
attains qualitated power, meticulously manages the co-energy.
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Optimal Operation of an Integrated Power
Distribution System Fed with Renewable
Energy Sources, Diesel Generation
and Battery Storage

D. Ravi Kumar, K.C. Archana and G.S. Raju

Abstract Recent developments in the electric utility industry is to encourage the
entry of renewable energy sources for power generation in the distribution system.
Wind energy systems, Photovoltaic systems, diesel engines and gas turbines are
considered as Distributed Generators (DG). An Integrated Power Distribution
System (IPDS) is a distribution system independent of grid that includes diesel
generators, Wind Park, Solar Photovoltaic and batteries etc. This IPDS is consid-
ered for voltage stability analysis in the literature with Solar and Wind energy
sources. However, it appears that no attempt has been made to reduce the losses
using with integration of renewable energy sources. Further, optimal scheduling for
integration of Distributed Generators (DG) is not considered in the literature so far.
The main objective of this paper is to reduce the diesel consumption and losses by
utilizing the energy from renewable energy sources and battery storage. The opti-
mal scheduling of the distributed generators in IPDS is also considered. IEEE 14
Bus system is analyzed with Wind, Solar, Battery, Diesel generation and Static Var
Compensator (SVC) using Power System Analysis Toolbox in MATLAB.

Keywords Integrated power distribution system ⋅ Distributed generation ⋅
Optimal scheduling ⋅ PSAT

1 Introduction

In recent years, the interest in the distributed energy sources is increasing due to
various technical, economical and environmental factors. By this point of view,
studies on renewable energies focus more and more attention on their optimal
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utilization. Wind energy and Solar energy are the two renewable energy sources
most common in use. Wind energy has become the least expensive of renewable
energy technologies in existence. Photovoltaic Cells (PVC) convert the energy from
sunlight into DC power [1]. PVC offer added advantages over other renewable
energy sources and require practically no maintenance. Hybridization of wind and
solar power sources provide a realistic form of power generation.

Renewable energy generation offers clean, abundant energy gathered from
self-renewing resources such as wind and the sun etc. When the power demand
increases, generation also should increase. So, renewable energy sources can be
used to supply constant loads. The distributed generations have several advantages
such as reducing the real power loss, required transmission capacity and the tra-
ditional generation expansion, etc. [2].

The output of wind and solar generators is determined by the climate and
weather conditions [3]. The effect of wind power on the transient fault behaviour is
considered by replacing the power generated with two wind turbines, increasing
gradually the rate of wind power penetration and changing the placement of wind
resources [4]. The algorithm using Particle Swarm Optimization [5] identifies the
optimal location of Solar PV with minimum active power losses. However, it
appears integration of various renewable energy sources have not been considered.

In this paper, the optimal scheduling of the distributed generators in IPDS with
Analytical method using Current injection is considered. Load scheduling is applied
to IEEE 14 Bus test system with Wind, Solar, Battery, Diesel generation and SVC.
The simulation of test system is carried out using MATLAB Power System
Analysis Toolbox (PSAT) [6].

2 Load Scheduling

2.1 Integrated Power Distribution System

An IPDS of capacity 30 MW is considered for the simulation process, with Wind
power maximum capacity of 10 MW, Solar maximum capacity of 5 MW, Diesel
maximum capacity of 10 MW. Maximum power rating of Battery is 8 MW. Ini-
tially a Load scheduling is prepared for a particular day which is repeated daily. In
the next stage IEEE 14 bus system is considered for the Load Flow study. Wind,
Solar, Diesel and battery are connected to the IEEE 14 bus system and load flow is
performed and Load scheduling table is simulated on this system. SVC is connected
to one of the buses to reduce the losses.
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2.2 Load Scheduling Table

Steps involved in Preparation of Table:

• Load Scheduling in an IPDS with renewable energy sources, Diesel generator,
non conventional energy sources and battery storage is performed by dividing
the 24 h of day into 12 intervals of time duration 2 h during which loads are
assumed to be constant. The table consists of Load demand, Wind Power, Solar
Power, Diesel Power, Battery and Battery Capacity.

• Wind Power is divided in two columns one is Available and the other is Used.
‘Available’ means which is available for that particular time period and ‘Used’
means which is used for the load supply.

• Excess power from the Wind generation is used to charge the Battery. This
mode of battery is called Charging state of Battery and is indicated as negative
sign in the table. Scheduling is done considering the battery condition i.e.
battery has to be charged to give output of 2 MW at the end of the each day.
This is to ensure long life for the battery.

• Power can be used from battery which is known as discharging state of battery
mode. This is indicated as positive sign in the Table 1.

2.3 Constraints

• Minimum power available from battery at the beginning and end of day is
2 MW.

• Diesel cost has to be reduced by utilizing the maximum power available from
wind/solar.

• Solar power limits : 0–5 MW
• Wind power limits : 0–10 MW
• Diesel power limits : 2–10 MW

2.4 Power Balance Equation

• Diesel Plant power = (Load demand at that point) − (Available generation of
renewable energy sources and battery discharge)

Pd (min) ≤ Pd ≤ Pd (max)
Pw ≤ Pw (max)
Ps ≤ Ps (max)
Pd = Pl − Ps − Pw − Pb
where Pd = Diesel Power; Pl = Load Power; Ps = Solar Power
Pw = Wind Power; Pb = Battery Power.
where, Available Generation implies that:
Total generating capacity—Losses—Capacity of the units not working.
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2.5 Daily Load Scheduling Table

Daily load scheduling table of the different schedule for generation available for this
system, the one which gives minimum diesel consumption is given in Table 1.

3 Simulation and Results

3.1 Implementation to IEEE 14 Bus System

PSAT 2.1.8 version is used for load flow study in this paper. The load scheduling
given in Table 1 is applied for IPDS of maximum capacity 30 MW. IEEE 14 bus
system is taken for the load flow analysis. IEEE 14 bus system implemented with
PSAT in MATLAB is shown in Fig. 1. Diesel Generator bus is considered as Slack
Bus. Wind Energy Generator is connected at Bus 3, solar photovoltaic generator is
connected at Bus 6 and Battery is connected at Bus 2. Newton-Raphson Method is
used for Power Flow Computation. Power flow is conducted for every interval of
Time period mentioned in the Load scheduling table and is analyzed. Power flow
results are given in Table 2. Diesel generator is used to supply the losses in the
system as it has been used as a Slack bus.

From Table 1, Interval 4 is considered for load flow analysis. Data from Load
schedulingTable is: Load = 12 MW;WindEnergy = 6 MW;SolarEnergy = 1 MW;
Diesel energy = 2 MW; Battery Power = 3 MW.

3.2 Optimal Placement of Static Var Compensator

For the reduction of losses in IPDS, SVC is used to provide necessary reactive
power.

IEEE 14 bus system with optimal placement of SVC and Diesel generator is
shown in Fig. 2.

1. SVC is connected at different buses and its location for minimum losses is
obtained for each time interval and losses are given in Table 2.

2. Qmax and Qmin ranges for SVC are chosen as 0.15−0.06 p.u.
3. SVC position is changed at different buses and found that the placement at BUS

7, the losses are less compared to the other places. From Table 2, it is observed
that the losses are reduced by using the SVC. For example, for interval 4 the
losses are reduced to 0.17375 MW from 0.17805 MW. In a similar way, for
other intervals also losses are reduced. Further reduction in losses is also pro-
posed by optimal location of Diesel Generator.
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3.3 Optimal Placement of Diesel Generator

1. The energy from Renewable Energy Sources is uncertain and the considered
IPDS is independent of Grid, so, to compensate losses Diesel Generator is used
as backup for the IPDS.

2. Diesel Generator connected bus is considered as Slack bus.
3. Diesel generator is placed at different buses to obtain its best location for

minimum losses. As the position of the Wind, Solar and Battery Bank cannot be
changed, Diesel generator is changed and system is analyzed.

4. BUS 8 Position gives the minimum losses as compared to the other locations.

Fig. 1 IEEE 14 bus system implemented in MATLAB with PSAT
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Table 2 Comparisons of losses

INT Time Load/
demand
(MW)

Real power losses
without SVC (MW)

Real power losses
with SVC (MW)

Reactive power injected
at Bus 7 QGen (Mvar)

1 0−2 AM 6 0.10798 0.10479 0.94743

2 2 AM−4 AM 6 0.10798 0.10479 0.94743

3 4 AM−6 AM 8 0.12482 0.1213 1.7588

4 6 AM−8 AM 12 0.17805 0.17375 2.0203

5 8 AM−10 AM 14 0.22114 0.21632 2.181

6 10 AM−12 PM 20 0.33047 0.32372 2.5015

7 12 PM−2 PM 17 0.23679 0.23096 2.2105

8 2 PM−4 PM 15 0.19452 0.18941 2.0705

9 4 PM−6 PM 14 0.20633 0.20144 2.1584

10 6 PM−8 PM 12 0.18205 0.17766 2.0496

11 8 PM−10 PM 10 0.17623 0.17239 1.9334

12 10 PM−12 AM 11 0.19985 0.19579 2.0145

Fig. 2 IEEE 14 bus system with optimal placement of SVC and diesel generator
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4 Conclusions

Daily Load scheduling table is prepared and IEEE 14 Bus system is analyzed by
considering IPDS with wind, solar, Diesel generation and Battery storage. Losses
without reactive power injection and with reactive power injection are also ana-
lyzed. Bus 7 is found to be the best location for reactive power injection with SVC
for minimum Real power losses. Bus 8 is found to be the best position for the diesel
generator.
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Mitigation of Power Quality Problems
in Distribution System Using
D-STATCOM

N. Visali, Kamarthi Sridevi and N. Sreenivasulu

Abstract Now-a-days, the most important discussing topic in the world of power
systems is maintenance of power quality. After generating voltage, the engineers in
the substations are struggling for transmitting as well as distributing of power to the
receiving end, since different loads at the ends of distribution are very sensitive to
the fluctuations in the voltage, interruptions of voltage and harmonics. This paper
shows the improvement of Voltage Sag and THD using LCL Passive Filter along
with the Distribution Static Compensator (D-STATCOM) which works with the
principle of Voltage Source Converter (VSC).

Keywords D-STATCOM ⋅ Voltage Source Converter (VSC) ⋅ Controller ⋅
LCL passive filter ⋅ Harmonic distortion ⋅ FACTS

1 Introduction

Usually, the generation and transmission of power is a very difficult task, in which
so many components within the system are to be worked at a time for effective
maximization of output. Within those components, the reactive power plays a
significant role. The active power has to be delivered through the transmission lines
by maintaining the voltage.
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The most important source for all voltage sags is the current increment within the
small interval. Mainly the contributions of these voltage sags are starting of motor,
energizing of transformer and faults.

In transmission and distribution systems, for enhancing the problems of power
quality, the various approaches are existed. Among those, more effectively used
device is D-STATCOM. Due to the presence of switching pattern in this device, the
harmonics are caused while the harmonics in the currents can cause distortion of
harmonics in waveform, reduction in power factor and also losses in the equipment,
which can be improved by using the LCL passive filter.

Chen and Hsu [1] proposed the approach for harmonic analysis of STATCOM
for minimizing the voltage and current harmonics. Bollen [2, 5] discussed about the
voltage sag and its solutions in three phase systems and also characterized them in
distribution systems of industries. Mienski et al. [3] discussed the modelling of
D-STATCOM for improving power quality by shunt compensation. Jenkins [4]
discussed the power electronics based FACTS devices in the distribution system for
improving power quality. Almeida [6] discussed the problems of power quality and
related solutions for them. Haque [7] introduced the DVR and D-STATCOM
devices for Voltage sag compensation in distribution system.

In this paper, the method has been proposed to improve the performance of
power quality by using D-STATCOM with LCL Passive filter and also the simu-
lation results will be observed.

2 Distribution Static Compensator (D-STATCOM)

A STATCOM is simply a three phase inverter which is connected to grid through
reactor and a coupling transformer. The voltage difference across the reactance
causes the transfer of active and reactive power between the power system and the
STATCOM. Generally, a STATCOM utilized in the distribution system is said to
be D-STATCOM.

D-STATCOM comprises of a

(1) Coupling transformer
(2) Two-level Voltage Source Converter,
(3) Energy storage device and
(4) Controller.
(5) LCL Passive filter

Coupling transformer is three winding transformer with 230/11/11 kV where the
primary side is connected to transmission system, secondary side to load and ter-
tiary side to D-STATCOM (Figs. 1, 2, 3, 4, and 5).
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Fig. 1 Schematic diagram of D-STATCOM

Fig. 2 Circuit diagram of DC storage

Fig. 3 Simulink model of D-STATCOM controller
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The Voltage Source Converter will be supplied with a DC voltage by energy
storage device then the technique of sinusoidal PWM is used to control the
switching of VSC to maintain the required output voltage at the distribution system.
The converter which is connected in parallel with the ac system has so many
functions:

1. Regulation and reactive power compensation
2. Rectification of Power factor and
3. Removal of current harmonics.

The main reactive energy storage element is DC capacitor, which is connected in
shunt with DC source, can carry the converter’s input ripple currents.

The input of Proportional Integral controller (PI) is an error signal which is
obtained from the difference of reference voltage and the measured rms value of
terminal voltage. The error signal is processed by this controller and gives angle ‘δ’
as the output. Finally the ‘δ’ is given to the PWM signal generator for producing the
signals for valves of VSC.

Earlier, passive filters and active power line filters were used for enhancement of
Power Quality by filtering harmonics in the current waveform. For filtering the

Fig. 4 LCL passive filter

Fig. 5 Single line diagram of
test system
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harmonics, both parallel and series LC circuit were used but parallel circuit (re-
jection circuit) are used only in some cases but normally the series LC circuit
connection (accepter circuit) was used. At resonance frequency, if both the mag-
nitudes of their reactances are equal then they subtract to zero. So, at this particular
frequency the circuit will be short circuited.

The series tuned circuit will be used for compensating the harmonic currents
which are produced by equipment i.e. the harmonic current which is flowing
towards the supply source can be avoided by dividing the path to flow through the
impedance in the acceptor circuit results distortion in the supply voltage. The main
duty of this filter is reducing the harmonic current magnitude that flows towards
supply network.

In active power filters, as it is an electronic converter necessarily generates and
injects harmonic currents into the system for canceling the load current harmonics.
For load compensation in ac system, it is installed in the point of coupling (PCC), if
once installed the circulation of harmonic currents is limited. Even it can be used for
compensation of harmonic currents, reactive power and negative sequence currents.
So, it is named as active power line conditioners (APLC).

From fig 4. where V1 = Grid side voltage i1 = Grid side current
V2 = Converter output voltage i2 = Current through L2

VC = Voltage across filter capacitor ic = Capacitor current
If the harmonic currents in the output voltage from the system are not handled

properly, resonance oscillations and problems due to instability can be occurred. If
only L-filter is used in the system, it introduces a resonance frequency within the
system, so passive damping circuit along with L-filter is used for reducing the
resonance.

Passive damping circuit which includes either purely resistive or a combination
of resistors, capacitors and inductors is to be adopted. But the active damping in
which the converter output voltage damping out the resonance oscillations is better
option which results effective reduction of harmonics that are caused by the faults in
distribution system.

3 Test System

The proposed test system consists of thevenin’s equivalent circuit with 50 Hz
transmission system connected to 230 kV primary side of three winding trans-
former, variable load to 11 kV secondary side and D-STATCOM to 11 kV tertiary
side which is provided with 750 µF as energy storage device. Breakers 1 and 2 are
used for controlling the operation period of D-STATCOM and load 1 connection to
the system respectively.
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4 Simulink Model for the Test System

See Fig. 6.

5 Results

5.1 Simulation Results

In this proposed method, the results are observed for healthy system, system with
fault without D-STATCOM and system with both fault and D-STATCOM. Here
the fault is injected between 0.1−0.2 s with fault resistance 0.86 Ω.

5.1.1 For Healthy System

See Figs. 7 and 8.

Fig. 6 Simulink model of proposed model
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Fig. 7 Three phase voltage without fault

Fig. 8 Voltage without fault
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5.1.2 System with LL Fault Without D-STATCOM

See Fig. 9.

5.1.3 System with LL Fault and D-STATCOM

See Fig. 10.

5.2 Simulation Results of Harmonic Distortion
with D-STATCOM Without LCL Passive Filter

The simulation results are observed for percentage of Harmonic Distortion using
FFT analysis before and after adding the LCL Passive filter to the proposed system
(Figs. 11 and 12).

Fig. 9 Voltage sag with LL fault is 0.8210
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5.3 Simulation Results of Harmonic Distortion
with D-STATCOM with LCL Passive Filter

By adding the LCL Passive filter to the system, there is improvement in dstatcom
current as well as in the THD i.e. less than 5 % which is observed in Figs. 13 and 14.

The observation of THD values for other faults are tabulated (Table 1).

Fig. 11 DSTATCOM current

Fig. 10 Voltage sag with LL fault is 1.0152
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Fig. 12 Harmonic spectrum of output current for LL fault with THD 44.52 %

Fig. 13 DSTATCOM current

Fig. 14 Harmonic spectrum of output current for LL fault with THD 0.65 %
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6 Conclusion

It is concluded that the simulation results of proposed system for Voltage sag
without D-STATCOM and Total Harmonic Distortion without adding LCL Passive
Filter to D-STATCOM are highly affected by the faults in the system. But the
results of Voltage sag with D-STATCOM and Total Harmonic Distortion with LCL
Passive filter are improved within the IEEE standards and additionally power factor
is improved to unity which enhances the performance of the proposed system.
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Table 1 Results of total harmonic distortion for other faults

Types of Fault Without LCL passive filter (%) With LCL passive filter (%)

SLG 48.26 1.14
DLG 88.67 1.11
TPG 63.63 1.11
LL 44.52 0.65
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Location of IPFC Under Contingency
Condition in Power System

B.V. Rami Reddy, P. Sujatha and Y.V. Siva Reddy

Abstract The interline power flow controller (IPFC) is the latest generation of
flexible AC transmission systems (FACTS) device specifically used for the control
of power flows in multi transmission system. If the load on the power system is
heavily increased, then the system is at high risk because of line outages and
consequent voltage instability problem. The power loss and voltage drop are reli-
able indicators of voltage security of power networks. Here we analyze the volt-
ages, line apparent power flows and total power losses in the system. This paper
also proposes an algorithm for optimal location of the IPFC so as to enhance
voltage stability and to maintain the line flows within the limit under the over
loaded line outage contingency in a power system network. The over loaded lines
(outages) are ranked based on Severity Index. The effectiveness of the proposed
method is tested for IEEE-30 bus system with the help of MATLab software.

Keywords FACTS devices ⋅ IPFC ⋅ Line flows ⋅ Line losses ⋅ Contingency
condition ⋅ Severity index ⋅ Voltage stability improvement

1 Introduction

The introduction of the FACTS devices into the power system offered great
opportunities for the power engineer in the area of operation and control of modern
power systems. For example, FACTS devices are often planned for power flow
regulation in the steady state thus enhancing the power transfer capability of
existing transmission lines. Various types of FACTS devices and their location at
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different places have varying advantages [1, 2]. The FACTS devices like
Static VAR Compensator (SVC), Thyristor Controlled Series Capacitor (TCSC),
Static Synchronous Series Compensator (SSSC) and Static Synchronous Com-
pensator (STATCOM) are the first generation FACTS devices available in the
literature for control of power flow in transmission systems [3].

The introductory FACTS devices were able to regulate either the flow of active
or reactive power along a single transmission line. A breakthrough was made with
the introduction of the UPFC [4], which is one of the most versatile FACTS devices
and also capable of simultaneously controlling the flow of both active and reactive
power in the transmission line. Another newly developed FACTS device, namely
IPFC, further extends the capability of independently influencing the active and
reactive power flows to simultaneous compensation of multiple transmission lines.
These significant functions are made possible by the combination of multiple
compensators coupled via a common dc link. Thus, both the UPFC and IPFC are
defined as the combined compensators [5].

The IPFC is an advanced FACTS device aimed at controlling the power flow in
multiline systems in a substation [6]. IPFC employs Voltage Source Inverter
(VSI) as basic building block. Generally, it composes of two VSIs which are
capable of transferring real power from one line to any other line and thereby
facilitating transfer of real power among the lines, and also achieving independent
control of series compensation of each individual line.

IPFC is presented as a power injection model and is implemented to study the
effect of IPFC parameters on bus voltages, active and reactive power flows in the
lines [7]. The applications of IPFC to improve damping of the system have been
reported by few researches and they have applied IPFC to improve transient sta-
bility of power system [8]. It can also be utilized to compensate against reactive
voltage drops and the corresponding reactive line power and thereby increase the
effectiveness of the compensating system against dynamic disturbances [9]. The
minimization of generation cost, transmission losses and maximization of the
loadability of the transmission system can be achieved by optimally placing IPFC.
Different operating conditions of the power system must be considered while
determining the optimal size and location of the power flow controller.

Contingency analysis deals with the study of the impact and performance of the
system during the outage of the power system components such as transmission
lines, transformers and generators. Among these contingencies referring to major
disturbances like loss of a transmission line or a generator may create sudden and
large changes in both the configuration and the operating state of the power system.
Contingencies sometimes may also result in severe violations of the operating
constraints. Consequently, to have a secure operating evaluation and planning for
contingencies forms an important aspect. [10, 11].

This paper proposes an algorithm for optimal location of the IPFC to improve
voltage stability under the over loaded line outage contingency in a power system
network. This paper also analyses the performance of the IPFC for various com-
binations of voltage magnitudes and angles at best IPFC location.
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2 Interline Power Flow Controller (IPFC)

In general the IPFC utilizes a number of DC to AC converters each providing a
dedicated series compensation for a given line as shown in Fig. 1 and equivalent
circuit shown in Fig. 2. The series compensation is achieved by employing two or
more independently controllable static synchronous series compensators (SSSC)
which are solid state voltage source converters (VSC). By maintaining DC link
voltage at the desired level the combination of the series connected VSC can inject
a voltage at fundamental frequency with controllable magnitude and phase angle. In
practice the DC link is represented as a bidirectional link for exchange of active
power among the converters. SSSC is employed for increasing real power transfer
on a given line by directly compensating for the voltage drop due to inductive
loading of a transmission network. In addition, active power can also be exchanged
through these series converters via the common DC link in IPFC. It is noted that the
sum of the active powers resulting from VSCs to transmission lines should be zero
when the losses in the converter circuits are ignored.

3 Modeling of IPFC

The modeling for IPFC which will be referred to as power injection model is
presented here. This model is helpful in understanding the impact of the IPFC on the
power system in the steady state. Furthermore, the IPFC model can easily be
incorporated in the power flow model. For steady state analysis of power systems the
normal practice is to represent VSC as a synchronous voltage source injecting an
almost sinusoidal voltage with controllable magnitude and angle. On this basis, the
equivalent circuit of IPFC has been modified and is represented as shown in Fig. 3.

Series Converter 
(1) 

Series Converter 
(2) 

m1 m2 Fig. 1 Simple model of
IPFC

Vi 

Pi + jQi 

Pki + jQki 

+

Zseik +
Vseik

Vseij VjIji

Iki

Fig. 2 Equivalent circuit of
IPFC
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In Fig. 3, Vi, Vj and Vk are the bus voltages at the buses i, j and k respectively,
Vx = Vx∠θ (x = i, j and k). In Vse it is the controllable voltage source injected by
connecting in series, Vse = Vse ∠θse (n = j, k) and in Zse (n = j, k) is the transformer
impedance. The complex power injected into any bus can be determined by mod-
eling IPFC as a current source. The line and the series coupling transformer’s
resistances are neglected for making the calculations simpler. The injected power at
buses are summarized and The Power flow equations for IPFC can written as below,

Pi =V2
i gii − ∑

n

j=1, j≠ i
ViVj gij cos θj − θi

� �
+ bij sin θj − θi

� �� �

− ∑
n

j=1, j≠ i
ViVseij ðgij cos θi − θseij

� �
+ bij sin θi − θseij

� �� � ð1Þ

Qi =V2
i bii − ∑

n

j=1, j≠ i
ViVjðgij sin θj − θi

� �
+ bij sin θj − θi

� �Þ
− ∑

n

j=1, j≠ i
ViVseij gij sin θi − θseij

� �
+ bij sin θi − θseij

� �� � ð2Þ

where: V = Bus voltage magnitude, θ = Voltage angle, Vse = magnitude of
injected voltage, θse = Angle of injected voltage.

4 Voltage Stability Index Formulation

In this study the Voltage Stability Index [12] abbreviated by “Lij” and referred to a
line is formulated as the measuring unit in predicting the voltage stability condition
in the system. The mathematical formulation presented here is very simple and also
achieves faster computation. By using the second order linear voltage equation at
the receiving bus on a two bus system the Lij is obtained (Figs. 4, 5 and 6).

From Fig. 3, the voltage quadratic equation at the receiving bus is written as

⌊V2
j −

R
X
sin δ+ cos δ

� �
ViVj + X +

R2

X

� �
Qj =0⌋ ð3Þ

Setting the discriminate of the equation to be greater than or equal to zero:

Z = R+jX

Vi 0 Vj δ

Pi, Qi, Si
Pj, Qj, Sj

Bus ‘i’ Bus ‘i’

Fig. 3 Equivalent circuit of
IPFC
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Fig. 4 Plot between bus number and voltage mangitude witout IPFC and with IPFC during
various conditions

Fig. 5 Plot between line number and apparent power witout IPFC and with IPFC during various
conditions

Fig. 6 Plot of power losses
witout IPFC and with IPFC
during various conditions
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⌊
R
X
sin δ+ cos δ

� �
V2
i ⌋− 4 X +

R2

X

� �
Qj ≥ 0 ð4Þ

Rearranging above equation, Voltage Stability Index “Lij” is

Lij =
4Z2QjX

V2
i Rsinδ+Xcosδð Þ2 ð5Þ

where: Z and X are line impedance and reactance respectively,
Qj and is the reactive power at the receiving end, Vi and Vj are sending end and

receiving end voltages.

5 Contingency Analysis

Contingency analysis aims at studying the effect of the outage of components of power
system like transmission lines, transformers and generators on the power system
network. Contingencies referring to disturbances such as transmission line outages or
generator outagesmay cause large amount of loadmay stay connected or removed and
thus resulting a change in either the state or configuration of the power system.
Contingencies may result in severe changes of the operating parameters. Conse-
quently, planning for contingencies forms an important aspect of secure operation of
the power system network. Contingency analysis helps the power system engineer at
many stages like network design, programmed maintenance, network expansion and
also in the identification of networkweaknesses and thus serve as an important tool for
estimating security of the power system during operation and planning. Contingency
analysis allows the power system to be operated defensively. Majority of the faults
occurring in the power system network can cause serious troubles within a small time
if the operator could not take fast remedial action. Keeping in view of these, modern
computers are equipped with contingency analysis programs which model the power
system network and are used to know outage events and give alert to the operators of
potential overloads and voltage violations.

The most difficult practical problem to manage within contingency analysis is
the correctness of the method and the speed of solution of the model used. The
operator should have an idea of the performance of the existing network which is
instable condition and also he should possess the knowledge of the effect of a
particularly contingency like outage of a particular generator or transmission line.

Recently, due to the problems such as the congestion management, the mini-
mization of the operational cost and the overall generating cost, the additional
degree of freedom possessed by the FACTS devices have aroused great interest in
the application of the FACTS devices, especially the UPFC, the IPFC and the
generalized Unified Power Flow Controller (GUPFC), in the OPF control. How-
ever, very few publications have focused on the comparison between the
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performance of the UPFC and the IPFC in the OPF control. This paper proposes an
algorithm for optimal location of the IPFC to improve voltage stability under the
over loaded line outage contingency in a power system network.

6 Performance Index

The contingency analysis process gives an idea about the effect of individual
contingency cases, hence the above process take large time to evaluate the con-
tingency in the power system network. The contingency analysis is selected by
calculating a kind of severity indices known as Performance Indices PI [13]. These
indices values are calculated using the conventional power flow algorithms for
individual contingencies. Based on the line flow limit in overloaded lines, contin-
gencies are ranked in a manner where the highest value of PI is ranked first. This
will continues till the no severe contingencies are found.

There are two kinds of performance indices used in power system networks, one
is active power performance index (PIP) and other one is reactive power perfor-
mance index (PIV). The active power performance index (PIP) reflects the violation
of line active power flows and is given as

PIP = ∑
L

i=1
ð Pi

Pimax
Þ2n ð6Þ

where: Pi = active power flow in line I, Pi
max = maximum active power flow in line

i
n = specified exponent, L = number of transmission lines in the power system
The maximum power flow in each line will be calculated as

Pmax
i =

Vi*Vj

X
ð7Þ

And other performance index parameter which is used in reactive performance
index corresponding to the bus voltage magnitude violations. The value can be
evaluated as below

PIV = ∑
Npq

i=1

2ðVi −VinonÞ
Vimax −Vimin

� �2
ð8Þ

where Vi = voltage at bus I, Vimax and Vimin max. and min. values voltage limits,
Vinon = average value of Vimax and Vimin, Npq = total number of voltage buses.
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7 Results and Conclusions

The proposed method is implemented in MATLAB working platform. The per-
formance of proposed method is tested with IEEE 30 bus system. Initially severity
indices known as Performance Indices are calculated and are ranked in a manner
where the highest value of PI is ranked first. Based on the line flows (MVA) outage
lines (lines which are overloaded) and contingency rank have been determined and
are indicated in Tables 1 and 2 respectively. Also line flows under rank 1 contin-
gency criterion are provided in Table 3.

Table 1 Over loaded lines of IEEE-30 bus system during contingency analysis

S. no. Outage line Overloaded lines Line flow (MVA) Line limit (MVA) PI

1 1−2 1−3 312.783 130 2.406
2−4 66.2477 65 1.0192
3−4 281.6728 130 2.1667
4−6 175.1941 90 1.9466
6−8 40.2057 32 1.2564

2 1−3 1−2 274.0404 130 2.108
2−4 86.1364 65 1.3252
2−6 92.7082 65 1.4263
6−8 35.5403 32 1.1106

3 2−4 1−2 163.1902 130 1.2553
2−6 82.8385 65 1.2744
6−8 34.3948 32 1.0748

4 3−4 1–2 271.089 130 2.0853
2−4 84.8975 65 1.3061
2−6 91.7550 65 1.4116
6−8 35.2239 32 1.1007

5 2−5 1−2 171.3989 130 1.3185
2−4 77.6706 65 1.1949
2−6 105.4337 65 1.6221
4−6 121.4176 90 1.3491
5−7 110.1903 70 1.5741
6−8 35.8277 32 1.1196

6 2−6 1−2 163.1085 130 1.2547
2−4 74.6436 65 1.1484
4−6 114.4738 90 1.2719
6−8 36.3001 32 1.1344

(continued)
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Table 1 (continued)

S. no. Outage line Overloaded lines Line flow (MVA) Line limit (MVA) PI

7 4−6 1−2 203.7972 130 1.5677
2−6 98.9857 65 1.5229
4−12 66.9868 65 1.0306

8 5−7 1−2 183.331 130 1.4102
9 6−7 1−2 189.9598 130 1.4612
10 6−8 1−2 180.4949 130 1.3884

6−28 48.2618 32 1.5082
11 9−10 1−2 179.4047 130 1.38
12 12−14 1−2 180.0452 130 1.385
13 12−15 1−2 180.6197 130 1.3894
14 12−16 1−2 180.1352 130 1.3857
15 14−15 1−2 179.8402 130 1.3834
16 16−17 1−2 179.9547 130 1.3843
17 15−18 1−2 180.042 130 1.3849
18 18−19 1−2 179.897 130 1.3838
19 19−20 1−2 179.8863 130 1.3837
20 10−20 1−2 179.9755 130 1.3844

15−18 16.3239 16 1.0202
21 10−17 1−2 179.8006 130 1.3831
22 10−21 1−2 180.0833 130 1.3853
23 10−22 1−2 179.8806 130 1.3837
24 21−22 1−2 179.833 130 1.3833
25 15−23 1−2 180.0283 130 1.3848
26 22−24 1−2 179.8826 130 1.3837
27 23−24 1−2 179.8725 130 1.3836
28 24−25 1−2 179.7933 130 1.383
29 25−27 1−2 179.8072 130 1.3831
30 27−29 1−2 180.1101 130 1.3855
31 27−30 1−2 180.2028 130 1.3862
32 29−30 1−2 179.9245 130 1.384
33 8−28 1−2 179.8769 130 1.3837
34 6−28 1−2 179.9431 130 1.3842

6−8 46.3583 32 1.4487
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Table 2 Contingency ranking

S. no. Outage line Severity index Rank S. no. Outage line Severity index Rank

1 1−2 8.7949 1 18 18−19 1.3838 23
2 1−3 5.9701 3 19 19−20 1.3837 24
3 2−4 3.6045 7 20 10−20 2.4046 10
4 3−4 5.9037 4 21 10−17 1.3831 31
5 2−5 8.1783 2 22 10−21 1.3853 17
6 2−6 4.8094 5 23 10−22 1.3837 25
7 4−6 4.1212 6 24 21−22 1.3833 30
8 5−7 1.4102 12 25 15−23 1.3848 20
9 6−7 1.4612 11 26 22−24 1.3837 26
10 6−8 2.8966 8 27 23−24 1.3836 28
11 9−10 1.38 34 28 24−25 1.383 33
12 12−14 1.385 18 29 25−27 1.3831 32
13 12−15 1.3894 13 30 27−29 1.3855 16
14 12−16 1.3857 15 31 27−30 1.3862 14
15 14−15 1.3834 29 32 29−30 1.384 22
16 16−17 1.3843 21 33 8−28 1.3837 27
17 15−18 1.3849 19 34 6−28 2.8329 9

Table 3 Line flows under rank-1 contingency

From
bus

To
bus

S flow MVA
limit

Margin
limit

From
bus

To
bus

S flow MVA
limit

Margin
limit

1 3 312.783 130 −182.783 15 18 7.8404 16 8.1596
2 4 66.2477 65 −1.2477 18 19 4.4918 16 11.5082
3 4 281.6728 130 −151.673 19 20 6.0022 32 25.9978
2 5 56.1075 130 73.8925 10 20 8.3951 32 23.6049
2 6 29.0091 65 35.9909 10 17 5.7973 32 26.2027
4 6 175.1941 90 −85.1941 10 21 18.5089 32 13.4911
5 7 52.5367 70 17.4633 10 22 8.7761 32 23.2239
6 7 67.9993 130 62.0007 21 22 2.503 32 29.497
6 8 40.2057 32 −8.2057 15 23 7.3842 16 8.6158
6 9 26.9166 65 38.0834 22 24 6.1744 16 9.8256

6 10 13.8073 32 18.1927 23 24 3.7824 16 12.2176
9 11 22.8785 65 42.1215 24 25 1.7065 16 14.2935
9 10 26.1654 65 38.8346 25 26 4.2654 16 11.7346
4 12 51.2579 65 13.7421 25 27 3.5429 16 12.4571
12 13 21.8916 65 43.1084 28 27 17.5846 65 47.4154
12 14 8.8638 32 23.1362 27 29 6.4196 16 9.5804
12 15 21.8485 32 10.1515 27 30 7.2948 16 8.7052
12 16 10.7842 32 21.2158 29 30 3.7553 16 12.2447
14 15 2.3373 16 13.6627 8 28 2.9555 32 29.0445
16 17 6.8978 16 9.1022 6 28 17.8011 32 14.1989
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Base on the results of line flows it can be concluded that the best location of
IPFC will be such that interline power flow takes place between lines 2−6 and 6−7.
In short it is read as 2−6−7 (Tables 4, 5 and 6).

IPFC LOCATION: 6−2−7
Voltage values

Case-1 Vseij = 0.02; Thseij = 072; Vseik = 0.10; Thseik = 360
Case-2 Vseij = 0.04; Thseij = 144; Vseik = 0.08; Thseik = 288
Case-3 Vseij = 0.06; Thseij = 216; Vseik = 0.06; Thseik = 216

Table 4 Voltage magnitudes

Bus no. Without Case-1 Case-2 Case-3 Case-4 Case-5

1 1.06 1.06 1.06 1.06 1.06 1.06
2 1.045 1.045 1.045 1.045 1.045 1.045
3 1.020837 1.025552 1.026262 1.022836 1.027562 1.028899
4 1.012045 1.017312 1.018126 1.013987 1.019689 1.021329
5 1.01 1.01 1.01 1.01 1.01 1.01
6 1.010358 1.012468 1.014425 1.008207 1.017257 1.018915
7 1.002434 1.008811 0.987926 1.011041 0.989551 1.007447
8 1.01 1.01 1.01 1.01 1.01 1.01
9 1.05003 1.052258 1.053166 1.049843 1.054598 1.055624
10 1.043259 1.046638 1.047412 1.043946 1.048805 1.050049
11 1.082 1.082 1.082 1.082 1.082 1.082
12 1.056788 1.060382 1.061079 1.058948 1.062047 1.062608
13 1.071 1.071 1.071 1.071 1.071 1.071
14 1.041741 1.045531 1.046298 1.043947 1.047366 1.047985
15 1.036974 1.040737 1.041437 1.038896 1.042522 1.043316
16 1.043858 1.047362 1.048051 1.04534 1.04918 1.05008
17 1.03811 1.041537 1.042275 1.039022 1.043587 1.044746
18 1.027036 1.030706 1.031431 1.028529 1.032634 1.033607
19 1.024284 1.027888 1.02863 1.025524 1.029902 1.030974
20 1.028245 1.031795 1.032542 1.029343 1.033842 1.034962
21 1.030907 1.034646 1.035438 1.031939 1.036849 1.038095
22 1.031462 1.035296 1.03609 1.032596 1.037502 1.038743
23 1.026122 1.030367 1.031134 1.02817 1.032377 1.033345
24 1.02006 1.024951 1.025818 1.022314 1.027272 1.028448
25 1.016386 1.023951 1.024958 1.020853 1.026661 1.028042
26 0.998691 1.014721 1.015737 1.011594 1.017456 1.01885
27 1.022661 1.027435 1.028538 1.024079 1.030396 1.031884
28 1.006813 1.008988 1.010474 1.005733 1.012628 1.013898
29 1.00281 1.007686 1.008812 1.004258 1.01071 1.012228
30 0.991328 0.996262 0.997402 0.992794 0.999323 1.00086
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Table 5 Line apparent power flows

Line no Without Case-1 Case-2 Case-3 Case-4 Case-5 Line limit

1 179.8264 59.47208 55.5219 54.12143 50.8346 55.39428 130

2 83.26183 39.46966 45.68394 46.30381 48.67692 42.05647 130

3 45.95788 29.43964 38.35691 39.58179 43.71073 33.89528 65

4 77.92641 36.66613 42.43029 43.01274 45.24646 39.02199 130

5 83.11859 66.29842 47.44745 61.02156 57.29246 54.24907 130

6 61.95546 22.31943 28.5559 13.29143 14.05878 38.07222 65

7 71.65108 30.93591 45.40385 46.29661 53.76256 38.53168 90

8 18.11872 21.45945 17.58856 16.86571 16.74498 8.707027 70

9 37.54465 17.24524 22.74425 18.61146 11.93575 18.12826 130

10 30.60232 12.07611 13.68856 14.3966 18.1302 21.37357 32

11 28.76067 15.30788 14.55741 15.37277 13.9281 14.25033 65

12 15.84003 11.27801 10.96543 10.94006 10.80724 11.13735 32

13 16.13931 24.80973 24.54832 25.52792 24.14602 23.86569 65

14 28.55022 33.38389 32.85225 32.85906 32.55582 33.07232 65

15 46.48143 28.80205 29.78736 29.44849 30.43123 29.69254 65

16 10.72805 21.46567 21.28129 21.87821 21.0439 20.91633 65

17 8.249855 8.343178 8.421711 8.468506 8.452871 8.348217 32

18 19.23466 19.6677 20.01886 20.17301 20.17465 19.73776 32

19 8.00534 8.235117 8.604458 8.752462 8.779008 8.319786 32

20 1.750135 1.827968 1.901815 1.947566 1.932963 1.830703 16

21 3.976752 4.211036 4.604166 4.726869 4.806056 4.331541 16

22 6.281252 6.363855 6.580712 6.649777 6.68563 6.429352 16

23 2.896999 2.978454 3.195705 3.259423 3.306035 3.048629 16

24 7.208406 7.127738 6.94041 6.858115 6.864059 7.089788 32

25 9.680744 9.595946 9.400787 9.317149 9.319372 9.554902 32

26 6.88069 6.708984 6.510201 6.291977 6.482794 6.775726 32

27 18.62382 18.75347 18.69912 18.7068 18.66702 18.71564 32

28 8.855086 8.953484 8.916976 8.922268 8.895382 8.927963 32

29 2.391588 2.563762 2.581609 2.589027 2.590211 2.567308 32

30 5.900249 6.223063 6.412591 6.536692 6.488813 6.224871 16

31 6.400275 6.861728 6.754018 6.774447 6.688916 6.782285 16

32 2.291648 2.593784 2.805286 2.911114 2.905035 2.62386 16

33 2.26144 0.34264 0.468959 0.574455 0.539754 0.333524 16

34 4.262281 3.501428 3.501428 3.501428 3.501428 3.501428 16

35 4.848405 3.21335 3.065147 2.972533 3.013456 3.208899 16

36 18.85763 17.08748 16.96832 16.84874 16.93703 17.12148 65

37 6.411282 6.409487 6.409076 6.410746 6.408387 6.407838 16

38 7.284724 7.282545 7.282046 7.284073 7.28121 7.280544 16

39 3.753032 3.75254 3.752428 3.752885 3.752239 3.752089 16

40 0.666002 2.93711 3.508159 1.966458 4.445017 5.053087 32

41 18.71879 14.71428 14.69893 14.44456 14.88212 15.19993 32
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Case-4 Vseij = 0.08; Thseij = 288; Vseik = 0.04; Thseik = 144
Case-5 Vseij = 0.10; Thseij = 360; Vseik = 0.02; Thseik = 072.
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