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Guest Editorial 

The need for a new healthcare system based on health monitoring in anyplace and 
anytime is growing due to the paradigm shift from health supervision to health 
preservation, the increasing number of the elderly and associated healthcare costs 
and rapid advancements in information technology. The creation of novel smart 
environments, context-aware assistive devices, and activity monitoring systems 
provide great opportunities to improve quality of life, to increase independence in 
daily living, and to support a wide range of applications and services including 
mobile telemedicine, patient monitoring, location-based medical services, emer-
gency response and management, personalized monitoring, social support and 
pervasive access to healthcare information. Pervasive health technology has been 
identified as a strong asset for achieving the vision of user-centered and preventive 
overall lifestyle health management.  The pervasive healthcare system focus to-
wards achieving two specific goals: the availability of eHealth applications and 
medical information anywhere and anytime and the invisibility of computing. Fur-
thermore, pervasive health system encompasses new types of sensing and com-
munication of health information as well as new type of interactions among health 
providers and people, among patients, among patients and researchers and patients 
and corporations. One central, often unspoken question is whether pervasive 
health technology is viewed as one more in the long list of technologies that        
modern medicine has effectively accommodated over the years without great dis-
ruption or whether it is something fundamentally different, a potentially trans-
formative force that ultimately will bring about a radical redesign of the processes 
by which care is delivered. Therefore, an important action towards pushing for-
ward the knowledge on pervasive health monitoring and pervasive healthcare is 
promoting the systematic exchange of ideas in a coordinated way. This book aims 
at promoting the discussion on current trends in technologies and concepts that 
help integrate health monitoring and healthcare more seamlessly to our everyday 
lives, regardless of space and time, but also present cutting edge perspectives and 
visions to highlight future development.  

After a peer-review processes we have selected 15 work presentations that 
cover various technological and social aspects of pervasive health and mobile 
monitoring.  The book presents not only the state of the art technologies and solu-
tions to tackle the critical challenges faced by the building and development of the 
pervasive health system but also potential impact on society at social, medical and 
technological level.  In first chapter is presented a brief literature review on 
healthcare challenges, unobtrusive sensors that may be used as part of pervasive 
sensing system for cardiorespiratory functions, daily motor activity and environ-
mental monitoring, mHealth applications and pervasive computing for pervasive 



VI Guest Editorial
 

health monitoring.  Various technology for unobtrusive, remotely sensing of motor 
activity and physiological signs,  emotion and wellness recognition are described 
in chapter 1-9: 1) examples of hardware and software for unobtrusive cardiorespi-
ratory functions and motor activity sensing as well as smartphones and tablet 
computers applications for health and environment monitoring designed and im-
plemented in Portugal; 2)  technology assisted smart home to care elderly people 
based on low-cost sensors and wireless technology developed in New Zeeland  - 
the system can recognise the emotion as well as determine the wellness of the eld-
erly; 3) the SensFloor System realized and commercialized by Future-Shape 
GmbH, Hoehenkirchen-Siegertsbrunn, Germany  that may be used for a variety of 
different applications in the domain of Ambient Assisted Living ,  like fall detec-
tion, activity monitoring, energy savings, control of automatic doors, intrusion 
alarm and access control; 4) SmartShoe  for physical activity monitoring devel-
oped in USA; 5) the photoacoustic sensor  for continuous non-invasive monitoring 
of blood glucose level  implemented in Japan; 6) body sensor networks designed 
and implemented in Spain that use sensors  based on bioelectrical impedance spec-
troscopy (BIS),  and CMOS technology for physiological parameters monitoring; 
6) architecture of wireless device for ECG, EEG, EOG, EGG monitoring are de-
scribed by team from Poland; 7) wireless system for recognizing physiological 
state and behaviour in daily life developed in Japan; 8) system for automatic   
sensing of speech activity and correlation with mood changes designed and im-
plemented in Italy.  In Chapter 10 and 11 is described the potential of Positive 
Technology and social media to promote individual and social well-being.  
Through Interreality (which uses biosensors, activity sensors and mobile devices) 
tracking of the individuals’ general and psychological status over time in several 
settings may be possible. The information collected during the assessment phase 
may be constantly used to monitor individuals’ progress and to precisely calibrate 
their treatment sessions thanks to a decision support system. It is suggested in the-
se chapters that Interreality and social media may transform health guidelines and 
provision in meaningful and engaging experiences. Standards for eHealth architec-
tures and communication, challenges related with interoperability, security, priva-
cy and trust issues, the progress in terminology and classification systems      
adoption and the ways to overcome the security threats are described are presented 
in chapter 12. The work presented in chapter 13 and 14 highlighted the necessity 
to focus our researches also on potential harmful effect and defects of these new 
technologies. Methods and technology to quantify the induced current/field and 
specific absorption rate associated with electromagnetic environment and defects 
in health information technology are presented in these chapters. The knowledge 
on electromagnetic environment for better characterisation of his influence on 
biological function and health is important for future of our society when wireless 
networks and smartphones will become ubiquitous. A stepwise approach for mod-
eling dependability of IT services is presented in chapter 15 taking into account 
legacy system’s dependability, the additional safety functions and the safety oper-
ation functions. It is an original and very important model for understanding and 
manage defects in IT services that influence social and economic activities. The 
model is encouraging for future approaches to prevent occurrence of faults and the 



Guest Editorial VII
 

spread of negative effects caused by faults in IT services for healthcare and for 
future health information technology development tools. Finally, a survey of liter-
ature on requirements and barriers for health information technology adoption is 
presented in chapter 15. It is suggested that the requirements for adoption of per-
vasive healthcare system should be analyzed from a sociotechnical perspective, 
that combines the social aspects of system development and technical solutions 
which address how the new technologies for pervasive healthcare may enhance 
the delivery of care. 

This book is written for researchers and graduate students that work in the field of 
healthcare technologies and sociology, university professors and also for industry 
professionals involved in pervasive health monitoring, intelligent emergency man-
agement system, pervasive healthcare data access and mobile health monitoring and 
telemedicine. 

We would like to express our appreciation to our distinguished authors of the 
chapters whose expertise and professionalism has certainly contributed signifi-
cantly to this book. 

We do sincerely hope that the readers will find this book interesting and useful 
in their research as well as in practical engineering work in the area of biomedical 
sensors network, pervasive sensing and pervasive computing, mHealth, eHealth.   

We are very happy to be able to offer the readers such a diverse issues, both in 
terms of its topical coverage and geographic representation. We hope that this 
book can shed light on various technological aspects related with Pervasive Health 
and stimulate further research in this field. 
 

Subhas Chandra Mukhopadhyay, Guest Editor 
School of Engineering and Advanced Technology (SEAT), 

Massey University (Manawatu Campus) 
Palmerston North, New Zealand 

S.C.Mukhopadhyay@massey.ac.nz 
 

Octavian Adrian Postolache, Guest Editor 
School of Technology and Architecture (ISTA) 

ISCTE – Lisbon University Institute 
Institute of Telecommunications 

Lisbon, Portugal 
opostolache@lx.it.pt 
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Abstract. Recent advances in pervasive sensing, mobile, and pervasive computing 
technologies have led to deployment of new smart sensors and smart sensor net-
works architectures that can be worn or integrated within the living environment 
without affecting a person’s daily activities. These sensors promise to change vital 
signs and motor activity monitoring from snapshot mode to continuous monitoring 
mode, enabling clinicians, therapists but also accompanying persons of elderly or 
people with chronic diseases or disabilities to provide healthcare services based on 
remote continuous monitoring of the patient, pervasive health monitoring or per-
vasive healthcare. Using computer resources expressed by networks of servers, 
storage applications and Web services health monitoring and healthcare might be 
rapidly provisioned and released with minimal management effort or service pro-
vider interaction by using computational intelligence and Semantic Web.   

A brief literature review on healthcare challenges, the deployment of unobtru-
sive sensors that may be used as part of pervasive sensing systems for vital signs 
and daily motor activity monitoring, mobile health applications and pervasive 
computing for pervasive health monitoring and pervasive healthcare are presented 
in this chapter. The chapter encompasses examples of unobtrusive sensors for 
health and motor activity monitoring as well as Android OS and iPhone mobile 
applications from Apps Store for vital and sensory function test, emergency, stress 
management, brain activity management, nutrition, and physical exercises. Mobile 
healthcare architectures developed with the contribution of the authors for vital 
signs and motor activity remote monitoring as well as for indoor air quality moni-
toring and alert on respiratory distress, which includes wearable devices (wrist 
worn device) and sensors integrated in objects such as walker and wheelchair are 
also presented in this chapter.  

The presented pervasive sensing and pervasive computing approaches for 
health monitoring and care underscore the capabilities of this kind of systems to 
assure more closely coordinated forms of health and social care provision as well 
as personalized healthcare for better quality of life. 

Keywords: pervasive sensing, mHealth, cardiorespiratory assessment, motor ac-
tivity, pervasive computing. 
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1   Introduction 

The combination of reducing birth rate with increasing life expectancy has raised 
the need to urgently address aging population pressure on healthcare systems. This 
healthcare “time bomb” has accelerated the growth in pervasive distributed 
healthcare technologies that should reduce health interventions costs and improve 
quality of care for elderly. Strong evidences exist now showing that declining the 
disability among the elderly for the past several decades [1] was mainly related 
with improved medical technology and behavioural changes. As is known, disabil-
ity is closely tied to medical spending, so that reductions in disability can lead to 
an offset in public and private medical costs. For instance, the United State of 
America spends $250 billion annually, or 2.5 per cent of the gross domestic prod-
uct (GDP), on medical care for the elderly [1]. Furthermore, the new health infor-
mation technology (HIT) for elderly enables a paradigm shift from the established 
centralized healthcare model to a pervasive, user-centred and preventive overall 
health management.  

Across the developed world, we are witnessing the healthcare environment 
changing towards integrated and shared care, in which besides the responsibility 
of  health professionals and other caregivers, each individual has the responsibility 
in managing the issues related with their health. This vision of the future  
healthcare system may be mainly achieved by deployment of pervasive health 
monitoring and pervasive healthcare technologies that may allow more closely 
coordinated forms of  health and social care provision as well as personalized 
medicine. Pervasive healthcare (PH) is an emerging field with considerable tech-
nological breadth that is expected to have a strong impact for the quality and  
efficiency of healthcare. This field is still a nascent one, with a good deal of ex-
ploratory research [2]. Pervasive healthcare may be defined from two perspec-
tives: i) as the application of pervasive computing technologies for health care, 
and ii) as making health care available everywhere, anytime and to anyone [3]. 
The pervasive healthcare applications include pervasive health monitoring, intelli-
gent emergency management system, pervasive healthcare data access, and ubiq-
uitous mobile telemedicine. Pervasive health monitoring and pervasive healthcare 
combine various type of health information technologies as: mobile health (see 
section 4. mHealth), personal health records (PHRs), patient centered medical 
home (PCMH), e-Patient (health consumer who uses the Internet to gather infor-
mation about a medical condition of particular interest to him, and who uses elec-
tronic communication tools - including Web 2.0 tools - in coping with medical 
conditions, see http://en.wikipedia.org/wiki/E-patient), eHealth Collaborative 
(community wide health information exchanges, e.g. www.maehc.org). For large 
adoption of these technologies, researches and pilot deployment should emphasize 
the added value to health and social care, the cost-effectiveness of implementa-
tion, the security and the privacy of patient health data storage and communica-
tion, as well as ‘clinical proof-of-concept’. 

Sensor-enhanced health information systems may provide subject-centered  
services in a semantically interoperable environment (see section 5. Pervasive 
Computing). Smart sensors technology has been identified as a strong asset for 
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achieving the vision of pervasive healthcare. Using unobtrusive smart sensors 
based on inexpensive, unobtrusive low-power sensors and embedded processors 
with large-scale storage and reasoning for semantic data as well as communication 
network combined with cloud computing, the pervasive healthcare may improve 
overall quality of  life, increase independence, prevent emergencies, and motivate 
healthy behaviour and disease prevention.  

We present in this chapter a brief literature review on healthcare challenges, the 
deployment of unobtrusive sensors that may be used as part of pervasive sensing 
systems for cardiorespiratory and daily motor activity monitoring, mHealth appli-
cations and pervasive computing for pervasive health monitoring. 

2   Healthcare Challenges 

Demographic developments, social changes, increasing cost of healthcare services  
(the cost of healthcare services has reaching values between 10% to 15% of the 
Gross National Product in USA or EU [4,5]), and an exponential increase in the 
elderly population in developed countries [6] have created major challenges for 
society, policy makers, healthcare providers, hospitals, insurance companies, etc. 
According to Population Division, DESA, United Nations report [7], the life ex-
pectancy in the 21st Century will increase, by important increasing of the 60 or 
over age group. The report underscores the increasing in developed regions of the 
60 or over age group from 21.4% in 2009 to 27.4% in 2025, and referring to the 
whole world population from 8.5% to 12.5%. This tendency means also the in-
creasing of healthcare demands, which can be solved by increasing the home-
telecare services using pervasive sensing and pervasive computing technologies. 
Moreover, despite the growing complexity in healthcare, there is limited online 
support at the bedside to help healthcare professionals deliver the best standard of 
care for each patient. In addition, while controlled clinical trials remain the staple 
of progress in biomedical science, the additional wealth of information that might 
be reaped from millions of encounters in day-to-day medical practice remains 
untapped [8]. This need for effective individualized health monitoring and deliv-
ery has resulted in the new concepts - ‘personalized healthcare’ and ‘personalized 
medicine’. Personalized medicine is a medical model that proposes the customiza-
tion of  healthcare, with all decisions and practices being tailored to the individual 
patient by use of genetic or other information. Michael O. Leavitt defined Person-
alized Healthcare [8]  as a model that may: predict our individual susceptibility to 
disease, based on genetic and other factors; provide more useful and Personalized  
tools for preventing disease, based on that knowledge of individual susceptibility; 
detect the onset of disease at the earliest moments, based on newly discovered 
chemical markers that arise from changes at the molecular level; pre-empt  
the progression of disease, as a result of early detection; and  target medicines  
and dosages more precisely and safely to each patient, on the basis of genetic  
and other personal factors in individual response to drugs. A more holistic  
definition for personalized healthcare was proposed at  ISPOR International Meet-
ing in 2011 [9]  where it was stated that it should extend beyond genetic profiles 
and incorporate what is known about each patient/person in order to know which 
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interventions are most effective for which patients under what conditions. Person-
alize healthcare should also incorporate personal needs, preferences, healthcare 
access, and adherence attribute [9]. Personalized healthcare is envisioned as a 
system in which doctors, pharmacists, and other healthcare providers customize 
treatment and management plans for individuals. It will be founded upon vast 
amounts of information that will be readily accessible at clinics and hospital bed-
sides. The driver are the many applications of information technology that have 
blossomed during the biomedical revolution. For example, tools related to elec-
tronic health record may allow easy dissemination and flow of data about medical 
history, genetic variability, and even patient preferences. Patients will ultimately 
receive this information, specifically as it applies to them [8]. Personalized health-
care could help address difficulties associated with the public health promotion 
and care delivery by using broader and deeper patient information and applying 
more complete clinical knowledge to help promote patient-centered health and 
predict, prevent, aid in early detection of diseases, treat and manage diseases. 
Through scientific progress, personalized healthcare has great potential to improve 
quality and reduce overall costs of health promotion and care delivery [10]. 

Environmental conditions, mainly the indoor air quality, are key factors in 
wellbeing of the persons that stay for long periods inside buildings. Moreover, 
changes in climatic conditions and increases in weather variability affect human 
wellbeing, safety, health and survival in many ways [11]. Although some vector-
borne diseases will expand their range and seasonality, and death tolls will in-
crease because of heat waves, also the indirect effects of climate change on basic 
human needs such as food, water and shelter will be likely to have a big effect on 
global health [12]. The health of millions of people will be compromised through 
an increase in the frequency of intense hurricanes, cyclones, and storm surges 
causing flooding and direct injury, increasing the health risk among those living in 
urban slums and where shelter and human settlements are poor [13]. With this will 
come unemployment, homelessness, dislocation, migration, and conflicts. All of 
these may substantially increase levels of stress, anxiety and depression, impairing 
mental as well as physical health [14]. Although the World Health Organization 
(WHO) has identified climate change as an issue to be addressed, funding for 
rigorous vulnerability assessments that focus on the health effects of climate 
change remains minimal [14]. Environmental factors are a priority now in the 
research of complex non-communicable diseases (such as asthma, heart disease, 
cancer, diabetes and obesity), with the purpose of assessing the impact of the envi-
ronment on human diseases, in what constitutes the environmental exposure sci-
ence, today [15].  

The importance to fuse the information regarding vital signs, daily motor activ-
ity and environment conditions is mainly related to the fact that daily variations in 
ambient air pollution have been consistently associated with variations in daily 
mortality, and cardiopulmonary and cardiovascular morbidity [16,17]. This sce-
nario was also stimulated by the realization that Genome Wide Association studies 
(GWAS) failed to explain most of the variability and heritability in human dis-
eases [18]. Due to this fact, a new concept emerged, the notion of the Exposome 
[19]. In the Exposome, we ideally have a characterization of the entire lifetime 
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exposure history in a person’s life, including lifestyle factors and social habits, 
external sources of pollution, diet and internal sources (such as inflammation, 
infection and microbiome – defined by the totality of microbes, their genetic ele-
ments and environmental interactions in a particular environment). Therefore, 
remote-sensing, personalized health monitoring, geographical information systems 
(GIS), and spatial analysis may be used as tools for standardized programs surveil-
lance and implementation [20,21]. This is important, taking into account that un-
derstanding which group of population and where at-risk population is becomes 
fundamental for implementing any control program and appropriate geographical 
targeting of resources and cost-effective control. 

Although the major area of public concern and government policy, in terms of 
the impact of air pollution on human health, continues to be the outdoor air, in the 
last two decades indoor air quality has caused increasing concern due to the ad-
verse effects that it may have on human health. The term "indoors" is used in rela-
tive literature to refer to a variety of environments, including homes, workplaces, 
and buildings used as offices or for recreational purposes. Indoor  air quality  
pollution represents one of the factors associated with the etiology of respiratory 
distress, the second most common symptom of adults that request emergency 
transportation to the hospital, associated with a relatively high overall mortality 
before hospital discharge [22,23].   

Summarizing, the achievement of personalized healthcare rests on a dual foun-
dation: the growing base of knowledge on public health and the adoption of inter-
operable health information technologies. To this foundation must be added the 
development of clinically useful products [8]. Based on sensors miniaturization, 
embedded signal processing, and networking technology combined with active 
research in smart materials and nanotechnology, the implemented systems may 
provide long-term monitoring of health status and healthier lifestyle.  In order  
to achieve that goal, appropriate infrastructures might be necessary to support 
innovation and adoption of safe and effective diagnostic and therapeutic and  
procedures.  

3   Is Pervasive Health Monitoring Possible? 

Various studies emphasize the need for a new healthcare model [24,25,26], that 
uses unobtrusive smart systems for vital signs and physical activity monitoring 
[27,28,29,30] in many applications of mHealth technologies [31] for pervasive 
health monitoring and pervasive healthcare. These technologies may reduce the 
long-term monitoring cost of  healthcare services and improve quality of life. The 
design, implementation and testing of  smart objects for physiological parameters 
and motor activity measurement channels, as part of pervasive sensing and com-
puting systems for healthcare interventions represent an important challenge con-
sidering the particular interaction between the assisted person and the objects, but 
also the personalized response provided by the systems for different users (as-
sisted person, observer, caregiver).  
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Several systems for physiological parameters sensing in unobtrusive way are 
referred in the literature. For instance, various wearable solutions for vital signs 
monitoring have been described and commercialized in the last years. Some ex-
amples are: SmartLife (UK, 2003); ECG shirt GEOView and FALKE KG (Ger-
many, 2004); VTAM (France, 2004); WEALTHY (FP6 EU project); ECG Shirt 
(Finland, 2006); Sensatex (USA, 2007); MyHeart (FP6 EU project); Philips ECG 
body vest (2009); SMART VEST (India, 2008), Proetex (FP5 EU project, 2008); 
VitalJacket, Biodevices (Portugal, 2009); Smartex ECG (Italy, 2009); ECG, EMG, 
breathing rate and muscular activity (Swedish hi-tech clothing, 2009). The smart 
T-shirt  [32] for electrocardiogram  (ECG) and electromiogram (EMG) monitoring 
use textile electrodes located on the chest for ECG recording, and additional dry 
electrodes (Roessingh Research and Development) for EMG acquisition. How-
ever, wearable systems based on e-textile, characterized by high degree of mobil-
ity, continue to have some drawbacks such as the discomfort, which can cause 
when these are daily used. Moreover, washing to clean the used T-shirt can 
change the characteristics of the conductive textile fibre, and in this case, the con-
ditioning system associated to the dry electrodes will require adjustments or even 
major changes. 

In the last decade, the deployment of technology for unobtrusive sensing of  
vital signs and daily activities monitoring is focused on networks of sensors  
embedded in furniture, appliances, floor, etc. For instance, a non-contact ECG 
measurement system for cardiac activity monitoring using capacitive coupled 
electrocardiogram device embedded in the bed was presented [33,34]. Junnila et al 
[35] developed a ballistocardiographic (BCG) chair that uses an EMFi-film sensor 
[36] to measure the health status in unobtrusive way. The authors also developed 
an EMFI based vital signs monitoring system, embedded in an office chair, includ-
ing advanced processing of cardiac information using wavelets transform [37]. 
The EMFi sensor was also used for smart wheelchair implementations. Our team 
have developed a set of smart wheelchair prototypes characterized by various 
unobtrusive sensors that provide vital signs and motor activity accurate informa-
tion and also different methods for artefact removal techniques [38,39]. Unobtru-
sive solutions for simultaneous measurement and transmission to a remote medical 
server of  bio-signals (ECG, BCG) and kinetic signals (acceleration) were also 
presented [40,41].  The video camera of  the smartphone was used to extract in-
formation on cardiac activity through the ability to record  and analyse the varying 
color signals of a fingertip placed in contact with its optical sensor [42]. This type 
of imaging can be described as reflection photoplethysmographic (PPG) imaging 
and used to extract heart rate (HR), respiration rate, and oxygen saturation based 
on the dynamics of a pulse oximetry signal [42]. This solution for short-time as-
sessment of cardiac and respiration function is non-invasive and requires special 
attention concerning the measurement procedure. However, the level of accuracy 
and reproducibility of this method may be low for long term measurement. Other 
implemented sensor for unobtrusive measurement of the vital signs is based  
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on microwave radar.  Important development of  this kind of system was presented 
by the Lubecke groups [43,44]. For instance, the Doppler radar sensor is used to  
monitor both the heart rate and the respiration. An interesting application of  the 
microwave radar was reported by Matsui et al [45]. They propose a system for 
non-contact measurement of  heart rate that prevents secondary exposure of medi-
cal personnel to toxic materials under biochemical hazard conditions using a 1215 
MHz microwave radar, a high-pass filter, and a personal computer.  

Other option being explored is the integration of the sensor for unobtrusive 
sensing into non-clothing items that patients already wear. A ring sensor devel-
oped at the Massachusetts Institute of Technology (MIT), for example, might act 
as an ambulatory telemetric continuous health monitoring device [46]. This wear-
able biosensor uses photoplethysmographic techniques to acquire data on the pa-
tient’s heart rate and oxygen saturation. This ring sensor contains an optical sensor 
unit, an RF transmitter and a battery connected to a microcomputer in the ring 
itself. This ensures onsite data acquisition, filtering, low-level signal processing, 
and bidirectional RF communication with a cellular phone that can access a web-
site for data acquisition and clinical diagnosis. Shoes that measure plantar pres-
sure between the foot and shoe during dynamic movement in real-time, which can 
be used in clinical gait analysis and user’s behaviour monitoring were also pro-
posed [47,48].  Moreover, the Wyss Institute at Harvard University has been de-
veloping shoes that can sense and ward off an acute medical crisis. The gentle 
vibrations delivered by the insoles in these shoes have been shown to improve gait 
and reduce the risk of falls among elderly users. Users could realize numerous 
benefits including: improved efficiency for performance athletes with less vari-
ability in gait and stride length, improved tactile sensation for diabetics to reduce 
the risk of ulcerations which often lead to amputations, and a clinically proven 
improvement in balance for both healthy wearers and the elderly who are at a 
much higher risk of falls [49].  

The motor activity sensing and the user identification and localization tracking 
for healthcare are important requirements for pervasive sensing. In Ambient As-
sisted Living applications the indoor localization is done mainly using remote 
sensing technologies (non-mechanical contact technologies) expressed by ultra-
sound [50] and RF [51,52,53]. Several solutions were presented for smart floor 
system. RFID technology represents one of the options. Thus, a set of  RFID 
transponders (usually LF RFID passive tags) were integrated in the floor typically 
in a regular grid. The RFID reader attached to daily used objects (e.g. wheelchair) 
reads the memory contents of the detected tag that stores the (x,y) coordinates 
which correspond to the objects position. These kinds of implementations were 
reported for robot position estimation [54].  The technique was applied by the 
authors particularly for wheelchair localization [55]. Indoor localization with a 
footwear system based on RFID and smart floor and an RFID glove for activity 
monitoring in house was also proposed [56]. Smart floor solutions based on load 
cells, steel plate sensors and data acquisition modules have been also reported 
[57,58,59]. However, the associated costs made this kind of solution less attrac-
tive. The use of large area proximity sensor arrays embedded in carpets to  
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perform localization and identification tasks, as the latest technology promoted by 
Future-Shape GmbH [60] presents advantages such as low costs, reliability and  
flexibility. The use of a smartphone camera for indoor localization was also pre-
sented [61]. It combines the image recognition system with a distance estimation 
algorithm to gain a high-quality positioning service independent from any infra-
structure. Stone and Skubic [62] evaluated the accuracy and feasibility of using 
the depth data obtained from the Kinect (movement sensing system from Micro-
soft) for passive fall risk assessment. Results showed good agreement between 
gait measurements computed using the Kinect, those computed using an existing  
Web-camera based system, and those from a Vicon motion capture system. Fur-
thermore, the depth image from the Kinect not only addresses a major issue in 
foreground extraction from color imagery (changing lighting conditions), but sig-
nificantly reduces the computational requirements necessary for robust foreground 
extraction for fall risk assessment. 

Despite important advances in unobtrusive sensing, there are several challenges 
for pervasive health monitoring: cost reduction; small sensor size; MEMS integra-
tion; power source miniaturization and efficiency; low-power wireless transmis-
sion; context awareness; data mining; secure data transfer and integration with 
therapeutic system.  

The authors have developing various smart sensors for unobtrusive vital signs 
and activity monitoring. These smart objects might be used to assist three catego-
ries of users: 1) with no or low limitation of motor activity; 2) with moderate and 
medium limitations of motor activity; 3) with severe limitations of motor activity. 
We design and implemented a smart wheelchair, a smart walker, smart crutches 
and a wrist-worn vital signs monitoring device. These objects are augmented with 
health status and motion sensing by using particular sensors (e.g. radar based bal-
listocardiography sensor, optical photoplethismography sensors, and accelerome-
ters). Additional functionalities such as user identification (RFID technology, real 
time data processing (based on microcontroller or DSP platforms), wireless data 
communication (Wi-Fi, ZigBee data communication protocol) characterize these 
designed and implemented smart objects. The RFID technology was employed in 
these systems for the detection and identification of system users, which allows 
the computation of co-presence to be embodied within the real–world.  The sys-
tem architecture follows as much as possible, the requirements and the characteris-
tics of ambient information systems (AIS) [63]. Therefore, the main goal of our 
implemented systems was to present the information from the smart sensing mod-
ules associated with smart objects such that minimum distraction of the users from 
their usual tasks may be achieved. The architecture specification is based on the 
detection of persons involved, mostly in their everyday life activities, with passive 
interactions, which can be considered as natural and “incidental”, with sensing 
augmented objects (e.g., wheelchair, walker) and the computational platforms 
(e.g. smartphone, tablet computer) (see Figure 1).  
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Fig. 1. Diagram of ambient intelligent based on our implemented smart objects 

The notion of "incidental interactions" describes actions that are co-opted by 
the system to serve a purpose other than the one initially thought [64]. An inciden-
tal interaction can be seen as a situation where actions, executed for another  
purpose, are interpreted to improve future interactions in everyday life. In the 
pretended scenario of application, the basic aim was to ensure that only the detec-
tion of the user’s co-presence near (or using) the smart object will activate the 
presentation of healthcare information on the smartphone or tablet computer.  

The computing platform is used to update the acquired values on a server 
through database synchronization procedures between the mobile device database 
and the server’s database.  As it is presented in Figure 1, the implemented archi-
tecture may contain a public situated display for general usage and smart mobile 
devices, including touch screens, casually available to the users of the space, dis-
tributed closely to the smart objects (e.g., wheelchair). A RFID reader attached to 
the situated display is used to identify a user, or a wheelchair, and, afterwards, it 
requests the server personalized information. The application for the presentation 
of information and interaction with the user in the smart wheelchair was designed 
for a touch panel, while for the other smart objects, such as the walker, the walk-
ing stick or even the wrist-worn vital sign and motor activity monitor device was 
done using a smartphone.  The situated displays are used to provide contextual 
information at decision points. It is presented information about the smart object 
identification and localization, the last verification of the smart object measure-
ment channel, the smart object registered, statistics of  the measured data during 
the latest measurement session (e.g. maximum heart rate, minimum heart rate, 
number of detected impacts between the smart object and other objects), the time 
of the latest utilization session. The software components are associated with two 
main layers: the ambient intelligence healthcare layer (AIH-L) and the user layer 
(U-L) (Figure 2).  
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Fig. 2. Software component architecture 

The AIH-L includes the software components that serve the smart objects (e.g. 
wheelchair, wrist-worn device) used by elderly or persons with motor disabilities, 
the touch panels, situated display or other pervasive computing devices such as 
smartphone or tablet computers. Regarding the AIH-L implementation, one of the 
main requirement is the pro-activity  [65] in relation to the users, which means to 
understand the intent of the user in order to predict his/her future behaviour. Thus 
a tracking software component is implemented for identification and localization 
of  the user of  a smart object that delivers appropriate information (e.g. fall warn-
ing, time for medication) through the available HMI (human machine interfaces) 
associated to the system, in order to minimize the user’s administrative overheads 
and assist  the user to achieve his/her goals. The display interfaces are expressed 
by computing devices such as laptops, tablet computers or situated displays. As 
components associated with the user layer are mentioned the smartphone (the 
main interaction device), RFID tag or reader, wireless LAN and near field com-
munication capabilities. The application core component performs analysis of the 
information given by the tracking component, and the data fusion with contextual 
information related to the object, the user profile, the processed data associated 
with vital signs and motor activity monitoring. According to the above-mentioned 
functionalities the application core includes: 

• database server,  
• signal processing unit, 
• contextual interpreter,  
• information compositor module, 
• Web server.  
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3.1   Smart Wrist Worn Device for Vital Signs and Motor Activity 
Monitoring 

The smart wrist-worn device that was designed  to enable multi-parametric moni-
toring, in non-invasive and unobtrusive way, includes vital signs measurement 
channel (cardiac activity through photopletismography) and body-kinematics 
measurement channel associated with daily motor activities assessment.  A set of 
warning digital outputs connected to LEDs signalise the low quality of the signals, 
battery low charge and critical values of measured parameters (e.g. values of heart 
rate higher than 95bpm when the user is resting). The computing of the signal in 
the implemented smart wrist device is made by a PIC24F microcontroller platform 
that is also responsible for signal acquisition, primary processing, data storage, 
and data communication. The signals provided by the sensors are Analogue proc-
essed before they are acquired. 

3.1.1   Sensing and Signal Conditioning 

The vital signs are sensed using a reflective photoplethysmography sensor based 
architecture. It includes two infra-red IR (940nm) - Red (660nm) LEDs and a light 
to voltage converter (Figure 3). A switching and current driver module was imple-
mented using bipolar transistors to assure optimal control of two bicolour LEDs 
(Infrared- λIR=940nm, Red- λRed=660nm). The control signals (PULSES, 
N_PULSES, CTRL_RED, CTRL_IR) are provided by a microcontroller using the 
appropriate digital output lines and PWM output followed by low pass filter char-
acterized by fc=0.5Hz.  Alternating between “1” and “0” as values of PULSES and 
N_PULSES, the RED and IR LEDs paths are activated allowing the measurement 
of  light absorption by blood  during the cardiac cycle. A broadband radiation light 
to voltage converter (LVC) from Nelcor is included between the two LEDs deliver-
ing a photoplethysmography (PPG) voltage signal during the IR and Red light exci-
tation. The use of two bi-colour LEDs increases the repeatability, robustness and 
PPG signal quality independently of the position of PPG sensor on the wrist. 

 

Fig. 3. Reflective photoplethismography sensor 

The PPG signals from the light to voltage converter are filtered using a low 
pass filter (LPF) and high pass filter (HPF). LPF and HPF based on LM324 opera-
tional amplifier are used to diminish the influence of signals base-line wondering 
and to increase the signal to noise ratio (SNR). Some of the characteristics of the 
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implemented filters are: LPF- 2-poles Butterworth, cut-off frequency of 20Hz; 
HPF- 2-poles Butterworth, cut-off frequency of 0.05 Hz. Considering the PPG 
dynamic range, an automatic gain control scheme (AGC) was implemented using 
a digital potentiometer (CAT5114 from Catalyst) and an instrumentation amplifier 
(INA122). Based on the implemented scheme, PPG amplitude values are in the 
0.4 to 2V interval. An inertial sensor (MEMS accelerometer MMA7260) is used 
both to sense the daily motor activity - expressed by the activity index of the per-
son , and for fall detection. It provides information on patient motion as Vax, Vay 
and Vaz voltage signals. These signals are low pass filtered and applied to ana-
logue inputs of the microcontroller (Figure 4). 

3.1.2   Microcontroller Platform 

In figure 4 are presented the sensing and signal conditioning components of the 
microcontroller platform that were previously described. Important tasks such as 
signal acquisition, primary processing, LEDs user interface control, and data stor-
age and data communication are performed by the PIC24F microcontroller based 
on an implemented firmware developed in MPLAB C30 compiler from Microchip.  
The LEDs switching and digital potentiometer control are done using a set of digi-
tal lines (RA3, RA4 for LED on/off function, RA5, RA6, RA7 digital potentiome-
ter adjustment through the CS, UD, INC of DPOT). Regarding the light intensity 
control, a two channel current driver is implemented using the microcontroller RD1 
and RD2 PWM outputs. The AC and DC components of the PPG signal are ac-
quired using the AN3 and AN2 analogue input channels of the microcontroller. The 
acquisition rate is 200S/s and the programming recurs to TIMER2 of the microcon-
troller. The voltage signals delivered by the MEMS accelerometer through the Vax, 
Vay, Vaz outputs are acquired using the AN9, AN10 and AN11 analogue inputs 
and the same sampling rate that is used in the PPG acquisition case.  
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Fig. 4. Smart wrist worn - Microcontroller platform and conditioning circuits block dia-
gram (AI – analog input, MCU-PIC24F microcontroller, SPI – serial peripheral interface, 
UART – universal asynchronous receive-transmit interface, DIO – digital input output port) 
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The implemented embedded primary processing software uses the PPG ac-
quired samples to extract the HR value and blood oxygen level (SpO2 values). An 
adaptive threshold peak detection algorithm was used to obtain more accurate 
values of  HR. The main steps of the implemented algorithms are:  

i) computation of the average value of 2.5s PPG acquired data, 
mean(V_ppg(t));  

ii) calculation of the maximum value of the 2.5s PPG data, 
max(V_ppg(t));  

iii) adaptive threshold tha calculation: 

( ))(_max())(_(
2

1
tppgVtppgVmeanth

ta +=
Δ                            (1) 

iv) determination of peak locations that exceed the threshold level for 
2.5s time interval; 

v) peak localization calculation and average time interval calculation 
between two successive detected peaks for Δt=5s time interval;  

vi) HR calculation. 

The SpO2 calculation procedure uses the “normalized ratio”, R, and a polynomial 
model of SpO2=SpO2(R) empirical characteristic. The microcontroller data, in-
cluding the PPG samples (wave), the time interval between two successive PPG 
peaks (DELTA), the HR, the SpO2 value, and the 3D accelerometer voltage values 
digital codes (ACCEL_X, ACCEL_Y and ACCEL_Z) are stored in an 8 bytes 
data array as shown in Figure 5. 

 

Fig. 5. Smart wrist-worn device data array format  

The INFO byte is used to store additional information regarding the smart 
bracelet functioning (e.g. battery low). Two data synchronization bytes (00 and 
FF) constitute the preamble joining the data bytes assuring the data reading ro-
bustness at the smartphone side.  The formatted  data is radio transmitted to the 
smartphone using an ARF32 Bluetooth module connected to the USART port of 
the PIC24F microcontroller. The update rate used in the preliminary tests was 
higher than 20 updates/s and lower than 200 updates/s for a programmed USART 
baud rate up to 19200bps. The robustness of  the implemented solution was tested 
for different positions of the optical sensing device on the wrist.  Example of sig-
nals obtained by implemented wrist-worn is presented in figure 6. 
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a) 

b) 
 

Fig. 6. The PPG signals for two positions of the sensing module on the wrist: a) PPG pos1  
b) PPG pos2 

Activities of  Daily Living (ADLs) that refer to daily self-care activities within 
an individual's place of  residence are sensed using the 3D programmable acceler-
ometer embedded on the wrist-worn device. Thus, for a normal activity when the 
patient is holding an object (e.g. book) the evolution of acceleration for the X,Y,Z 
axis are presented in Figure 7.  Based on statistics calculation additional informa-
tion regarding the performed activity can be extracted. In this application the stan-
dard deviation was used. Particular information about standard deviation (SD) 
evolution calculated for time intervals of Δt =5s is presented in Figure 8. 

 

Fig. 7. The evolution of ax, ay, az acceleration during ADL 

 

Fig. 8. The evolution of std x, std y, std z  standard deviations of the measured accelerations 
during ADL 

Imposing an activity standard deviation threshold, the activity and non-activity 
intervals for x, y and z axis are calculated and graphical represented in Figure 9. 
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Fig. 9. Activity and non –activity  associated with the x, y and z axis expressed by boolean 
activity indexes    

Considering the whole time and the time intervals characterized by activx,  
activy or activz=1 the activity index expressed in percentage is calculated. Thus, 
for the particular case of normal activity presented in Figure 9 the activities values 
are activx=28.85%, activy=1.92% and activz=46.15%. 

3.2   Smart Wheelchair for Vital Signs and Daily Activity 
Monitoring 

The necessity to obtain the information on health status and motor activity for 
people with severe motor disabilities has been leading to various smart wheel-
chairs prototypes developed by the authors’ research group - important results 
related with hardware and software implementation being published.  One of the 
implementation is presented in Figure 10. Various types of sensors  for cardiores-
piratory and motor activity assessment were used in smart wheelchair architec-
tures implemented solutions: sensors for photoplethysmography (PPG) [66];  
EMFit based ballistocardiography (BCG) [67]; capacitive coupled electrocardi-
ography (ccECG) [68]; contact electrocardiography (ETX-ECG) and skin conduc-
tivity based on e-textile electrodes [69]. Taking into account that a way to increase 
the flexibility, modularity and the reliability of a system is to reduce the size and 
number of  sensors without diminishing significantly the number of measured 
parameters, we developed a smart wheelchair and smart walker based on use of 
microwave Doppler radar sensors as non-electrical and non-mechanical contact 
sensors for cardiorespiratory but also for motor activity monitoring [39]. Measur-
ing in an unobtrusive way the respiration and cardiac activity represents a chal-
lenging issue taking into account that non-invasive but obtrusive methods interfere 
with normal cardiorespiratory pattern at an unconscious level when a subject is 
aware of  their vital signs monitoring [70]. There are approaches for non-invasive 
respiratory assessment as the use of smart spirometer with Bluetooth communica-
tion capabilities [71] or by processing the signal from plethysmography, electro-
cardiography (ECG) [72] or photoplethysmography [73]. The used Doppler radar 
is able to perform unobtrusive measurement both of respiratory rate and heart rate. 
The smart wheelchair includes a set of measurement channels related with two  
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microwave Doppler radar sensors (DRS1, DRS2). The intermediary frequency 
signals are filtered and acquired by an acquisition and communication module (see 
Figure 12). The Doppler radar sensor is positioned back to the wheelchair backrest 
for user cardiorespiratory function assessment and wheelchair motion monitoring. 
Thus, DRS1 radar sensor is fixed in a plastic base mounted back to the backrest of 
the wheelchair (5 to 15 cm distance to the backrest) and 40 cm over the wheel-
chair seat (see the Figure 10) and it is oriented to capture the heart and the chest 
motion, while DRS2 is fixed on a plastic base parallel to one of the wheels, 30 cm 
apart from the wheel centre capturing the information about the wheels motion. To 
assure modularity and portability, various implemented smart objects (smart 
wheelchair, smart walker) use the same acquisition and Bluetooth communication 
solution expressed by a microcontroller based on ACM (Acquisition and Commu-
nication Module). After signal acquisition and data coding, the data is transmitted 
to a mobile pervasive computer platform that runs a mobile operating system (An-
droid OS in our system prototype). The embedded software application performs 
graphical user interface functionalities but also assure the data storage in a local 
database.  

The information related to cardio-respiratory activity and physical activity of 
the wheelchair user is stored in a smartphone or tablet computer database and is 
synchronized from time to time with the Web based healthcare information system 
database. Additionally, the remote database provides electronic health record in-
formation regarding the user profile (e.g. name, age, diseases, medication) and 
also hardware and software specifications regarding the use of the smart object 
(e.g. wheelchair in this case). 

 

Fig. 10. System architecture based on a smart wheelchair (CC – conditioning circuit, DRS1, 
DRS2 - Doppler radar sensors, ACM – acquisition and communication module) 

A brief description of the microwave Doppler radar of the conditioning circuit 
(CC), and of the acquisition and data communication module is presented in the 
following paragraphs. 
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3.2.1   Microwave Doppler Radar Sensor 

A Frequency Modulated Continuous Doppler radar sensor (DRS1) was embedded 
in the wheelchair to perform the non-contact measurement of chest motion caused 
by the respiratory and cardiac activity. The requirement of small motion ampli-
tudes detection associated with cardiac and respiration motions (cardiac amplitude 
motion are less than 0.15mm, respiration amplitude motion are less than 2mm), 
and also the necessity to minimize the size of the used Doppler radar device in-
cluding the antenna for easily integration in daily used objects, make from the 
24GHz FMCW Doppler Radar (IVS-162 DRS) an appropriate solution [39]. 
Moreover, the 24GHz microwave Doppler radar assures better resolution of low 
amplitude motion comparing with 2.4GHz - 10.5GHz which are mainly used for 
remote respiration monitoring in rescue scenarios [74]. The block diagram of the 
used radar is presented in Figure 11.  The main components of the FMCW radar 
are: transmit TX and receive RX antennas; a low noise amplifier LNA connected 
to the RX antenna; two mixers (direct mixer M1 and quadrature M2) that are used 
to extract the direct or in-phase (I(t)) and quadrature (Q(t)) signals that are used to 
estimate the direction of the target motion (e.g. body motion). 

 

∼ 
VCO 

Vtune 

coupler 

M1 

M2 Q(t) 

I(t) 

TX ant  

RX ant LNA 

 

Fig. 11.  FSK/FMCW Doppler radar sensor block diagram: M1, M2-mixers, TX, RX- 
transmit and receive antenna, VCO - voltage controlled oscillator, LNA-low noise amplifier 

According to Choi et al. [75], the cardiac small motions, which correspond to 
blood pumping on the vessels, and the respiration motion are modulating the re-
flected RF signal that is acquired by the RX antenna. Thus the VRX voltages asso-
ciated with RX antenna is given by:  

                  
( ))(2 0Re)( ttfj

RX eAtV
VRX

Φ+⋅⋅⋅⋅= π

                                               
  

(1)
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where AVRX represents the amplitude of the reflected wave and Φ(t) represents the 
time varying phase caused by the periodic displacement due to breathing and car-
diac activity. In this case, Φ(t) can be expressed by: 

 t 2  


2


                        (2) 

where d(t) is the distance between the radar antenna plane and the body of the user 
seated on the wheelchair, λ0 is the wavelength of the Doppler radar wave - 
λ0=12,5mm for 24GHz , xresp(t) represents the motion associated with respiratory 
activity, xcardio(t)  represents the small motion associated with cardiac activity. 
Since the change of the respiration and cardiac motion amplitudes (less than 2mm) 
are small compared with wavelength, the demodulated signal, Vout(t), depends on 
respiration and cardiac motion: 

                

( )









∝ 







 +⋅⋅
+

0

)()(4
4

Re)( λ
π

π
txtx

nj
out

cardioresp

etV

                                

   (3) 

where xresp(t), xcardio(t) being extracted from the Vout by analogue filtering. The 
ballistocardiography signal, xcardio(t), [39], is originated by small movements of the 
body, induced by ballistic forces (recoil and impact) associated with cardiac con-
traction and ejection of blood.  

3.2.2   Signal Conditioning, Acquisition and Wireless Communication 

The conditioning circuits associated with the radar system encompass a set of 
analog active filters that perform the respiration and the cardiac signal extraction. 
In the respiration case a 2nd order active low pass filter, Butterworth type, charac-
terized by fc=0.3Hz cut-off frequency was designed and implemented. To extract 
the cardiac signal a 2nd order, band pass active filter, Butterworth type character-
ized by fc1=0.7Hz and fc2=15Hz was implemented. To adapt the signals to the 
acquisition module voltage input range a set of programmable gain amplifiers 
(PGA1 and PGA2) were also implemented. It includes INA122 instrumentation 
amplifier and CD4051 that perform the switching actions under the control ACM 
through the digital lines.  In the particular case of microwave Doppler radar sensor 
(DRS2) system, which measures the distances travelled by the wheelchair during a 
specified period (hours, day, week), the I2(t) output signal provided by the radar is 
filtered using a 1st order high pass filter HPF2 (1st order fc=0.3Hz) and amplified 
by the A3 amplifier. In order to sense the motion the Q2(t) signal can be used and 
the phase difference between two signals, ΔϕI2,Q2 indicate the motion sense (mov-
ing in front, moving back).The block diagram of the implemented conditioning, 
acquisition and data communication module is presented in Figure 12. The ACM 
performs an analogue to digital conversion using a 16bit ADC (ADS8344) that 
communicates through the SPI bus with the MCU (16F673 PIC). The digital val-
ues of the acquired samples are delivered in hexadecimal form to the mobile  
device using Bluetooth communication. Additional processing of the signals de-
livered by the DRS1 microwave Doppler radar is done mainly at the mobile de-
vice level (smartphone, tablet computer) in order to extract the respiration rate, the 
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heart rate and the activity index. The activity index is calculated based on the evo-
lution of the VRX signal amplitude and frequency variance in time, when the car-
diac activity is not estimated due to large movement artefacts. The acquired I2 
signals delivered by DRS2 microwave Doppler radar are also used for activity 
index (e.g. wheelchair motion and the related parameters such as the distance and 
the average velocity). 

 

Fig. 12.  Signal conditioning, acquisition block and wireless communication block diagram 
(HPF1, HPF2 – high pass filters, LPF1 – low pass filter, PGA1, PGA2 – programmable 
gain amplifier, A – instrumentation amplifier, ACM-BS- acquisition and data communica-
tion module Bluesentry Architecture) 

 

Fig. 13. Cardiac signals provided by the Doppler radar sensor module (dark-red) and stan-
dard PPG (magenta) and ECG (blue) standard cardiac activity measurement devices 
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A graphical representation of cardiac signals obtained using references equip-
ment for ECG, and implemented radar based device is presented in figure 13. In 
the Figure may also be observed correlation of the shape and time of the peak 
changes in amplitude of the radar signal with PPG signal that underlines the ca-
pacity of the radar device to be used in mechanocardiography. 

3.3   Smart Walker for Motor Activity Analysis 

As part of the ambient intelligent for healthcare a smart walker was implemented. 
Based on the sensors such as microwave Doppler radar, force sensors, acceler-
ometers the rehabilitation process is assisted in order to highlight the progress 
during the physiotherapy sessions by using the smart walker. Thus the gait recov-
ery might be evaluated based on data processing of the signals acquired from the 
sensors that are wirelessly transmitted to a host computer or a mobile device. The 
sensors, the conditioning circuits and the acquisition and communication module 
are integrated in the walker which measures, through the radar, the kinematic of 
the body in unobtrusive way, without mechanical and electrical contact. The me-
chanical coupling between the user and the walker during the training session 
made possible extraction of  information on applied force related with walker 
usage, acceleration imposed to the walker that can be associated with gait cadence 
and gait velocity, and also impact force. The walker velocity and the travelled 
distance are obtained using a radar that is positioned near one of the walker wheel. 
Measuring the motion of a metallic target fixed on the wheel the number of turns 
is measured. The distribution of  the sensors and the smart prototype implementa-
tion is presented in Figure 14. The contact forces applied by the user on the walker 
hand supports are measured using a set of four piezoresistive sensors (Flexiforce 
A201-100 from Tekscan) [76], while the acceleration imposed to the walker dur-
ing usage is measured by a 3D MEMS accelerometer ADXL335 from Analog 
Device.  

 

Fig. 14. Smart Walker implementation: DRS1, DRS2 – Doppler radar sensor, accelerome-
ter sensor, F1, F2 – force sensors 
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The use of four force sensors - two for each hand support - is justified both by 
reduced active region of a disk (9.53mm), making necessary the extension of ac-
tive contact region joining the surfaces from multiple piezoresistive sensors, as 
well as the necessity to obtain differential signal input associated with differences 
in hand region forces applied by the walker’s user. The correlations between ap-
plied force, gait (measured by using the same type of Doppler radar sensor, al-
ready used in wheelchair prototype) and walker acceleration are captured. In the 
implemented architecture only the direct intermediary frequency signal was used 
to extract the kinematics and kinetics of legs. The forces applied on the walker 
hand support are different during the training gait according with the user rehabili-
tation stage (the force is up to an imposed threshold - Fth>150N when the user 
strongly grabs the walker, and is less 150N when user lightly grabs the walker). 
Taking into account the piezoresistive characteristics of  the sensors, a condition-
ing circuit including a four channel non-inverter amplification scheme based on 
LM324 and a reference voltage was designed. The dependence between VFij (i,j 
={1,2}) output voltage signal and the applied force was obtained using a calibra-
tion scheme base on a load cell (DDE 500N from Applied Measurements  
Limited). Taking into accountthe analogue input requirements of the analogue to 
digital converter, an amplification/attenuation scheme based on INA 122 was 
designed and implemented for the I1(t) output channel of DRS1. Taking into ac-
count the intermediary frequency signals I2(t) associated with DRS2 a Schmitt 
Trigger scheme was implemented  and obtained pulse are acquired by one of ana-
logue inputs of the acquisition and data communication module (ACM). Consider-
ing the uniformity of the solution the ACM architecture is the same that was used 
for the smart wheelchair implementation, the frequency acquisition rate being up 
to 200S/s and the communication rate through Bluetooth is up to 115200bits/s. A 
set of remote control commands are used on the mobile device or the host com-
puter side to configure the number of channels and the sampling rate. Thus to start 
the acquisition, the microcontroller receives through the wireless communication 
(Bluetooth communication protocol) a command from the host unit. The digital 
values of the acquired samples from different measurement channels are delivered 
in hexadecimal form to the mobile device or computer that performs hexadecimal 
- to decimal voltage values conversion, normalization, voltage - to- force conver-
sion, voltage  - to- acceleration conversion.  Referring the gait signal sensed by the 
Doppler radar (DRS1) a set of statistical parameters such as variance or kurtosis, 
are calculated as features that are used together with the values provided by force, 
acceleration and motion channel (DRS2) for gait type recognition that is per-
formed at a server level. The physical activity is also estimated through the values 
of the travelled distance and velocity of the walker during the training session. 

3.4   Pervasive Sensing of Environmental Impact Factor on Health 

Smart sensors and pervasive computer technology may enable new model of 
healthcare delivery that can use information obtained through pervasive sensing  
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on physiological parameters, motor activity but also information about monitored 
patient localization, or about environment conditions (e.g. air quality parameters).  

Human exposure to indoor  air pollution is difficult to quantify due to the fact 
that it is largely determined by micro-environmental characteristics. Pollution 
levels in one home may be quite different from those in another, depending on the 
presence and usage of sources of pollutants and on the ventilation habits. Many 
different methods can be used to measure the level of gaseous air pollutants by 
mobile or portable device. For example, gas chromatography (GC) and mass spec-
troscopy (MS) devices provide a high degree of data accuracy, but require some 
kind of sample preparation that limits its utilization in field measurement scenar-
ios. However, most of these above mentioned techniques measure average concen-
trations over several hours or even days, at one sampling location, which limits 
their use in studies of pollutants with acute effects. As is reported in the recent 
approved European project SYNPHONIE www.synphonie.eu, no reference meth-
ods for indoor monitoring presently exists. In their proposal, indoor air quality will 
be monitored mainly using diffusive sampler, techniques routinely used for meas-
uring ambient air pollution, but that are not suitable for large scale indoor surveys 
because of cost, bulk, noise or amount of air displaced.  Different measurement 
systems has been developed recently for indoor use [22,23,77]. Laser-inducted 
breakdown spectroscopy (LIBS) offers real-time response and high accuracy and 
does not require sample preparation. Recent LIBS devices are small enough to be 
used as mobile units. Semiconductor sensors are not as accurate as spectroscopy-
based devices but they are much smaller and easy to integrate with a data collect-
ing unit. A distributed architecture including smart sensor network that deliver 
data to a Web server for air quality monitoring and advanced data processing 
software modules was described by authors [22]. The data from the sensors may 
be visualized on the smartphone display. The graphical user interface imple-
mented in a smart phone permits the selection of relative humidity and respiration 
graphs Figure 15.  

 

Fig. 15. The graphical user interface implemented in the smart phone for chest belt sensor 
case a) relative humidity selected graph, b) respiration selected graph 
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Analysing Figure 15.a) can be observed the evolution of the relative humidity 
in time while Figure 15.b) presents the evolution of the respiration wave (for a 
moving time window of  20 s).  The numerical values of the calculated respiration 
rate as well as the air quality condition expressed by temperature and relative hu-
midity values are also included on the application dashboard developed based on 
Android SDK. Additionally, an audio alarm was implemented for critical air qual-
ity conditions and anomalous respiration behaviour (e.g. asthma attack). 

4   mHEALTH 

Mobile eHealth or mHealth broadly includes the use of mobile telecommunication 
and multimedia technologies in health care delivery. The term mHealth was 
coined by Professor Robert Istepanian as use of "emerging mobile communica-
tions and network technologies for healthcare" [78]. mHealth: includes the use of 
mobile devices for collecting and summarizing subject’s health data, providing 
healthcare information to practitioners, researchers, and patients, real-time moni-
toring of patient vital signs, and direct provision of care (via mobile telemedicine) 
[79]. A definition used at the 2010 mHealth Summit of the Foundation for the 
National Institutes of  Health (FNIH) was "the delivery of healthcare services via 
mobile communication devices" [80].  

Are included in mHealth technologies the use for health services and informa-
tion, of the  fixed line telephone, cell phone, tablet computer, MP3 or MP4 play-
ers, microcomputers, laptop  computers, PDAs as well as mobile operating system 
technologies. Technologies relates to the Operating Systems that orchestrate mo-
bile device hardware while maintaining confidentiality, integrity and availability 
are required to build trust. This may foster greater adoption of mHealth Technolo-
gies and Services, by exploiting lower cost multipurpose mobile devices such as 
tablets PCs and smartphones. Operating Systems that control these emerging 
classes of devices include Google's Android, Apple's iPhone OS, Microsoft's 
Windows Mobile, Nokia Symbian OS and RIM's BlackBerry OS. Advances in 
capabilities such as integrating voice, video and Web 2.0 collaboration tools into 
mobile devices, may significantly benefits the delivery of healthcare services.  
Smartphones or tablet computers, as pervasive computing component, provide 
interesting HMI for user, accompanying person or health professionals.  Applica-
tion software running on smartphones, which supports different type of mobile OS 
(e.g. iOS, AndroidOS, Windows Phone) may provide clinical information on pa-
tient state but also may give tools to the patients to take better care of themselves. 
Biofeedback procedure based on data from the sensors might be processed on the 
mobile platform or can be sent to the Cloud [31] that might perform advanced data 
processing, data storage and integrate the feedback on biofeedback system. There 
are open issues on Cloud Computing acceptability related with his availability and 
security of data. It is discussed the necessity to create a ‘Healthcare-specific 
Cloud’ [81] that specifically addresses the security and availability requirements 
for healthcare system.  
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The mHealth field operates on the premise that technology integration within 
the health sector has the great potential to promote a better health communication 
to achieve healthier lifestyles, improve decision-making by health professionals 
(and patients), enhance healthcare quality by improving access to medical and 
health information, and facilitate instantaneous communication in places where 
this was not previously possible [82,83]. It follows the hypothesis that the in-
creased use of technology can help to reduce healthcare costs by improving effi-
ciencies in the healthcare system and promoting prevention through behaviour 
change communication [98]. With greater access to mobile phones to all segments 
of a country, including rural areas, the mHealth has potential of lowering health-
care costs. Mobile phones have made a recent and rapid entrance into many parts 
of the low- and middle-income world, with the global mobile phone penetration 
rate drastically increasing over the last decade. Moreover, the mHealth approach 
that is rapidly gaining ground in many developing countries, allow real time data 
access and management in locations with no infrastructure other than a cell phone 
tower [84]. Moreover, countries with relatively poor infrastructure are utilizing 
mobile phones as "leapfrog technology" to bypass 20th century fixed-line technol-
ogy and jump to modern healthcare technology. Mobile phones are spreading in 
low- and middle-income nations because the cost of mobile technology deploy-
ment is dropping and people are, on average, getting wealthier [85]. At the end of 
2011, there were 6 billion mobile subscriptions, estimates The International Tele-
communication Union (2011) [86]. That is equivalent to 87 per cent of the world 
population. And it is a huge increase from 5.4 billion in 2010 and 4.7 billion mo-
bile subscriptions in 2009. Mobile subscribers in the developed world has reached 
saturation point with one or two cell phone subscription per person. This means 
market growth is being driven by demand developing world, led by rapid mobile 
adoption in China and India, the world's most populous nations. These two coun-
tries collectively added 300 million new mobile subscriptions in 2010 - that’s 
more than the total mobile subscribers in the US. At the end of 2011 there were 
4.5 billion mobile subscriptions in the developing world (76 per cent of global 
subscriptions). Mobile penetration in the developing world now is 79 per cent, 
with Africa being the lowest region worldwide at 53 per cent. Mobile subscrip-
tions outnumber fixed lines 5:1 (more so in developing nations); Mobile broad-
band outnumbers fixed broadband 2:1. With stats like this, it is easy to see why 
the experts predict that mobile Web usage will overtake PC-based Web usage. 
This will happen more quickly in developing nations (if it isn’t happening already) 
where fixed Web penetration remains low. In developed nations, this will happen 
more slowly [87]. International Data Group (www.idc.com) believes that mobile 
Web usage will not overtake PC Web usage in the US until 2015. Regardless of 
the timescale, this inevitability makes mobile Web strategy more important than 
PC Web strategy in the long term. Smartphone technologies are now in the hands 
of a large number of physicians and other healthcare workers in many countries. 
Adoption of smartphone for mHealth in low and middle income countries  is con-
ditioned by deployment of the infrastructure that enables web browsing, GPS 
navigation, email, availability and efficiency in both voice and data-transfer sys-
tems in addition to rapid deployment of wireless infrastructure. 
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Within the mHealth space, projects operate with a variety of objectives, includ-
ing: increased access to healthcare and health-related information (particularly for 
hard-to-reach populations); improved ability to diagnose and track diseases; time-
lier, more actionable public health information; and expanded access to on-going 
medical education and training for health workers. Although far from ubiquitous, 
the spread of smartphone technologies opens up doors for mHealth projects such 
as technology-based diagnosis support, remote diagnostics and telemedicine, Web 
browsing, GPS navigation, access to Web-based patient information, and decen-
tralized health management information systems. The mHealth field houses the 
idea that there exists a powerful potential to advance clinical care and public 
health services by facilitating health professional practice and communication and 
reducing health disparities through the use of mobile technology. Overall, mobile 
communication technologies are tools that can be leveraged to support existing 
workflows within the health sector and between the health sector and the general 
public [88]. For instance, education and awareness programs within the mHealth 
field are largely about the spreading of mass information from source to recipient 
through short message services (SMS). In education and awareness applications, 
SMS messages are sent directly to users' phones to offer information about various 
subjects, including availability of health services, lifestyle management, testing 
and treatment methods, and disease management. For instance, Text4baby Russia 
(SMSmame in Russian) is a public health information service for new and expec-
tant mothers intended to improve maternal and child health indicators. Subscribers 
to the free service, available throughout the Russian Federation, receive health 
information tailored to their baby's due date/birth date about nutrition, exercise, 
smoking prevention, mental health, government benefit packages, etc. This  
program is implemented by a Russian NGO, the Health and Development Founda-
tion, and was developed under the auspices of the U.S.-Russia Bilateral Presiden-
tial Commission [89] on the basis of the U.S. text4baby program and sponsored by 
Johnson & Johnson (see more project in http://en.wikipedia.org/wiki/MHealth). 
SMSs has also the advantage of being relatively unobtrusive, offering patients 
confidentiality in environments where disease (especially HIV/AIDS) is often 
taboo. Additionally, SMSs provide an avenue to reach far-reaching areas - such as 
rural areas - which may have limited access to public health information and edu-
cation, health clinics, and a deficit of healthcare workers [90].  

The potential of mHealth lies also in its ability to offer opportunities for direct 
voice communication (of particular value in areas of poor literacy rates and lim-
ited local language-enable phones) and information transfer capabilities that pre-
vious technologies did not have. That is, there is evidence that the existence of a 
so-called “digital divide” along the socio-economic gradient is less pronounced in 
mobile phones than in other communication technologies such as the Internet [91]. 
There are applications related with the use of in-built smartphone sensors (e.g. 
phone camera, accelerometer, etc) that already have thousands of users. In the 
table 1 and 2 are presented application that we identified in App Stores, which 
focus in various health issue, based on technological capacity of smartphone. 
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Table 1. Android OS applications for health monitoring and care 

Android OS 
Name Developed by Role 
Vital and Sensory Function Test 
Instant Heart Rate Azumio Inc heart rate meter. 
Cardiograph Macro Pinch heart rate meter. 
Handy Logs Heart Handy Logs heart rate meter. 
iBP Leading Edge Apps 

LLc 
is a blood pressure tracking and analysis 
tool. iBP uses color icons to indicate 
when BP values are normal, high, or 
hypertension. 

Breath  
Biofeedback 

Android Research respiration biofeedback. 

Breath Pacer Lite 
by Android  
Research 

Android Research respiration. 

MT Health Test   MT DevTeam includes color blindness test, hearing 
test, stress test, psychological test. 

Vision Test 3 Sides Cube Eye allows brief tests to measure visual  
acuity, test for astigmatism and ability to 
distinguish colors. 

Test Your Hearing EpsilonZero easy hearing  tests are presented to test 
frequency range and frequency  
differentiation. 

NHS Direct NHS Direct facilitates an assessment, information on 
health condition and give advices for 
health preservation. 

Emergency 
BHF Pocket CPR Zoll Medical Bio-

Detek 
teaches Hands-only CPR skills according 
to the latest American Heart Association 
and European Resuscitation Council 
CPR and ILCOR Guidelines. 

ICE: In case  
of Emergency 

Appventive store important information about user 
medical needs in case of an emergency. 

ICE Sera-Apps the first helper is able to see who to call 
and which person he deals with in only a 
few clicks. 

First Aid Health Team first aids is designed for helping to  
follow the right procedures in an  
emergency. 

Stress Management 
Stress Check Azumio quantify level of stress, determine the 

effects of different stressors, allow con-
trol of stress. 

My Calm Beat Brain Solutions training respiration for relaxation. 
Cardiac Coherence  Haraweb training on how breathing can reduce 

stress. 
Respiroguide Pro Vital-EQ training respiration for better  

concentration, stress anxiety, ADHD  
and trauma healing. 
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Table 1. (Continued) 

Stress  
Management 
Guide 

Bigo stress management. 

Buddhify 21awakeLtd. it’s a introduction to meditation and the 
techniques involved. 

Sleep Deeply Hypnotherapists  
Direct Ltd 

helps to relax and drift to sleep quickly 
and easily. 

Brain Activity Management 
Brain Booster- 
Mind Refresher 

Imoblife Inc brain wave stimulation 

Brainwave Tuner 
Lite 

Imoblife Inc brain wave stimulation application that 
generates tones with binaural beats, 
which can change brain frequency to-
wards the desired state, allow relaxation 
or enhance attention. 

Sleep Talk Re-
corder 

MadINSweeden offers a window into the subconscious, 
“those mumbling you can never quite 
remember the morning after could be 
your inner genius coming out. By plac-
ing the smartphone near the bed it will 
automatically turn on and begin record-
ing when it senses sound during the 
night.”   

Nutrition 
WWDiary Canofsleep.com   food tracker and weight tracker. 
Carbs&Cals   Chello Publishing encompasses over 1400 foods with im-

ages. This enable to determine visually 
the number of calories and carbs by 
selecting the appropriate food type and 
portion size in the application. 

Calory Calculator Benjamin Lochmann 
New Media GmbH 

calories calculation. 

E Numbers Cal TappyTaps: Food 
Additives 

information on E numbers and artificial 
additives, including side effects, and 
rates over 500 additives on a scale of 1-5 
based on how bad they are for health. It 
also explains why they’re used, what 
they do, where they come from and 
more.  

Additives v3 Lyubozar Dimitrov  provide quick reference to simplified 
information about food additives labeled 
on foods. 

DietPoint.Weight 
Loss 

SimpLabs Ins weight loss assistant with largest collec-
tion of diet plan and community support. 

BMI Calculator Androidcrowd body mass index calculation. 
BMI Calculator Zileex Media body mass index calculation. 
BMI Calculator You Droid body mass index calculator that supports 

both English and Metric measurement 
units. 
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Table 1. (Continued) 

Easy Weight Loss Hypnotherapist Direct 
Ltd 

help users to relax and feel comfortable 
with the decision to loose weight. 

Weight Loss Tips aap_swap weight loss tips from the expert in diet, 
exercices, beauty, health, 
food&nutrition. 

Physical Exercices 
Fitness Buddy: 
1700 exercise 

AppOneCause by selecting the area of the body that 
user want to work is possible to select 
from a variety of exercices and all come 
with pictures and animations to ensure 
that are executed correctly. Performing 
exercises incorrectly can often do more 
harm than good and there are more than 
3000 images and animations to makes 
sure this does’nt happen. The apps allow 
to add new exercices and to save the 
preferred ones to a favorite list. There 
are also exercices designed specifically 
for men and women. 

Streth Exercices Imoblife Inc exercices for users with constant back-
aches and waist pains. 

MapMyWalk+ MapMyFitness measures how far a subject walk (based 
on GPS) on a daily basis, and how many 
calories are burning. 

Table 2. iPhone applications for health monitoring and care 

iPhone OS 
Name Developed by Role 
Instant Heart Rate Azumio Inc heart rate meter. 
iTriage Heathhagen the application make Microsoft 

HealthVault (Microsoft Personal Health 
Records) data viewable via an iPhone 
app. Empower consumer with control 
and convenience to effectively manage 
their personal health care, and improve 
health care delivery for provider and 
payers. 

Kaiser Permanente 
 

Kaiser Permanente 
 

the KP app gives Kaiser Permanente 
health plan members the tools to access 
their medical records, make appoint-
ments, refill prescriptions, view most 
lab test results, send non-urgent mes-
sages to their doctors, and more. 

Cure A-Z Plum Amazing Soft-
ware LLC 

 

shows how to combine the best of 
natural and prescription therapies to 
live in optimal health. 

Heath4Me United Health Group health services management. 
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Table 2. (Continued) 

Meal Planning by 
Food on the Table, 
Fast Food Calories 

Abs Workout 
 

calories calculation, meal planning. 

Calories counter & 
Diet Tracker 

My Fitness Pal calories calculation. 

DrinkTracker - 
The Breathalyzer 
Simulator & BAC 
Calculator, Outta 
Here! 

Drink Traker Zazzle keeps a record of what the user have 
been drinking with the fully editable 
one-tap drinks list. Apps automatically 
compares alcohol intake and metabolic 
removal rate and updates current Blood 
Alcohol Content every 60 seconds. Use 
Google Maps to get travelling direc-
tions (home or to the next pub), find a 
taxi in immediate vicinity of user, or 
email a friend with current location for 
a pickup. It also allows for phone or 
SMS contact via Contacts list from 
within the application. 

Pedometer Free 
GPS+ 

 

Arawella Corporation physical exercices meter. 

Fitness  
Buddy:1700+ 
Exercices 

 

AppOneCause by selecting the area of the body that 
user want to work is possible to select 
from a variety of exercices and all 
come with pictures and animations to 
ensure that are executed correctly. 
Performing exercices incorrectly can 
often do more harm than good and 
there are more than 3000 images and 
animations to makes sure this does’nt 
happen. The apps allow to add new 
exercices and to save the preferred ones 
to a favorite list. There are also exercic-
es designed specifically for men and 
women. 

 

Apple AppStore, Android Market, Microsoft Mobile Marketplace, Nokia Ovi 
have made possible not only for start-ups but small research Laboratories and even 
individual developers to quickly attract a very large number of users. Also, the 
Apps Store allows developers to deliver new applications to large populations of 
users across the globe leading to the deployment of new applications and the  
collection and the analysis of data far beyond the scale of what was previously 
possible. 

New included sensor in smartphone such as HD video and audio capabilities, 
accelerometers, GPS, ambient light detectors, barometers and gyroscopes enhance 
the methods of describing and studying cases, close to the patient or consumer of 
the health care service. In participatory sensing the user actively engages in the 
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data collection activity (i.e., the user manually determines how, when, what, and 
where to sample). In opportunistic sensing, the data collection stage is fully auto-
mated with no user involvement. The benefit of opportunistic sensing is that it 
lowers the burden placed on the users mainly when the application is complex or 
not personally appealing [92]. Personal sensing applications are designed for sin-
gle individual, and are often focused on data collection and analysis [92]. This 
could include diagnosis, education, treatment and monitoring. For instance Scully 
et al. [42] recently have shown that the technology available in a standard mobile 
phone camera has the potential to be used as an accurate multi-parameter physio-
logical monitor – heart rate, breathing rate, oxygen saturation.  However, various 
open issue exist in designing application for health monitoring and health care 
related with technologies that can support the continuous sensing on mobile 
phones, the programmability of the phones and the limitation of the operating 
systems that run on them, the dynamic environment presented by user mobility, 
persuasive user feedback.  

Although mHealth application is still considered in its infancy is very important 
to focus more our research on testing the efficacy and reliability of the proposed 
application in order to diminish the possibility to reinforce entrenched knowledge 
gaps. The research should try to respond to questions as: What are the added value 
of mHealth application for person health and healthcare system? What break-
throughs are needed in order to perform robust and accurate classification of  
health state and subject behaviour using continuous sensing data? How can be 
performed privacy-sensitive and resource-sensitive reasoning and to provide use-
ful and effective feedback to users in applications when noisy data and noisy la-
bels are part of the information? What are the designing that may motivate more a 
change of  behaviour or habit? How the privacy and security of  data can be better 
protected? For instance the heart rate, respiration rate or hemoglobin oxygen satu-
ration  measured performed by smartphone using embedded camera can be ac-
quired at least 5-10 time more cheaply using the commercial devices (pulse oxi-
meters). Moreover, commercial devices have better sensitivity and specificity in 
acquiring these values because hardware and software include function for reduc-
tion of movement and skin color artefact during measurement. The added value 
that can be obtained towards heart rate and respiration function measurement us-
ing smartphone is continuously, pervasive monitoring of person for long time as 
we deployed with our applications.  While smarphones continue to provide more 
sensing and communication bandwidth, computation, memory, storage, the cell 
phone is still a resource-limited device if complex signal processing and inference 
are required.  The need of continuous sensing when using smartphone for perva-
sive health monitoring  raises considerable challenges in comparison to sensing 
applications that require a short time window of  data or  a single snapshot (e.g. a 
single image or short sound clip). There is also an energy tax and resources asso-
ciated with continuously sensing. Various solutions for this problem are presented 
in recently works [93,94,95]. However, more research is needed to exceed limita-
tion of continuous sensing, to diminish the communication overhead and for pri-
vacy and security of stored and communicated data.  



Pervasive Sensing and M-He
 

In our Lab we implem
respiration, daily activity
process data from the sm
model of  implemented 
computing elements that w
ing system. 

Mobile pervasive com
available. In the presente
vices are expressed by sm
for mobile devices was de

• intermediate pro
the smart objects

• human computin
cally processed d

• data communica
device and smart
tion with the web
connectivity. 

Fig. 16. M-Health architectu
smart walker, HealthCare W

Important part of heal
computation unit material
devices as microcontrolle
ADI's new low power SH
processing algorithms (e.g
 

ealth: Vital Signs and Daily Activity Monitoring 3

mented applications for continuous sensing of heart rat
y by developing a system that accurately acquired an
mart sensors developed in our Lab. Figure 16 presents 

architecture that join pervasive sensing and pervasiv
were used  for cardiorespiratory and motor activity sen

mputing devices are completely connected and constantl
d intelligent ambient for healthcare scenario, mobile de

martphones and tablet computers. The embedded softwar
eveloped considering the following requirements: 

ocessing of the data acquired by the sensors integrated i
s; 
ng interfacing including graphical representation of lo
data and data provided by the server, 
ation including the communication between the mobi
tphone through Bluetooth and bi-directional synchroniza
b healthcare server using the Wi-Fi or 3G-UMTS intern

 

ure for vital signs and body kinematics monitoring (smart W
Web IS – web based information system for healthcare) 

lth monitoring systems implemented in our Lab is th
lized by low power, low-cost low processing capabilitie
rs (e.g. MSP430 series) or Digital Signal Processors (e.

HARC® 2147x ) that are able to perform advanced sign
g. DWT, CWT).  

31

te, 
nd 

a 
ve 

ns-

ly 
e-
re 

in 

o-

ile 
a-

net 

W- 

he 
es 
g. 

nal 



32 O. Postolache, P.S. Girão, and G. Postolache
 

 

Fig. 17. The graphical interface of the pervasive computing device (Android OS smart 
phone) a) main menu, b) 0vital signs interface, c) motor activity interface 

The acquired and processed data are transmitted through the communication inter-
faces (e.g. Bluetooth, ZigBee or Wi-Fi) to the HMI, generally expressed by smart-
phone or tablet computer (e.g. HTC Desire and a Toshiba Folio were already used).  

Appropriate software was implemented on the mobile computing platform in 
order to process and display the data from the smart object sensors. In the smart 
wrist-worn device case the formatted data transmitted using a Bluetooth interface 
to a smartphone, which includes the application for communication, intermediary 
data processing and user interface developed under Android OS. A dashboard and 
a general menu board of the smartphone embedded software application are pre-
sented in Figure 17.  In Figure 17.a. is presented the Android OS application main 
menu that is used to select the vital signs and motor activity monitoring interfaces. 
Figure 17.b presents the implementation of vital signs monitor graphical interface 
that includes the heart rate and SpO2 digital display the PPG wave being visualized 
in a graphical display while the Figure 17.c includes the acceleration values evolu-
tion during the daily motor activity. For the particular case of smart wheelchair the 
graphical user interface was implemented on the tablet computer level and pre-
sents the evolution of cardiac signal (radar ballistocardiography), the respiration 
and the values of the heart rate and respiration rate (Figure 18).  

The general graphical user interface of the application embedded in the smart-
phone is presented in Figure 19. As can be observed, the main menu of the Blue-
Sentry 1.0.2 application embedded on the smartphone level, includes different 
categories such as smart object (e.g. smart walker) measuring channel  control, 
data synchronization, user profile and preferences. The smart object measurement 
channel control permits to select the visualization of one single or multiple meas-
uring channels according to the user or health professional necessity. Thus, “sin-
gle” selection permit to visualize the evolution in time of only one measurement 
parameter with higher resolution, while for “multiple” selection two of the meas-
ured channel can be selected and the evolution of measured quantities is presented 
in a set of comparative graphs. 
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Fig. 18. Cardiac, respiratory and motor activity graphical interface implemented on the 
Android OS Tablet computer 

 

Fig. 19. The dashboard of the implemented AndroidOS software for walker user 

In Figure 20 are presented a set of two BlueSentry application panels that are 
obtained after the selection of “Multiple” button. In Figure 20.a is presented si-
multaneously the evolution of  the left arm support applied force and the detected 
legs motion using the radar sensor while Figure 20.b is presented the evolution of 
detected legs motion together the counter signal evolution, and  Figure 20.c the 
applied force and the walker acceleration during normal usage are presented.  
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Fig. 20. The BlueSentry application GUI  a) radar motion sensor – force  wave visualiza-
tion, b) radar motion sensor – radar counter visualization c) radar motion sensor – accelera-
tion wave visualization 

The preferences are used to set-up particular parameters associated with par-
ticular walker’ user training or to the particular physiotherapy exercises associated 
with smart walker use. The data obtained from the smart walker measurement 
channel is transferred automatically (from time to time e.g. 2 min) or manually by 
direct command to the HealthCare Web IS database for advanced processing (e.g. 
gait pattern recognition). The synchronization permits to actualize the information 
on the smartphone side concerning measurement data processing algorithms, 
thresholds, alarms, user profile and preferences. 

The Android SDK and the Java programming language were used in our work 
as software technologies to implement data communication, data processing and 
representation on the smartphone display as well as the data management. A set of 
Activity Classes were considered:  ServerSync that permits to manage all the in-
formation regarding the application; SingleChannel that assures the graphical 
representation of individual wave associated with smart object measurement 
channels (e.g gait wave from smart walker radar channel); MultipleChannel that 
assures multiple graphical representation of clinical status. A flowchart associated 
to the SingleChannel activities classes interaction with Java methods of  Bluetooth 
Service is presented in Figure 21.  
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Fig. 21. DashBoard.java flowchart 

Activity classes that also were implemented in the smartphone: Main that 
shows a menu associated with the selection of the main application classes; Pro-
file, related to the patient profile, includes personal information and clinical data 
such as medical exams, registered illnesses, and indicated medication; Data-
baseList that presents a list of particular elements for each patient shown on the 
smartphone display; BluetoothService that is related with Bluetooth data  commu-
nication; BluetoothDebug that permits to display the data that  is received from the 
acquisition and  communication module in numerical format. If a set of smart 
objects with Bluetooth communication compatibility are present in our designed 
ambient intelligent for healthcare, a list of available devices is shown to the care-
giver using the touch panel computer.  The user is able to choose the smart object 
according to the ID of the person that is associated with the smart object. The 
selection can be done automatically according to the healthcare assessment sched-
ule that is daily updated on the computing device (PC) of health professional (e.g. 
nurse, physician) or accompanying person mobile platform (e.g. tablet PC or 
smartphone). 

The identification of smart objects is done in the present scenario using the 
MAC address of the Bluetooth device. Using the aiCharts graphical library, a 
graphical representation of the signals acquired by the acquisition and communi-
cation module integrated in the smart objects is carried out. Thus in the wrist worn 
case, the evolution of  PPG wave as so as the acceleration values are presented  
 



36 O. Postolache, P.S. Girão, and G. Postolache
 

while in the walker case gait wave (obtained through the radar), force wave and 
acceleration waves are presented on the display. The mobile device software also 
includes a database that was developed using the SQLite library, while the bidirec-
tional data synchronization with a server database was done using a set of methods 
included in a synchronization class. The contextual interpreter developed as a 
server application manages the data coming from wireless acquisition and com-
munication modules, or from RFID tag making all the needed associations be-
tween the user, corresponding profile and the values of vital signs  and motor ac-
tivity parameters for a given smart object assigned (e.g. smart walker) to the user. 
The data from the contextual interpreter is transmitted to the information composi-
tor module using XML format that will provide complete information (users, 
smart object localization, and adapted HMI needed for a given context). The in-
formation obtained on the compositor side is provided to the Web server that will 
provide the information according with the human machine interface and re-
freshed every time when the user is detected for the first time using a smart device 
(e.g. smart wheelchair), or when a specific sensor make a measurement. It also 
happens every time when an observer is detected in front of a situated display. A 
simplified materialization of above presented hardware and software architecture 
is presented in Figure 16. Thus the user is using a smart walker which communi-
cates the data through Bluetooth to a smartphone (which software can be consid-
ered on the user layer too). The data received on the smartphone from the walker 
(values measured by the walker sensors) is delivered through the Wi-Fi/3G-UMTS 
Internet to the server side (ambient layer) where the data is processed and sent to 
the contextual interpreter and information compositor software modules. The Web 
server receives the appropriate information to be presented to the patient or care-
giver when using the elements of the display layer. Tests on reliability were real-
ized through the progress of design and deployment of the system and we are go-
ing to publishe the results. 

A smartphone application for indoor air quality and respiratory function moni-
toring was also implemented by the authors (see Figure 15). By utilizing commu-
nity sensing technologies with mobile telephone, public health research can  
exploit the wide penetration of mobile devices to collect data that can give infor-
mation on impact of environment on health. For instance, projects such as the 
PEIR project from the University of California (UCLA) used sensors in phone to 
build a system that enables personalized environmental impact reports, which 
track how the actions of individuals affect both their exposure and their contribu-
tion to problem such as carbon emission [96].  By aggregating the data from mo-
bile phone of different users, from personal sensing and from distributed sensing 
nodes for indoor air quality, more insight on environmental impact on human 
health can be obtained and public health policy shall be able to craft initiatives to 
mitigate risk associated with indoor and outdoor air pollution. Integrating use of 
GIS and GPS with mobile technologies adds a geographical mapping component 
[97] that is able to "tag" voice and data communication to a particular location or 
series of locations. These combined capabilities have been used for emergency 
health services as well as for disease surveillance, health facilities and services 
mapping, and other health-related data collection. 
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There is a paucity of studies that evaluate effectiveness of mHealth application. 
Gurman et al. [98] analysing the evidences on effectiveness of mHealth behaviour 
change communication (BCC) interventions in developing countries have shown 
that studies did not consistently demonstrate significant effects of exposure to 
BCC mHealth interventions on the intended audience. Although most publications 
described interventions that used two-way communication in their message deliv-
ery design, less than half described tailoring the content or targeting [99]. More-
over, evaluation of efficacy of a mHealth campaign using SMS as a platform to 
disseminate and measure HIV/AIDS knowledge and to promote HIV/AIDS testing 
at clinics in rural Uganda has shown that only one fifth of the mobile subscribers 
responded to any of the questions. The campaign had proportionately limited suc-
cess in increasing knowledge levels on a mass scale [99].  A variety of techniques 
are designed recently for mHealth that can motivate a change of behaviour or a 
habit as: the use of games, competitions among groups of people, sharing informa-
tion within a social network, or goal setting accompanied by feedback. We are 
working on design and deployment of a serious games model, taking into account 
elements such as the use of RFID for game playing, tablets for interaction and 
patient’s physiological vital signals monitoring, personalization and adaptation 
issues. The first prototype is a type of a memory and mahjong based game de-
signed for a tablet PC attached to the wheelchair. It is directed to address thera-
peutics activities in aphasia and alexia, the most common speech and language 
disturbance in stroke and head trauma [55].  

Understanding which types of metaphors and feedback are most effective for 
various persuasion goals is still an open issue. Building mobile phone sensing 
systems that integrate persuasion requires interdisciplinary research that combines 
behavioral and social psychology theories with computer science, sensors and 
communication network engineering.  

Withal privacy and security of data stored and transmitted through mobile 
phone will remain a significant problem in the foreseeable future. Although there 
are approaches that can help with these problems (e.g. cryptography, privacy-
preserving data mining) they are now insufficient [100,101]. While this research 
field can leverage evidence and insight from data mining, machine learning, stan-
dard on communication of data, best clinical practice and ethical issue, health 
information system policy it present challenges is not addressed by this present 
work.   

5   Pervasive Computing 

Over the past decade, miniaturization and  cost reduction in semiconductors have 
led to computers smaller in size than a pinhead with powerful processing abilities 
that are affordable enough to be disposable. Similar advances in wireless commu-
nication, sensor design and energy storage have meant that the concept of a truly 
pervasive ‘wireless sensor network’, used to monitor environments and objects 
within them, has become a reality. Ubiquitous computing means network connec-
tivity everywhere, linking devices and systems as small as a drawing pin and as 
large as a worldwide product distribution chain [102]. Pervasive computing (the 
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term used in some recent literature with the same meaning of ubiquitous compu-
ting) relies on the convergence of wireless technologies, advanced electronics and 
the Internet. The pervasive computing abilities may allow continuous monitoring 
of  human health in any environment, be it home, hospital, outdoors or the 
workplace.  

Pervasive computing shares many application fields in common with mobile 
computing such as mobile networking, mobile information access, adaptive appli-
cations, location sensitivity. However it addresses four key issues expressed by 
smart spaces, invisibility, localized scalability and masking uneven conditioning 
[103]:   

• Smart Spaces: embedding computing infrastructure in building infra-
structure brings together two worlds that have been disjoint until now. 
The fusion of these worlds enables mutual sensing and control of these 
worlds.  

• Invisibility: the ideal expressed by Weiser is complete disappearance of 
pervasive computing technology from a user’s conciousness. In practice, 
a reasonable approximation to this ideal is minimal user distraction. If a 
pervasive computing environment continuously meets user expectations 
and rarely presents him with surprises, it allows him to interact almost at 
a subconcious level.  

• Localized Scalability: as smart spaces grow in sophistication, the intensi-
ty of  interactions between a user’s personal computing space and its sur-
roundings increases. This has severe bandwidth, energy and distraction 
implications for a wireless mobile user. Scalability, in the broadest sense, 
is thus a critical problem in pervasive computing. Like the inverse square 
laws of nature, good system design has to achieve scalability by severely 
reducing interactions between distant entities. This directly contradicts 
the current ethos of the Internet, which many believe heralds the “death 
of distance.”  

• Masking Uneven Conditioning: uniform penetration, if it is ever 
achieved, is many years or decades away. In the interim, there will persist 
huge differences in the “smartness” of different environments – what is 
available in a well-equipped conference room. This large dynamic range 
of “smartness” can be jarring to a user, detracting from the goal of mak-
ing pervasive computing technology invisible. One way to reduce the 
amount of variation seen by a user is to have his personal computing 
space compensate for “dumb” environments. As a trivial example, a sys-
tem that is capable of disconnected operation is able to mask the absence 
of wireless coverage in its environment. 

Pervasive computing devices should be completely connected and constantly 
available. Hence, pervasive computing stimulates and reinforces deployment of 
smart products that communicate unobtrusively. The smart sensors for pervasive 
heath monitoring and care may be connected to the Internet and the generated data 
may be easily available.  Therefore pervasive health monitoring and pervasive 
healthcare systems may generate a wealth of information for the healthcare  
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provider above and beyond what is currently available. How this information will 
be acquired, stored and interpreted, and how healthcare systems will respond to 
adverse events and to improve quality of care must all be considered. It is impor-
tant to appreciate that at present while much patient information is collected by 
continuous monitoring, for example during hospital admission, most of this infor-
mation is lost. As pervasive health monitoring systems will collect a vast amount 
of information, separating this into ‘important’ and ‘non-important’ is going to 
require very accurate context sensing and data mining.  Reacting to this informa-
tion is going to require major process automation and structural change to existing 
healthcare systems. Traditional approaches for handling data are often based on 
large dedicated computer systems which store all required data at one single loca-
tion and handle all incoming requests from applications and their users. While this 
is a valid approach for limited amounts of data, it is no longer functionally and 
economically viable for large scale pervasive health monitoring and care. The 
apparent solution is to distribute both data and requests onto multiple computers. 
In this case, a method to create coherence between computers is required, de-
signed to make the distributed appear like a single large units to its users [104]. 
The Cloud Computing [31] that is a specialized form of distributed computing that 
introduces utilization models for remotely provisioning scalable and measured 
information technology resources. Analyzing the main characteristics of the cloud 
computing such as on-demand self-service, broad network access, resource pool-
ing and rapid elasticity can be underlined that the usage of this kind of technology 
fit well with the pervasive healthcare. Thus smart object as patient assistants can 
access to the cloud computing capabilities in order to obtain the processed metrics 
associated with the values measured by the sensors that can used to generate warn-
ing up message translated in audio and/or video signaling forms. Based on cloud 
computing models the computing resource are pooled to serve multiple consumers 
using multi-tenant model [105] with different physical and virtual resource dy-
namically assigned and reassigned according with smart object demand or mobile 
platform demand. Taking into account the reliability requirements for the health-
care systems the cloud computing provides increased reliability through the use of 
multiple redundant sites, which makes Cloud Computing suitable for health sys-
tem  continuity and disaster recovery. The first steps in Cloud Computing technol-
ogy application for healthcare are already done especially related to the usage of 
cloud storage facility; however fewer steps were done in the healthcare data analy-
sis side where the usage of computational intelligence and semantic Web technol-
ogies represent the next step in the future of  healthcare system. Computational 
Intelligence (CI) [106] is a set of nature-inspired computational approaches that 
primarily includes Fuzzy Logic Systems (FLS) [107], Evolutionary Computation 
(EC) [108] and Artificial Neural Networks (ANN) [109]. The Evolutionary Com-
putation may deal with the vastness and tractability issues in storing, querying, 
reasoning and mapping semantic data in pervasive health monitoring, Fuzzy Logic 
may effective for management of vagueness and uncertainty in pervasive health-
care while Artificial Neural Network may improve the learning capacity of the 
pervasive health system and solve inconsistent issues with regards to data map-
ping and the data alignments in pervasive health monitoring and care. 
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In the early sixties, the concept of Semantic Network was firstly introduced as a 

knowledge representation model by cognitive scientists Allan M. Collins, linguist 
M. Ross Quillian and psychologist Elizabet F. Loftus [110]. In 1998, the term 
Semantic Web (SW) was coined by Web inventor Tim Berners-Lee as an exten-
sion of the current Web [111]. It was described as a giant global semantic network 
of data that is directly consumable and understandable to machines. In contrast to 
a hypertext Web that indicates texts linked to other texts in other places by hyper-
links, the Semantic Web projects a hyperdata Web that indicates data objects 
linked with other data objects across the Web through formal semantics and ontol-
ogies [112].  It enables the formation of a global web of data or open linked data 
[113] that interlinks distributed data at a Web-scale. The Semantic Web is led by 
the World Wide Consortium (W3C) as an international collaborative movement 
[114]. According to Tim Berners-Lee et al. [111] the Semantic Web will bring 
structure to the meaningful content of Web pages, creating an environment where 
software agents roaming from page to page can readily carry out sophisticated 
tasks for users  as clinical diagnosis advice. Regarding the principle of “how” 
Semantic Web is defined [115] a layered architecture expressed in Figure 22 was 
proposed by Tim Berners-Lee.  

In Figure 22 Unicode  represents the standard for computer character represen-
tation, and URIs, the standard for identifying and locating resources (such as pages 
on the Web); XML form a common means for structuring data on the Web but 
without communicating the meaning of the data; RDF (Resource Description 
Framework) represents a simple metadata representation framework; Ontologies 
represents a richer language for providing more complex constraints  on the types 
of resources and their properties; Logic and Proof represents  an (automatic) rea-
soning system provided on top of the ontology structure to make new inferences ; 
Trust represents the final layer of the stack addresses issues of trust that the Se-
mantic Web can support.  

 

Fig. 22. Semantic Web layered architecture 

Like the Web architecture, the pervasive healthcare is going to be decentra-
lized, vast, uncertain, and incomplete. Generally, manually configuring and oper-
ating large-scale distributed systems that potentially comprise thousands of  
nodes is no longer feasible. Self-organizing distributed systems are able to operate 
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autonomously [116]. The approaches developed for handling vast Web data may 
be adapted for pervasive health monitoring and care taking into account the speci-
ficity of data store and communicated. For instance, new approaches are recently 
proposed for handing with vast data: the eRDF (electronic Resource Description 
Framework)  that provides the evolutionary algorithms for querying, and a swarm 
algorithm for logical entailment computation [117];   swarm intelligence model to 
store and analyze the massive amounts of semantic data and collective behavior of 
swarm individuals for reasoning over a fully decentralized and self-organized 
storage system [118]; tractable reasoning services for ontology application using 
tractable profiles in OWL2 (Web Ontology Language) and some of their fuzzy 
extension and reusable reasoning infrastructure called TrOWL for mashup, 
process refinements validation, software engineering guidance for tractable  
applications of fuzzy and crisp ontologies [119];  use of cloud infrastructure for 
scalable reasoning on top of semantic data under fuzzy pD* semantics (i.e. an 
extension of OWL pD* semantics with fuzzy vagueness) [120]. 

6   Conclusion  

Driven by quality and cost metrics, the healthcare systems will change radically in 
the near future from current healthcare professional-centric systems to distributed 
networked and mobile healthcare systems. In this movement, the leading part is 
attributed to the pervasive technologies. Pervasive healthcare tries to change the 
healthcare delivery model: from doctor-centric to patient-centric, from acute reac-
tive to continuous preventive, from sampling to monitoring. 

The pervasive or ubiquitous access to healthcare data is essential for diagnosis 
and treatment procedure in healthcare system of the future. It requires unobtrusive 
sensing and convenient on-demand network access to a shared group of configur-
able computing resource. We describe in this chapter unobtrusive sensing solu-
tions based on optical sensors, microwave Doppler radar, or MEMS technologies 
as well as Android OS software applications. The smart objects, characterized by 
the unobtrusiveness of sensing and computing in a pervasive system for health 
monitoring may deliver information to mobile platforms such as smartphone or 
tablet computers programmed to locally process the received data and to perform 
data synchronization with Web healthcare servers as Cloud computers compo-
nents. These computer resources expressed by networks servers, storage applica-
tions and Web services might be rapidly provisioned and released with minimal 
management effort or service provider interaction, by using computational intelli-
gence and Semantic Web.  
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Abstract. The elderly population of the world is growing rapidly, creating the 
increasing need for elderly care. The aged people expect that this increased lon-
gevity will help them to enjoy living an independent and high quality life. Yet, at 
the same time they know there is a high risk of injury as many unforeseen acci-
dents can take place.  Surely, with the technology of today, there is a better way 
for these people in the society to resolve this problem. The chapter will present the 
development work and implementation details of a wireless sensors network based 
safe home monitoring system targeted for the elder people to provide a safe, sound 
and secured living environment in the society. The system is designed to support 
people who wish to live alone but, because of old age, ill health or disability, there 
is some risk in this, which worries their family or friends. 

Keywords: wireless sensors network, safe living environment. 

1   Introduction 

In recent times, there are many incidents reported in newspapers and in different 
other medias. A few of them taken from newspapers are: 

 
Dead couple lay in home for 13 days, New Zealand Heard, Feb. 25, 2005[1] 

Old tenant lay dead in flat for more than 10 days, NZ Herald, Apr. 20, 2006 
[2] 

Elderly man lay dead for days, National, Jun. 14, 2011[3] 

Forgotten man lay dead in flat for six years, The Guardian, Apr. 6, 2005[4] 

Pensioner's body lay in flat for months, TVNZ, Feb. 23, 2012[5]. 
 

With the above news headlines, we feel very sad and start thinking that there is no 
one who thinks of the elderly population and no care is taken for them in the so-
ciety. The reason of such unfortunate happening is due to increased number of 
ageing population.  
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2   On-Going Researches on Smart Home Technology 

The health-care is one of the most important research topics in recent times and 
many universities are involved towards developing system for proving care to the 
elderly people. Their main purpose is to monitor elderly with motor, visual or 
cognitive disabilities. Smart home technologies or home healthcare systems have 
gained academic and industrial attention in the context of self-care and remote 
care giving with the potential to effectively monitor, manage and motivate beha-
viours that lead to better health outcomes. 

With the advancements in sensing technologies, embedded processors and 
communication networks development of technological systems for the home 
environment has been made possible. The use of such technologies in healthcare is 
increasing in many ways: service delivery, in-home monitoring, interactive com-
munication, information transfer, and peer support. 

Technology-enabled solutions have gained recognition as an effective and effi-
cient solution as well as a sustainable support structure enabling self-care and 
remote care giving for independent, active and healthy aging. The development in 
ICT (Information and Communication Technology) has resulted in trimmed and 
enhanced function of sensors, computation and networking technologies. When 
smart home is united with live research and growth of chic fabrics, latest textiles, 
smart papers, power supplies, abrasive devices and digital imaging it enables 
people to have greater care at home. 

Wide range of smart home research is carried out in the entire world. The 
Georgia Institute of Technology in USA has structured an ‘Aware Home’ using 
ubiquitous computing method that feels and identifies imminent emergency that 
aids in deteriorating aged memory and looks for behavioural inclinations [11].  

‘Gator Tech Smart House’ is a product of ‘Florida University’ which provide in-
telligent house of disabled and aged persons [12]. It consists of environmental  
sensors which provides ease & energy competency, wellbeing and protection, 
movement supervision, stimulating and prompting technologies, intelligent device, 
fall recognition system, social distant dining with family members, biometric tech-
nologies for physiological supervision like temperature & weight and appliances 
like intelligent mail box, intelligent phones. Place Lab is a fragment of MIT’s 
house n project or ‘house of the future’ [13]. It supervises the actions and key signs 
of inhabitants; manage energy utilization, and offers knowledge, amusement and 
interactions by the usage of ever-present sensors and wearable devices. 

Systems have been developed in European nations and UK. A supported inter-
active residence house is built for aged and disabled individuals. The sensor sys-
tem evaluates key signs & actions and offers security surveillance and response. It 
also utilizes environmental control technologies with doors, windows and curtains. 
Similarly a smart apartment is developed by the University of Ostrava in the 
Czech Republic by implementing infrared (IR) sensors [14]. In France project on 
PROSAFE at Toulouse aspires to support independent living and activates alarms 
at the time of emergency [15]. The infrared sensors are implanted in ceilings of 
flat enabling the evaluation of actions and movements.  

Health Insight Solutions (HIS) project at Grenoble is an apartment having IR 
sensors to evaluate actions. A model house is developed in Eindhoven satisfying 
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the needs of Dutch Senior Citizens Label in 1995 [16]. These dwellings can be 
supervised with supportive technologies with the main objective of utilizing Infor-
mation Technology (IT) to aid interaction amid older people and their caregivers. 

Japan aspires to amplify the utility of supportive technology, helping older in-
dividual to live independently at residence by cultivating intelligent and secure 
surroundings. A total of 13 ‘Welfare Techno-Houses’ (WTH) have been devel-
oped by the Japanese Ministry of International Trade and Industry. Information on 
inhabitants actions are gathered by researcher by embedding rooms with IR sen-
sors, bathrooms with totally independent biomedical devices, doors with magnetic 
switches [17]. Likewise, Tiger Place – Smart Home for the Elderly at University 
of Missouri-Columbia [18], CASAS Smart Home Project at Washington State 
University and MavHome [19] smart home projects. 

Not only the research works carried out at different universities, there are quite 
a few patents on the topic available [20-27]. A few patents are concept patents as 
the problem of practical implementations have been overlooked. Many patents 
reported systems with a huge number of sensors which does not allow making it a 
low-cost system. The pictures from a patent [23] as shown in figure 2 and figure 3 
use camera to implement a home monitoring system for monitoring inhabitants at 
home. The camera is really a good device for surveillance application but to use it 
in a home environment for monitoring elderly for 24 hours 7 days and 365 days 
lacks a huge acceptability among the elderly. 

Based on the above situations there is still need to develop a monitoring system 
for the elder care which will be accepted by the elderly. 

 

Fig. 2. Pictorial representation of a monitoring system [23] 
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Fig. 3. The sensors involved in a monitoring system [23] 

3   Directions of Elder-Care  

The researches on smart home for elder care can be divided into following four 
categories. 

 

a. Use of Camera and Vision-based [28],  
b.  Wearable-sensors based [29],  
c.  Appliance Monitoring for newly-build home [30],  
d.  Sensors to be fitted in an old-home.  

 

The category from (a) to (c) has either has the problem of acceptability or not 
practically feasible. So the research reported in this work is based on the category 
(d) in which necessary sensors are fitted in a home to make it a smart home which 
provides a safe, sound and secured living environment to the elderly. The devel-
oped system doesn’t have any camera or vision based system [31]. A low-cost 
system has been developed that can be affordable by almost everyone. 

4   Technology Assisted Home Monitoring System 

The functional description of the technology assisted developed home monitoring 
system is shown in figure 4. The system uses wireless sensors to monitor the state 
of different appliances which are used by the elderly for their day-to-day life. The 
devices may be electrical or non-electrical appliances [31]. For example, the bed 
which is used by the elderly to sleep in the night is monitored by a wireless sensor 
network. When the elderly going to sleep on the bed, when he/she gets up in the 
night to go to toilet and when he/she gets up in the morning are all recorded on 
real-time. Similarly, the toilet, chair, sofa, toaster, hot-water kettle, refrigerator are 
all recorded of their uses.  
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The monitored sensors data are transmitted using zigbee based wireless proto-
col to a central data acquisition system configured around a laptop computer. The 
requirements for the developed system are: Non-Invasive, Low Cost, Flexible, 
Portable, Wide Acceptance among the elderly and Confidentiality [32-33]. From 
the monitoring of the appliances, the behaviour of the elderly are annotated and 
consequently any irregular activities are recorded. Depending on the situation a 
warning signal is sent to the care-giver [34]. 

The technology assisted home monitoring system integrated with sensing units 
and intelligent software identify daily activity pattern and irregular situation of 
elderly in real-time. There is a considerable debate about the irregular situation of 
the elderly as the situation leading to irregular condition may not be unique for 
everyone. In order to make the developed system to be used by elderly irrespective 
of ethnicity and country of residence, the wellness of the elderly are defined and 
determined by the current system [35-36]. The system also analyses the activities 
of the person and can predict the future trend of the activities.  

Changes is normal daily activities can be easily known with respect to the time 
i.e. regular usage duration with allowable residuals of certain objects can indicate 
the regular behaviour of the elderly and if there are any changes to the usage dura-
tion then we can say that this is an abnormal activity. Therefore, we model a sys-
tem in terms of time series analysis for forecasting the usage duration of objects in 
smart home monitoring environment.  

 

Fig. 4. Functional description of the technology assisted developed home monitoring system 

Figure 5 shows the zigbee coordinator configured at the com port of laptop 
computer. The programme is written using .net programme to store and analyse 
the data. Figure 6 shows the schematic representation of the sensors placed at 
different locations of a home. This is the graphical representation which is dis-
played at the monitor of the laptop.  
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Developed Graphical User Interface shows the sensor status with their respec-
tive icons and information about individual sensor usage like: number of times 
used daily, minimum usage duration, average usage duration, maximum usage 
duration, last active time used and inactive duration since last used. Also, console 
window show the sequence of sensors usage. Program simultaneously stores the 
data in the coordinator system for further processing of data in terms of determin-
ing wellness indices and prediction of activity usages. 

 

Fig. 5. Zigbee coordinator based on a laptop computer 

 

Fig. 6. The schematic representation of the placement of sensors 
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The collected data from all sensors are presented on a 24 hour representation 
for a trail run in an elderly house and is shown in figure 7. The appliance has been 
labeled for the particular hour if it used in that hour, it doesn’t mean that it has 
been used for the full duration of that hour. The details of the short form represen-
tation of different appliances are labeled at the right hand side of figure 7. Due to 
the winter time, it is seen that the heater is used quite longer duration for the day. 

 

Fig. 7. Representation of sensors data for 24 hours run in an elderly home 

5   Wellness Determination of the Elderly 

A lot of researches have been reported and are still going on the behavior determi-
nation of the elderly. In our earlier works the emphasis was put on the bahaviour 
determination of the elderly [34]. But, it has been realized that the behaviour is not 
unique for all elderly and it changes from person to person. So to look into the 
bigger picture it is important to understand whether the elderly is safe at the tech-
nology assisted home.  

Hence the following questions are examined to get an answer: 
 

• How “Well” the elderly living alone in Technology Assisted Home is 
able to  perform their essential daily activities in terms of using house-
hold appliances?  

• Performance of Daily Activities indicates Performance behavior. 
• Livelihood activities are Cyclic  

Monitoring usage of house-hold appliances for recognizing the habitual nature of 
the person is very useful to determine how well or safe the elderly is leading 
his/her life. Two types of wellness functions have been defined [36], one is based  
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on no-usage of any appliances (β1) and another based on over-usage of appliances 
(β2). If the elderly uses different appliances continuously it means that the elderly 
is physically fit though continuous use of bed means the elderly is not well. 

 
The wellness function β1 is defined as β1 = 1 – (t/T)                                         (1) 

 
Where β1 = Wellness function of the inhabitant based on the inactive usage mea-
surement of appliances,               

 t = Time of Inactive duration of all appliances (i.e.) duration time no appliances 
are used. 
T= Maximum inactive duration during which no appliances are used. 

 
If β1 is equal to 1.0 indicates the inhabitant is in healthy situation. If β1 is less than 
1.0 and goes below 0.5 the situation indicates some unusual situation and can be 
used to send a warning text message to the care-giver. Though a threshold value of 
0.5 is chosen based on the trail run, it may be trimmed based on a few runs. 

Figure 8 shows the wellness function β1 of a trail runs of the monitoring system 
at a few technologies assisted home. It is seen for the subject#3; the wellness func-
tion β1 has gone below 0.5.  It was observed that on that particular day, the person 
went out of the house for quite some time and no appliances were used during that 
duration. 

 

Fig. 8. Wellness function β1 of a few human trials runs [36] 
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The wellness function ‘β2’ is defined by the following equation    β2 1  1                                                                                    (2) 

Where β2 = Wellness function of the elderly based on excess usage measurement   

of appliance.  

Ta= Actual usage duration of any appliance. 
Tn =Maximum usage duration use of appliances under normal situation. 

 
Under normal condition, Ta < Tn; No Abnormality. Only if Ta > Tn then β2 is calcu-
lated using the eq.(2). The value of β2 close to 1 to 0.8 or so may be considered as 
normal situation. If β2 goes less than 0.8, then it indicates the excess usage of the 
appliance corresponding to an unusual situation. 

In ideal case, β1 and β2 equals to one indicate the elderly activities are recurring 
with equal durations every time. However, human behavior is not consistent; 
hence the optimum alarm level for β1 and β2 are determined so that false warning 
messages are minimized. 

In figure 9 it is seen β2 for subject 2 has gone to very low value for the use of 
chair. It has been observed that on that particular day, the elderly had a visitor and 
took lunch sitting on the chair for a long duration. For the subject 3, it has been 
observed that the elderly slept quite a long time as he was not feeling well.  

 

Fig. 9. Wellness function β2 of a few trial runs [36] 
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The above two wellness functions are calculated based on the data collected 
during the interview about the life-style of the elderly. But with time, the life-style 
gets changed so there is a need of updating the parameters for the determination of 
the wellness functions. This is done based on the trend analysis of the previous 
data.  

Based on the time series of past data, a suitable method considered for predict-
ing the near future values was “Seasonal (cyclic) Decomposition”.  It is used pri-
marily as a preliminary tool when attempting to analyze trend.  It is also suitable 
for exhibiting seasonal pattern which may be existing in the series and useful for 
forecasting process. 

Trend component is estimated by using the principle of moving average. The 
Exponential Moving Average considered in the analysis is given by the equation: 

 
MAt+1 = αXt + (1-α)MAt                                             (3) 

 
MAt+1-Moving average prediction 
MAt -    Previous Moving average 
α --    Smoothing Constant 
Xt -- Observed quantity at time ‘t’ 
 

‘α’ smoothing constant, is derived from the number of sensor observations from 
the start of the system to the recently observed value. The advantage of this mov-
ing average is that a smaller smoothing constant gives more relative weight to the 
observations in the more distant past and a larger smoothing constant provides 
more weight to the most recent observation.  

For demonstration purpose, we considered forecasting using additive model 
which identifies the excessive amount in the sensor duration dependent variable 
with respect to the time. The basic features like trend and seasonality of Time 
Series describe a time series by its degree. After estimating the internal compo-
nents like trend and seasonality of a time series, we have extracted errors by de-
trending.  Smoothed Trend Curve (STC) for bed sensor usage duration is derived 
by applying eq (3). 

Seasonally Adjusted Factor (SAF) is resulted from the decomposition process 
considering one week as one season (cycle). Following the additive method for the 
forecasting process, the most appropriate fitted curve is computed by adding 
smoothed trend curve and seasonally adjusted factors (i.e. Fitted 
Curve=STC+SAF). Implementation of forecast model is further discussed in the 
following section. 

Figure 10 shows the trend analysis for the four weeks of sleeping activity data 
for a trial run. An additive model has been used to determine the behaviour (in 
terms of usage of appliances) of the elderly for the 5th week. Table 1 shows the 
data obtained for the 5th week. The number of weeks can be changed to get an 
optimum representation of seasonal variation. 
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Fig. 10. Bed Sensor sequence, Trend and Fitting curve based on forecast model of sleeping 
activity of subject1 elderly person 

Table 1. Prediction of the bed usage for the 5th week 

 

 

 

Additive 
model 

Extended 
Trend 
value  

+ Seasonal 
factor  

=  Forecast 
value 
Week #5  

T  SAF  F  

5 SUN 9:46:53 + 0:10:42 = 9:57:35

5 MON 9:43:19 + 0:10:30 = 9:53:49

5 TUE 9:29:21 + -0:11:35 = 9:17:46

5 WED 9:29:38 + -0:25:22 = 9:04:16

5 THU 9:30:16 + 0:05:27  =  9:35:43  

5 FRI 9:34:41 + -0:25:02  =  9:09:39  

5 SAT 9:36:53 + 0:35:23 = 10:12:16  
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Based on the trend, seasonal adjusted and fitted values from the four week bed 
sensor usage value, fifth week prediction of bed sensing usage values are com-
puted for estimating bed sensor durations (see Table 1). The error distribution 
prevailing in the derived fitted curve is tested by following One-Sample Kolmogo-
rov-Smirnov Test. 

6   Human Emotion Recognition System 

Monitoring emotions is important as it contains information that can help in im-
proving human wellbeing. It is also important to monitor emotions as they are 
perceptions of bodily changes and can help in identifying matters of concern at an 
early stage before they become more serious. Emotion regulation is an important 
skill for coping with social and personal problems [37]. 

In this project, we have developed an emotion recognition system based on in-
formation provided by the physiological signals. These signals are obtained from a 
skin temperature sensor, a heart rate sensor, and a skin conductance sensor. This is 
an extension to the work presented in [37-39]. The four basic emotions observed 
in this project are happy (excited), sad (unhappy), angry (distressed) and neutral 
(relaxed).  

The developed system can also be used for people at offices, school, universi-
ties and other institutions where wellbeing of computer users can be improved by 
continuous monitoring of emotions. Measured physiological parameters are wire-
lessly transmitted using Zigbee protocol. The range corresponds to the particular 
wireless system used.  Figure 11 below shows graphs displaying real time signals 
from the sensor. These graphs show the real time signal for the three sensors for a 
particular time period. The amplitude of the signals is displayed on y-axis  
while the x-axis shows the time in seconds along with the starting time in  
text box. 

A graphical user interface (GUI) has been designed to communicate with the 
hardware as well as display real-time emotion(s) for the monitored period. Based 
on the number of emotions to be recognized, it was decided to create four clusters 
using k-means clustering technique.  In order to cluster the data, the training data 
collected from 40 individuals was used. The data has been collected from healthy 
individuals, including both male and female, with ages ranging from 18 to 72 
years. This data was pre-processed for proper format to have effective cluster 
formation. For this study, Euclidean distance was chosen as the distance measure 
in forming the clusters. 
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Fig. 11. Sensor signal graphs of Skin temperature, Heart rate and Skin Conductance for 
determining Human emotions 

Considering the five major attributes (variables), skin temperature (Stemp), 
heart rate (Beats per Minute (BPM)), first derivative of heart rate (d1bpm), skin 
conductance response (SCR) and absolute value of the first derivative of heart rate 
contributing to significant emotional changes values of the sensor readings, cor-
responding four clusters are visualized on a 2D plan as shown in figure 12 for 
effective generalization and computation. The matching clustered attribute values 
are specified in real time monitoring emotion recognition system for determining 
emotional status of the person. 
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Fig. 12. Cluster formation using k-means algorithm 

7   Practical Issues in Implementation 

There are many issues involved while working on any technological system to be 
used by the elderly. There are some issues related to the acceptability of the sys-
tem. The most important thing of practical implementation of this type of system 
is to convince the elderly that data of the individual life-style will not be misused. 
So a joint government-private enterprise may be able to bring the confidence 
among the elderly.   Other issues such as use of camera or vision based sensors 
may not attract the acceptability among the elderly. The movement sensors having 
low-intensity light beam or the fan of the controller making noises may also put 
off the elderly. 

A few practical issues have been faced while the trail runs are conducted: 
 

1. The placement of the force sensor beneath the bed. Bed too heavy to lift 
for placing force sensor correctly in order to read status. 

2. Sometimes No status change from Bed and Couch because of heavy 
weight. 
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3. Attachment of electrical sensor to the TV electrical plug point. 

4. Some electrical sensor like TV and microwave were always ON due to 
the make feature of the respective electrical device. 

5. Unable to plug Toilet force sensor to electrical point. 
 

A lot of lessons are learnt from the above issues and necessary steps were taken to 
modify the system. 

8   Conclusions and Future Works 

A technology assisted smart home to care elderly people based on wireless sensor 
network has been investigated and developed. The system doesn’t use camera or 
vision based system and thus acceptable to elderly community. The integrated 
system is able to support people who wish to live independently. The system can 
recognise the emotion as well as determine the wellness of the elderly. The devel-
oped system is robust and is possible to develop at a low cost.  

Based on the building on the present system the improvement on the instrumen-
tation system is carried out to develop a smart measurements system to reduce the 
size of the sensing system. The system will have the ability to incorporate addi-
tional household sensor.  It is also planned to integrate the cellular modem into the 
controller. 

References 

1. Dead couple lay in home for 13 days, New Zealand Heard (February 25, 2005), 
http://www.nzherald.co.nz/nz/news/ 
article.cfm?c_id=1&objectid=10112623 

2. Old tenant lay dead in flat for more than 10 days, NZ Herald (April 20, 2006), 
http://www.nzherald.co.nz/ageing/news/article.cfm?c_id=15&
objectid=10378145 

3. Elderly man lay dead for days, National (June 14, 2011), 
http://www.stuff.co.nz/national/5141652/ 
Fears-elderly-man-lay-dead-for-days 

4. Forgotten man lay dead in flat for six years, The Guardian, UK (April 6, 2005), 
http://www.guardian.co.uk/society/2005/apr/06/ 
socialcare.uknews 

5. Pensioner’s body lay in flat for months, TVNZ (February 23 , 2012), 
http://tvnz.co.nz/national-news/ 
pensioner-s-body-lay-in-flat-months-4738403 

6. Koontz, D.: Life expectancy, 
http://en.wikipedia.org/wiki/Life_expectancy  
(retrieved from June 04, 2012), 

7. National Population Projections, 
http://www.stats.govt.nz/browse_for_stats/population/estim
ates_and_projections/NationalPopulationProjections_HOTP06-
61/Commentary.aspx (retrieved from June 04, 2012) 



Are Technologies Assisted Homes Safer for the Elderly? 67
 

8. Rajan, I.: Demographic ageing and employment in India, International Labour Organi-
zation, Asia-Pacific Working paper series, ISBN: 9789221230069 (webpdf), 
http://www.ilo.org/wcmsp5/groups/public/asia/robangkok/ 
documents/publication/wcms_140676.pdf (accessed from 04, 2012) 

9. Huang, G.T.: As population matures, so do assisted-living technologies (retrieved from 
04, 2012), http://www.technologyreview.com/computing/13237/ 

10. Bloom, D.E., Canning, D., Malaney, P.N.: Demographic Change and Economic 
Growth in Asia, Centre for International Development, Harvard University, Cam-
bridge, MA, Working Paper No. 15, pp.38-45 (2000) 

11. Kidd, C.D., Orr, R.J., Abowd, G.D., et al.: The aware home: a living laboratory for 
ubiquitous computing research. In: Proceedings of the 2nd International Workshop on 
Cooperative Buildings, CoBuild 1999 (1999) 

12. Helal, S., Mann, W., El-Zabadani, H., King, J., Kaddoura, Y., Jansen, E.: The Gator 
Tech Smart House: a programmable pervasive space. Computer, 50–60 (2005) 

13. Intille, S.S., Larson, K., Tapia, E.M., Beaudin, J.S., Kaushik, P., Nawyn, J., Rockin-
son, R.: Using a Live-In Laboratory for Ubiquitous Computing Research. In: Fishkin, 
K.P., Schiele, B., Nixon, P., Quigley, A. (eds.) PERVASIVE 2006. LNCS, vol. 3968, 
pp. 349–365. Springer, Heidelberg (2006) 

14. Cerni, M., Penhaker, M.: Circadian rhythm monitoring in homecare systems. In: Pro-
ceedings of the 13th International Conference on Biomedical Engineering, Singapore, 
December 3-6, pp. 30–36 (2008) 

15. Chan, M., Campo, E., Esteve, D.: Assessment of activity of elderly people using a 
home monitoring system. International Journal of Rehabilitation Research 28(1), 69–
76 (2005) 

16. Demongeot, J., Virone, G., Duchêne, F., et al.: Multi-sensors acquisition, data fusion, 
knowledge mining and alarm triggering in health smart homes for elderly people. 
Comptes Rendus Biologie 325, 673–682 (2002) 

17. Tamura, T., Togawa, T., Ogawa, M., Yoda, M.: Fully automated health monitoring 
system in the home. Medical Engineering & Physics 20(8), 573–579 (1998) 

18. Ageing in Place, http://aginginplace.com/mini-2/other-models-
of-aging-in-place/ (accessed from June 04, 2012) 

19. Cook, D., Youngblood, M., Heierman, I., Gopalratnam, E.O.K., Rao, S., Litvin, A., 
Khawaja, F.: Mavhome: an agent-based smart home. In: Proceedings of the First IEEE 
International Conference on Pervasive Computing and Communications, pp. 521–524 
(2003) 

20. Kiluk, C.: Method in alarm system, including recording of energy consumption, US 
Patent No. US4990893 (1991) 

21. Lane, S.S., Chadbourne, C., Buller, W.T., Steiger, S.A.: Method of user monitoring of 
physiological and non-physiological measurements, US patent No. US6002994 (De-
cember 14, 1999) 

22. Yoshiike, N., Hattori, A., Morinaka, K., Inoue, S., Tanaka, S.: Home monitoring sys-
tem for health conditions, European Patent No. EP1071055A1 (January 24, 2001) 

23. Yoshiike, N., Hattori, A., Morinaka, K., Inoue, S., Tanaka, S.: Behavior determining 
apparatus, care system, care residence and behaviour information specifying apparatus 
and system, US patent No. US6796799 (September 28, 2004) 

24. Yoshiike, N., Hattori, A., Morinaka, K., Inoue, S., Tanaka, S.: Home monitoring sys-
tem for health conditions, European Patent No. EP1071055B1 (December 22, 2004) 

25. Monroe, D.A.: Multimedia surveillance and monitoring system including network con-
figuration, US patent No. US6970183 (November 29, 2005) 



68 S.C. Mukhopadhyay, N.K. Suryadevara, and R.K. Rayudu
 

26. Davis-Havill, J.R., Walley, J.L.: Biomechanical monitoring apparatus. World Intellec-
tual Property Organization, WO05120348A1 (December 22, 2005) 

27. Cuddihy, P.E., Weisenberg, J.M., Ganesh, M., Graichen, C.: System and method for 
determining periods of interest in home of persons living independently, US patent  
No. US7091865 (August 15, 2006) 

28. Nasution, A.H., Emmanuel, S.: Intelligent Video Surveillance for Monitoring Elderly 
in Home Environments. In: Proceedings of IEEE 9th Workshop on Multimedia Signal 
Processing, MMSP 2007, pp. 203–206 (2007) 

29. Wu, J.K., Dong, L., Xiao, W.: Real-time Physical Activity classification and tracking 
using wearable sensors. In: Proceedings of the 6th International Conference on Infor-
mation, Communications & Signal Processing, pp. 1–6 (December 2007) 

30. Hara, K., Omori, T., Ueno, R.: Detection of unusual human behavior in intelligent 
house. In: Proceedings of the 12th IEEE Workshop on Neural Networks for Signal 
Processing, pp. 697–706 (2002) 

31. Gaddam, A., Mukhopadhyay, S.C., Sen Gupta, G.: Elderly Care Based on Cognitive 
Sensor Network. IEEE Sensors Journal 11(3), 574–581 (2011) 

32. Mukhopadhyay, S.C., Anuroop, G., Sen Gupta, G.: Wireless Sensors for Home Moni-
toring - A Review. Recent Patents on Electrical Engineering 1, 32–39 (2008) 

33. Gaddam, A., Mukhopadhyay, S.C., Sen Gupta, G.: Smart Home for Elderly Using Op-
timized Number of Wireless Sensors. In: Mukhopadhyay, S.C., Leung, H. (eds.) Ad-
vances in Wireless Sensors and Sensors Networks. LNEE, pp. 307–328. Springer-
Verlag (2010), ISSN 1876-1100, ISBN 978-3-642-12706-9 

34. Suryadevara, N.K., Gaddam, A., Rayudu, R.K., Mukhopadhyay, S.C.: Wireless Sen-
sors Network based safe Home to care Elderly People: Behaviour Detection. Sens. Ac-
tuators A: Phys (2012), doi:10.1016/j.sna.2012.03.020 

35. Suryadevara, N.K., Mukhopadhyay, S.C., Rayudu, R.K., Huang, Y.M.: Sensor Data 
Fusion to determine Wellness of an Elderly in Intelligent Home Monitoring Environ-
ment. In: Proceedings of IEEE I2MTC 2012 Conference, IEEE Catalog number 
CFP12MT-CDR, Graz, Austria, pp. 947–952 (2012) ISBN 978-1-4577-1771-0 

36. Suryadevara, N.K., Mukhopadhyay, S.C.: Wireless Sensor Network based Home Mon-
itoring System for Wellness Determination of Elderly. IEEE Sensors Journal 12(6), 
1965–1972 (2012) 

37. Kaur, K., Mukhopadhyay, S.C., Schnepper, J., Haefke, M., Ewald, H.: A Zigbee Based 
Wearable Physiological Parameters Monitoring System. IEEE Sensors Journal 12(3), 
423–430 (2012) 

38. Quazi, T., Mukhopadhyay, S.C., Suryadevara, N.K., Huang, Y.M.: To-wards the Smart 
Sensors Based Human Emotion Recognition. In: Proceedings of IEEE I2MTC 2012 
Conference, IEEE Catalog number CFP12MT-CDR, Graz, Austria, pp. 2365–2370 
(2012) ISBN 978-1-4577-1771-0 

39. Suryadevara, N.K., Quazi, T., Mukhopadhyay, S.C.: Smart Sensing System for Human 
Emotion and Behaviour Recognition. In: Kundu, M.K., Mitra, S., Mazumdar, D., Pal, 
S.K. (eds.) PerMIn 2012. LNCS, vol. 7143, pp. 11–22. Springer, Heidelberg (2012) 



S.C. Mukhopadhyay et al. (Eds.): Pervasive & Mob. Sens. & Comput. for Healthcare, SSMI 2, pp. 69–87. 
springerlink.com                                                                 © Springer-Verlag Berlin Heidelberg 2013 

A Large-Area Sensor System Underneath the 
Floor for Ambient Assisted Living Applications 

C. Lauterbach, A. Steinhage, and A. Techmer 

Future-Shape GmbH, 
Hoehenkirchen-Siegertsbrunn, Germany 
christl.lauterbach@future-shape.com 

Abstract. The SensFloor® is a textile-based large-area sensor system which is 
installed as an underlay underneath the flooring. It detects people moving across 
the floor, calculates their trajectories and distinguishes between foot steps and a 
fall. The use of capacitive proximity sensing instead of pressure sensing gives 
high flexibility in floor design. Besides elastic flooring like carpet and PVC, even 
non-elastic flooring like parquet or laminate is suitable. The SensFloor System 
enables a variety of different applications in the domain of Ambient Assisted Liv-
ing  (AAL) like fall detection, activity monitoring, energy savings, control of au-
tomatic doors, intrusion alarm and access control. Presence detection and self-test 
capabilities are additional features valuable in particular for security applications. 

Keywords: smart floor, ambient assisted living, large-area sensor system, capaci-
tive proximity sensors. 

1   Introduction 

Continued success in extending life through health care and shifts in the age struc-
ture of the population will lead to many more people reaching older ages than ever 
before. Longevity is a gain for the individual, a challenge for the social security 
systems, and a business opportunity, when developing new technologies, products 
and services for this underserved, and growing market. 

The SensFloor project described here, is a typical example of Ambient Assisted 
Living (AAL) [1, 2]: An intelligent environment supports older people in their 
daily life and extends the time they can stay independently and safely at home [3]. 
The goal is to develop applications which assist people in their everyday life and 
to give the hardware needed to do this such a low profile that ideally it is com-
pletely hidden from view. This technology will therefore provide a platform for 
new services in the fields of building automation, comfort and convenience, as 
well as personal safety. 

2   SensFloor Principle 

SensFloor is a textile-based underlay with integrated microelectronic radio mod-
ules and capacitive proximity sensors. The underlay can be laid under practically 
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any type of floor covering and is completely invisible. Whenever a person walks 
across the floor, the integrated sensors are activated and a sequence of location– 
and time-specific sensor events is broadcasted. These messages are received by 
one or more wireless control units. Depending on the application, the receivers can 
either be embedded devices or PC interfaces. Based on data processing algorithms 
such as pattern recognition, for instance, these signal patterns can be used to iden-
tify various types of events. 

A schematic of the SensFloor system is shown in Fig. 1. When a person walks 
across the floor, sensor events are detected by the triangular sensor areas beneath 
the feet. Eight sensor areas are connected to each radio module in the SensFloor 
underlay. The sensor events are transmitted wirelessly (868 MHz) to the transceiv-
er. Its function is to process the sensor events coming from the sensor modules, to 
analyse the time series and to reconstruct the movement trajectories of the people 
walking on the floor. Based on this information, the transceiver is able to control 
wireless switches which can operate e.g. automatic doors, alarm devices, lights, 
heating, and traffic counters. It is also possible to send commands to an already 
existing building control network. The proprietary message format contains the ID 
of the sensor and the information whether a change in signal intensity was detected. 
The message can be received and interpreted by any wireless device that works on 
the same frequency. In principle, missing a data packet due to collision in the 
transmission channel is possible. However, all applications of the SensFloor are 
based on evaluating whole populations of sensor events rather than single signals. 
Therefore, missing some events does not impair the overall function of the system. 

 

Fig. 1. Schematic of the system: Footsteps on the floor trigger sensor events The data are 
sent wirelessly (868 MHz) to the processing unit, which controls for instance home auto-
mation devices. Direct control of actuators is also possible (e.g. light or automatic doors). 
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For simple applications like the switching of light or the automatic opening of 
doors, signals from the microelectronic modules can operate actuators directly, 
without the necessity of a central processing unit. If required, bidirectional data 
transmission can be used to read the status of the sensor modules (self test), to 
reconfigure their transmission characteristics or to read the output of their internal 
temperature sensor. Based on this information, a temperature map of the entire 
floor can be obtained. 

3   Capacitive Proximity Sensors 

Several groups working on sensitive floors use pressure sensors for detecting per-
sons walking on the floor [4]. High-resolution pressure sensing systems are also 
used to analyse gait for medical diagnoses [5]. Floor sensors which measure the 
pressure are often based on the piezo effect [6], change of resistance [7] or on the 
change of capacitance when a capacitor containing soft material is compressed [8]. 
However, a pressure-based floor sensor with high spatial resolution can only be 
realized underneath soft floor covering. To detect the presence of people through 
hard floor covering, it is necessary to find a measurement principle which works 
from a certain distance. Capacitive proximity sensors are ideal for this purpose. 

Unlike a pressure sensor, a sensor underlay featuring capacitive proximity sen-
sors can be installed even underneath tiles, stone or wood [9], has no mechanical 
parts and features self-test abilities and static signal recognition [10]. Basically, a 
capacitive proximity sensor comprises one or more sensor fields. Inside the Sens-
Floor underlay, for instance, the sensor fields are formed by conductive textile-
based triangular areas.  

Every sensor field works like the plate of an ideal capacitor: simply spoken, the 
capacitance is determined by the proximity (d) of other conductive objects and the 
area (A) of geometric overlap between the plate and the objects. In addition, the 
capacitance depends on electrical characteristics of the plate, the object and the 
material between them. These so-called dielectric characteristics are usually ex-
pressed by the constant ε0= 8.854.10-12 As/Vm and the value εr which describes 
the dielectric value in relation to the one of vacuum (εr = 1).  

 

C  = (ε0 * εr * A) / d 
 

The capacitance increases with the area of overlap and the dielectric value, and 
decreases with the distance of the object. Assuming constant material characteris-
tics, the capacitance is directly proportional to the surface area of the objects and 
inversely proportional to their distance from the floor. Although the situation is 
more complex for non ideal capacitors such as the SensFloor underlay, the general 
principle can be used to detect the presence and even roughly the distance of ob-
jects such as the human body, which are at least partly conductive (see figure 2, 
left panel).  

The capacitance C can be measured in many different ways [11]. One possibil-
ity is to let the sensor plates be part of electrical oscillators the resonance  
frequency of which is shifted when conductive objects approach the plates [12]. 
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Another possibility is to probe how much electrical charge can be stored on the 
conductive plate when an electrical power source is connected [11]. The charge at 
a specific point in time t can be determined indirectly by measuring the charging 
voltage U(t) based on the following equation: 

U(t)  = U0 * [1-exp(-t/RC)] 

Here R is the constant combined resistance of the charging circuit and U0 is the 
initial voltage at t=0. As U(t) increases from 0 towards U0 over time following the 
defined function depicted in figure 3, right panel, the capacitance C can be deter-
mined by connecting the sensor field to a power source with known idle voltage 
and to measure the time tc it takes until U(t) has reached a fixed value, e.g. 70% of 
U0. Mostly, one is not interested in the absolute value of C but only in relative 
changes introduced by objects approaching the sensor field. Therefore, the actual 
values of U0, R and εr are not important. 

The charging time tc is a measure for the presence and distance of the object as 
indicated by the three different situations ,  and  in figure 2. The approaching 
hand (Fig. 2, left) increases the capacitance C2 and therefore the charging time is 
increased (Fig. 2, right). The charging time can be used as a measure for the dis-
tance and/or the conductivity of the approaching object.   

 

Fig. 2. Illustration of the measurement principle with a hand nearing the surface of a ca-
pacitor: The approaching hand (left) increases the capacitance C2 and therefore the charging 
time is increased (right). The charging time is used as a measure for the distance and/or the 
conductivity of the approaching object.   

As described in [11], the IO-pins of an ordinary microcontroller on a sensor 
module can be used alternatingly as power source to charge the sensor fields and 
as input to determine when the fixed voltage level is reached. The capacitance is 
measured by counting the processor cycles during the charging process.  
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Depending on the required spatial resolution, the SensFloor underlay, for in-
stance, comprises up to four sensor modules per square meter. Each module is 
connected to power supply, ground and eight triangular sensor areas the capaci-
tance of which is continuously measured by a microcontroller which is also used 
for the wireless data transmission and for filtering the sensor data. 

In practical applications, the capacitance is influenced by slow variations of 
temperature and humidity in the environment and fast variations induced by noise 
from external electrical fields or jitter of the power supply. Therefore, the main 
task of the sensor module's signal processing is the reliable computation of the 
relative capacitance Crel by means of drift compensation and filtering of noise. 
Principle steps of the signal processing are illustrated in figure 3. The absolute 
capacitance Cabs and relative capacitance Crel without noise are depicted in Fig. 
3a). Fig. 3b) shows Crel derived from the difference between Cabs and Cref. The 
scale factor converts the difference into the desired range of 1 Byte. In Fig. 3c) the 
drifting Cref due to slow changes of environmental parameters is shown. A low 
pass reduces noise in Cabs with higher frequencies; an additional offset operation 
is used to distinguish between significant and non-significant changes of the signal 
variations (see Fig. 3d)). The offset as well as the degree of the low pass filter is 
controlled by the variance of the input signal Cabs. 

 

Fig. 3. Signal processing: a) absolute capacitance Cabs and relative capacitance Crel with-
out noise  b) Crel derived from the difference between Cabs and Cref. The scale factor 
converts the difference into the desired range of 1 Byte; c) drifting Cref due to slow 
changes of environmental parameters; d) a low pass reduces noise in Cabs with higher 
frequencies; an additional offset operation is used to distinguish between significant and 
non-significant changes of the signal variations. The offset as well as the degree of the low 
pass filter is controlled by the variance of the input signal Cabs. 
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If the sensor module detects a significant change of the relative capacitance an 
event message is generated and sent wirelessly to the central processing unit. Each 
event message contains an identification number of the sending module, an identi-
fication number to address the receiver, the actual state of the relative capacitance 
of the eight connected sensor fields and further information about the state of the 
sender. Additional to the event messages each module can generate messages 
periodically or on request. This helps to reduce the impact of data loss and pro-
vides self-test functionality.  

Figures 4 illustrate the performance of the presented capacitive proximity sen-
sor for real measured data in the situation of an approaching hand towards the 
SensFloor underlay. A first measurable increase of the capacitance occurs at a 
distance of 5cm. The sensor module delivers relative capacitances with 1 Byte 
resolution, the capacitances are measured with 10 Hz sampling rate, which is suf-
ficient for tracking fast walking persons.  

 

Fig. 4. Illustration of real measured capacitances, using a sensor patch of the size 50cm x 
50cm with eight triangular sensor areas: sensor patch covered with PVC flooring, empty 
(left), approaching hand, no direct contact to the sensor patch (centre), hand directly in 
touch with the PVC surface (right) 

4   Presence Detection and Tracking 

The sensor modules of the SensFloor underlay deliver low noise continuous dis-
tance values in the range of 1 Byte with a default temporal resolution of 10 Hz and 
spatial resolution depending on the design of the textile-based underlay. Typically, 
resolutions of 32 sensor fields per square meter are used. If several sensor modules 
are combined in a larger installation, the SensFloor provides detailed information 
about the sensor activity in a room. 
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In order to support ambient assisted living applications, like fall detection,  
activity monitoring, energy savings or control of automatic doors, higher level 
information such as the presence of persons, their location, their movement direc-
tion, the number of persons and specific emergency situations must be extracted 
from the low-level information of the spatially distributed sensor data. 

The following section presents a heuristic approach to detect and track single 
persons from the received sensor messages. The approach is able to track persons 
from their first step into the sensor area until they leave the installation. Therefore, 
it is possible to distinguish several persons in parallel, assuming that the persons 
keep a suitable distance to each other.  

The algorithm uses two object levels to represent the information coming from 
the sensor floor. The lower object level represents footsteps generated by a person 
walking across the floor. As one step usually generates many sensor events, the 
algorithm tries at first to assign a newly received message to the representation of 
previous footsteps located in the direct neighbourhood. If no near footsteps exist, a 
new step is added to the representation. To account for the lifting of a foot, all 
sensor areas, which change their state from covered to free, are removed from the 
representation. 

The second object level represents single persons which generate the footsteps 
of the first object level. If footstep data can not be assigned to an existing person, 
the database is enriched by the representation of a new person. The assignment 
bases on the evaluation of distances. By means of the variation of the footstep 
representation over time a person is tracked when walking across the sensor floor. 
If no footstep data can be assigned to the representation of a person for a given 
time period, this person will be removed from the database. It is important to note 
that an identification of an individual person is not possible.  

Fig. 5 a) shows the video sequence of activated sensor areas for a person cross-
ing a SensFloor mat in the size of 100cm x 150cm from left to right. The sensor 
density is 32 per square meter. The graphical user interface at the PC (Fig. 5b)) 
shows activated sensors and their intensity as different shades of green triangles 
and foot step cluster as magenta rectangles. In Fig. 5c) the representation of a 
person is indicated by a cyan rectangle and the trajectory in a blue line. 

5   Smart Textile Fabrication 

The integration of a microelectronic functionality into Smart Textiles requires all 
components, which are used in state-of-the-art printed circuit boards (PCBs) of the 
electronic devices we use today. Similar to PCBs, conductive lines for the power 
supply, data lines, and contact pads for the electronic devices, as well as connec-
tors are required. If more than one layer is needed to avoid line crossings in the 
electronic circuit, via holes between the different layers are necessary. For wire-
less applications an antenna must be designed according to the chosen frequency.  
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Fig. 5. Illustration of the implemented presence detection and object tracking a) video se-
quence of a walking person crossing the SensFloor mat from left to right b) visualization of  
the sensor signals (green triangles) and the computed footstep clusters (magenta rectangle); 
c) visualization of the sensor signals (green triangles), the representation of a person (cyan 
rectangle) and its recorded trajectory (blue line) 

 

Fig. 6. SensFloor mats with different sensor pattern show the flexibility of the described 
Smart Textile technology, where the conductive surface layer is structured by cutting or 
laser abrasion. The roll features the key pattern of a floor piano. 
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An interdisciplinary approach on both, the microelectronic and the textile fabri-
cation process is necessary to develop robust and marketable systems. In research, 
the materials have to be selected not only according to their electrical properties, 
but also regarding their feasibility during textile production, interconnect proper-
ties and life time endurance. 

There are different technologies suitable for producing Smart Textile structures. 
A visionary approach is the 3-D weaving technology of conductive, non-
conductive and even semiconducting threads, which could lead to interactive 
weave crossings and therefore enabling the formation of electronic circuits similar 
to array structures formed in silicon chips [13]. 

The textile industry already developed the weaving technology for implementing 
conductive fibres into fabrics. Many trademarks of fabrics are commercially  
available that contain different amounts of conductive filaments such as carbon, 
polymers, polymers with additional nickel, copper and silver coatings of varying 
thickness [14], steel or copper wires [15]. Their mechanical, chemical and electrical 
properties vary with the core material, diameter of the fibre, coating and doping 
materials [16]. Therefore a direct comparison between the different commercially 
available fibres is almost impossible. They have to be chosen according to the in-
tended application. Less conductive materials are sufficient for sensor areas or 
electrostatic discharge protection (ESD). Whereas, highly conductive materials like 
metal filaments or metal-clad fibres are used for power and data lines, as well as 
antenna structures. Copper filaments are usually silver-plated to improve the corro-
sion resistance. For their use in textiles exposed to humidity they are insulated by 
an additional polyester or polyamide coating. Depending on the diameter of the 
interwoven metal filaments, they are used as single filaments or spun together with 
materials such as polyester to yarns. The suitability of such textile constructions for 
a reliable data transmission up to 100 MHz was shown in [17].  

As an example, a self-organizing sensor network based on a Polyester fabric 
with interwoven silver-plated copper wires and embroidered capacitive sensor 
areas is described in [18]. The Advantage of this textile is that the interwoven 
copper wires have a very low resistance and are very robust during mechanical 
degradation tests. The disadvantage of this kind of Smart Textile is that the layout 
of the circuitry is either depending on the given weft and warp direction of the 
weaving process or an additional embroidering process has to be introduced, 
which needs aligning to the initial woven pattern. Embroidering of the whole con-
ductive lines is a quite slow production process and is usually not compatible with 
roll-to-roll textile fabrication processes. 

The method which is used for fabricating the SensFloor underlay described in 
this paper is laminating a uniform conductive layer on an insulating base material. 
The designed layout of the electronic circuit is delineated by cutting the conduc-
tive layer and removing it mechanically in the parts which must not be connected. 
This removing of the conductive layer can also be done by laser abrasion. Figure 6 
shows different sensor pattern fabricated of an insulating polyester fleece,  
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laminated with a conductive fleece with copper and tin plating. However, this 
technology will be suitable only, if most of the pattern is conductive and only 
small parts have to be removed for isolating purposes. Its big advantage is the high 
flexibility for creating new patterns for the sensor areas. 

 

Fig. 7. The flexible Future-Shape radio module designed for the integration into a textile 
environment (size 3.5 x 3.5 cm²) featuring eight pads for sensor areas and four for the 
supply voltage, as well as an integrated antenna adapted to 868 MHz 

For microelectronic integration into Smart Textiles, the difference in size and 
flexibility of textile fabrics and silicon based electronic devices must be consid-
ered. Further, the interconnect must have a low-ohmic characteristic, as well as 
high mechanical and chemical robustness. Moreover, short process cycles are a 
prerequisite for roll-to-roll production. The contact dimensions of integrated cir-
cuits are approximately 80 to 100 microns, leading to a contact pitch of 160 to 200 
microns. Considering, that several conductive fibres within the fabric are needed 
for one contact to ensure failure tolerance, the resulting pitch of contacts in the 
textile is in the range of millimetres. There are different possibilities to bridge this 
gap and provide a smooth adaption of the soft and flexible textile to the solid mi-
croelectronic components. 

A new packaging technology platform for stretchable electronics compatible to 
textiles has been developed in the European project STELLA [19]. Here an elastic 
conductive paste and a suited printing process for elastomeric films and  
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non-woven carriers were developed. Depending on the kind and percentage of 
electrical conductive fillers the sheet resistance is in the range of 0.1 to 0.2 
Ohm/square. 

Commercially available flexible printed circuit boards, which are typically 
found in applications like cameras, printers, mobile phones, automotive and an-
tennas, are a more straight forward approach. They are suitable for Smart Textile 
applications where no permanent stretch ability is required. Kapton® (Dupont) is 
one of the most commonly used polyimide-based films used here and can sustain 
the high temperatures of conventional soldering processes. The mounted flexible 
radio module used for the SensFloor application is shown in Figure 7. It has eight 
contact pads for connecting the capacitive sensor areas, as well as two contact 
pads for each, ground and power line. For the electrical interconnect, conductive 
adhesive, anisotropic adhesive or solder processes are possible. The choice is de-
pending on the planned application and integration technology. Figure 8 shows the 
roll-to-roll bonding process where the integration of the radio modules into the 
sensor underlay is done. 

 

Fig. 8. Roll-to-roll production of the SensFloor underlay. In this picture the integration of 
the radio modules (four per square meter) into the sensor underlay  is done. 

6   SensFloor Installation 

The SensFloor underlay is installed using a double-adhesive foil. The reels are 
connected electrically to each other ensuring redundancy for the power supply of 
the integrated modules. A second layer of the double-adhesive foil is used for the 
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installation of the visible flooring. There are several advantages of this method 
compared to dispersion adhesives. The foil has very low emissions, the covering is 
immediately ready to accept traffic and loading and in case of a failure of the sys-
tem, the flooring can be removed partially without destroying the flooring or the 
SensFloor underlay. Therefore it is possible to repair defective modules of the 
sensor floor easily. Figure 9 shows the installation of the SensFloor underlay with-
in an apartment in a home for assisted living in Bremen, Germany. The reels are 
already electrically connected to each other.  

 

Fig. 9. SensFloor underlay installation under progress at the assisted living apartment, 
which floor plan is depicted in  Fig. 12 (living room, corridor).  The underlay has four radio 
modules and 32 sensor areas per square meter. 

A built-in power supply for 12 V DC is used to power the system (see Figure 
10, left side). The power dissipation is approximately 0.21 Watt per module. Tran-
sceiver depicted in Figure 10, (right) analyses the wirelessly transmitted data from 
the sensor underlay and controls up to eight 240 Volts consumer directly or uses 
two potential-free relays as an interconnect to the home automation system. The 
interconnect via a serial interface to a PC is also possible. 
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Fig. 10. The built-in power supply for the SensFloor underlay (left) and the SensFloor 
transceiver (right) for the controlling of Ambient Assisted Living applications. It features 
eight relays for 230 Volt devices, 2 potential-free relays, as well as a serial interface. 

 

Fig. 11. Apartment from Fig. 9 after installation of carpet flooring on the SensFloor under-
lay. The SensFloor underlay is completely hidden from sight. 
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The areas outside of the active sensor underlay will be covered with a non-
functional underlay in the same thickness as the SensFloor underlay before instal-
ling the visible flooring. Figure 11 shows the same room as depicted in Figure 9 
with a carpet flooring on top. The SensFloor underlay is completely invisible. 
Moreover, the softness of the underlay improves the damping comfort for walking 
and reduces the impact in case of a fall. 

7   Functions for Ambient Assisted Living  

Figure 12 show the floor plan of the assisted living apartment in Bremen, Germa-
ny. The following applications can be supported by the SensFloor system and are 
depicted in numbers in Figure 12:  

(1) In combination with radio-frequency identification (RFID) or an electronic key 
access control at the entrance door the SensFloor systems achieves a higher securi-
ty level, because after authorised opening the door the floor detects if no one, one 
person or more persons enter the room. This gives additional information and 
therefore more accuracy to the presence detection of the system. 

(2) Activity monitoring is a typical application for large-area sensor systems. For 
instance, even if there are rooms where no sensor floor is installed (here beneath 
the tiles in the bathroom), knowing that a person has entered the bathroom and did 
not get out for a longer period as usual, an alarm is triggered. Another typical 
example is that the person did not get out of the bed for long time. 

(3) Switching on an orientation light as soon as someone is in contact with the 
floor is an easy task for a sensor floor. However, in case of a patient with demen-
tia, disorientation when getting out of bed at night in the dark is a frequent reason 
for falls and serious injuries. 

(4) The installation of an additional bed sensor provides data about sleep move-
ments and is able to analyse situations where the patient became unconscious or 
suffers a seizure or a stroke. This allows for a faster respond of the system com-
pared to activity monitoring. 

(5) Pattern recognition and evaluation of the intensity of the signals from the ca-
pacitive proximity is used for the fall detection on the SensFloor [10]. 

(6) The control of automatic doors can be improved easily, because when analyz-
ing the direction of the movement, it opens solely if a person walks directly to-
wards it and saves unnecessary opening cycles for persons walking in parallel to 
the door or merely standing in front of it. 



A Large-Area Sensor System Underneath the Floor for AAL Applications 83
 

 

Fig. 12. SensFloor installation within an assisted living apartment: (1) access control, (2) 
activity monitoring, (3) orientation light, (4) bed sensor, (5) fall detection, (6) control of 
automatic doors, (7) switch-off at leave, (8) intrusion alarm, (9) energy saving by switching 
lights and (10) heating control based on presence detection 

(7) Using presence detection, it is possible to switch-off dangerous heating ap-
pliances when the last person leaves the apartment or goes to bed.  

(8) Intrusion alarm is set, when foot steps are starting at the windows. 

(9) Consequently switching off the light if the last person leaves the room is an 
important feature for saving energy. 

The presence control of the light and the heating system for energy saving is also 
possible. For several application scenarios the capacitive proximity sensors have 
distinct advantages compared to the already existing pressure sensors [4]. By 
adapting the application software the system is also able to count people. 

8   Results 

If demographic change is to be considered an opportunity rather than an issue, it is 
necessary to ask more than just how to enable senior citizens and care-dependent  
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patients to stay at home as long as possible before they are inevitably admitted to 
care facilities. An approach such as this only leads to delayed perpetuation of the 
current state rather than account for the fact that not only the needs but also abili-
ties, lifestyles and financial resources of senior citizens change over time. They 
participate in technological progress, thus benefitting not only from both addi-
tional safety as well as state-of-the-art medical treatment but also from increased 
comfort and enhanced quality of life. 

The growing market for high-grade, accessible and cross-generational housing, 
for age-appropriate mobility and communication solutions as well as wellness 
options proves that demographic change can even open up new market opportuni-
ties. For technical systems to be successful they must manage to combine the basic 
need for personal and health protection with the pursuit of an increased quality of 
life, including aspects such as data privacy and protection of personal integrity. It 
is therefore important that the use of technical assistance systems is discreet and 
private. 

While systems like the sensor mats are established in professional care for e.g. 
patients suffering from dementia and considered as a helpful support for carers, 
the large-area sensor floor is a new and relatively unknown technology.  
However, first pilot installations show its high potential and acceptance in public 
buildings.  

For private care things might be different: Former and current projects in the 
field of AAL have shown,  that it often proves difficult to convince the actual 
users, namely care-dependent citizens, of the necessity and advantages of an inno-
vative assistance system even when it meets all above-mentioned criteria. Reser-
vations rarely pertain to technical systems in general but rather to changes in the 
users’ personal environment and in their daily routine when AAL components are 
installed at home. While younger builders and those not in need of care less fre-
quently make these types of reservations, they seldom show adequate far-
sightedness concerning the care necessary at a later stage of life. 

This conflict can be neatly avoided by developing systems that already appeal 
economically and technically to younger people and can be upgraded easily to 
provide assistance functions if necessary as the needs of the users change with 
time. Base components could already be installed individually during the  
construction or renovating phase and would provide standard home automation 
functions such as burglar alarm, light control and comfort functions that quickly 
become a natural part of the resident’s life. AAL functions such as fall prevention, 
emergency detection systems and activity monitoring as provided by SensFloor, 
for example, can then easily be added at a later stage without further adjustment 
by the user.  
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Table 1. Application scenarios for different user groups 

AAL Application 
Scenarios 

Hospital Nursing 
home 

Private 
care 

Assisted  
living home 

Elderly  
singles 

Prevent dementia 
patients from straying 
away 

♦ ♦ ♦ 
  

Leaving the bed 
triggers alarm for 
persons at risk to fall 

♦ ♦ ♦ 
  

Prevents falls by 
switching on light  ♦ ♦ ♦ ♦ ♦ 

Fire prevention by 
switching off heating 
appliances at leave 

  ♦ ♦ ♦ 

Fall detection  ♦ ♦ ♦ ♦ ♦ 
Activity monitoring  ♦ ♦  ♦ ♦ 
Energy savings ♦ ♦ ♦ ♦ ♦ 
 

To achieve this goal the system must present more than just specialised AAL 
functions as younger builders are rarely open to advice in that regard. Once local 
installers are acquainted with the system, however, knowing its advantages and 
how it is to be installed, and if the system proves compatible with existing tech-
nology, easily integrating itself and its functions into standard construction proce-
dures, these installers will recommend it to the builder or architect, as is done with 
in-floor heating systems, for example.  

In conclusion, the ideal assistance system is characterised by providing im-
proved safety, comfort and health while at the same time only being noticeable 
because of its functions. It is otherwise invisible as it is integrated individually 
into the personal environment of each user. Furthermore it supplies younger target 
groups with appealing functions that can be upgraded easily, installed by trained 
professionals and are compatible to existing technology. A variety of possible 
applications scenarios for different user is summarized in table 1. 

9   Conclusions 

The SensFloor system described in this chapter is a typical example of an ambient 
technology. It is installed underneath the flooring and therefore completely hidden 
from sight. It enables a variety of different applications in the sense of Ambient 
Assisted Living like fall detection, activity monitoring, energy savings, control of 
automatic doors, intrusion alarm and access control. Presence detection and self-
test capabilities are additional features valuable especially for security applica-
tions. First pilot installations show its functionality and potential for future home 
automation and care systems.  
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Abstract. Monitoring of posture allocations and activities is important for such 
applications as physical activity management, energy expenditure estimation, 
stroke rehabilitation and others. At present, accurate devices rely on multiple sen-
sors distributed on the body and thus may be too obtrusive for everyday use. This 
chapter presents an overview of a novel wearable footwear sensor (SmartShoe), 
which is capable of very accurate recognition of most common postures and activ-
ities while being minimally intrusive to the subject. SmartShoe relies on capturing 
information from patterns of heel acceleration and plantar pressure to differentiate 
weight-bearing and non-weight-bearing activities (such as for example, sitting and 
standing, walking/jogging and cycling). Validation results obtained in several 
studies demonstrate applicability to widely varying populations such as healthy 
individuals and individuals post-stroke, while achieving high (95%-98%) average 
accuracy of posture and activity classification, high (root-mean-square error of 
0.69 METs) accuracy of energy expenditure prediction,  and reliable (error of 2.6–
18.6%) identification of temporal gait parameters. High accuracy and minimal 
intrusiveness of SmartShoe should enable its use in a wide range of research and 
clinical applications. 

Keywords: smartshoe, energy expenditure prediction, temporal gait parameters. 

1   Introduction 

Monitoring of Physical Activity (PA), Energy Expenditure (EE) and human gait is 
used in a variety of clinical and research applications. For example, measuring of 
daily PA and EE has been widely used in obesity research. Many adults worldwide 
are overweight or obese [1].  Obesity is due to a sustained positive energy balance 
(energy intake > energy expenditure) and is typically coupled with low levels of 
physical activity (i.e. sedentary lifestyles) [2].  Weight management programs 
designed to prevent and treat obesity recommend increased energy expenditure via 
lifestyle alterations that increase physical activity levels.  There is also evidence 
that sedentary posture allocations may be related to obesity.  For example, [3] 
reported that obese individuals spent more time seated and less time ambulating 
than lean individuals. Overall, obesity researchers are constantly looking for better 
ways to quantify PA and EE of individuals in their natural environment.  
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Physical Activity Classification (PAC) and gait monitoring also have direct ap-
plications in post-stroke rehabilitation. People who experience a stroke are less 
active than healthy individuals and many of them require assistance to walk [4].  
Even individuals with relatively good recovery of walking ability are often inac-
tive and may not be able to effectively access their community. This inactivity 
leads to further deconditioning, which in turn plays a role in the development of 
secondary complications and may increase the risk of another stroke and an in-
creased dependence in activities of daily living. Common goals of stroke  
survivors’ are to improve their physical activity level and social participation [5]. 
Monitoring of physical activity of during post-stroke rehabilitation may provide 
important insight into the effectiveness of rehabilitation interventions. Monitoring 
of gait and comparing the performance of the affected limb versus the unaffected 
one during walking provide important information on the symmetry of the per-
son’s walking pattern.  These measures provide an assessment of motor recovery 
after stroke [6]. 

Accelerometry has emerged as one of the most popular approaches to PA moni-
toring and EE prediction [7–10]. Although useful, single accelerometers have one 
major drawback in that they are not very accurate in recognition of static postures 
and thus tend to significantly underestimate the energy cost of such postures (e.g., 
household tasks) and non-weight-bearing activities (e.g. cycling).  As a result, 
they fail to explain a considerable portion of energy expenditure variability in 
daily living tasks. Accelerometers also do not behave well in estimation of gait in 
individuals with neurological disorders due to the disease-related changes in the 
gait patterns. 

One strategy to improve PA, EE and gait estimation has been to use multiple 
sensors. For example, wrist, upper arm, hip, ankle and thigh accelerometers were 
used in [11]; chest and wrist accelerometers were used in [12];  9 different sensor 
locations on the  body were used in [13]. Such multi-sensor systems typically have 
very limited practical applicability due to high intrusiveness and high subject bur-
den. Several attempts have been made to recognize postures and activities using 
multiple sensor modalities concentrated in a single location on the body. In [14] 
authors achieved 90-95% accuracy of recognizing 8-10 various activities from a 
single unit including 8 different sensors: accelerometer, audio, light, high-
frequency light, barometric pressure, humidity, temperature and compass. Howev-
er, not all activities are recognized equally well by the current devices. For  
example, [12] did not differentiate between sitting and standing, grouping these 
postures together. Other studies [13] reported challenges in recognizing such ac-
tivities as cycling and ascending and descending stairs. Overall, reliable recogni-
tion of static postures and typical daily activities, energy expenditure and gait from 
a single location of the body remains a challenge. 

Shoe-based sensors have been used in several studies with the  focus of these 
efforts to detect gait characteristics rather than classify activity or estimate energy 
expenditure [9], [15], [16].  An array of 32 plantar pressure sensors was used in 
[17] to classify locomotion (walking, running and up/down stairs) with reported 
accuracies of ~98%.  A study reported in [18] used a foot-contact pedometer  
to estimate daily energy expenditure but did not attempt to classify postures or 
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specific activities with the device.  These results suggest that shoe-based sensors 
have the potential to accurately classify posture/activity and estimate energy ex-
penditure, while also being minimally obtrusive. 

This chapter presents the SmartShoe – a sensor system integrated into conven-
tional footwear and its applications for monitoring of PA, EE and gait, which has 
been developed in the Laboratory of Ambient and Wearable Systems at the Uni-
versity of Alabama. The chapter is organized as follows. First, the hardware of 
SmartShoe sensor system is presented. Second, two human studies, one on healthy 
and one on individuals recovering after stroke are presented as fundamental data-
sets for development of the classification and estimation models. Third, a method 
for PA classification both in healthy and post-stroke individuals is presented. 
Fourth, a method for measuring gait parameters in post-stroke and healthy indi-
viduals is described. Fifth, a branched approach for accurate prediction of EE  
from SmartShoe data is presented. Finally, the concluding remarks summarize the 
findings. 

2   Sensor System 

SmartShoe sensor system combines a 3D accelerometer and several pressure sen-
sors placed in the insole of conventional footwear. The choice of sensing modali-
ties and placement in the insole serves several purposes.  

First, in most cultures people wear shoes or equivalent footwear throughout the 
day, every day. SmartShoe presents zero additional burden to wear in comparison 
to conventional activity monitors that require additional effort to attach to wrist, 
waist, hips, chest, etc. From research perspective, reducing the wear burden im-
proves compliance and reduces the observation effect where subjects change be-
haviour in response to monitoring. From consumer perspective, reducing wear 
burden enhances usability of the product and improves chances for long-term use. 

Second, the body support in many postures and activities comes fully or partial-
ly through feet. Thus, monitoring plantar pressure can tell volumes about postures 
and activities of a person. Specifically, use of pressure sensors can differentiate 
between weight-bearing and non-weight-bearing postures and activities such as 
sitting and standing, walking and cycling that many accelerometer-based PA mon-
itors fail to distinguish.  

Third, motion of the feet is characteristic to different activities. For example, 
the trajectory of a foot during cycling is substantially different from trajectory 
during walking. Using an accelerometer provides additional information about the 
activity being performed as well as delivers a metric of intensity of motion in a 
given activity. 

Fourth, positioning of the sensor system in footwear enables monitoring of sev-
eral important human characteristics such as gait parameters (for example, very 
important characteristic of rehabilitation progress for stroke patients) or body 
weight. Overall, the sensor system of SmartShoe provides a highly informative 
data stream that is capable of extensive characterization of human PA. 
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Over the years, several variations of the SmartShoe design have been assem-
bled and tested in human studies. The following description refers to one of the 
most recent designs used in [19], [20]. Each shoe incorporates five pressure-
sensitive resistors (0.5” FSR, Interlink Electronics, Camarillo, CA, USA) embed-
ded in a flexible insole and positioned under the critical points of contact: heel, 
1st, 3rd and 5th metatarsal heads and the great toe (hallux) – total of 10 sensors 
from the two shoes. In addition to pressure sensors, a 3-dimensional ±3g MEMS 
accelerometer (ADXL335, Analog Devices, Norwood, MA, USA) was attached to 
the heel of each shoe.  

 

Fig. 1. SmartShoe device: (a) Overall view of the shoe device with attached accelerometer, 
battery and power switch on the back; (b) Pressure-sensitive insole with 5 pressure sensors: 
heel (1), 3rd metatarsal head (2), 1st metatarsal head (3), 5th metatarsal head (4), hallux (5); 
(c) The wireless electronics board 

All sensors were sampled at 400Hz by a microcontroller from MSP430 series 
(MSP430, Texas Instruments, Dallas, TX, USA), averaged to effective rate of 
25Hz and sent to a Windows Mobile smart phone via a Bluetooth link imple-
mented by using a Serial Port Profile communication module (RN-41, Roving 
Networks, Los Gatos, CA, USA). The phone contained custom-designed software 
that performed time synchronization of the data coming from the shoes and log-
ging of the data as text files [21]. 

3   Human Studies 

Since SmartShoe’s primary purpose is monitoring of humans in their everyday 
life, human studies are necessary to develop and validate computer algorithms that 
process sensor information. The methods presented in this chapter have been de-
veloped in two human subject experiments, which were conducted at the Clarkson 
University, Postdam, NY, USA. All studies were approved by the Institutional 
Review Board and informed consent was obtained from all subjects participating 
in the studies. 

In the first human study (Human Study 1, HS1) data collection was performed 
on a group of 16 human subjects, 8 males and 8 females (Table 1) with stable 
weight (<2 kg weight fluctuation) over the previous 6 months [19], [22].  
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Individuals were healthy, non-smokers who were sedentary to moderately active  
(< 2-3 bouts of exercise/wk or participation in any sporting activities < 3 hr/wk). 
Participants reported to the laboratory in a fasted state (>4 hours) for a single three 
hour visit.  Each participant was asked to perform a variety of postures/activities 
while wearing a portable metabolic mask system and the appropriately sized 
SmartShoe.  The postures included sitting and standing and the activities included 
walking, jogging, stair ascent/descent and cycling (Table 2).  Each posture/activity 
trial was six minutes in duration and subjects were allowed five minutes rest be-
tween trials.  Trial order was not randomized.  Metabolic data was not collected 
during stair ascent/descent, as this activity was performed in two-story stairwell 
which did not allow establishment of metabolic steady-state.  Participants were not 
restricted in the way they assumed postures and or performed activities. Standing 
did not require any specialized equipment; a chair with a rigid back was used for 
sitting; walking/jogging was performed on a motorized treadmill (Gait Trainer 1, 
Biodex, Shirley, NY); cycling utilized a bicycle ergometer (Erogomedic 828E, 
Monark, Sweden).  During the fidgeting trials, subjects were allowed to make 
small, normal leg movements (e.g. crossing legs or shifting weight). To determine 
metabolic rate and associated EE during each trial, we measured the rates of oxy-
gen consumption (VO2) and carbon dioxide production (VCO2) using a portable 
open circuit respirometry system (Oxycon Mobile, Viasys, Yorba Linda, CA).  
Before the experimental trials, the system was calibrated with known gas concen-
trations and volumes.  For each trial, the subjects were allowed four minutes to 
reach steady state (no significant increase in VO2 during the final two minutes and 
a respiratory exchange ratio (RER) <1.0) and calculated the average VO2 and 
VCO2 (ml/sec) during minutes 4-6 of each trial.  We calculated gross metabolic 
rate (W/kg) from VO2 and VCO2 using a standard equation [23].  Energy expendi-
ture was then calculated from VO2 and RER. 

The subjects also performed two experiments where they were asked to walk 
over a GAITRite® commercial test system (CIR Systems, Inc.). This commercial 
system provides reliable automated means of measuring spatial and temporal pa-
rameters of gait consisting on an electronic walkway with a useful area of 61x366 
cm (24x144 inches) connected to a Windows based PC. 

Table 1. Subject characteristics of HS1 

 Men (N=8) Women (N=8) 
Mean ± SD Range Mean ± SD Range 

Weight, kg 
Height, in. 
BMI, kg·m-2 

Age, yr 
Shoe size, US 

86.8 ± 20.0 
69.3 ± 1.8 
28.0 ± 5.9 
25.6 ± 8.6 

     10.3 ± 0.6 

59.0-119.8 
67.0-72.0 
18.9-35.8 

    18-44 
     9.5-11.0 

66.9 ± 16.8 
64.3 ± 2.8 
25.4 ± 7.3 
24.4 ± 3.9 

      7.9 ± 0.7 

48.6-100.9 
61.0-70.0 
18.1-39.4 
18-29 

      7.0-9.0 

 
 
 

 



94 E. Sazonov
 

Table 2. Protocol of HS1 

Trial Description Assigned Posture/Activity Group 
1 
2 

Sit quietly
Stand quietly 

Sit 
Stand 

 
3 
4 
5 
6 

Level Treadmill Walking/Jogging 
0.67 m/s (1.5 mph) 
1.11 m/s (2.5 mph) 
1.56 m/s (3.5 mph) 
2.00 m/s (4.5 mph) - jogging 

 
Walk/Jog 
Walk/Jog 
Walk/Jog 
Walk/Jog 

7 Ascend/Descend stairs*  
8 
9 

Sit with fidgeting 
Stand with fidgeting 

Sit 
Stand 

 
10 
11 
12 

Treadmill Walking 
1.11 m/s +1.5% grade  
1.11 m/s -1.5% grade 
1.11 m/s with 10% of body weight held in 

bags (5% held by each hand) 

 
Walk/Jog 
Walk/Jog 
Walk/Jog 

 

 
13 
14 

Cycling:  
50W, 50 rpm 

      100W, 75rpm 

 
Cycle 
Cycle 

* Metabolic data not collected during stair ascent/descent 

In the second human study (Human Study 2, HS2) data was collected from sub-
jects with stroke who had completed their rehabilitation [20]. Inclusion criteria 
were: at least three months post stroke, able to walk in their home and/or communi-
ty without physical assistance, able to stand without physical assistance for >60 
seconds, able to transition from sitting to standing from a standard height chair 
without physical assistance, and Mini Mental State Exam score >=24.  Subjects 
were excluded if they had some other health condition, which affected their ability 
to stand or walk independently.  Subject characteristics are listed in Table 3. All 
subjects wore appropriately sized SmartShoe during the experiment. Sensor data 
were collected in three main postures: sitting, standing, and walking.  Within the 
sitting posture there were four positions that the subjects assumed: self-selected 
comfortable position, sitting with both feet on the floor, sitting with legs crossed so 
that one foot was on the floor and one foot off the floor, and reaching forward 
while sitting.  In standing there were also four positions the subjects assumed: static 
standing in a comfortable position, standing while reaching towards the unaffected 
side, standing while reaching towards the affected side, and standing while  
reaching forward.  Data was collected in four different positions within sitting and 
standing in order to better mimic real life conditions. Subjects walked under two 
conditions: self-selected, comfortable pace and fastest, safe pace.  Subjects walked 
continuously over a level surface for 1 minute.  Each position and walking condi-
tion was performed 4 times.  During the data collection process all subjects were 
supervised by a physical therapist for safety.  The order in which each position trial 
was performed was randomized. The degree of motor and mobility function of the 
subjects was tested by the following clinical tests: Berg Balance Scale, lower ex-
tremity motor section of the Fugl Meyer, and Stroke Impact Scale 16. 
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Table 3. Subject characteristics of HS2 

Age (years) 60.1 (9.9) 

Time since stroke (months) 51.7 (45.1) 

Berg Balance Scale 44.3 (11.7) 

Fugl Meyer LE motor score 25.8 (5.9) 

Self-selected gait speed (m/s) 0.69 (0.35) 

Stroke Impact Scale 16  65.4 (22.0) 

Mini Mental State Exam  28.7 (2.1) 

Ankle Foot Orthotic Use (yes:no) 2:6 

 
Post-stroke subjects were also asked to walk over GAITRite® in two different 

manners: walking comfortably and walking as fast as they could. Both of these 
experiments were repeated four times.  

It should be noted that the sensor hardware on SmartShoe devices in HS1 and 
HS2 was slightly different. Specifically, the shoes in HS1 were equipped with 
currently discontinued accelerometer LIS3L02AS4 and the wireless connection 
was performed over WISAN link [24] rather than Bluetooth. The difference in 
type of used accelerometer does not interfere with general principle of operation 
of SmartShoe, but due to differences in calibration does allow use of models de-
veloped in HS1 for subjects in HS2. 

4   Models for Posture and Activity Recognition 

Posture and activity recognition models were developed for subjects participating 
in HS1 and HS2. In both cases the developed models were group models that 
could be applied to any subject without individual calibration. The goal was de-
velop PAC models for healthy individuals and for individuals post-stroke and 
show that SmartShoe can reliably perform classification in healthy individuals and 
individuals with neurological impairment affecting lower extremity. 

Before training of classification models, minimal pre-processing consisting of 
feature vector forming and normalization was applied to the sensor data. Feature 
vectors were formed to represent a time period (epoch) of two seconds in duration. 
Time histories of pressure and acceleration from both shoes were used as follows. 
A single sample of data from a shoe is represented by vector  S AAP, AML, ASI, PH, P M, P M, P M, PHX , 

where AAP is anterior-posterior acceleration, AML is medial-lateral acceleration, ASI is superior-inferior acceleration, PH is heel pressure, PM , PM , PM  are pressures 
from 5th, 3rd and 1st metatarsal head sensors, respectively, and PHX is pressure 
from the hallux sensor. The time series of data from both shoes were combined as 
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 f SL, SR , i 1, … , M , 

where SL, SR are the data samples from the left and right shoe, respectively, and M 
is the length of time series. Depending on sensor configuration, the data samples 
either included all or just some of the sensor signals from f .The size of the feature 
vectors with all sensors included consisted of 800 values (2 shoes x 8 sensors x 25 
samples per second x 2 seconds = 800 samples). The features vectors from all 
epochs in the experiment were combined in a feature matrix ,  and all columns 
of the matrix were normalized to the scale of [0,1]. Normalization used max val-
ues of acceleration and pressure acquired over all subjects and experiments. 

The pairs of feature vectors and class labels { , , } were presented to a su-
pervised classification algorithm for training and validation. The labels  represented a distinct class {1-sitting, 2-standing, 3-walk/jog, 4-ascending 
stairs, 5-descending stairs, 6-cycling}. The selected classifier was a variation of 
Support Vector Machine (SVM) implemented as a Matlab package (libSVM, 
[25]). The SVM classifier utilized Gaussian kernel (exp .) The 
best values of parameter C=10 (cost of misclassification) and 0.0156 (width 
of Gaussian kernel) were found in grid search procedure varying C as 10 , 1, … ,3  and  as 2 , 8, … , 2 . 

A four-fold holdout cross-validation procedure was used to develop six-class 
(‘sit’, ’stand’, ‘walk/jog’, ‘cycle’, ‘ascend stairs’, ‘descend stairs’) prediction 
models for HS1. In this procedure three quarters of the data was used to train the 
SVM classifier.  The remaining one-quarter of the data was tested against the 
SVM classifier to determine accuracy. The folds were organized by including the 
full dataset from each individual subject that belonged to a fold. Data from the 
same subject were never split between training and validation sets.  

Due to a smaller dataset, a leave-one-out cross validation procedure was used to 
develop three-class (‘sit’, ‘stand’, ‘walk’) PAC models for HS2.  All the data in 
one posture for all the subjects except one were used to train the group SVM clas-
sifier.  The data from the one subject that was not used to create the SVM classifi-
er was validated for accuracy using the group SVM classifier created by the data 
from the other subjects.  This process was repeated such that the acceleration and 
pressure data from each subject was validated for accuracy against the group SVM 
classifiers created from all the other subjects combined.   

Accuracy of PAC models in both cases were estimated by building cumulative 
confusion matrices that combine validation results from all subjects in the popula-
tion. Postures predicted by the SVM classifier were compared against actual post-
ures.  The rows of the table correspond to actual postures/activities assumed by 
subjects and columns correspond to predicted postures/activities made by the clas-
sifier from the sensor data.  Results from four folds or leave-one-out validation 
were averaged for reporting. The average classification precision was defined as 
the ratio of the sum of diagonal elements of the confusion matrix (True Positives) 
to the sum of all elements of the confusion matrix (True Positives + False  
Positives). 

Figure 2 shows 6-class average validation accuracy obtained by the group mod-
el obtained for healthy individuals in HS1. The population average accuracy for a 
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Fig. 4. Population-cumulative confusion matrix for 3-class PA recognition for individuals 
post-stroke (HS2) 

SmartShoe accurately classify PA both of healthy and individuals with neurologi-
cal disorders. 

Overall, SmartShoe in these experiments achieved greater recognition rates 
than previous experiments that used similar postures and activities in healthy indi-
viduals. For example, [26] demonstrated 88% percent accuracy with 6 postures 
and activities and [7] reported accuracies of 87% (cycling) to 100% (running) 
using a single hip-mounted accelerometer. SmartShoe also matched or outper-
formed other single-location methodologies such as [14] which reported a 95% 
accuracy across 8 postures and activities. SmartShoe also demonstrated excellent 
recognition rates for identifying basic postures (sitting, standing, and walking) in 
people with stroke. SmartShoe is unique compared to other accelerometer-based 
sensors that have been studied in people with stroke to detect movement as they 
required multiple sensor placements that may not be comfortable or convenient  
for patients to wear [10], [27], [28]. While further tests and development of 
SmartShoe system are needed for large-scale validation, these results show high 
accuracy of PA monitoring across different population indicating robustness of the 
proposed approach. 

5   Detection of Temporal Gait Parameters 

Algorithms for extracting gait parameters were developed to show that SmartShoe 
is capable of accurate estimation of temporal gait parameters both in healthy and 
in individuals post-stroke and thus can be used in place of a stationary gait lab that 
is typically used to assess gait of individuals. 

Data obtained from the pressure sensors was used to estimate the following 
temporal gait parameters: cadence, step time, cycle time, percentage of gait cycle 
in swing for each lower extremity, percentage of gait cycle in stance for each low-
er extremity, percentage of gait cycle in single limb support for each lower  
extremity, and percentage of gait cycle in double limb support for each lower ex-
tremity. The algorithm for estimation of gait parameters was based purely on pres-
sure signals as methods based on inertial sensors may present significant  
differences between unaffected and affected limb in subjects with gait abnormali-
ties due to stroke and significant individual traits [27]. 



Footwear-Based Wearable Sensors for Physical Activity Monitoring 99
 

The first step in estimation of gait parameters is detection of Heel-Strike (H) 
and Toe-Off (T) events as these events define contact of the foot with the ground. 
To detect H and T events, for each foot the sum of all 5 pressure sensors was cal-
culated as: ∑   

Next, an adaptive threshold τ was calculated by defining the average maxima and 
minima of the sumFSR signal. For the sumFSR signal, all the local maxima and 
local minima were obtained. The average of this data points defined maxima and 
minima thresholds as: 

  ∑ ;  ∑ ,  
where , for a=1,2,…,k, are the local maxima data points found and , 
b=1,2,…,l are the local minima data points found. The difference between   and  defined the threshold used to obtain the H and T: 

 ,  

where α=0.1725 was a free parameter that resulted in the highest accuracy of rec-
ognition of temporal gait parameters. The intersection points of the threshold τ 
with the sumFSR signal correspond to H and T events (Figure 5).  

 

Fig. 5. Heel-strike and Toe-off detection for unaffected (top) and affected (bottom) lower 
extremity of a post-stroke subject from HS2 

To discriminate detection of H from T, a simple criterion was met: immediate 
points located before a local minima were considered T and those located imme-
diately after a local minima were considered H. After all H and T points were 
identified for both feet, they were used to obtain the corresponding temporal gait 
parameters (Table 4). 
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Table 4. Temporal gait parameters calculation from detected H and T events. The second 
letter indicates the foot (L for left and R for right). 

Parameter Left Right 

Gait cycle 
time iii HLHLGTL −= +1

 jjj HRHRGTR −= +1

 

Step time % )( jijii HRHLHRHLSL >−=  )( jiijj HRHLHLHRSR <−=  
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Sensor data from SmartShoe collected in HS1 and HS2 (healthy and post-stroke 

subjects, respectively), were collected and processed by the algorithm described 
above. The temporal gait parameters computed from SmartShoe sensors were 
compared to the data collected with the GAITRite® system. These results are 
shown in the Tables 5 and 6. 

For healthy subjects,  the statistical t-test using a confidence value of 95% was 
performed to compare data recorded with the GAITRite® system and the shoe-
based wearable sensor; no significant difference in the mean across all subjects for 
cadence (p>0.35) and for parameters calculated for each lower extremity (p>0.18) 
was observed. 

Results from the t-test statistical test with a 95% confidence for post-stroke 
subjects also did not show significant difference between GAITRite® and the 
shoe-based wearable sensor for cadence (p>0.29) and for parameters calculated 
for each lower extremity (p>0.51). 

The relative difference between SmartShoe estimates related to the GAITRite® 
results was calculated for both types of subjects as:  

Difference %= |Shoe– Gaitrite| / Gaitrite x 100, 

where ‘Gaitrite’ represents the GAITRite® reported gait parameters used as the 
gold standard and ‘Shoe’ represents the gait parameters obtained from the shoe-
based wearable sensor.  Table 7 shows the relative error obtained for the healthy 
subjects. Table 8 shows relative error obtained for subjects post-stroke, separated 
by type of experiment, e.g. walking comfortable and walking fast. 
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Table 5. Comparison of temporal gait parameters measured by SmartShoe and GAITRite® 
system for the healthy individuals in HS1 

 Healthy Subjects 

 GAITRite® SmartShoe 

 Mean 95% CI Mean  95% CI 

Cadente (Step/sec) 1.31 1.20 1.42 1.24 1.13 1.35 

 Left foot 

 GAITRite® SmartShoe 

 Mean        95% CI Mean        95% CI 

Step time (Sec) 0.59 0.56 0.63 0.63 0.58 0.69 

Cycle time (Sec) 1.17 1.06 1.28 1.17 1.07 1.28 

Swing % 35.65 32.81 38.49 37.58 34.52 40.64 

Stance % 60.77 56.07 65.47 59.17 54.54 63.80 

Single support % 35.77 32.90 38.64 36.27 33.37 39.17 

Double support % 24.75 22.32 27.18 22.58 20.11 25.05 

 Right foot 

  GAITRite®        SmartShoe 

 Mean        95% CI Mean  95% CI 

Step time (Sec) 0.61 0.58 0.64 0.61 0.58 0.65 

Cycle time (Sec) 1.16 1.06 1.27 1.21 1.14 1.28 

Swing % 36.01 33.10 38.92 37.18 36.18 38.18 

Stance % 60.43 55.73 65.12 62.82 61.83 63.82 

Single support % 35.89 33.00 38.77 37.07 36.13 38.02 

Double support % 25.10 22.68 27.52 26.06 24.53 27.59 

 
These results indicate that SmartShoe sensors were able to accurately identify 

temporal aspects of the gait cycle in both healthy people and individuals post-
stroke. The relative difference from GAITRite® for these temporal aspects of the 
gait cycle, except for step time, were comparable to the error in other acceleration 
and pressure based methods of determining gait parameters [27]. Computation of 
temporal gait parameters using only pressure signals was used since pressure mea-
surements from the insole of a shoe involve a more direct representation of  
the walking behavior. When using accelerometers the signal tends to be noisy 
since acceleration is the derivative of velocity and involves higher frequency 
components [9].  
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Table 6. Comparison of temporal gait parameters measured by SmartShoe and GAITRite® 
system for the individuals post-stroke (HS2) 

 Subjects post-stroke 

 GAITRite® SmartShoe 

 Mean    95% CI Mean       95% CI 

Cadente (Step/sec) 1.07 0.95 1.18 1.00 0.92 1.07 

 Affected Lower Extremity 

 GAITRite® SmartShoe 

 Mean 95% CI Mean  95% CI 

Step time (Sec) 0.67 0.59 0.74 0.65 0.59 0.71 

Cycle time (Sec) 1.34 1.25 1.44 1.37 1.26 1.48 

Swing % 32.80 30.58 35.02 33.73 31.67 35.80 

Stance % 67.20 64.98 69.42 66.88 64.79 68.98 

Single support % 34.17 32.36 35.97 34.66 32.74 36.59 

Double support % 32.82 29.94 35.71 31.60 29.17 34.03 

 Unaffected Lower Extremity 

 GAITRite® SmartShoe 

 Mean 95% CI Mean  95% CI 

Step time (Sec) 0.68 0.61 0.74 0.69 0.62 0.76 

Cycle time (Sec) 1.34 1.24 1.44 1.37 1.25 1.48 

Swing % 34.22 32.38 36.06 34.26 32.18 36.35 

Stance % 65.79 63.95 67.62 65.75 63.66 67.84 

Single support % 32.88 30.61 35.14 32.08 29.85 34.31 

Double support % 33.26 30.42 36.11 33.99 30.78 37.21 

Table 7. Relative difference between SmartShoe and GAITRite® estimates (healthy sub-
jects, HS1) 

 Healthy subjects  

Parameter 
Relative Difference 

% 95% CI 

Cadence 10.4 8.4 12.5 

Step time (Sec) 18.4 14.8 22.1 

Cycle time (Sec) 3.1 2.4 3.9 

Swing % 6.4 5.3 7.4 

Stance % 3.6 2.9 4.4 

Single support % 5.5 4.3 6.7 

Double support % 10.9 8.3 13.6 
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Table 8. Relative difference between SmartShoe and GAITRite® estimates (post-stroke 
subjects, HS2) 

 Comfortable Walking Fast Walking 

Parameter 
Relative Difference 

% 95% CI 
Relative 

Difference % 
95% CI 

Cadence 9.5 5.2 13.8 8.8 4.8 12.8 

Step time 18.67 10.2 27.2 15.4 11.1 19.7 

cycle time 2.70 1.6 3.8 2.6 1.7 3.4 

swing % 8.56 5.9 11.2 10.7 7.8 13.7 

stance % 3.37 2.7 4.0 5.2 3.7 6.8 

S support % 7.78 5.3 10.3 9.9 7.1 12.6 

D support % 10.3 8.3 12.2 12.4 9.5 15.3 

As discussed in the literature, with the use of gyroscopes it is possible to esti-
mate spatial gait parameters in addition to temporal parameters as long as its axis 
is parallel to the mediolateral axis [29]. However, it is important to notice that the 
use of gyroscopes require more sophisticated techniques for Heel-strike and Toe-
off detection, i.e., wavelet transform, finite-impulse response, etc.,  since gait 
events are transitory signals that cannot be properly enhanced by simple tradition-
al signal processing. Also, gyroscopes are more sensitive to temperature and me-
chanical shock that may be significant in non-laboratory conditions. Thus, use of 
pressure information in SmartShoe provides a simple and reliable way to estimate 
gait parameters.  

6   Estimation of Caloric Energy Expernditure 

Being capable of differentiating between weight-bearing and non-weight bearing 
activities, SmartShoe is capable of accurate energy expenditure estimation by 
reducing prediction error in sedentary postures (for example, sitting vs standing) 
and some activities (walking/jogging vs cycling). Presented below is a methodol-
ogy for estimating EE of healthy individuals from HS1.  

The EE estimation model was constructed as a group model: the data used for 
training were pooled from several subjects and such model was then tested on the 
validation set which included data from subject(s) that were not in the training set. 
The EE model was by branched activity (“Sit”, “Stand”, “Walk”, “Cycle”) where 
activity prediction was performed using the SVM classifier from Section 4 and 
each activity (branch) had its own regression for predicting EE (Figure 6). To 
match time resolution of the system used measure EE during the experiments, EE 
estimation was based on the sensor data collected during 1 minute intervals in 
which subjects were in metabolic steady state (minutes 4-6 of each trial of HS1). 
Each one minute recording resulted in approximately 1500 (25Hz·60s) points of 
pressure and acceleration data per channel. For the 16 subjects who participated in 
the study there were a total of 208 such recordings. 
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Fig. 6. Branched approach to EE estimation from SmartShoe sensors 

The following data were available for each recording: 

• response variable: energy expenditure, EE, kcal·min-1; 
• anthropometric measurements (weight, height, BMI, age, gender, shoe 

size); 
• triaxial accelerometer signals: superior-inferior acceleration (ASI), medi-

al-lateral acceleration (AML), anterior-posterior acceleration(AAP);   
• pressure sensors signals: heel (PH), 3rd meta (PM3), 1

st meta (PM1), 5
th meta 

(PM5), and hallux (PHL); 

Accelerometer and pressure sensors signals expressed in ADC units (as digitized 
by a 12-bit analog-to-digital converter) were preprocessed to extract meaningful 
metrics to be used as predictors for the model. For each sensor all of the  
following metrics were extracted and tested for the inclusion into each model as 
predictors:  

• coefficient of variation (cv);  
• standard deviation (std);  
• number of “zero crossings” (zc), i.e. number of times the signal crosses 

its median normalized by the signal's length;  
• entropy H of the distribution X of signal values (ent) computed as:  

H(X) = – Σ pk log pk , where pk is the relative frequency of values fallen 
into the k-th interval (out of 20 equally sized intervals) in the sample dis-
tribution of signal values.  

These metrics were selected for the following reasons. Coefficient of variation and 
standard deviation of a signal should indicate the amount of motion produced 
during recording. Number of median crossings is an indicator of the frequency of 
changes in the signal, which is important to identify the intensity of motion (like  
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speed of walking). Entropy reflects the distribution of the signal across the range  
of its values and is a valuable predictor for walking due to the fact that as speed of  
walking increases the time of feet ground contact decreases relative to the swing 
time and, thus, signal values become more uniformly distributed across the range, 
leading to an increased entropy. These metrics were used as possible predictors for 
the ordinary least squares linear regression. The transformed predictors (log, in-
verse and square root) and interactions (as products of 2 or more candidate predic-
tors) were also considered as separate linear terms within regression. A separate 
model was constructed for each type posture/activity: “Sit”, “Stand”, “Walk” and 
“Cycle”. The selection of the most significant set of predictors was performed 
using the forward selection procedure. “Leave-one-out” approach was used for 
cross-validation when training and predicting the EE for each type of activity for 
every subject. For every left out subject all of the data related to this subject were 
removed from the training set for each model. Model (coefficients) computed 
using the rest of the subjects was then used to predict the EE for all trials of the 
left out subject. The best set of predictors had to provide the best fit (by producing 
the maximum adjusted coefficient of determination, R2

adj and the minimum 
Akaike Information Criterion, AIC) in the training step and the best predictive 
performance (the minimum Mean Squared Error, MSE and the minimum Mean 
Absolute Error, MAE ) in the validation step. 

Two models were built using the described approach. First model, BACC-PS 
included metrics derived from signals from all shoe sensors. The second model, 
BACC did not include metrics derived from pressure sensors in the forward selec-
tion process. Comparison of BACC-PS and BACC models is performed to eva-
luate impact of pressure sensors on accuracy of EE estimation in SmartShoe.  

Measured and predicted energy expenditure values in kcal·min-1 for each expe-
riment were then converted to METs by representing the energy expenditure for 
any given epoch as a multiple of resting energy expenditure. Energy expenditure 
during quiet sitting was used as a valid estimate of resting metabolic rate for each 
subject. This conversion was performed to enable direct comparison of results 
obtained by SmartShoe with those that have been recently published [8], [30], 
[31]. Tables 9 and 10 show the regression coefficients obtained for EE estimation 
model for BACC-PS and BACC models, respectively. Per-minute error (Root-
Mean-Square Error, RMSE) for BACC-PS and BACC models is shown in Table 
11. Aggregated error of 0.69 METS for BACC-PS model that includes pressure 
sensor data is lower than 0.78 METS error for BACC model that uses only accele-
rometer signals. Figure 7 shows Bland-Altman plots constructed for both EE, 
kcal•min-1 and EE, METs prediction) for both models. The common characteristic 
for both models is that the accuracy of prediction is slightly better for small than 
for large EE values (i.e. better accuracy for sitting and standing). 
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Table 9. Regression coefficients in the BACC-PS model 

Branch model Predictors, units Average values of 
coefficients 

CV of  
coefficients 

Sit <Intercept> 
Weight, kg 

log(BMI), log(kg·m-2) 
log(ASI.CV)  

 

   5.2862 
    0.0352 
   -1.7594 
    0.1331 

   0.0687 
    0.0504 
   -0.0854 
    0.0550 

Stand <Intercept> 
Weight, kg 

log(BMI), log(kg·m-2) 
PH.STD ·PM3.STD ·PM1.STD·PM5.STD, (ADC units) 

 

   4.5758 
    0.0364 
   -1.8339 
2.04·10-12 

   0.1148 
    0.0580 
   -0.1147 
    0.0452 

Walk <Intercept> 
Weight, kg 

log(BMI), log(kg·m-2) 
PM1.ZC·PM5.ZC   

AAP.STD, ADC units  
ASI.ENT·AML.ENT·AAP.ENT 

 

0.8406 
    0.0745 
   -2.0513 
  277.0277 
    0.0001 
    0.3542 

0.9662 
    0.0387 
   -0.1431 
    0.1246 
    2.3021 
    0.0805 

Cycle <Intercept> 
Weight, kg 

log(BMI), log(kg·m-2) 
ASI.STD, ADC units 

PM1.STD·PM5.STD, (ADC units) 
AAP.ENT 

-2.7295 
    0.0770 
   -1.4837 
    0.0014 
    8.7·10-6 
    1.9431 

-0.6184 
    0.1067 
   -0.4172 
    0.3445 
    0.1069 
    0.1685 

 

Fig. 7. Bland-Altman plots for BACC-PS (a) and BACC (b) models 
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Table 10. Regression coefficients in the BACC model 

Branch model Predictors, units Average values 
of coefficients CV of coefficients 

Sit <Intercept> 
Weight, kg 

log(BMI), log(kg·m-2) 
log(ASI.CV) 

 

5.2862 
    0.0352 
   -1.7594 
    0.1331 

  0.0687 
    0.0504 
   -0.0854 
    0.0550 

Stand <Intercept> 
Weight, kg 

log(BMI), log(kg·m-2) 
log(AML.CV), ADC units 

 

   6.5636 
    0.0418 
   -2.2433 
    0.1530 

    0.0713 
    0.0525 
   -0.0875 
    0.0513 

Walk <Intercept> 
Weight, kg 

log(BMI), log(kg·m-2) 
AAP.STD, ADC units  

AAP.ENT·AML.ENT·ASI.ENT 
 

  1.4050 
    0.0798 
   -2.7433 
    0.0012 
    0.5812 

   0.5644 
    0.0364 
   -0.1086 
    0.1661 
    0.0248 

Cycle <Intercept> 
Weight, kg 

log(BMI), log(kg·m-2) 
ASI.STD, ADC units 

   11.4745 
    0.1220 
   -5.4759 
    0.0058 

   0.2013 
    0.0703 
   -0.1583 
    0.0746 

Table 11. Per-minute error (Root-Mean-Square Error, RMSE) for BACC-PS and BACC 
models 

Model Branch 
model 

Number of
1-min re-

cordings 
RMSEMET Bias, METs 

BACC-PS Sit 31 0.26 0.0276 
Stand 32 0.32 0.0323 
Walk 103 0.76 0.0466 
Cycle 31 0.97 0.0617 

Aggregated 197 0.69 0.0437 
BACC Sit 31 0.26 0.0276 

Stand 32 0.33 0.0408 
Walk 103 0.75 0.0385 
Cycle 31 1.30 0.1517 

Aggregated 197 0.77 0.0550 

These results suggest that SmartShoe can be used to accurately predict energy 
expenditure during typical postures/physical activities.  The EE prediction accura-
cy of SmartShoe with activity-branched EE prediction models is similar to recent 
studies that have used single accelerometers, multiple accelerometers and heart 
rate/accelerometer combinations.  Choi et al. [32] used Actigraph accelerometers 
placed at the hip, wrist and/or ankle and distributed lag and spline modeling to 
predict EE and reported RMSE of ~0.6 kcal/min (0.5 METs) across a range of 
activities with the accelerometer mounted at the ankle.  Staudenmayer et al. [30] 
used a single hip-mounted accelerometer (Actigraph) and an artificial neural net-
work to estimate EE of a variety of activites and reported an RMSE of 0.75 and 
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1.22 METs using activity and minute-by-minute estimates of EE, respectively. 
Brage et al. [8] used a device that measured heart rate and accelerometry (Acti-
heart) to estimate EE and found that the RMSE was within [0.87, 1.11] METs 
during walking/running activities.  Thus, the results obtained from SmartShoe are 
at least as accurate or better compared to other recently proposed methodologies.  
These results also support use of plantar pressure as a way to improve EE predic-
tion compared to a single accelerometer.  As shown in Table 11, inclusion of pres-
sure sensor metrics (BACC-PS model) reduced RMSE approximately 10% (from 
0.77 to 0.69 METs). Inclusion of pressure metrics also improves EE estimation 
within an activity branch.  In particular, there was a significant decrease in error 
rate in estimating cycling EE.  This likely due to the changes in plantar pressure 
that are associated with changes in the intensity of cycling, something difficult to 
detect using an accelerometer.  Overall, results of this experiment suggest that 
signals arising from acceleration and insole pressure of shoes can be used to accu-
rately estimate the EE associated with common daily postures and activities. 

7   Conclusions 

The results from SmartShoe testing in various applications demonstrate its high 
accuracy and minimal intrusiveness. From the point of view of PA classification, 
SmartShoe was able to differentiate postures and activities that remain a challenge 
to other monitors (walking vs. cycling, sitting vs. standing, ascending stairs vs. 
descending stairs). SmartShoe demonstrated comparable accuracy of PAC both 
healthy and post-stroke individuals thus demonstrating applicability to various 
populations without a need for individual calibration. Temporal gait parameter 
estimation was reliable both in healthy and neurologically impaired individuals, 
justifying use of plantar pressure sensors for gait event detection. Branched  
approach to energy expenditure estimation resulted in accurate measurement  
comparable to the best methodologies available today. Again, use of pressure 
information improved the accuracy of EE estimation. Overall, SmartShoe is versa-
tile multi-sensor system that is minimally intrusive through incorporation into 
everyday wear (shoes) and that can provide accurate monitoring of postures, activ-
ities, energy expenditure and gait of individuals in daily life. 
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Abstract. Measurement of blood glucose levels (BGLs) is a basic procedure that 
diabetic patients need to perform several times a day. The conventional standard 
protocol for on-site measurement, despite several advantages such as portability, 
low cost, fast response time, and ease of operation, is based on the finger-prick 
technique to extract blood samples. This process is invasive and cannot provide 
continuous monitoring.  

Towards the achievement of non-invasive and continuous BGL monitoring, we 
have developed two measurement methods based on the continuous-wave photoac-
oustic (CW-PA) protocol and we performed preliminary in vitro tests with aqueous 
solutions. The first method relies on the measurement of the frequency shift in-
duced by the change in the composition of the propagation medium. This method is 
equivalent to an acoustic velocity measurement and provides high sensitivity but no 
selectivity to glucose compound. The second approach utilizes simultaneous optical 
excitation at two wavelengths for compound-selective measurements. After correct-
ing the frequency shift mentioned previously, this protocol allows measurements 
equivalent to a differential absorption coefficient one at the two wavelengths used. 
It then combines the advantages of absorption spectroscopy without the limitation 
from scattering due to the use of acoustic detection. Furthermore, the combination 
of the two methods can be generalized to systems involving more than one chang-
ing parameter by using not only two optical wavelengths for the excitation se-
quence but also several pairs of wavelength sequentially.  

These methods then represent an important step forward the non-invasive, se-
lective, and continuous measurements of glucose compound concentrations from a 
complex mixture, typically blood.  

Keywords: photoacoustic method, continuous blood glucose level. 

1   Introduction 

Diabetes mellitus, often referred to as diabetes, is a metabolic disorder characte-
rized by hyperglycaemia (raised blood sugar levels) as result of less control of the 
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blood glucose level (BGL). Despite symptoms being first described several hun-
dred years ago, this illness still remains a serious issue for an estimated affected 
population exceeding three-hundred million worldwide in 2011 [1,2], which is 
further increasing yearly. Despite extensive investigations covering a large span of 
expertise, the exact cause of diabetes remains unknown, and a cure has not been 
discovered yet. However, repeated and long-lasting exposure of internal organs to 
abnormally elevated blood glucose levels (i.e. hyperglycaemia) results in multiple 
complications and premature mortality [3,4]. Tremendous efforts have been dedi-
cated to the design of an efficient way to manually monitor and control the pa-
tients' BGL.  

Maintaining the BGL within the range of variation expected from a healthy 
person is the basic way to prevent any impact of diabetes on patient health. Every 
time the BGL exceeds the normal limit value (several standards for diagnosis, 
always in the range of 100-200 mg/dL, have been published by the American Di-
abetes Association [5,6]), adequate actions, which depend on the type of diabetes, 
should be taken to restore its level into the admissible range. However, the efforts 
and actions taken to lower the BGL also expose the patients to hypoglycemia, 
which corresponds to a BGL lower than the limit value in the range of 70 mg/dL. 
Accurate, on-site and real time detection of BGL then represents the first essential 
step for adequate decision making. Several commercially available sensors based 
on blood sample analysis have been developed by numerous companies over the 
past decades. Exhibiting compact size, low cost, good accuracy, and fast response 
[7-9], they have rapidly become popular around the world and have provided huge 
benefits to the diabetic population. However, despite tremendous efforts to reduce 
the blood sample volume and the discomfort of finger-pricking, they are still inva-
sive and cannot provide continuous monitoring, which is the corner-stone for op-
timal BGL control [10,11].  

As one step towards this ultimate goal, minimally invasive (MI) techniques 
have been developed, where the sensor head reduced to its minimum size is in-
serted subcutaneously in direct contact with body fluids, while the signal 
processing and so on are performed outside the body. This approach consequently 
reduces the invasiveness and enables continuous monitoring over several consecu-
tive days [12-15]. Furthermore, systems coupling a MI sensor to a insulin pump 
[16,17] have been developed for automatic delivery based on continuous mea-
surements and a complex algorithm [18].  

At the time of this writing, three products have received FDA approval for 
commercialization in the US. However, two main issues limit their application: (1) 
the frequent need for calibration and (2) the lack of accuracy in some particular 
cases, so that patients are additionally advised to perform regular tests before tak-
ing any potential life-threatening action. Implanting a device in the body, despite 
the reduced size and minimizing discomfort, also poses the problem of biofouling 
[15]. As a result, the commercially available products claimed to provide accurate 
readings for at least three days, although researchers are developing strategies for 
long-term readings for at least several months [20,21].  
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Though less advanced than the MI protocols, the non-invasive (NI) methods 
remain without question the preferred solution for sensing mechanism [22,23]. 
However, two main issues should be addressed with particular care: sensitivity 
and selectivity.  Among the various alternative techniques that have been exten-
sively studied over the last few decades [24-29], near-infrared (NIR) absorption 
spectroscopy has probably received the most interest because the method takes 
advantage of the finger-print-like absorption coefficient of each compound in this 
wavelength range. Furthermore, recent development of multivariate statistical 
algorithms applied to chemical problems (chemometric-based methods) have fur-
ther extended the scope of the NIR approach by allowing efficient extraction of 
parameters of interest from complex systems involving simultaneous measure-
ments at several wavelengths. However, this method's sensitivity to the scattering 
properties of tissues has prevented, at the time of this writing, any device to reach 
the commercialization stage. In contrast, photoacoustic-based (PA) protocols, 
which use optical excitation and mechanical detection, show great potential, offer-
ing high sensitivity and robustness against the scattering properties of tissue [28]. 
As a result, despite several on-going issues specific to the PA approach, we chose 
to investigate it and have developed two methods that focus on a very specific part 
of the detection scheme.  

This chapter provides an overview of these methodologies, from the basic con-
cept of PA technique to the in vitro characterization of aqueous solutions.  It then 
describes in detail the combination of the two methods, which opens the door to 
multivariate measurements, similar to the popular NIR absorption spectroscopy 
methods (with the possibility of using chemometrics as well) mentioned previous-
ly but without the limitation due to scattering. 

2   Continuous-Wave Photoacoustic (CW-PA) Procedure 

Among the potential techniques, the PA techniques also fulfill all the requirements 
for non-invasive sensing of blood glucose levels. The concept can be briefly de-
scribed as follows. An amplitude-modulated optical source operating at an  
adequate wavelength illuminates an absorbing medium, where optical energy ab-
sorption yields a temperature increase due to the non-radiative relaxation photo-
thermal effect. This temperature increase results in volume expansion that will 
locally generate a pressure disturbance. This pressure perturbation can then propa-
gate as a pressure/acoustic wave through the medium to a mechanical sensor, 
where detection of signal characteristics and its proper post-processing enables 
one to characterize the absorbing medium. This method has been claimed to be 
highly sensitive to glucose because this compound affects several parameters that 
strongly impact the process described above at several stages: i) the optical energy 
absorption, which involves the optical absorption coefficient, thermal expansion 
coefficient, heat capacity, and acoustic velocity; and ii) the acoustic wave propa-
gation until the receiver by the means of the acoustic velocity [30]. 
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Figure 1 (left) shows a schematic view of the minimal setup required to  
perform PA measurements. Light source locally illuminates the sample under 
investigation, and a transducer senses the mechanical wave. On one side, the use 
of optical fibers is very convenient since it allows flexibility (alignment between 
the light source and sample) without impacting the signal properties (low propaga-
tion losses over the wide optical range, robustness, wide range of diameter cores). 
On the other side, several ways of detecting the acoustic waves have been devel-
oped, but the use of transducers, despite requiring a direct mechanical contact with 
the sample, remains the standard technique. 

In terms of optical wavelengths, the PA technique allows the use of the entire 
infrared spectrum (typically, from 0.8 to 1000 μm) to generate acoustic waves 
through the photothermal effect. However, the mid- and far-infrared (MIR from 
2.5 to 25 μm, and FIR from 25 to 1000 μm, respectively) can excite the funda-
mental vibrations and associated rotational-vibrational structure, while the NIR 
region (from 0.8 to 2.5 μm) is associated with overtone or harmonic vibrations. 
The MIR and FIR wavelength ranges are then more suitable for finger-print-like 
absorption spectroscopy, which is critical when measuring a solution with several 
solutes. However, the absorption coefficient should also be considered from the 
point of view of the PA technique as well as the final application. Water, as the 
main constituent of human tissue, strongly absorbs light in the infrared region. 
However, a minimum absorption is required in order to efficiently generate acous-
tic waves within the tissue (for wavelengths higher than 1300 nm), while a strong 
absorption (typically, for wavelengths in the MIR or FIR range or above 2500 nm) 
strongly limits the depth penetration of optical light to superficial layers of the 
skin. We then chose to use the wavelength range from 1300 to 2500 nm, which is 
also referred to as the tissue optical or the therapeutic window [24,31].  

As shown in Fig. 1, two protocols using different optical excitation patterns 
have been used extensively: the pulse setup (pulse of light, very low duty cycle, 
and frequency (or repetition rate) below 1 kHz), and the CW one (excitation with 
square-wave signal, duty cycle about 50%, frequency up to 1GHz). Both tech-
niques can potentially provide high sensitivity, but one issue remains of particular 
importance in choosing the most appropriate excitation sequence to the target 
application: the dominant origin of noise affecting the measurement [32,33]. The 
pulse setup operates in the time domain with time gating to suppress the noise 
contribution. This technique is particularly suitable when dealing with systemic 
noise. On the other hand, the CW setup operates in the frequency domain (with the 
use of closed-loop and lock-in detection), which allows the use of filters to sup-
press the noise contribution. This technique is particularly suitable when dealing 
with random noise. 

With in vivo environment, where the sample size and properties are difficult to 
control and stabilize along time, the noise source may more likely be assimilated 
to random, which points to CW as the preferable excitation sequence. Moreover, 
CW-PA exhibits other advantages in terms of the potential to facilitate miniaturi-
zation down to a portable size [34-36]. With the recent development of solid-state 
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laser diodes (LDs), compact high-power, high-resolution light sources covering 
this full range have become commercially available at reasonable cost and such 
light sources are particularly suitable components for CW-PA spectroscopy mea-
surements. However, almost exclusively the pulse methodology has been cited in 
the literature dedicated to non-invasive glucose monitoring [27-29]. In fact, CW-
PA methods were disregarded in a very early stage due to their dependence on 
cavity dimensions, which are parameters impossible to control precisely when it 
comes to dealing with real patients.  

In this chapter, we describe, from the basic concept to the first in vitro results, 
two experimental protocols that allow CW-PA-based measurements whatever the 
cavity size and therefore solve the main issue usually associated with the CW-PA 
technique. Despite further optimization required to assess other characteristics 
such as detection limit and selectivity, these methods may represent a major 
breakthrough and initiate the future development of various types of sensors utiliz-
ing the CW-PA technology. 

 

Fig. 1. Schematic view of the PA measurement cell (left), with the two optical excitation 
sequences used to generate the mechanical waves from photothermal effect (right) 

2.1   Frequency Shift (FS) Protocol 

The first protocol developed, called frequency shift (FS), relies on the measure-
ment of the frequency shift at which acoustic resonance occurs when the glucose 
concentration of the sample solution is changed [37,38]. Figure 2 shows a sche-
matic view of the experimental setup required to perform measurements based on 
the FS method.  
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Fig. 2. Schematic view of the experimental setup used to perform FS-based measurements 
of various aqueous sample solutions 

2.1.1   Concept 

As stated above, the CW-PA technique generates standing acoustic waves within 
the cavity (volume with boundaries defined by strong acoustic impedance mis-
match that consequently reflects acoustic energy). At certain frequencies, all the 
contributions will superimpose constructively and enhance the signal amplitude 
significantly. These frequencies depend on two factors: i) the boundary geometry, a 
geometrical factor that directly affects the acoustic wavelength, and ii) the mechan-
ical properties of the sample liquid, all included within the acoustic velocity term. 
As a result, the resonant frequency can be described by the following equation: 

ac

ac
res

vf λ=     (1) 

In some particular cases where the resonant cavity exhibits a simple geometry, 
analytical expressions have been derived to predict the resonant frequencies. With 
a one-dimensional cavity, the acoustic wavelength λac of the mth longitudinal 
mode can be defined as twice the cavity length divided by the integer m. With a 
cylindrical cavity, the analytical expression involves longitudinal as well as azy-
muthal and radial modes [39]. However, Eq. (1) still applies when all the geome-
trical factors within the λac term are included. 

When the glucose concentration of the sample solution is changed, the frequen-
cy at which the resonant occur shifts by a certain quantity Δfres. However, from 
Eq. (1), as long as the geometry remains constant and the same mode is considered 
(peak in the closest vicinity of the previous one), the term λac is constant, whereas 
adding glucose induces a change of the acoustic velocity. The shift of the frequen-
cy then comes exclusively from the acoustic velocity variation: 

ac

ac

res

res
v

v
f

f Δ=Δ
    (2) 

This protocol then enables one to measure the glucose concentration through its 
effect on the acoustic velocity whatever the cavity geometry, since Eq. (2) doesn't 
involve the acoustic wavelength anymore. 
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impossible from the FS measurement, which is a scalar parameter, to separate the 
effect of glucose concentration change from temperature variations or albumin 
concentration changes. For example, a variation of 1ºC may be misinterpreted as 
an increase of glucose concentration by 0.84 g/dL from the FS measurement only.  
Therefore, the FS method is not sufficient to measure BGLs with satisfactory ac-
curacy without the assumption that only one parameter is changing at a time. 

2.2   Optical Power Balance Shift (OPBS) Protocol 

The FS method relies on the measurement of the frequency shift of the phase sig-
nal. However, as shown in Figs. 4 and 6, the level of amplitude signals also varies 
in a irregular manner, depending on the glucose concentration. This non-trivial 
dependence results from the concomitant effects of several parameters (acoustic 
velocity, heat capacity, thermal expansion coefficient, optical absorption). The 
amplitude signal therefore contains valuable information about the sample solu-
tion characteristics that requires a specific measurement scheme. We then  
proposed the so-called optical power balance shift (OPBS) methodology in  
order to achieve a measurement that depends exclusively on the optical absorption 
coefficients.  

2.2.1   Concept of Dual Differential Wavelength Excitation  

From theoretical considerations, the pressure wave generated by illuminating the 
absorbing medium with an amplitude-modulated light beam depends on many 
parameters, such as the thermal expansion coefficient, acoustic velocity, heat ca-
pacity, optical absorption, and optical power [32,33]. Among these parameters, 
optical absorption is of particular interest because it provides a specific signature 
for every compound,  and selection of the optical wavelength enables one to op-
timize the sensor response to a specific solute (the concept extensively used in 
NIR [42,43] and MIR spectroscopy [44,45] protocols). In the NIR region, water 
provides strong absorption that allows efficient generation of pressure waves by 
means of the photothermal effect. However, despite a concentration in the gram 
per deciliter range, consequently higher than the expected in vivo levels, the rela-
tive absorption of glucose and albumin compounds are several orders of magni-
tude lower than that of water. As a consequence, diluted compounds act as a  
perturbation to the huge background level provided by water solvent. Furthermore, 
glucose and albumin exhibit similar overall absorption spectra with slight differ-
ences at certain wavelengths (Fig. 7(a)). To overcome these two issues, we then 
used an excitation sequence with two optical beams at different wavelengths and 
devised a protocol that provides results equivalent to differential absorption coef-
ficient measurements [Fig. 7(b)]. 

The concept of utilizing two optical wavelengths amplitude-modulated with 
two square waves operating at the same frequency but in opposite phase, was first 
introduced for aqueous glucose measurements based on absorption spectroscopy 
measurements [31]. This technique enables one to perform differential absorption  
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(a) 

 

 
(b) 

 

Fig. 9. Two-step process of the OPBS procedure: (a) measurement of a standard sample 
solution at known concentration, followed by (b) the measurement of sample solution at 
unknown concentration level 
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According to this experimental procedure, only and exclusively the term be-
tween brackets in Eq. (3) plays a role. Unlike the process described elsewhere, 
where the signal level at one fixed DV balance was used [46], the effect of all the 
other parameters such as heat capacity and thermal expansion doesn't interfere 
with OPBS measurements.  

The proposed approach then exhibits the advantages of optical absorption-
based protocols (versatility from the optical wavelengths choice) and differential 
measurement (suppression of background), without the limitation inherent to pure-
ly optical measurement (scattering, light path length extended for improved accu-
racy, but limited by penetration depth).    

2.2.3   Results for the 1382- and 1610-nm Combination 

At the present time, only two LDs are available, leading to only one wavelength 
combination. Figure 10 shows the experimental raw results for glucose aqueous 
solution with concentrations ranging from 0 to 18.6 g/dL. The DV difference on 
the x-axis is arbitrarily defined as DV2-DV1. From a practical point of view, an 
LD's DV cannot exceed a certain threshold in order to operate within the linear 
range. For instance, once DV1 has reached its maximum value, DV2 is decreased 
instead of further increasing DV1. Furthermore, a phase offset of 90 deg. was set 
on the lock-in amplifier so that the phase varied from -90 to 90 deg. with an in-
flexion point at 0 deg. Figure 10(a) exhibits an overall shape consistent with Fig. 
9, and Fig. 10(b) only focuses around the inflexion point of the phase at the vari-
ous concentration. 

The phase exhibits linear behavior locally and enables easy and fast determina-
tion of  the DV balance that corresponds to a 0-phase. On the contrary, the ampli-
tude shows a minimum point, but the higher noise level makes the data processing 
difficult. Despite a remaining shift between the 0-phase and amplitude minimum 
point (unexplained at the present time), we chose to use exclusively the 0-phase 
point for the next results. Figure 11 then gathers all the Δ(DV)|phase=0 for each glu-
cose solution, as well as equivalent results for albumin aqueous solutions at vari-
ous concentration levels, all normalized to water.  

The dependence is more pronounced for glucose. Despite our changing only the 
concentration of one compound at a time, the results are not perfectly aligned and 
the error-bars remain large. In terms of sensor response, we could then evaluate 
the slope between -20 and -27 mV/g/dL for glucose, and between -6 and -12 
mV/g/dL for albumin (solid lines in Fig. 11 for both compounds). However, this 
behavior confirms the tendency expected from Fig. 7(a) with the two optical wa-
velengths used here (response to glucose about 2.41 times higher than the  
response to albumin). Furthermore, both uncertainties resulted from the same ex-
perimental issue about controlling the temperature during the measurement. The 
OPBS approach is also sensitive to temperature due to the temperature depen-
dence of the absorption coefficient [47]. The detection cell containing the liquid  
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medium through acoustic velocity measurements, while the OPBS method senses 
any change of the absorption coefficients at the two optical wavelengths. There-
fore, the two methods exhibit very different characteristics. Table 1 shows the FS 
and OPBS dependence versus three of the main parameters regarding the issue of 
a non-invasive blood glucose sensor: glucose and albumin concentrations, and 
temperature.  

Table 1. Comparison of the FS and OPBS dependence versus glucose concentration, albu-
min concentration, and sample temperature 

 FS method OPBS method 

Glucose 0.19 %/g/dL -20 ~ -27 mV/g/dL 

Albumin 0.15 %/g/dL -6 ~ -12 mV/g/dL 

Temperature 0.16 %/degC 25 mV/degC 

 

With the FS method, the sensitivity to the three parameters is about the same 
order of magnitude and no optimization is possible, since the results directly and 
exclusively depend on the acoustic velocity dependence versus these three pa-
rameters. However, the FS relies on a frequency measurement, which also pro-
vides high sensitivity and accuracy.  

The combination of the two protocols may then be the best solution by bringing 
together the high sensitivity of the FS approach and the high selectivity to glucose 
compound of the OPBS method. 

Regarding the OPBS protocol, the dependence versus the three parameters var-
ies consequently. Furthermore, the method's response can be tuned by changing 
the optical wavelengths so that further optimization towards high sensitivity to one 
specific compound is possible. As a result, OPBS enables compound-selective 
measurements. However, the method relies on amplitude-based measurements, 
which limits its sensitivity due to noise and instability. 

3.2   Creation of Linear System 

From the results in Fig. 11, one can see that temperature fluctuation during the 
measurements makes quite difficult to estimate precisely the sensor response to 
the two compounds. However, the experimental protocol requires an evaluation of 
the frequency shift (FS) prior to any OPBS measurements. For the two FS and 
OPBS measurements performed within minutes from each other (Fig. 12), we can 
then reasonably assume a constant temperature and compound concentration. 
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simultaneously, the results do not really look intuitive when considering exclu-
sively the OPBS method. However, we can compare those results with the spec-
troscopic data from Fig. 7(a): if we consider the slope ratio defined as the response 
to glucose divided by the response to albumin, we get 2.40 compared to the 2.41 
value expected from optical absorbance measurement by calculating (relative 
absorption(λ1) - relative absorption(λ2))Glucose / (relative absorption(λ1) - relative 
absorption(λ2))Albumin). 

3.3   Solution to Multi-parameter Problem 

However, the previously described process is just a demonstration of the concept. 
In real experiments, glucose is the target molecule, and the issue of the increasing 
the number of linearly independent equations will then be resolved by using sev-
eral optical wavelengths combinations in parallel. 

Similarly to the pulse oximetry protocol [48,49], we can extend the approach to 
N optical wavelengths to specifically measure the glucose concentration from an 
environment featuring several parameters varying simultaneously. With N LD 
operating at N different optical wavelengths, it is then possible to obtain N(N-1)/2 
combinations of two optical wavelengths for OPBS measurements. Since the sen-
sitivity to compounds varies as a function of the optical wavelengths, we can now 
get N(N-1)/2 equations versus the identified M unknown parameters. However, all 
these equations are not independent, and only (N-1) can be used to solve the prob-
lem. With the FS measurement at one optical wavelength (any wavelength can be 
used for this measurement), we then have a system including N independent equa-
tions and M unknown parameters. The M unknown parameters, already including 
the glucose and albumin concentrations, as well as temperature, can also be ex-
tended to take into account other compounds or parameters that may vary and 
influence the sensor responses in a detectable way. After fixing M, N can be ad-
justed freely with N ≥ M in order to get a complete system. Nevertheless, while 
the measurement accuracy increases proportionally to N, the sensor response time 
and cost will also increase as a consequence, so that a compromise may be found 
depending on the requirements in terms of accuracy and response time.  

4   Conclusions 

We proposed a novel concept of non-invasive glucose concentration measurement 
based on the CW-PA principle. One the one hand, the FS method provides a 
measurement equivalent to acoustic velocity monitoring, thus taking into account 
several different parameters (such glucose and albumin concentrations, and tem-
perature). Despite having no selectivity to one compound in particular, it also 
enables to correct the frequency shift induced by the change of the acoustic prop-
erties of the medium and therefore provides a system that works with equal  
efficiency whatever the cavity size. On the other hand, the OPBS method is 
equivalent to a differential relative absorption coefficient measurement at the two 
wavelengths used and thus opens the door to optimization/customization based on 
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the excitation wavelength choice. Finally, by combining the FS and OPBS proto-
cols, which rely on different properties of the PA technique, we designed a tunable 
system that can potentially solve complex problems involving many parameters. 
Moreover, the PA detection scheme provides robustness against scattering proper-
ties of tissues. This method then appears suitable for in vivo BGL monitoring, 
where several compounds can bias the measurement of glucose, the primary target 
molecule, and the scattering of tissue cannot be neglected. 

Furthermore, the properties demonstrated by the FS+OPBS method can poten-
tially fulfill the requirements of numerous applications, where the noninvasive 
term may be replaced by other terms such as inline monitoring or contactless 
evaluation. In all cases, the basic idea remains the same: while the sample solution 
is inside a close container that does not allow direct access or contact with the 
liquid, FS+OPBS may provide a viable alternative for remote characterization by 
adapting the wavelengths to the solute/solvent considered, especially when scatter-
ing from the sample solution cannot be neglected. 
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Abstract. Pervasive computing refers to the increasing integration of information 
and communication technologies into people’s lives and environments. In particu-
lar, pervasive technologies have been identified as a strong asset for achieving the 
vision of user-centred preventive healthcare. However, there are engineering prob-
lems to be solved before many of the envisioned applications in healthcare can 
become a reality. The objective of this chapter is to present future research de-
mands in pervasive sensing by means of miniaturised wearable and implantable 
sensors featuring ultra-low power consumption, high portability, and robustness. 
At the same time, since many emerging non-invasive measurement techniques 
related to monitoring physiological and psychological status of individuals rely on 
bioelectrical impedance spectroscopy (BIS), we also consider the perspectives for 
bioimpedance applications, referring in particular to the use of CMOS technology 
for chip-scale integration of BIS readout electronics. 

Keywords: bioelectrical impedance spectroscopy, CMOS technology, body sen-
sor networks. 

1   Introduction 

Current economic, social, and demographic trends are demanding healthcare sys-
tems focused on prevention and early detection of illnesses, which should be able 
to provide an optimized medical response as well as a reduction in the number of 
visits to the hospital [1, 2]. eHealth – the beneficial application of information and 
communication technology (ICT) to the healthcare sector – stands out as a way to 
improve the operational efficiency of all the supporting processes involved in the 
delivery of healthcare. eHealth is not just about converting paper records to elec-
tronic ones, but also about making these electronic records available, as and when 
required, to healthcare providers across the chain.. eHealth covers the interaction 
between patients and health-service providers, institution-to-institution data 
transmission, peer-to-peer communication between patients or health profession-
als, health information networks, electronic health records, telemedicine services, 
and personal wearable and portable systems for monitoring and supporting pa-
tients [3]. Therefore, eHealth systems can deliver high-quality information in real 



136 J.L. Ausín et al.
 

time and in a manner that is easily accessible everywhere, while at the same time 
they have the power if not to reduce, at least to manage this complexity. For in-
stance, doctors can access patients’ medical records more easily, get immediate 
access to test results from the laboratory, and deliver prescriptions directly to 
pharmacists. Patients with chronic conditions can carry monitoring devices which 
alert their doctor if their condition changes, yet being allowed to continue with 
their daily life activities. 

Since its inception in the early 1990s, eHealth has shown a lot of successful ex-
amples [4, 5]. Wireless communication technology came to encourage different 
strategies of mobile and ubiquitous eHealth initiatives, ranging from doctor mobil-
ity, i.e., remote access to medical data, to patient mobility, e.g., remote monitoring 
of vital signals and wearable medical sensors, up to web based medical data 
access. By introducing pervasive computing systems that reason intelligently, act 
autonomously, and respond to the needs of individuals in a context- and situation-
aware manner, the shifting of eHealth from desktop platforms to wireless and 
mobile configurations enables a distributed and pervasive care model for health 
and wellness management through the use of miniaturized ICT [6, 7].  

Although there is no univocal description in the current literature, pervasive 
healthcare may be defined from two perspectives: i) as the application of perva-
sive computing technologies for healthcare and ii) as making healthcare available 
everywhere, anytime, and to anyone [8]. Accordingly, pervasive healthcare offers 
opportunities for future healthcare provision, both for detecting, treating, and 
managing disease and for patient administration [9]. For instance, remote sensors 
and monitoring technology might allow the continuous capture and analysis of 
patients’ physiological data. Medical staff could be immediately alerted to any 
detected irregularities. Data collection on this scale could also provide for more 
accurate pattern/trend analysis of long-term health conditions. Wearable sensors 
may offer greater patient mobility and freedom within and even outside hospitals 
and save both time and money by reducing the need for repeated and intrusive 
testing. At the same time, sensors embedded in items of clothing, for example, 
might allow constant monitoring of heart rate, body-mass index, and other physio-
logical variables. 

Pervasive healthcare addresses a set of technologies and concepts that help in-
tegrate healthcare more seamlessly to our everyday lives, regardless of space and 
time. While there has been significant progress toward this vision, most research 
has focused on the development of small-scale systems, tested by a handful of 
users, interacting with a limited number of devices. The simple truth is that, in 
order to implement sustainable eHealth programs, pervasive eHealth must move 
from being simply an innovation in healthcare through a sustainable change 
process to ultimately transform healthcare delivery. Moreover, future pervasive 
systems need to encompass a large number of computational platforms, users, 
devices, and applications dealing with massive amounts of data. Diverse devices 
such as smart phones, tablets, laptops, desktops, wearable sensors, radio frequency 
identification tags, and embedded wireless sensors on the order of thousands, mil-
lions, and even billions of units, as envisioned in the future Internet, will enable  
a wide spectrum of applications, including those of pervasive eHealth [10].  
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Consequently, the research community needs to address the issue of scale, i.e., it is 
essential to consider the ability of eHealth services to maintain an adequate level 
of efficiency as they scale to entire national populations. In this context, ubiquit-
ous health monitoring systems based on tiny wireless medical sensors are going to 
play a key role for pervasive healthcare. These systems will allow healthcare ser-
vice givers to early detect and act on signs of patients’ clinical deterioration, thus 
improving the quality of care in a reliable, unobtrusive, and cost effective way 
[11].  

A pervasive health system will ultimately need information about individuals 
and their surrondings, which will be delivered by embedded sensors, thus integrat-
ing pervasive sensing with pervasive computing. In this sense, wireless sensor 
network (WSN), which has settled as a leading technology for various applica-
tions, exhibits one of its potential uses in the form of body sensor networks 
(BSNs) for remote measurement of physiological signals [12]. Unlike wired moni-
toring systems, BSNs provide long-term continuous monitoring of patients under 
their natural physiological state even when they move [13]. The successful realiza-
tion of this vision requires innovative solutions able to remove the critical techno-
logical obstacles to implement wireless sensor nodes for biomedical applications. 
This chapter presents future research demands in pervasive sensing by means of 
wearable and implantable miniaturised sensors featuring ultra-low power con-
sumption, high portability, and robustness. The rest of the chapter is organized as 
follows. Section 2 gives an overview of wireless technologies that have fundamen-
tal importance in supporting continuous and reliable long-term monitoring sys-
tems. The major design challenges of miniaturised, autonomous, and wireless 
medical sensors are discussed in Section 3. Since many emerging non-invasive 
measurement techniques related to the physiological status of individuals rely on 
bioelectrical impedance spectroscopy (BIS), perspectives for medical applications 
are highlighted in Section 4, referring in particular to the use of CMOS technology 
for chip-scale integration of BIS readout electronics. Finally, conclusions are 
drawn in Section 5. 

2   Why Is a Sensor Network Important? 

Sensor networks have been heralded as one of the 21 most important technologies 
for the 21st century [14]. Most researchers agree on the fact that a sensor network 
consists of a large number of inexpensive and smart devices with multiple onboard 
sensors, networked through wired or wireless links and densely deployed, that 
cooperatively collect information of the physical world in which they are embod-
ied and may control the surrounding environment [15, 16]. The most perceptive 
reader will observe that this definition is not very specific. In fact, national power 
grids, with their many sensors, can be considered as a large sensor network al-
though they were developed before the term sensor network came into vogue. 
Therefore, using a wide enough interpretation, almost anything fits the definition 
of a sensor network, even humans. When observing human skin on a microscopic 
scale, we are impressed by the diversity and density of embedded sensors.  
 



138 J.L. Ausín et al.
 

This abundance includes sensors for pressure, acceleration, temperature, and so 
on. Despite their immense variety, all sensor networks have one fundamental fea-
ture in common: each sensor is limited in its ability to monitor a situation. The 
power of a sensor network comes from the fact that even though individual nodes 
are quite limited, the whole array becomes very powerful when networked. In this 
Section, we will focus on one of the most common applications of sensor net-
works in the context of eHealth, namely human vital-sign monitoring.  

Let us think about the course of a typical day in a hospital. Lots of medical  
sensors like thermometers, blood pressure meters, electrocardiography (ECG) 
monitors, and pulse-oximeters are used to monitor the condition of patients. Some 
measurements, such as temperature reading, will be taken periodically, whereas 
others, such as ECG monitoring a patient with a heart disease condition, must be 
done continually. A significant amount of nurses’ time is spent on measuring and 
recording temperature, blood pressure, and other values for patients’ medical 
records in order to monitor progress and discover relapses. Moreover, one of the 
most time-consuming problems caused by cables is that when patients are moved, 
all wires must be unhooked during transport and then reattached when the patient 
reaches his or her destination. A close study of the intra-hospital transport of ECG 
monitored patients proposed using wireless ECG sensors to save time and trouble 
[17]. The same way, the need for removing cables is present when we consider 
another scenario, where a patient is recovering from a health trouble. Indeed, pa-
tients need to get out of bed as early as possible, which implies that cables re-
straining them to their beds during the recovery are problematic. Thus, clinicians 
request wireless sensor technology to propose appropriate solutions. 

2.1   Wireless Sensor Networks 

Traditional sensor networks in the medical sector focus on establishing network 
communication between mobile devices having great amounts of computational 
power and energy at their disposal, such as cell phones. These networks, which are 
referred to as mobile ad-hoc networks (MANETs), do not allow a sufficiently 
dense sampling of physical, physiological, psychological, cognitive, and behav-
ioural processes so as to encompass the pervasive eHealth monitoring vision.  
Advances in hardware and wireless network technologies have led to low-cost, 
low-power integrated sensors with onboard processing and wireless data transfer 
capability, which are the basic components of already existing WSNs. One factor 
that distinguishes these networks from MANETs is that their end goal is the detec-
tion/estimation of some event of interest, and not just medical data communica-
tion. WSNs carry the promise of drastically improving and expanding the  
quality of healthcare across a wide variety of settings for different segments of the 
population [18]. 

Despite the interest in the application of WSNs to healthcare, a significant gap 
remains between existing sensor network designs and the requirements of medical 
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monitoring. Most WSNs are intended for deployments of stationary nodes that 
transmit data at relatively low data rates, with the focus on best-effort data collec-
tion at a central base station. By contrast, medical monitoring requires relatively 
high data rates, reliable communication, and multiple receivers. Unlike many 
WSNs, medical monitoring cannot make use of traditional in-network aggregation 
since it is not generally meaningful to combine data from multiple patients. In 
fact, if the data from a sensor on one patient would find its way to a sensor on a 
different patient, it would be considered as a security breach. Moreover, in a 
medical sensor network, each sensor has a unique task of measuring a given phe-
nomenon of a particular patient—other sensors measure either a different phe-
nomenon on the same patient, or a similar phenomenon on a different patient.  

Whilst WSN technology continues to evolve for the broad range of possible 
applications, it does not specifically tackle the challenges associated with human 
body monitoring and patient care. The principal reason is that most sensor  
network applications have very different data, communication, and lifetime re-
quirements. Unlike conventional WSN applications, medical deployments are 
characterized by mobile nodes with varying data rates and few opportunities for 
in-network aggregation, as pointed out above. In addition, the human body envi-
ronment is on a smaller scale and also requires a different type and a different 
frequency of monitoring. Numerous published research works succeeded in dem-
onstrating how wireless medical sensors can be minimised and how this will be 
useful in the future eHealth sector. However, the problem of replacing cables with 
a wireless connection is affected by a rather complex interplay of problems, e.g., 
power consumption and security. The realisation that proprietary designed WSNs 
are not ideally suited to monitoring the human body and its internal environment 
has led to the development of body sensor networks [19]. 

2.2   Body Sensor Networks 

Professor Guang-Zhong Yang was the first researcher who specifically defined the 
term body sensor network (BSN) [19]. BSN technology represents the lower end 
of power and bandwidth in the body area network (BAN) scenario [19]. A BAN is 
formally defined as a system of wireless devices in close proximity to or inside a 
person body that cooperate to enable monitoring for the benefit of the user [20]. 
When compared to conventional WSNs, BANs consist of a lower amount of 
smaller nodes, typically from 20 to 50 nodes, and provide less space coverage 
[21]. Figure 1 shows average power consumption and data rate for a number of 
popular wireless technologies. Notice that the range of BAN devices can vary 
significantly in terms of bandwidth and power consumption in order to support a 
great variety of medical and non-medical applications and, hence, data rates vary 
from few kbit/s for simple data to several Mbit/s in video streams. 
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Fig. 1. Average power consumption vs data rate of available wireless technologies 

As the application of BANs have been extended from connecting personal elec-
tronic consumer goods to implementing medical and healthcare applications, BAN 
has become a key element in the infrastructure for pervasive eHealth applications. 
The use of BANs in the medical area consists of wearable and implantable sensor 
nodes that sense biological information from the human body and transmit it wire-
lessly over a short distance to a control device worn on the body or placed in an 
accessible location. As shown in Table 1, the data rates needed for vital-sign 
monitoring are usually low for the individual sensor. Recently, several transceiv-
ers for BANs have been developed [23, 24]. However, their working distance and 
power consumption are beyond the optimal choice for monitoring health status. 
Moreover, due to the energy absorption in the human tissue, their transmitted sig-
nals around the human body significantly suffer from huge path loss [25]. The 
pursuit of long-term and continuous monitoring without human activity restriction 
has promoted the concept of BSNs. This specialized family of WSN has the poten-
tial to facilitate patient-centric healthcare. 

Table 1. Human biopotential and biophysical signals [22] and their typical data rate, band-
width, and accuracy 

 Data rate Bandwidth Accuracy 

ECG (12 leads) 288 kbit/s 0.1 – 1000 Hz 12 bits 

Electromyogram 320 kbit/s 5 – 10000 Hz 16 bits 

EEG (12 leads) 50 kbit/s 0.1 – 100 Hz 12 bits 
  

Movement 35 kbit/s 0 – 500 Hz 12 bits 

Temperature 120 bit/s 0 – 1 Hz 8 bits 

Blood saturation 16 bit/s 0 – 1 Hz 8 bits 
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Fig. 2. Architecture of a BSN in a pervasive e-Health scenario 

A BSN results from the fusion of sensing and wireless technologies, as it con-
sists of a series of miniaturized low-power sensors wholly or partially covering the 
body area that collect, process, and communicate physiological information from 
the body [19], [26]. These sensors can be either wearable or implantable. As illu-
strated in Fig. 2, one of the sensor acts as a master node, i.e., as a base station, for 
central control, and a number of vital-sign sensors act as slave nodes. The base 
station thus plays a different role from the slave nodes in the network and has 
more resources in terms of physical size, available energy, radio-frequency (RF) 
communication range, and computing power. Although the challenges faced by 
BSNs are in many ways similar to those that are typical for BANs, there are sev-
eral important differences between the very small low-power sensors of BSNs and 
their BAN counterparts. First, the body itself prevents the reuse of the same node 
across many roles due to the particular characteristics of physiological data meas-
urements. Second, the close proximity of the base station makes node-to-node 
communication largely unnecessary. BSNs therefore tend to use star topology, 
with each sensor node communicating only with the master node. Third, sensor 
nodes have limited energy resources available as they have very small form factor. 
Finally, for most sensors it is not possible to recharge or replace batteries although 
a long lifetime of the node is required.  

Most proposed prototypes of BSNs are largely based on commercially available 
off-the-shelf technologies [19], [27], [28], [29], which employ Bluetooth, ZigBee, 
or other RF communication protocols commonly used in BANs and WSNs.  
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However, there are great obstacles that prevent such solutions from gaining wide 
acceptance from its intended end users. One major obstacle is the physical imple-
mentation of the proposed sensor nodes, as all components are packed into a  
double-side printed circuit board reaching an area of several hundreds mm2 [27], 
[28]. In addition, the typical power consumption is on the order of tens milliwatts 
[19], [29]. It should be pointed out that these sensor nodes support complex archi-
tectures in which many available resources are rarely or even never used. There-
fore, a long-term continuous monitoring with wearable sensors is not yet feasible 
by using commercial off-the-shelf technologies. Nowadays, ASIC-based BSN 
sensors have been proposed for medical applications [30]. Custom BSN integrated 
circuit design is an emerging field. Despite intensive research efforts, few imple-
mentation works have been published so far. One reason may be that these custom 
nodes are heavily tailored to a specific application instead of being flexible and 
generic. BSN technology is not mature and there are several constraints limiting 
clinical possibilities. Moreover, sensor nodes will not be adopted if they are too 
inconvenient or uncomfortable. In next Section, the major challenges to be faced 
when designing miniaturized, autonomous, and wireless wearable sensors are 
discussed. 

3   What Does a Medical Pervasive Sensor Look Like? 

The purpose of a medical sensor is to provide information to a physician as to the 
function and performance of an organ, a group of organs, or system within the 
body of a patient. In the context of pervasive eHealth, the acquisition of biomedi-
cal signals, such as those for measuring vital signals, can be performed through 
BSN sensors attached on the patient’s body or through special wearable sensors. 
Very often, the acquisition of a biomedical signal is not sufficient and it is re-
quired to process the acquired signal to get the relevant information buried in it. 
The transmission of the collected information to the base station is performed 
through an appropriate wireless technology. As shown in Fig. 3a, a BSN sensor 
can be divided into five major functional blocks: 1) the stimulating/sensing com-
ponents for biomedical stimulation and sensing (sensor and actuator interfaces), 2) 
an analog front-end (AFE) for signal acquisition, 3) a digital core for control and 
local processing, 4) an active RF transceiver for data link, and 5) a power-
management unit. Although power consumption depends on the specific nature of 
the application, energy is mainly spent on processing sampled data by the micro-
controller and forwarding the data out via a wireless link. Fig. 3b highlights  
the power breakdown of a BSN sensor illustrating this statement, where in  
general communication accounts for the majority of the energy expenditure of a 
sensor. 
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Fig. 3. (a) Conceptual block diagram of a BSN sensor and (b) its power breakdown 

At a first glance, a BSN sensor can be identified as an integrated smart sensor 
for human body monitoring with wireless communication capabilities. Nowadays, 
technological developments in materials and electronics have led to the miniaturi-
sation and integration of sensors into intelligent devices and systems that not only 
measure and analyse, but also act on the resultant information. The size and the 
cost of smart sensors have decreased with time, and the improvement in the tech-
nologies for other important components, such as memory and radio transmitters, 
will allow more capable and long lasting devices, thus reducing their maintenance 
cost [31]. For example, a smart temperature sensor will convert the raw data signal 
to temperature information, e.g., Celsius degree, and automatically establish a 
network connection to pass on the information. Therefore, just an integrated smart 
sensor in the technology arena is a candidate for having the prefix ubiquitous or 
pervasive added to it. However, the wearable nature of the BSN sensor places 
unique constraints on its specification and design. Although it is rather difficult to 
draw general indications because of the wide variety of sensors in medical appli-
cations [32], some trends about present and future technical barriers can be  
highlighted. 
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3.1   Major Design Challenges 

The nodes that constitute a BSN must meet certain requirements in order to mini-
mize the adverse impact of the wireless network over the patient. There are three 
key challenges, namely extreme reliability, small size/weight, and very low power 
consumption, which can become a design complexity nightmare (Fig. 4).  

 

Fig. 4. Key design challenges of a BSN sensor 

Reliability is defined as the probability, at a desired confidence level, that a de-
vice will perform a specified function, without failure, under stated conditions, for 
a specified period of time. According to this definition, reliability is a requirement 
in terms of both product longevity and confidence that the device is working as 
specified. Well-designed technology allows doctors, nurses, and other healthcare 
professionals to focus on caregiving functions and promoting the health of pa-
tients. This is crucial for the future market of devices used in remote monitoring. 
Since data need to be reliable and secure, BSNs suffer from the reliability di-
lemma, which means that the higher the reliability desired of data transmission, 
the higher the data overhead and, hence, the higher the power required. 

The second challenge is the sustainable form factor for a BSN sensor. System 
designers must shrink the size of sensing nodes to the sub cubic centimeter level 
and give them conformal and wearable shapes that substantially disappear to the 
point that they are forgettable by the wearer. Size can be reduced by using a small 
cube or a smart band-aid, which requires new integration and packaging technolo-
gies [33]. In particular, chip-on-board assembly, chip-on-chip and, more recently, 
advanced 2-D and 3-D packaging technologies have improved in such a way that 
miniaturization is not only possible, but also cost effective while still maintaining 
adequate reliability. 
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Fig. 5. Simplified block diagram of a self-powered BSN sensor 

The third challenge is the sustainable power supply for the sensor. Although the 
research towards higher energy-density batteries is ongoing and new materials are 
revolutionizing battery dimensions, their energy density does not scale according 
to the target size, thus limiting their energy budget to the range of tens to hundreds 
of joules, i.e., 2 or 3 orders of magnitude less with respect to a cell phone battery 
[34]. As a result, the minimum required power consumption of sensor nodes often 
exceeds the rated current capacity of most battery types, thus leading to subopti-
mal battery lifetime. This drawback precludes the use of many existing solutions 
based on conventional electrochemical batteries. Moreover, there are also many 
applications where battery replacement is not practical, such as sensors implanted 
in the human body. To overcome this shortcoming, another energy paradigm is 
needed and energy harvesting (also referred to as energy scavenging) from the 
environment may provide a solution [35]. 

Energy harvesting is a means of powering sensor nodes by scavenging various 
low-grade ambient energy sources such as environmental vibrations, human power, 
thermal sources, solar sources, and wind energy sources and convert the obtained 
energy into useable electrical energy. Energy harvesting generally suffers from 
low, variable, and unpredictable levels of available power. Hence, it is likely that 
the sensor will be powered by a combination of different types of ambient energy 
sources and the energy thus obtained will be stored in rechargeable microbatteries 
for later use [35]. This approach is very promising, attracting interest from the sci-
entific community and fostering the creation of new Companies which offer aver-
age power densities in the range of tens μW/cm2 [36]. In particular, combining both 
energy storage and energy scavenging sources, the available power of a 1 cm3 sen-
sor is about 100 μW. This is illustrated in Fig. 5, where the sensor operates by 
scavenging energy from ambient power sources, e.g., a thermal [36], a vibration, or  
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a solar energy source. The scavenged energy (after buffering on an energy storage 
element) is then used to power the sensing, computation, storage, and communica-
tion modules of the sensor. Since energy harvesters can be used efficiently in the 10 
μW to 1 mW range [36], the development of BSNs is linked to a technological leap 
in the field of integrated-circuit design from low-power electronics (10 – 100 mW) 
to ultra-low power electronics (0.1 – 1 mW). Accordingly, highly aggressive low-
power circuit design and efficient power delivery are required to meet the power 
constraints set by the sensor. 

4   Improved Pervasive Sensing with Wearable  
Bioimpedance-Based BSN 

Despite the high degree of development achieved by present solutions that ensure 
rigorous and reliable monitoring of certain vital signs, e.g., ECG, heart rate, breath-
ing rate, etc., there is still lack of solutions designed to meet the demand of sensors 
which can be adapted to the particular characteristics of each individual for accu-
rate and noninvasive monitoring of physiological parameters and emotional states 
as well as for reducing the impact of medical therapies in chronic patients [37]. 
From the set of available techniques for determining the physical and mental state 
of a person, bioelectrical impedance analysis (BIA) has qualities very attractive for 
personalized monitoring of patients and senior citizens during their daily life activ-
ity, besides being a non-invasive preventive diagnosis technique [38]. 

The term electrical bioimpedance (EBI), or simply bioimpedance, is used to de-
scribe the response of a biological material to the flow of an applied alternating 
electrical current with given amplitude and frequency [39], [40]. According to 
health issues, the amplitude of the excitation current is so low that EBI technology 
can be used even in neonates without causing any damage. When a biological 
material is included as a part of a well-known and well-characterized electrical 
circuit, valuable information can be derived about the microscopic structure of the 
material from the study of the behaviour of its electrical parameters, i.e., the mag-
nitude and the phase of its bioimpedance. Needless to say, the knowledge gained 
about the relationship between the cellular-level structure and the electrical behav-
iour of living materials, as well as the high degree of maturity reached by silicon 
microelectronic technology, have allowed the recent progresses in EBI measure-
ment techniques.  

Although EBI technology can be applied in many fields, the segment of medi-
cal devices is one of its major working areas. In particular, EBI medical applica-
tions can be divided in the following three main categories. 

• Bioimpedance spectroscopy (BIS), which consists in the study of electri-
cal bioimpedance for tissue characterization and functional monitoring in 
a determined frequency range of the excitation current signal, typically 
from 1 kHz to a few MHz [41]. A particular case is the single-frequency 
bioimpedance analysis (SF-BIA), where a unique input frequency is used 
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(typically 50 kHz). At this frequency, the internal current flows through 
the extracellular space as well as through the intracellular space, which 
provides valuable information about the health/integrity of cell walls. 
Practical applications of BIS and SF-BIA are body composition analysis, 
early detection of alterations in organs and tissues, assessment of the ef-
fectiveness of therapies and treatments, and so on.  

• Impedance plethysmography, which consists in recording the instantane-
ous volume of an object by measurement of electrical bioimpedance [42]. 
In practice, the term of impedance plethysmography is mostly associated 
to the assessment of blood volume changes in any part of the body from 
changes caused in the electrical impedance of such body segment. Thus, 
typical applications of this method can be found in monitoring the stroke 
volume of the heart (usually referred to as impedance cardiography or 
transthoracic impedance cardiography) [43], in assessing peripheral 
blood flow [44] and arterial stiffness (i.e., the loss of the elastic properties 
of arteries), in respiration monitoring, and so on. 

• Impedance imaging, which is based on multiple impedance measure-
ments by injecting current and recording the voltage with a multiple  
electrode system located in a cross-section of the body [45], [46]. A re-
construction algorithm applied to the collected data generates an image 
which provides information about the conductivity inside the body. De-
pending on the collected data (transimpedance, resistance, or capaci-
tance), the corresponding technique is referred to as electrical impedance 
tomography, electrical resistance tomography, or electrical capacitance 
tomography, respectively. In any case, although the resolution of these 
techniques is poor when compared to other medical image methods [47], 
impedance imaging is a very promising approach due to the advantages 
derived from the EBI technology, which are summarized below.  

EBI technology presents advantages and drawbacks when compared to other 
medical diagnosis techniques. As for the first, it should be pointed out that EBI 
technology is relatively inexpensive, innocuous (non-invasive, non-ionizing, and 
non-destructive), and easy-to-use. As for drawbacks of EBI technology, it is worth 
to mention its limited accuracy, mainly when compared to other medical diagnosis 
techniques such as computer tomography and magnetic resonance, and lack of 
standardization in the procedures (multiple factors of influence), which makes it 
not easy to guarantee the repeatability of results. 

4.1   Opportunities of Bioimpedance Technology 

As a consequence of the demographic trend in the developed countries, the popu-
lation segment of elderly people needs more and more healthcare services. More-
over, the rest of population segments also demands for higher quality of life (i.e., 
healthy lifestyle), which also calls for the availability of healthcare preventive 
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programs. These considerations have an adverse impact, in principle, over the 
financial resources required by National Health Systems which, very often, must 
provide adequate response to citizens’ demands in a social scenario characterized 
by a shortage of available resources. 

The above circumstances are strongly promoting the development of new 
healthcare structures and strategies, whose success necessarily relies on the avail-
ability of diagnosis and assessment medical techniques with some of the following 
features: 

• Medical techniques suited to be incorporated in Primary Healthcare Cen-
tres (ambulatory services) instead of being limited for use in specialized 
hospital services as a consequence of high cost and/or the need for bulky 
equipment and the necessity to be manipulated by skilled operators; 

• Medical diagnosis (and even prognosis) techniques addressed to the de-
tection of diseases as early as possible, which assures the effectiveness of 
the treatments and therapies at a lower cost; 

• Medical techniques to be manipulated by patients with possibility of re-
mote supervision, which also reduces the number of visits to Healthcare 
Centres. 

In summary, there is an increasing interest in the development of medical devices 
featuring low-cost, light weight, and small size and being innocuous, autonomous, 
wireless, easy-to-use even by the own patient, and able to early detect alterations 
in the structure and functionality of organs and tissues as well as to assess the 
effectiveness of therapies and treatments. Consequently, terms such as Personal 
Healthcare (p-health), Home Monitoring, Wearable Medical Devices, Non-
invasive Medical Technologies, etc. are currently associated to good business 
chances for healthcare providers and EBI technology occupies a privileged posi-
tion for contributing to provide a satisfactory response to most of technological 
challenges.  

4.2   EBI-BSN: New Perspectives for Bioimpedance Applications 

In order to take advantage of the described social scenario for medical devices, a 
technology platform for a number of BSN applications based on EBI technology 
has been developed. In particular, a cost-effective CMOS silicon-chip implemen-
tation of a flexible high-performance EBI sensor has been considered as the only 
feasible way to fulfil the above objectives. Of course, appropriate low-power low-
voltage CMOS circuit techniques were adopted in the design phase. 

Fig. 6 illustrates the main circuit sections of an EBI wireless sensor, also re-
ferred to as EBI mote. The CMOS analogue front-end section (EBI sen-
sor/spectrometer) injects an ac excitation current into the biological material under 
test (MUT), detects the voltages in two points of the MUT, and processes these 
two signals so as to provide two dc voltages proportional to the magnitude and the  
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phase, respectively, of the MUT bioelectrical impedance. A tetrapolar system (two 
electrodes for current injection and two electrodes for voltage recording) is used 
so as to reduce measurement errors caused by the electrode/skin interface with 
respect to the case of its two-electrode counterpart [48]. A microcontroller section 
supervises the operation of the whole mote, controls the amplitude and the  
frequency of the excitation current according to the stored program sequence, and 
convert the ensuing dc voltages representing the magnitude and the phase of the 
measured EBI to a digital code. At the same time, the microcontroller supports the 
calibration task that aims at avoiding systematic measurement errors. The obtained 
digital words are transmitted by an RF section to the coordinator of the BSN fol-
lowing a low-power, short-range wireless protocol, such as ZigBee or Bluetooth 
low-energy. 

The block diagram of the EBI sensor is shown in Fig. 7. Basically, its task con-
sists in measuring the amplitude and the phase of a signal by using a gain phase 
detector. The excitation current is injected through two electrodes (I+, I–) to stimu-
late the tissue having an unknown impedance Zx. The excitation current also flows 
through an integrated reference resistor Rs connected in series with Zx. Two other 
electrodes (V+, V–) sense the voltage drop across Zx, which is amplified by an in-
strumentation amplifier (IA). The voltage signal across Rs is amplified by a second 
instrumentation amplifier matched to the former. These amplified voltage signals 
are processed by the phase-gain detector so as to obtain two dc voltages propor-
tional to their magnitude ratio |K| and phase difference θ, respectively. If the two 
instrumentation amplifiers are identical and have infinite input impedance, it is 
straightforward to obtain that the unknown impedance Zx can be expressed as 

 

θ∠⋅= KRZ sx                                                   (1) 

The excitation current magnitude is chosen to be small enough so as not to be 
perceived by the subject, but large enough to produce voltage signals that are 
above interfering noise which might arise from bioelectrical sources such as mus-
cle tissues. In practice, relatively small current magnitudes are involved, i.e., less 
than 1 mA, which are below the threshold of human perception.  
 

 

Fig. 6. Functional blocks of an EBI mote 

S
e
n
s
o
r

RF

TransceiverI+ Hc

EBI

Microcontroller

Section

V+

V-

I -

Hv

Lv

L c



150 J.L. Ausín et al.
 

 

Fig. 7. Block diagram of an EBI-BSN mote (the EBI sensor is enclosed by the left dashed 
box) 

 

Fig. 8. Chip microphotograph of the high-performance EBI sensor 

 
The EBI sensor was designed and fabricated in standard 0.35-μm CMOS tech-

nology. Fig. 8 corresponds to a microphotograph of the fabricated chip. The core 
of the proposed wireless section is the commercial solution CC2430 System-on-
Chip from TI/Chipcon. The CC2430 is optimized for long-term battery operation 
and includes the CC2420 transceiver and an efficient 8051-based microcontroller, 
which implements the whole digital processing stage. The experimental perfor-
mance of the developed EBI mote is summarized in Table 2.  
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Table 2. Experimental performance of the EBI-mote 

Measuring system Tetrapolar 

Ranges of current excitation 
• Amplitude: 5 µA to 1 mA 
• Frequency: 1 kHz, 2 MHz 

Magnitude measurement range 1 Ω to 3.5 kΩ 

Phase measurement range 0º to 90º 

Analog front-end current consumption 0.8 mA 

Analog front-end supply voltage 2V (single-supply) 

Table 3. Programmable parameters of the proposed EBI-BSN mote 

Parameter Options 

Type of EBI analysis 
• SF-BIA 
• BIS 

Frequency 
• Single value (SF-BIA) 
• Sweep and interval (BIS) 

Num. of analyses/sweeps 
• Single (SF-BIA, BIS) 
• Analysis time interval (SF-BIA, BIS) 

Amplitude excitation current 
• Single value (SF-BIA, BIS) 
• Amplitude automatic tuning (SF-BIA, BIS) 

Cardiovascular diseases (CVD) represent the leading cause of death in the pop-
ulation of developed countries. They constitute a very attractive application field 
for multi-channel electrical bioimpedance plethysmography, which allows the 
measurement of cardiac blood flow (cardiac output) and peripheral blood flow in 
selected parts of the body [49].  

Multi-channel impedance plethysmography based on BSN can provide im-
proved performance in the diagnostic of cardiovascular disorders as well as in 
other medical applications (it should be noted that two-channel systems represent 
the most common multi-channel impedance equipment in this area). An EBI-BSN 
based on the mote architecture of Fig. 7 performs highly flexible and scalable 
multi-EBI spectrometer architecture. Every mote can be independently adjusted 
(Table 3) so as to optimally measure the electrical properties of the underlying 
tissue and, hence, to register the physiological events that occur in a given body 
location. To follow the skin surface, the mote can be fixed over a patch or over a 
strap. Along with the sites for EBI measurements, the topology and the complexity 
of the BSN that result more appropriate for the study of a particular physiological 
event can be defined. A specifically tailored graphic software interface facilitates 
the user to program the operation of the motes and the topology of the BSN. 
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For illustration purposes, Fig. 9 corresponds to a basic and conceptual EBI-
wireless BSN (EBI-WBSN) scheme for non-invasive assessment of hemodynamic 
parameters. Every mote is assumed to be positioned on top of one of the big  
arteries (carotid, femoral, brachial, etc.) of the arterial tree. Each mote, which 
carries out a bioimpedance analysis with appropriate values of frequency and am-
plitude of the excitation current, detects the arrival of the blood pressure pulse 
which generates a bioimpedance signal. The velocity of a pressure pulse that 
propagates through the arterial tree is known as Pulse Wave Velocity (PWV) and 
depends on the properties of the arterial walls. In particular, PWV is indicative of 
the arterial stiffness. Its clinical relevance consists in the fact that it represents an 
independent global marker of cardiovascular risk. Also, blood pressure can be 
measured by tracking the pulse wave transit time in an arterial segment.  

 

Fig. 9. EBI-BSN scheme for non-invasive assessment of hemodynamic parameters 

PWV between the carotid to the femoral artery is accepted as a gold-standard of 
arterial stiffness in clinical practice [50]. However, PWV in any other arterial 
segment contains valuable clinical information, since the wall properties are not 
homogeneous along the whole arterial tree. An EBI-WBSN is able to measure the 
pulse transient time between any two motes, where pulse transient time refers to 
the time that a pressure pulse requires to travel through the corresponding arterial 
segment. All measurements of pulse transient time are carried out over the propa-
gation of the same pressure pulse. The distances between motes can be precisely 
determined by their respective ZigBee transceivers. This way, the PWV between 
two any monitored arterial segments, i.e., the ratio of the corresponding distance 
to the pulse transient time in the considered arterial segment, is accurately derived. 
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Moreover, changes in cardiac output as well as in peripheral blood flows can be 
derived from the analysis of the corresponding bioimpedance wave signals and the 
well-known hemodynamic equations [51].  

Finally, from a general point of view, wearable medical systems for pervasive 
health based on BSNs incorporate technologies that enable continuous and non-
invasive monitoring of vital signs and biochemical variables [52], [53]. These 
systems are also taking advantage of the great improvement in the development of 
textile-electrode technology [54]. Medical monitoring systems involve monitoring 
one or more vital signs such as cardiac activity, blood pressure, respiration, blood 
oxygen saturation (respiration effectiveness), blood glucose level, etc. Electrical 
bioimpedance is a technology with a suitable potential for playing a leading role in 
wearable healthcare systems.  

5   Conclusions 

In this chapter, we have shown why the successful realization of pervasive 
eHealth can only become reality through innovative solutions able to remove the 
critical technological obstacles to implement miniaturised wearable sensor nodes 
for biomedical applications. Three key challenges have been introduced, namely 
extreme reliability, small size/weight, and very low power consumption. The me-
rits and performance limitations of electrical bioimpedance (EBI) sensors in the 
pervasive eHealth context have also been discussed. As a case study, an unobtru-
sive, ubiquitous wireless EBI sensor for real-time monitoring has been proposed. 
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Abstract. The chapter provides a report on the wireless biomedical signal acquisi-
tion system that has been developed and applied recently in a hospital. The authors 
describe a universal wireless device (bioelectric amplifier) with a case study of the 
wireless communication. Advantages and disadvantages of considered standards 
have been described. The most important feature of the bioelectric amplifier is the 
software configuration ability towards specific requirements that occur during the 
registration of different signals. The study shows examples for ECG (Electrocar-
diography), EGG (Electrogastrography), EOG (Electro-oculography), EEG (Elec-
troencephalography) with the same wireless device. The portable unit is under 
clinical trials tests and preliminary evaluation indicates acceptance by medical 
staff. Additional advantages are the relatively low cost of manufacture and the 
possibility of application of other wireless transmission standards.  

Keywords: wireless networks, ECG, EOG, EEG, EGG. 

1   Introduction 

Recently the rapidly developing radio-communication systems provide a wide 
range of possibilities in improving existing medical solutions. This is mainly be-
cause of decreasing costs of wireless modules and increasing the speed and relia-
bility of communication. Monitoring of patient health conditions in a hospital, 
remote monitoring of patients at their homes or monitoring of patient's diets are 
just few examples of many applications of a pervasive computing. One of the most 
important aspects during the treatment of patients is a quick response to abnormal 
vital signs. Remote monitoring systems allow for a direct notification of the pa-
tient's problems in the hospital, and for a quick response if the patient is at home. 
These systems also enable direct contact with a healthcare professional for consul-
tation at any time. 

Example applications of wireless networks in medicine are [1]: 

1. WBAN (Wireless Body Area Network) – monitoring and acquisition of selected 
parameters of vital signs.  

2. RFID (Radio Frequency Identification) – Hospital can use RFID in order  
to manage the facilities or patient care. Tags identify the patient and effectively 
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prevent medication error. The technology can also be used to control the supply 
and provision.  

3. WPAN (Wireless Personal Area Network) – it has a relatively small range (up 
to several meters). It utilizes Bluetooth standard. This solution can be used to 
monitor vital signs of patients. The staff can observe the performance of different 
patients at the same time, if necessary, may take the appropriate action. WPAN 
can also be used at home to monitor the basic physiological parameters such as 
pressure or ECG signal. 

4. Sensor networks – networks of multiple sensors deployed in a certain area. 
They can be placed at the bedside, where they collect data on respiratory rate, 
heart rate, movement e.g. may indicate if the patient leaves the bed.  

5. GPS/UMTS – can be used for home monitoring. Patient can freely perform 
daily activities and can be under constant medical supervision. The technology can 
also be applied for telediagnostics.  

6. WLAN (Wireless Local Area Network) – This type of data can be used to pro-
vide information about patients within the hospital. It also allows remote use of 
computer-controlled medical equipment. 

In the first part of the chapter, we describe selected types of wireless data trans-
mission orientated on medical devices. Then, in section three, some examples of 
non-invasive methods in the context of medical diagnosis like ECG/EGG/EOG 
have been presented. Next, a prototype device with a reconfigurable front-end are 
described. The main part of the device has been built with ADS1298 integrated 
circuit (IC) which is a dedicated analog front-end for biomedical signal acquisi-
tion. This system is characterized by high CMRR (Common Mode Rejection Rate) 
and is equipped with auxiliary circuits, e.g. electrode-skin contact detection sys-
tem, active ground circuit, and built-in test redundant part. The device is using a 
Bluetooth link with a host PC, however, other wireless technologies can be also 
applied. The communication between the microcontroller and the Bluetooth mod-
ule is realized with UART, so any module (standards presented in section 2) with 
UART interface is acceptable. Integration of many functions into a single chip 
allows for input amplifiers configuration (it reduces size of the analog block) with 
a low power consumption and a reduction of production costs. First tests of the 
device on volunteers indicate high performance as well as fulfill medical require-
ments for signals obtained. The device is also used in the biomedical digital signal 
processing like ECG detector presented in [2]. 

2   Wireless Technologies – Selected Issues 

The past decade is an enormous growth of wireless communication standards. 
Many of them are designed for very specific applications like for medical devices. 
Due to accessibility and mobility requirements wireless is the preferred medium in 
medical applications. Moreover, the wireless technologies are being developed to 
provide communication between stand-alone medical machines and make them 
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interact. The paragraph is a brief overview of wireless data communication stan-
dards applied in medical devices. Next section is divided into two points, first 
reports some aspects on mobile phones data transmission, second is focused on 
ISM (Industrial Scientific Medical) open access standards [1, 3]. 

2.1   Cellular Network Standards 

A cellular network is composed of a number of transceivers called base stations. A 
single base station offers a radio communication within area depending on operat-
ing frequency e.g. for 1800MHz network the area is around 614km2 (the cell ra-
dius is 14km), for 950MHz frequency, the cell radius is 27km and area exceeds 
2200km2. There are several data communication standards like GPRS (General 
Packet Radio Service), EDGE (Enhanced Data rates for GSM Evolution also 
called Enhanced GPRS), UMTS (Universal Mobile Telecommunication System), 
etc. Due to the wide availability of GSM modules, we will discuss the main ad-
vantages and disadvantages of the aforementioned standards.  

 
GPRS/EDGE 
GPRS is a data transmission service available in the GSM technology (also called 
2.5G technology). It is a packet transmission protocol that allows multiple users to 
send data in packets through shared channels. A dedicated channel is not reserved 
to subscribers for the duration of the connection, but they are allowed to a trans-
mission at the time of sending and receiving data (full-duplex). This saves power 
and minimizes costs. This is a paid service to the GSM network operator. Advan-
tages of the standard are: range which is usually wide enough for a user (exactly 
the same as GSM network), the patient can move and do certain exercises. GPRS 
wireless transmission protocols is based on the Internet protocols IP, so it can 
work easily with existing IP protocols in the fixed network [1]. EDGE, in turn, is 
an improved version of GPRS. It is a packet data transmission system, however, it 
offers much greater data transfer than GPRS (230kb/s, in practice less than 
200kb/s). This is achieved mainly through the use of a new modulation and new 
ways of coding. GSM/GPRS networks used GMSK modulation while EDGE in-
troduced more efficient 8-PSK modulation. Moreover, both are used for data 
transmission. The new method of modulation significantly affects the throughput, 
although the structure of the frame or the packet structure remains unchanged. 

The weak points of GPRS/EDGE are: energy consumption by the device which 
causes shortening the operating time (a few hours) and data transfer limited to 
115kb/s or 230kb/s. In practice, the data transmission is much lower and usually is 
between 30 and 80kb/s. It is paid connection so the data transfer can be expensive. 
The choice is good if the biomedical signal can be sampled with low frequency  
so the amount of data is rather small or there is no possibility to apply other  
standards. 

 
UMTS 
Nowadays, UMTS is the most popular standard for mobile telephony. It is charac-
terized by high speed of data transfer, so that network offers the ability to make 
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voice calls, video calls, and to send text messages or data. UMTS radio interface, 
called a UTRAN is based on the technology of broadband multiple access to the 
channel in the area code (WCDMA). With the new radio interface, it is possible to 
make better use of available radio resources and to offer higher data rate. UMTS 
technology can provide new multimedia services which are absent in the second 
generation of mobile telephony. Services such as simultaneous transmission of 
voice and video in real time open up new possibilities for using mobile networks. 
The maximum throughput in UMTS technology is about 2 Mb/s. Only UMTS 
enables full usage of multimedia information (including video, audio) for medical 
consultation purposes [1]. 

2.2   ISM Networks 

The ISM bands are strictly defined and the use of selected frequency depends on 
e.g. location (USA and EU regulations are different). Generally, the ISM bands 
are license free if some other requirements are fulfilled, e.g. maximum power 
dissipation (the communication range for a particular band), however the availa-
bility of use is sometimes subjected to local acceptance. 
 
WI-FI 
Wi-Fi is the name for technologies that are based on IEEE802.11 standards. Each 
of the IEEE802.11 specifies a different modulation type and the corresponding 
data transfer. The concept of the channel has been applied in order to separate 
each connection. E.g. the 2.4GHz band is divided into 13 channels with a width of 
22MHz [4]. The main standards are depicted in tab. 1.  

Table 1. Comparison of IEEE802.11 standards 

Type Frequency 
[GHz] 

Modulation type Data transfer 
[Mbit/s] 

Range (indoor/outdoor) 
[m] 

802.11 2.4 IR/FHSS/DSSS 2 20/100 
802.11a 5 OFDM 54 35/120 
802.11b 2.4 DSSS 11 38/140 
802.11g 2.4 OFDM,DSSS 54 38/140 
802.11n 2.4 or 5 OFDN 600 70/250 
802.11y 3.7 OFDM 54 -/5000 

 
Thanks to its characteristic, Wi-Fi has found wide application at public access 

points, building security and control systems and home electronics. Tab. 1 shows 
good enough data speed and range for the medical remote monitoring systems. 
Greater range improves comfort because the patient can move around the apart-
ment. IEEE802.11x does not have any limitation on the number of transmitters. 
There are well known systems for monitoring patient’s breath (20 sensors trans-
mits signal to the receiver). The main weak point for portable Wi-Fi is power con-
sumption which reduces the operating time on a battery (typical time is less than  
8 hours). 
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Bluetooth 
Wireless standard for creating secure connection between devices located nearby 
(depends on substandard). Bluetooth architecture is presented as a layer model 
[5,6]: 

•  Physical layer – the radio link layer control is responsible for sending and re-
ceiving data packets. Operating frequency range is 2400-2483.5 GHz and is di-
vided into 79 independent channels with a width of 1MHz. Data packets are 
transmitted at schedule intervals with a length of 625us to cyclically changing 
frequency. Bluetooth is a full duplex standard. 

•  Data link layer – its task is to control the operation of the corresponding radio 
module. Two protocols can be distinguished in this layer: Management Proto-
col LMP link and L2CAP logical link. 

•  Higher layers – higher level protocols. It includes protocols such as SDP (Ser-
vice Discovery Protocol), RFCOMM (Radio Frequency Communications Pro-
tocol), TCS (Telephony Control Protocol), OBEX (Object Exchange Protocol) 
and BNEP (Bluetooth Network Encapsulation Protocol). 

There are three classes of the Bluetooth transmitters [5, 6]: 
• Class 1 – 100mW, range up to 100m 
• Class 2 – 2,5mW, range up to 10m 
• Class 3 – 1mW, range up to 1m.  

Bluetooth transmitters offer small data transfer, which limits their use in certain 
applications. On the other hand, these devices have very low power consumption, 
which encourages implementing such solution in mobile devices. An important 
advantage is the ease of use because the data link is controlled by Bluetooth stack. 
Recently, a Bluetooth low energy has been introduced which aim was to increase 
the transmission speed, low power consumption and fast access to data. With this 
assumption, the main recipients of such solutions may be medical industry. Devic-
es equipped with the Low Energy standard charge 100 times less energy in com-
parison to standard Bluetooth solution (see tab. 2).  

Table 2. Comparison of the Bluetooth and Bluetooth low energy [5] 

 Bluetooth class 2/3 Bluetooth Low Energy 
Frequency 2.4 GHz 2.4 GHz 
Range 10-100 m 10-100 m 
Data Transfer 0.7-2.1 Mbps 305 kbps 
Number of devices in network 7 Unlimited 
Time response 100+ ms <6ms 
Energy consumption 1(reference) 0.01-0.05 
Current consumption/ (life on battery) 40 mA / 5-10 days 10-20 mA / 1 year 
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3   A Reconfigurable Device for Bioelectric Signal Acquisition  

This section presents the concept of building a universal device for recording (ac-
quisition) of bioelectric signals with wireless transmission to a computer. It is 
shown that by using currently available systems i.e. ADS1298 and Bluetooth 
module, it is possible to build a device that can be easily adapt to the tasks pre-
viously requiring the use of separate devices. Next, bioelectric signals for health 
diagnosis like ECG, EGG and EOG with the use of our reconfigurable device are 
discussed. The concept of building reconfigurable device for measuring a variety 
of diagnostic signals is shown in the fig. 1. The patient’s cable defines the confi-
guration of an analog front-end. Full signal with a constant level (direct coupling) 
is sent to the PC where isolation of a proper component is performed with an ap-
propriate method of filtering. Our solution combines the features of universality 
and economy and is open for future application because the signal is not pre-
filtered by the recording equipment. 
 
 

Patient’s Cable 
1, e.g. for ECG 

Reconfigurable 
Front-end  
device with a 
wireless link 

Send data to PC 

A host PC + 
digital signal 
processing 

Signal 1 
(component 1) 

Patient’s Cable 
2, e.g. for EGG 

Signal 2 
(Component 2) 

.......................... Send configura-
tion to device 

............. 
Patient’s Cable 
n, e.g. for EOG 

Signal n 
(Component n) 

Fig. 1. The idea of a universal wireless device for bioelectric signal recording 

3.1   Non-invasive Methods for Assessing the Patient’s Health 

Non-invasive assessment of the patient’s condition lies mainly on the analysis and 
registration of certain biosignals from the body surface. It is an important feed-
back that allows assessing not only patient’s condition but also treatment effects. 
Advances in technology create an opportunity for safe application of medical de-
vices both in the hospital and in the natural environment (at home). The best rec-
ognized type of patient’s evaluation are 24-hour Holter, remote monitoring of 
cardio disease, the use of external and implantable stimulators, defibrillators and 
infusion pumps dispensing certain substances (medications). Typical measured 
values are voltage, impedance, temperature, chemical composition of specific 
substances and movement or location of the patient. Electrical signals available on 
the body surface area have small values and are located in the micro- and mili- 
Volts range [7]. Tab. 3 shows the voltage level of the most popular bioelectric 
signals. 
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Table 3. Basic features of bioelectric signals 

Signal Peak to peak amplitude [mV] Bandwidth [Hz] Number of channels 

ECG 1 – 3 0.05  –  100 1 - 12 

EEG 0.05 – 0.3 0.02 – 35 (70) 16 - 256 

EOG < 0.3 0.02 – 17 1 - 2 

EGG < 0.5 0.015 – 0.2 1 - 4 

Further processing of the electrical signals must take into account: appropriate 
signal amplification, selection of useful differential component which occurs in 
the presence of e.g. energy network (50/60Hz) and which should be suppressed. 
All these elements are realized through analog front-end of sufficient robustness. 

3.2   Wireless Recorder Description 

Most measuring devices record the signals on the surface of the patient’s body and 
send it by a wire or wireless to a system collecting and analyzing data. Rarely, the 
unit stores the data in memory, still, 24-hour Holter is a good example of such 
device. Block diagram of a typical wireless recorder is shown in fig. 2. It consists 
of an input circuit, a microprocessor unit, RF (radio frequency) module and a 
power supply block. 

 

Fig. 2. Block diagram for the wireless recorder of biomedical signals 

3.2.1   Signal Acquisition – Analog Front-End 

The construction of a good analog front end for biomedical signal acquisition  
is not a trivial task. Based on the bioelectric signal section, the analog part in-
cludes a set of differential amplifiers with high CMRR ratio which allows for 
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signal amplification and removes distorting components. Configuration of input 
amplifiers depends on the type of evaluation and required links with patient 
(channels).  

Moreover, the amplifier input connected to the patient via electrodes should be 
protected against static discharge (ESD). The entire device must meet the re-
quirements arising from the standards for medical equipment such as IEC60601 
[9]. This is a challenge for designers of medical equipment. The next step in the 
signal processing diagram is A/D converter. Currently available microcontrollers 
contain multichannel A/D converters with a resolution of 10 – 12 bits. In many 
cases it is sufficient to obtain high quality signal data. In order to obtain higher 
resolution of 14-24 bits other and usually more expensive A/D converters should 
be introduced.  

The authors have decided to use the integrated system ADS1298 recently de-
veloped by TI, which allows for simplification of the analog input. Its internal 
structure is composed of multi-channel bioelectric signals amplifier and set of 
high resolution A/D converters. The block diagram of the ADS1298 is shown in 
fig. 3. The most important advantage is the configuration of the input differential 
amplifiers. The programmable input multiplexer allows for configuration of the 
amplifier. The chip contains also eight A/D converters with a resolution of 24 bits 
and the control unit for setting parameters for A/D and amplifiers. The ADS1298 
has been configured with the following parameters: sampling frequency 500Hz 
per channel, gain equals 6 and switched on the electrode-skin contact condition 
block for monitoring the deterioration of a signal. 

 

 

Fig. 3. ADS1298 block diagram [8] 
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3.2.2   Microprocessor Unit 

There are many microcontrollers that can be applied for portable medical devices. 
Usually, the choice is dictated by the knowledge of the developers. Processor se-
lection is not critical and most 8, 16 and 32-bit single processors can be used. The 
authors are familiar with Microchip processors and decide to use PIC16F883 [10]. 
It belongs to 8-bit family and offers low power consumption (approximately 
6.5mA) at a sufficient speed. The microcontroller is responsible for ADS1298 
system configuration, Bluetooth configuration, reading data from A/D converters 
(e.g. 8 channels), formatting a frame and sending data to a host via selected stan-
dard. General overview of the program together with time required for consequent 
tasks is presented in the fig. 4. The processor is waiting for a signal ‘dataready’ in 
the main loop. Then the system reads data from the ADS1298, create the data 
frame and sends it to the Bluetooth module. An important added value is sending 
information about electrode-skin state and battery level which facilitates the op-
eration of the device. The Bluetooth speed has been set at 230.4 kb/s. 

 

Fig. 4. Simplified block diagram of the hardware program (firmware) 

3.2.3   Bluetooth Module Description 

The Bluetooth technology has been used for duplex data transmission. The main 
advantages and disadvantages of the Bluetooth have been described in section 2. 
As mentioned before, it is a popular standard and many devices like notebooks, 
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PDAs and cell phones. There are a lot of Bluetooth modules from different ven-
dors. An example module class 2 is shown in the fig. 5. The wireless recorder has 
the BTM112 module which is characterized by a low current consumption and 
easy to use communication service i.e. SPP (Serial Port Protocol). 

 

Fig. 5. An exemplary Bluetooth module BTM112 from Rayson [11] 

BTM112 is configured with the use of ATA commands for the following para-
meters: data speed 230.4kb/s, broadcasting disabled (feedback echo off), unique 
module name with the 4-digit access code. These changes made possible to 
achieve an appropriate data rate and automatically establish link between our de-
vice and PC.  

3.2.4   Communication Frame Format 

Data from the ADS1298 are collected and standard frame containing 216 bits are 
created (24 bits of status and 8x24 bits of data from successive channels). The 
communication between ADS1298 and the microprocessor is realized with the SPI 
interface [8]. The Bluetooth module (BTM112) is fed via UART interface. The 
frame consists of: a channel interface, electrode bit status, data field (8x4bytes), 
synchronization counter state (2 bytes). It includes 34 bytes. The order of bytes is: 

 
Ch0_data Ch1_data …… Ch7_data Sync. counter 
(4 bytes), (4 bytes) …… (4 bytes) (2 bytes) 

 
The synchronization counter is used to capture the lost frames. In the absence of 
an individual frame, the missing data are obtained by interpolation of neighboring 
data (it is possible because of the oversampling). The PC application offers recon-
figuration of the ADS1298 amplifiers via the microprocessor unit. For this pur-
pose, the processor creates a frame and sends it to an amplifier in the following 
format: 2 bytes of the header, 1 byte of the ADS register address and 1 byte of the 
new registry value: 
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Header Register Address Register Value
(2 bytes) (1 byte) (1 byte)

 

The sequence 0x4F5E, 0x05, 0x05 set: the first channel of ADS1298 on with a 
gain equals 6 and the test signal in channel input. 

3.2.5   Power Supply Module 

It has been assumed that the system will be powered by one or two AA size NIMH 
batteries with a capacity of 2000mAh. It has been applied a common solution that 
consists of an impulse voltage booster converter (type boost) with high efficiency 
of 80-90%, a set of linear stabilizers of low drop out voltage and voltage inverting 
converter in order to obtain negative voltage. Power supply system provides 3.3 V 
for the digital part and ±2.5V for the analog part. The input battery voltage is mo-
nitored to obtain information if the battery is running out and need replacement. 
Total current consumption does not exceed 90mA, which means one set of batte-
ries allows for working time over 20 hours. 

3.2.6   Additional Temperature Sensor 

An additional thermistor has been introduced to monitor the frequency of breath-
ing. The thermistor is placed in the front of the mouth or nose and records changes 
of air temperature. The thermistor is connected to the input of ADS1298 channel 
via voltage divider circuit. There is a possibility to connect other sensors with 
digital outputs such as digital thermometers, accelerometers, pressure sensors, etc.  

4   Application of the Device  

The current section is focused on the device application. It has been decided to 
apply the device for recording bioelectric signals like ECG, EGG, and EOG. The 
authors would like to underline the possibility of the firmware reconfiguration and 
the ability to change parameters of the input amplifier.  

 

 

Fig. 6. 4-channel EGG – a prototype device 

 

 thermistor 
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The last part of this section describes potential benefits that could bring the use 
of the proposed device. Fig. 6 shows the prototype of four-channel EGG package 
equipped with thermistor (temperature sensor) as breathing sensor.  

4.1   ECG Configuration 

ECG recording is one of the most frequently performed tests. Typical ECG system 
requires 10 connections (cables) with a patient under test [12, 13]. Configuration 
of the input amplifiers for standard ECG is shown in the fig. 7, i.e. two limb leads 
(I and II) and six precordial (V1-V6), the other leads are calculated in software. 
Our device offers this amplifier formation through firmware and ADS1298  
reconfiguration.  

 

 

Fig. 7. ECG leads, configuration of the input amplifiers, and ECG signals 

4.2   EGG Registration  

Electrical activity of the stomach relates gastric contractions and plays an essential 
role in digestion. The main component of the myoelectric activity of the stomach 
is so called slow wave with a frequency of 3 cycles per minute (0.05Hz) and there-
fore requires a long recording time [14].  

Typical EGG test takes about 2 hours and consists of three parts: 

1. the first part requires usually not longer than 30 minutes and is referred to a 
stage before a meal (tested person should be fasting),  

2. the second part takes between 5 and 15 minutes, during which time the person 
under test eats a standardized meal (standard depends on the health care center 
performing the test), 

3. the third part usually takes 30-120 minutes after the meal (postprandial). 
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Fig. 8. EGG: electrodes arrangement, amplifiers input configuration and exemplary 80 
seconds of EGG signals 

The use of wireless technology significantly enhances the research process and 
increase patient comfort during the EGG test. Four-channel EEG signal is ob-
tained from the electrodes correctly placed on the surface of the patient's stomach 
as shown in fig. 8. 

4.3   EOG Configuration 

There is an electric field around the eye which shape is similar to the dipole field 
due to the potential difference between the cornea and retina. Field vector is asso-
ciated with the current position of the eyeball. EOG measurement is performed in 
the horizontal plane (H) and vertical (V) by means of electrodes placed appro-
priately on the surface of the face (around the eye) [15,16]. The principle of re-
cording the EOG is shown in fig. 9.  

The horizontal component (H) of the EOG signal during reading the text is 
shown in the fig. 10. Fixing the eye on the individual words and turn back of the 
eye to a new line of text can be noticed. The rising part of the signal corresponds 
to reading a single line of text and horizontal sections of the signal correspond to 
reading a single the individual words. The vertical axis shows the rotation angle of 
the eye in degrees (horizontal plane). The EOG filter parameters are in tab. 4. 
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Fig. 9. EOG test: location of electrodes and configuration of the input amplifier [17] 

 

Fig. 10. Horizontal component of the EOG while reading the text 

Table 4. EOG filter description 

Component 
LPF (Low Pass Filter) HPF (High Pass Filter) 

Corner frequency f0 
Filter’s coefficients 

Corner frequency f0 
Filter’s coefficients 

EOG 
f0=17 Hz 

b= 10-3[0.0999;0.3997;0.5995;0.3997;0.0999] 
a=[1;-3.4423;4.4771;-2.6048;0.5715]

f0=0.02Hz 
b=[0.9998;-1.9996;0.9998] 

a=[1;-1.9996;0.9996] 
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Digital filters designed for signal processing, which are presented in this chapter, 
have the following transmittance: 
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where a=[a0;a1;a2;…] b=[b0;b1;b2,…]. 

4.4   Multi-parameter Bioelectric Signals Registration 

ADS1298 IC contains 24-bit A/D converter that can be used for a number of input 
channels. A small gain of measuring amplifier allows registration of the signal 
with a constant component and avoids the analog high pass filter construction 
which is usually required in biomedical devices. Simultaneous recording of com-
plex signals are to be extracted with the use of band pass filters. Example of such 
an acquisition is shown in the fig. 11, where components: EGG, respiratory, and 
ECG are isolated from the recorded (complex) signal [18]. 
 

 

Fig. 11. Example of multi-parameter signal recording (a) and its components: EGG (b), 
respiratory (c), and ECG (d) signals 

As mentioned before, the signal processing is performed in microprocessor on 
digital signal. A connection of two IIR (Infinite Impulse Response) Butterworth 
filters has been composed in order to isolate appropriate signals, namely LPF 
(Low Pass Filter) and HPF (High Pass Filter), as shown in fig. 11. All designed 
filters are recursive (IIR, Infinite impulse response) Butterworth type but LPF’s 
are of 4th order and HPFs are of 2nd order. Parameters of the corresponding filters 
are gathered in tab. 5 (The coefficients correspond to formula 1). 
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Table 5. Filters description for a component isolation from multi-parameter signal 

Component 
LPF (Low Pass Filter) HPF (High Pass Filter) 
Corner frequency f0 
Filter’s coefficients 

Corner frequency f0 
Filter’s coefficients 

EGG 
f0=0.15 Hz 

b=10-11·[0.0787;0.3148;0.4723;0.3148;0.0787]
a=[1;-3.9951;5.9852;-3.9852;0.9951] 

f0=0.015Hz 
b=[0.999;-1.9997;0.999] 

a=[1;-1.9997;0.9997] 

Respiratory 
f0=0.5 Hz 

b=10-9·[0.0966;0.3865;0.5797;0.3865;0.0966]
a=[1;-3.9836;5.9509;-3.951;0.9837] 

f0=0.15 Hz 
b=[0.9987;-1.9973;0.9987] 

a=[1;-1.9973;0.9973] 

ECG* 
f0=50 Hz 

b=[0.0048 0.0193 0.0289 0.0193 0.0048] 
a=[1;-2.3695;2.314;-1.0547;0.1874] 

f0=0.5 Hz 
b=[0.9918 -3.9673 5.9509 -3.9673 

0.9918] 
a=[1;-3.9836;5.9509;-3.951;0.9837] 

4.5   Signal Quality Monitoring 

Detachment and deterioration of the electrode-skin contact [19]  is an important 
issue during the long term recording test. Hence, monitoring the aforementioned 
contact improves quality of the test. On the other hand, it ensures valuable diag-
nostic information. Acquiring a signal with a DC constant component is our solu-
tion to the monitoring system. Exemplary change of the constant level for EGG 
signal during 2-hour test has been shown in the fig. 12. For comparative purposes, 
the signal from the electrode without preconditioning of the skin is shown (label 
“RS” in fig. 11). Comparison of RS signal with other EGG leads indicates signifi-
cantly greater change in DC component. It may carry addition diagnosis informa-
tion, which requires further investigation. 

 

 

Fig. 12. Example of signals recorded with a DC component 

5   Conclusions  

The universal wireless device for bioelectric signal acquisition has been presented 
in this chapter. Using recently developed ADS1298 analog front-end IC signifi-
cantly simplifies the construction of universal reconfigurable bioelectric signal 
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amplifiers. The communication between the device and host PC has been built 
with the Bluetooth technology, yet, other standards presented in section 2 can be 
also applied. The device can be configured off-line and on-line depending on the 
current requirements and the test: EGG, ECG, EOG.  

Thanks to a specific feature of the developed system and ADS1298 IC there is 
a possibility of acquiring signals with a DC component (unfiltered). It is very im-
portant because the designer does not need to construct the analog input filters 
(usually high pass filters). Digital post filtering can be applied which greatly sim-
plifies the construction of the amplifier and reduces production costs. The A/D 24 
bits resolution ensure high quality of the output signal and allows for extracting 
wide set of artifacts from signal which rises the quality of diagnosis. The use of 
radio communication simplifies the implementation of the tests and improves 
patient’s comfort during the examination. It also reduces the testing procedure for 
medical device which is fully separated from electrical network. Note that the 
largest cost of implementing the device in the real environment (e.g. hospitals) is 
to obtain certificates of conformity to standards. The production cost of the hard-
ware does not exceed 150USD although it may rise dramatically after obtaining 
the required certificates. 

Currently, we are working on portable device with a GSM and WiFi links. The 
future of medical portable devices is wireless due to patient’s comfort and rela-
tively low cost of electronic circuits. Moreover, the pervasive computing together 
with such devices makes the whole health care system much more reliable, cheap 
and above all safer. Patients should welcome these developments with satisfaction 
because they save their time and effort of visiting medical centers and improve 
their comfort. 
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Abstract. This paper describes the basic system concept for pervasive healthcare 
and presents a wireless sensing system for healthcare to monitor physiological 
state in the living environment. The importance of constantly monitoring, analys-
ing and utilizing human daily information has been growing in the area of health-
care. The introduction of ICT in the areas of medicine and welfare has created 
new systems and services for healthcare and can help promote disease prevention 
and health maintenance through wirelessly delivered healthcare and ubiquitous 
medicine. The availability of information about a person’s daily physiological 
state and activity makes it possible to judge their health condition and behaviors 
and provide predictive diagnoses and treatment.  

The objective of the work is to establish a wearable wireless body area network 
(BAN) system that is useful in pervasive healthcare. In this work we developed a 
wireless sensing system to monitor thermal physiological state. Sensors which 
make up a wireless system are varied depending on the purpose of use of the sys-
tem. Wearable small-sized and wireless sensors which consume little power have 
to be developed to measure the desired vital signals or human data. Moreover, 
reliable wireless communication network is needed to obtain the data of multiple 
wearable sensors in real time. BAN can realize wireless connectivity among sen-
sors deployed on human body.  

The important indicators for monitoring the thermal physiological state are core 
body temperature, microclimate within clothing, skin temperature, heart rate and 
movement. To develop the monitoring system, ear-worn temperature sensors, 
thermo-hygrometers and skin temperature sensors were newly developed. The ear-
worn temperature sensor enables a continuous non-invasive measurement of the 
equivalent of core body temperature in daily life. The thermo-hygrometer can 
measure microclimate within clothing. These sensors transmit data wirelessly in 
synchronization with each other. Data can be obtained reliably in daily life with-
out restraining wearers’ movements using multiple networked wearable sensors 
with a reasonable battery life. The level of data loss in wireless communication 
was low making it possible to estimate physiological state using more than 10 
sensors simultaneously, even though both the IEEE 802.15.4 radio and the low 
power radio coexist.   
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The application system for the prevention of heat stroke was evaluated on two 
situations. One is for the prevention of heat stroke and feeling sick during exercise 
in conditions of high ambient temperature and humidity. The other is for the pre-
vention of indoor heat stroke among the elderly. It is necessary to recognize indi-
vidual behaviors to be able to provide appropriate support based on the context. 
Some activities to be recognized at home were learned and identified using the 
location data. Experiments showed that the detection of the abnormal level of 
several kinds of physiological data and their change was effective in judging the 
physiological state and giving a warning on the health condition in the context of 
the activities and surroundings. This system will be broadly applicable to health-
care in everyday life such as temperature control for heat stroke prevention and 
lifestyle management based on the circadian rhythm and health condition.  

Keywords: wireless network, wearable sensing, BAN. 

1   Introduction 

Due to the development of ICT (Information and Communication Technologies) 
and MEMS (Micro Electro Mechanical Systems) technologies, sensors have be-
come sophisticated. Pervasive healthcare techniques which consist in sensors em-
bedded in environments can provide global health information by continuously 
monitoring and analyzing people’s home activity. The pervasive systems can pro-
vide long-term monitoring of users without the burden of wearing sensors. How-
ever, their support is still limited to a closed environment and they do not sense 
vital signals directly. On the other hand, sensors that measure vital signals and 
human daily movements have also grown in performance and become small 
enough to be wearable throughout the day. Sensors deployed on human body can 
obtain biological information, store the information and send it in real time to 
healthcare administration agencies via networks. The real-time information makes 
it possible to sense signs of change and sudden changes in the health condition. By 
monitoring and analyzing the real-time data along with the historical data stored 
on the server, doctors or experts could detect pathological change in its early 
stage, provide corresponding healthcare advices to the users, or enforce emergen-
cy actions if necessary. It is possible to estimate the everyday health condition, 
energy expenditure and lifestyle pattern of a person and recommend proper exer-
cise, diet, rest and treatment. Therefore, the importance of regularly monitoring 
biological information has become recognized and is rising in the area of health-
care. 

The human body gives out various bio-signals. Data to be measured is deter-
mined depending on each demand and purpose. Heart rate (HR) is often conti-
nuously measured to monitor physical and mental condition and exercise intensity. 
Blood pressure and body temperature are generally measured about once a day for 
assessing health condition. However, blood pressure and core body temperature 
vary during the day and over many days reflecting the medical and health condi-
tion, the state of activity and the circadian rhythm. There is also a need for mea-
suring them continuously in daily life.  
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Some previous studies have attempted to monitor thermal physiological state 
through wired and wireless communication continuously. However, each vital 
sign such as core body temperature and ECG has been measured using stand-alone 
devices [1]. The data obtained cannot be easily utilized in real time because the 
data have to be integrated with other data to put to practical use. As regards core 
body temperature, it is desirable to measure the level continuously within the con-
text of activity and environment in order to monitor the state of health and disease. 
In particular, in conditions of high ambient temperature and humidity, the elderly 
and children are at increased risk of heat stroke, causing increase in core body tem-
perature due to deterioration or underdevelopment of the body's heat regulating 
mechanism and need to be watched over. It is expected that an integrated system 
that enables usual and non-invasive measurements of human thermal state will be 
developed.  

We have developed some biological information measurement systems [2]-[4]. 
The systems consist of a number of wearable wireless sensors, some were ones we 
developed newly and others were existing ones. When commercial devices are 
incorporated into a system, some different types of wireless methods, such as 
ZigBee, Bluetooth, UWB and a low power radio, may have to coexist in the sys-
tem. When multiple wireless sensors are used simultaneously, it is thought that 
data loss occurs if there is any interference between the sensors because of colli-
sion of transmission time and multipath. As the reliability of data is critical when 
human vital signals are being monitored, it is important to ensure that the data can 
be correctly obtained. Moreover, it is required that the necessary information is 
obtained depending on the intended application. Therefore, systems have to be 
properly designed to ensure the reliability and availability of the data. In this paper 
I introduce a wireless sensing system that monitors thermal physiological informa-
tion in daily life for prevention of heat stroke and feeling sick. 

2   Motivation 

With the increasing medical expenses resulting from the coming very aged society, 
it will soon become impossible for the nations to pay huge medical expenses. In 
Japan the medical expenses for elderly people aged over 65 years old exceed 55% 
of citizens’ medical expenditure in 2009 [5]. In addition, the trend of nuclear fami-
lies is increasing and many elderly people who live alone need support. In Japan’s 
aging society with a falling birthrate, it has become necessary to work on preven-
tion of disease and health maintenance in order to improve in quality of life (QOL) 
and reduce medical care expenditure.  

The Japanese medical system has been centered on the care in hospitals for ill 
patients. However, because of the situation, the government is starting to place 
importance on preventive healthcare and the use of medical care at home. Wireless 
sensing systems will become helpful tools to establish it. For remote diagnosis and 
home healthcare, it is required to be able to collect a very large amount of biologi-
cal information and monitor them efficiently. Daily vital signals can provide useful 
clues as to health condition. It is possible to provide continuous remote monitoring, 
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consulting and more flexible healthcare by using wearable sensors and the net-
worked system.  

In recent years, the number of the victims of heat stroke has been increasing, 
which has become a social problem. Heat stroke is a physical disorder caused by a 
sudden rise in body heat due to high environmental temperature and humidity. 
Even young people suffer heat stroke and are taken to hospitals, in particular dur-
ing exercise. The guidelines for heat stroke prevention use wet bulb globe temper-
ature (WBGT) as an assessment index of thermal environmental conditions in 
order to estimate the effect of temperature, humidity, wind speed and solar  
radiation on humans. This index has become widely accepted for heat stress mea-
surements. However, its use as a model for human response to heat has not been 
always effective in heat stroke prevention because physiological factors are not 
taken into account. In addition, the effects of the four environmental factors on the 
WBGT do not necessarily affect humans under all conditions. It is thought that it 
becomes possible to take measures to prevent heat stroke by measuring each phy-
siological state. Therefore, we aim at measuring each state of persons in order to 
prevent from getting out of shape and support daily activities including exercise in 
thermal environments. 

3   Wireless Sensing System 

Figure 1 shows the basic system concept for pervasive healthcare. First, wearable 
sensors which consume little power are needed to measure the desired vital sig-
nals. Second, reliable wireless communication network is needed to obtain the 
data of multiple wearable sensors in real time. Body area network (BAN) can 
realize wireless connectivity among sensors deployed on human body (Fig.2). The 
local controller can collect vital signals and environmental information and give 
feedbacks based on the information covering sensors’ data of those who stay at 
home without carrying a cellular phone (coordinator). 

 

Fig. 1. System concept for pervasive healthcare 

Local database for 
personal information
monitoring

ECG with 
Accelerometer

and Thermometer

Cellular 
phone 
with GPS

Ear-worn 
temperature sensor

Thermo-
hygrometer

Skin temperature 
sensor

Medical institution

Data consultation 
client

Database for 
Medical and 
healthcare data 
management

Health 
management 

System

Data analysis system 

Wearable Wireless Body Area Network

Pulse-
oximeter

Local 
controller

(Coordinator)

(PC)



Wireless Sensing System for Healthcare Monitoring Physiological State  179
 

 

Fig. 2. BAN interface 

In this work we developed a wireless sensing system that monitors thermal 
physiological information in daily life for prevention of heat stroke and feeling 
sick. The important indicators for monitoring the physiological state of humans 
under thermal environments are considered to be core body temperature, skin 
temperature, microclimate within clothing, HR and the amount of activity. Core 
body temperature is the operating temperature of an organism. It is an important 
parameter for checking the overall health condition, in particular in hot and humid 
conditions. HR derived from ECG is one of the indices of heat strain [6]. HR in-
creases to compensate for the decrease in blood flow back to the heart, which is 
the result of increased blood flow to the skin as it gets hot. The amount of activity 
can be also calculated by measuring HR and acceleration [2]. The microclimate 
within clothing and skin temperature are commonly used to assess thermal com-
fort [7]. The temperature and humidity in the space between clothes and the skin 
are measured as microclimate within clothing. The skin temperature reflects the 
amount of heat dissipation, which is a quantitative measure of thermoregulatory 
responsiveness. The temperature of the surface of the body is not uniform. There-
fore, the mean skin temperature is used as the index; it is calculated from the 
measured temperature at four areas of the body, namely, chest, forearm, thigh and 
calf based on a simple weighting formula (1) [8]. 

 
Tskin=0.3×(Tchest+Tforearm) + 0.2×(Tthigh+Tcalf)                                    (1) 

                                
To measure these important indicators, the system developed consists of an ear-
worn temperature sensor, two thermo-hygrometers, four skin temperature sensors 
and an ECG sensor with a tri-axial accelerometer. Additional sensors can be easily 
installed as up to 32 sensors are supported by this system.  

Wireless micro-controller modules (ST Microelectronics, STM32W) were in-
corporated into ear-worn temperature sensors, thermo-hygrometers and skin tem-
perature sensors. The micro-controller performs the functions of A/D conversion, 
data processing, and data transmission. It integrates a 32-bit ARM® Cortex™-M3 
microprocessor and a 2.4 GHz, IEEE 802.15.4-compliant transceiver. The IEEE 
802.15.4 radio has the characteristics of ease of installation, reliable data transfer, 
short-range operation, low cost and reasonable battery life. The maximum trans-
mission distance is approximately 10m without requiring special antenna. 
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The sensors transmit data wirelessly in synchronization with each other based 
on the timer of the coordinator. The 2.4 GHz, IEEE 802.15.4 communication has 
the beacon mode, in which normally sleeping network sensors wake up periodical-
ly to receive a synchronizing beacon from the coordinator. For the sensors with a 
2.4 GHz, IEEE 802.15.4-compliant transceiver which has very low duty cycle, a 
TDMA type contention free protocol in the MAC layer is used to avoid multiple 
access interference and guaranteed time slots were provided in a scheme. Each 
data packet is transmitted up to 3 times to compensate for data loss.  

To enhance the security and reliability of data transmission, we are also consi-
dering the introduction of ultra wideband (UWB) for BAN. UWB has the charac-
teristics of high data transfer rate and low transmission power. Due to the low 
power spectral density (PSD) in conforming to the FCC specifications and the 
regulations of each country the probability of intercept is low. In February 2012, 
the IEEE802.15.6 standardization group has approved a new standard for wireless 
BAN use, which adopted impulse radio UWB communication. The circuit system 
of IR-UWB needs less semiconductor chip area due to its simplicity. As a result, 
the production cost could be reduced compared to other radio systems if it is mass-
produced. Establishment of the standard will speed the development of UWB 
modules that are following the standard. We are now introducing UWB communi-
cation to other wireless healthcare systems and have examined them. 

The followings are the sensor devices at present. 

3.1   Ear-Worn Temperature Sensor 

Ear-worn temperature sensors were developed for continuous noninvasive mea-
surement of core body temperature. The temperature of blood in the pulmonary 
artery (PA) is considered to be the true core body temperature. However, this site is 
not suitable for monitoring temperature during human daily activities. Temperature 
readings obtained with a tympanic membrane thermometer are very close to core 
body temperature [9]. A thermopile is an electronic device that converts thermal 
energy into electrical energy. The infrared noncontact thermometer using thermo-
pile receives infrared radiation from the tympanic membrane and can measure the 
temperature.  

Figure 3 shows the outside appearance of the ear-worn temperature sensor. The 
sensor consists of a temperature sensing part, a wireless micro-controller module 
and a battery. It can transmit data wirelessly at an interval of one second or more. 
The sensor is powered by a 3.7V rechargeable lithium-ion button battery. The bat-
tery life lasts for more than 100 hours of continuous operation when the data is 
transmitted at an interval of one second. The sensor has a specified accuracy of 
±0.2 ºC in the range 32ºC≤T≤42ºC and resolution performance of 0.02ºC. The size 
is 38mm in diameter and 13mm thick excluding the sensing part and the part that 
hangs from the ear. The length and direction of the sensing part can be adjusted to 
fit into a person’s auditory meatus and to receive infrared radiation from the tym-
panic membrane. It was designed to be similar to an ear-hook type earphone to 
make it wearable in daily life.  
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40mm×35mm×7.2mm, and its weight is 12g. The power source (a 3V lithium-ion 
button battery, CR2032) has a life of about 48 hours of continuous operation.     

Using these sensors, the system for monitoring thermal physiological informa-
tion was constructed as shown in Fig.5. Measurements and graphs of core body 
temperature, skin temperature, temperature and humidity within clothing, ECG, 
heart rate and accelerations can be monitored in three windows. Figure 6 shows a 
screen image of the display for monitoring. These sensors could work continuous-
ly for more than 24 hours in everyday life. 

To examine the rate of data loss, measurement experiments were carried out 
during desk work in an ordinary office environment and during everyday life in a 
home environment. The data from an ear-worn temperature sensor, two thermo-
hygrometers, four skin temperature sensors and an ECG sensor was continuously 
measured for 3 hours in each environment. The sampling rate of the ECG sensor 
was 204Hz and that of the other sensors was 1Hz. The coordinator was placed on 
the desk in the office and in the middle of the room in the home. 

 

Fig. 5. Basic system configuration 
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Fig. 6. Screen image of measurement software 

The result was that the mean rate of data loss from the sensors apart from the 
ECG sensor was about 0.01% in the office environment and the data loss was 
discontinuous. 6.7% of the data was not received correctly from the first 
transmission, however data loss was almost completely eliminated by 
retransmitting data once or twice. The data loss rate of the ECG sensor was about 
0.42% due to the high data rate and imperfect error control. 

We think that there was little interference between the sensors  because a 
TDMA type contention free protocol in the MAC layer was used, however writing 
errors sometimes occurred. In this situation, the distance from the sensors to the 
coordinator ranged from 0.2m to 3m. On the other hand, the mean rate of data loss 
was less than 0.02% in the home environment due to data retransmission, though 
data loss was 7.1% for the first transmission. There was little continuous data loss. 
The data loss rate from the ECG sensor was 0.65%. The distance from the sensors 
to the receiver ranged from 0.3 to 5m. 

The data from multiple sensors could be continuously sent and recorded though 
two different wireless methods of IEEE 802.15.4 radio and low power radio were 
used. Since changes in temperature are not sharp, we think this level of data loss is 
acceptable. We also think that the data loss rate of the ECG sensor is acceptable 
since HR can be calculated using interpolated data due to the high sampling rate. 

4   Application of System 

An application system was made up for the prevention of heat stroke and feeling 
sick during exercise. The system comprises sensors which measure important 
indicators, core body temperature, skin temperature, microclimate within clothing  
 

 

Measurements and graph of ear-worn 
temperature sensors (left ear, right ear)

Sensor ID

Measurements and graph of 
skin temperature sensors 

Measurement 
interval

Transmission 
interval



184 C. Sugimoto
 

on the chest and back, HR, amount of activity and environmental conditions. The 
thermo-hygrometer developed can also monitor environmental temperature  
and humidity to be easily set up into the ambient surrounding. In sunny outdoor 
environment such as grounds that get a lot of sun, a WBGT measurement system 
is also expected to be installed in order to take into account the effect of solar 
radiation. Therefore, the system was configured as shown in Fig.7.  

Experiments were performed under two different conditions. In one experi-
ment, the physiological state of a subject (male in his 20’s) and the environmental 
condition were measured while exercise was performed in a room controlled at a 
temperature of 32ºC and at a humidity of 55%. In the other experiment, the physi-
ological states of two subjects (male and female in their 20’s) and the environmen-
tal condition were measured while exercise was performed in a room controlled at 
a temperature of 28ºC and at a humidity of 65%. 

The subjects had a rest for 10 minutes at the beginning, pedaled cycle-
ergometer at 20W for 10 minutes of warm-up exercise and then pedaled it at the 
workload of 50% of maximal exercise stress for 20 minutes. After exercise, they 
had a rest for 20 minutes of recovery. In the experiments, the subjective assess-
ment of the level of comfort and wetness feeling was also made verbally. The 
subjects participated in these measurement experiments after providing informed 
consent for the experimental procedures. This study was conducted in accordance 
with the Helsinki Declaration of 1975 and was approved by the local Ethics 
Committee of Yokohama National University (Japan).  

 

Fig. 7. Total configuration of the monitoring system 
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One subject’s example of the changes in core body temperature, mean skin 
temperature and microclimate within clothing, the indicators of sympathetic func-
tion and parasympathetic function and subjective assessment during exercise is 
shown in Fig.8 - Fig.10. The indicators of sympathetic function and parasympa-
thetic function are calculated as LF/HF and HF/(HF+LF) from low-frequency (LF, 
0.04 - 0.15 Hz) power component (reflecting a mixture of parasympathetic and  
sympathetic activity) and high-frequency (HF, 0.15-0.4 Hz) power component 
(reflecting parasympathetic nerve function) in heat rate variability (HRV) obtained 
from ECG, respectively. Rapid increase in humidity within clothing caused by the 
increase in exercise intensity and gradual increase in core body temperature, mean 
skin temperature and temperature within clothing were monitored. As the intensity 
of exercise was not so high, the core body temperature did not get raised too much 
compared with mean skin temperature and temperature within clothing. However, 
the levels of discomfort and wetness feeling in the subjective assessment increased 
with the increase in humidity within clothing after the intensity of exercise was 
increased. At the same time, the indicator of sympathetic function (LF/HF) in-
creased and the indicator of parasympathetic function (HF/(HF+LF)) dropped 
relatively. The results show that there seems to be a correlation among the subjec-
tive discomfort level, the indicator of sympathetic function and humidity within 
clothing. There was not much difference between the results of the experiments 
under two conditions. 

It can be said that the system enabled real-time monitoring and evaluation of 
the physiological condition during exercise. However, the index and threshold for 
giving warnings against heat stroke couldn’t be found from these experiments. A 
lot of data need to be collected during exercise performed in conditions of high 
ambient temperature and humidity to use the values of core body temperature, 
LF/HF and humidity within clothing as the indicators for a warning against heat 
stroke.  
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Fig. 8. Example of change in core body temperature 

 

Fig. 9. Example of change in mean skin temperature 

Moreover, the system was applied for the prevention of indoor heat stroke 
among the elderly.  
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Fig. 10. Example of changes in microclimate within clothing (above) and the indicators of 
sympathetic function and parasympathetic function and the subjective assessment (bottom) 

To prevent indoor heat stroke, it is critical to monitor their physiological data 
along with the activities. If activities such as food intake, fluid intake, fluid elimi-
nation, and going outside are monitored; and if the frequency and occurrence of 
each activity are recorded from when a person gets up, then warnings such as 
“Drink enough fluid” or “Rest due to heat” could be given appropriately. There-
fore, a prototype system that monitors the thermal physiological state and the am-
bient temperature and humidity, recognizing the wearer’s behaviors was  
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constructed as shown in Fig.11. As home activities are considered, it is expected 
that there will be a relation between the activity and the location. To monitor daily 
activities without hindering mobility, the location data obtained with the impulse 
radio UWB positioning system was used [11]. The method to recognize individual 
behaviors is as follows.  

 

Fig. 11. Prototype system to prevent indoor heat stroke 

When the sensor data is obtained, the time-series data is divided into equal time 
periods for the input time span. It is converted to a sequence of 4-dimensional 
feature parameters, the location (x-axis, y-axis) and its variation. Next, clustering 
is applied to the constructed space and the resulting clusters are labeled. Cluster-
ing is performed by the k-means algorithm by incrementing the number of clusters 
by one, starting at one until the variance of each cluster is below the threshold. 
Then, while the activity is being observed, the obtained feature parameters are 
projected into the 4-value space and the cluster with the shortest Euclidean dis-
tance is determined. By outputting the cluster labels successively, the state is 
represented as a symbol sequence. Similar symbol sequences are extracted for the 
same behavioral state. In order to recognize not only a state but also activity ex-
pressed by the state sequences, the hidden Markov model (HMM) is used to learn 
similar states and label them as the same state. The HMM is suitable for learning 
symbol sequences with large individual differences as in this case, since it is ro-
bust to shifts and to contraction or expansion along the time axis. For the  
recognition of activities using HMM, models are prepared by being trained befo-
rehand using a training set; and then which model the input is most similar to is 
determined.  
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In the following algorithm, activities performed in the learning period are classi-
fied and the learning process is carried out for each activity. The Baum–Welch 
algorithm was used for learning.  

(Step 1) A HMM is constructed using all observed symbol sequences as the train-
ing data. 

(Step 2) All symbol sequences of the training data are obtained from the HMM of 
Step 1. A histogram is constructed by representing the output probabilities of the 
symbol sequences on the number axis. 

(Step 3) Discriminant analysis is applied to the histogram and a minimum is found 
near the reference value. This value is used as the threshold. 

(Step 4) If the output probability is not less than the threshold, a flag is set to one 
for the symbol sequence. If it is less than the threshold, the flag is set to zero. 

(Step 5) For each set of symbol sequences with the same flag, a HMM is con-
structed using that set as the training data. 

(Step 6) Using each of the constructed HMMs, the output probability of each 
symbol sequence is examined. The symbol sequence is projected into the space 
with the output probabilities in the HMM as the axis. The base vectors are deter-
mined by principal component analysis. 

(Step 7) The base vector axes for which the cumulative contribution exceeds the 
threshold are used. For each axis, the histogram and the threshold are determined 
by repeating Steps 2 and 3 and the flag for the symbol sequence is determined. 

(Step 8) Steps 5 to 7 are repeated until the combinations of symbol sequences to 
which the same flag is assigned in Step 7 are the same as the combinations ob-
tained in the previous loop. 

In this algorithm, the processing classifies all activities observed in the learning 
period as different kinds of activities. Similarity of output probabilities is used as 
the index for activity classification since similar state transitions are performed in 
the HMM when similar symbol sequences are obtained from the HMM. The out-
put probability of the symbol sequence was defined as the symbol output probabil-
ity derived by the Viterbi algorithm. 

To recognize the activities, the symbol sequences of the observed activities are 
obtained from among all HHMs and symbol sequences are projected into the 
space made by the base vectors. The flags are determined and the activity whose 
flag is the same as the stored activity is output as the recognized result.  

An experiment for learning and recognizing the activities in a house was con-
ducted. Figure 12 shows the layout of a temporary house used in the experiment. 
This type of house is common in Japanese facilities for the elderly. It was assumed 
that the activities that should be recognized are fluid intake, having a meal, fluid 
elimination and going outside. Eight different activity patterns of fluid intake, an  
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activity pattern of having a meal, six different activity patterns of liquid elimina-
tion, two different activity patterns of going out and eight other different activities 
were considered. Each activity was repeatedly carried out and the data were col-
lected for learning. The relations between the numbers of states of HMM and the 
recognition rate were investigated changing the number of clusters and the optimal 
number of clusters was found out. The symbol sequences were learned through the 
constructed HMMs. Using the HMMs after learning, the symbol sequences for 
recognition were output.  

  

Fig. 12. Layout of one-room house 

The recognition rate changes with the number of states corresponding to the 
number of clusters.  The case of drinking is shown in Fig.13.  

As the number of clusters increased, the recognition rate was improved. When 
the number of states got more than 5 in the case of 5 clusters, the recognition rate 
reached 100%.  
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Fig. 13. Recognition rate with changing the number of states (Drinking) 

The number of clusters was set to 5 for all of the activities. When the number of 
states is 5 for having a drink, having a meal and going out and 10 for eliminating, 
the recognition rate reached 100% as shown in Fig.14. Therefore, the values were 
adopted to recognize the activities. 

 
Fig. 14. Recognition rate (The number of cluster is 5) 

A prototype system which gives advice for the prevention of heat stroke was 
developed. Warnings against lack of fluids are given following the rules below if 
the either core body temperature or HR is more than the threshold under high am-
bient temperature and humidity above a certain level. 

1. When both activities of having a drink and having a meal are not detected for 
2 hours,  

2. When both activities of having a drink and having a meal are not detected for 
10 minutes after eliminating, 

3. When coming home. 
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The system was demonstrated based on a scenario following the schedule 
(Fig.15). In the room, core body temperature, HR, location, and environmental 
temperature and humidity were measured at the same time. The system could 
recognize activities correctly, record the number and interval of occurrence of 
each activity and give warnings at the appropriate timing. The elderly can get 
advice based on each thermal physiological state and living situation by  
using such kind of system when they stay in a room with high temperature and 
humidity. 

 

Fig. 15. Scenario’s schedule 

5   Conclusion 

A wireless sensing system for monitoring physiological information in daily life 
was developed based on a basic system concept for pervasive healthcare. The data 
of wearable sensors can be continuously measured using wireless BAN in living 
environments. It makes possible to give remote diagnosis and health management 
in real time. The system can monitor a person’s thermal physiological state. An 
application system for prevention of heat stroke and feeling sick was designed and 
the possibility to help prevent heat stroke was shown in the experiments. In the 
future, we will do longer-term measurements for data accumulation in daily life 
including during exercise in conditions of high ambient temperature and humidity, 
improve the algorithm to give a warning against heat stroke using data collected 
and evaluate the effectiveness.  

The spread of Internet of Things (IoT) makes it possible to create a dynamic 
global network. Physical and virtual things are seamlessly integrated into the in-
formation network and come to interact and communicate among themselves and 
with the environment by exchanging the sensed data. It facilitates creation of ser-
vices without direct human intervention. When human beings take part in the net-
work by pervasive sensing, a lot more services could be expanded into. Ubiquitous 
healthcare is one of the services. The infrastructure to realize it is being developed 
rapidly. Social requirement and economic necessity will encourage the trend. The 
challenge is how to provide the services. As data sets collected through pervasive 
sensing grow in size, the big data have to be efficiently processed within tolerable 
elapsed times. Information security has also become a critical issue. Technologies 
to analyze the data, predict the possible event and utilize the information are  
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required depending on the kind of services. The business models to provide servic-
es are also needed. Pervasive sensing will become accepted through essential ser-
vices by overcoming these challenges. 
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Abstract. The association between social relationships and psychological health 
has been established fairly recently, in the last 30-40 years, relying on survey-
based methods to record past activities and the psychological responses in indi-
viduals. However, using the self-reporting methods for capturing social behavior 
exhibits a number of shortcomings including recall bias, memory dependence, and 
a high end user effort for a continuous long-term monitoring. In contrast, auto-
mated sensing techniques for monitoring social activity, and in general, human 
behavior, has a potential to provide more objective measurements thus to over-
come the shortcomings of self-reporting methods. In this paper, we present a pri-
vacy preserving approach to detect one component of social interactions - the 
speech activity, through the use of off-the-shelf accelerometers. Furthermore, we 
used the accelerometer based speech detection method to investigate the correla-
tion between the amount of speech (which is an aspect that reflects the participa-
tion in verbal social interactions) and mood changes. Our pilot study suggested 
that verbal interactions are an important factor that has an impact on individuals’ 
mood, while the study also demonstrated the potential of automated capturing 
social activity comparable to the use of gold standard surveys. 

 
Keywords: speech activity detection, wearable computing, emotional response, 
mood changes. 

1   Introduction 

Throughout the history, the relationship between social interactions and emotions 
was an aspect of humanity analyzed by intellectuals from nearly all disciplines, 
from psychologists and philosophers to artists and poets. For instance, one of the 
most famous Shakespeare’s plays, Othello, portrays characters from different 
backgrounds whose happiness depends mostly on social interactions. However, 
scientific evidence on the association between social relationships and psycho-
physical health has been established fairly recently – the late 1970s and the 1980s 
[1].  The methods for collecting interaction data, which were used at that time and 
that are still prevalent in social and health related sciences, include surveys  
or human observers who continuously take notes on social behaviour of the  
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monitored subjects. Survey-based methods exhibit a number of drawbacks includ-
ing recall bias, difficulties in recalling activities that have occurred in the past, 
influence of the current mood [2], and a high end user effort for continuous long-
term monitoring. In addition, self-reports correspond poorly to communication 
behaviour recorded by independent observers [3]. On the other hand, engaging 
human observers to record communications in groups is inefficient if the size of 
the group is large or if the interactions occur in various physical locations [4].  

The use of automated sensing techniques for capturing social activity has been 
explored in the past decade, in order to address the limitations of self-reporting 
and observational methods. Recognizing the occurrence of social interactions in 
an automatic way is typically based on sensing proximity of subjects and/or on 
detecting speech activity. Since solely physical proximity does not always provide 
enough evidence for inferring social interaction [5] (for example, two colleagues 
sitting across from each other in the office and not interacting), methods for de-
tecting social interactions usually include audio data analysis. This requires the 
activation of microphone that is either mounted in a monitored area or embedded 
in a mobile device (the mobile phone [6] or specialized device such as Sociometer 
[4]). However, in a number of situations (for example, in public spaces or in the 
case of monitoring patients) audio data cannot be obtained due to legal or ethical 
issues [7]. Moreover, activating microphone typically raises privacy concerns in 
subjects, even with methods that do not require continuous voice recording, thus 
affecting their natural behaviour.  

In this work, we present the approach of detecting speech activity using an off-
the-shelf accelerometer intended to identify another manifestation of speech dif-
ferent than voice, namely the vibration of vocal chords. The vibrations, caused by 
phonation, spread from the area of larynx to the chest level, which is a convenient 
place for attaching a sensor with an elastic band (similarly to attaching respiratory 
or cardio sensors) minimizing the interference with typical daily routines. We 
envision that the accelerometer-based speech detection can complement methods 
for automatic recording of social interactions, as an alternative to audio data 
analysis through microphones that may raise privacy concerns in subjects thus 
affecting their natural behaviour. 

We used the accelerometer based speech detection method to investigate the 
correlation between the amount of speech, which is one aspect that reflects the 
participation in verbal social interactions, and mood changes. The current litera-
ture in social psychology reports several studies that examined how the social 
activity impacts the mood during the day [8] [9] [10] [11] [12], however none 
relied on the automated methods for collecting data. Despite being a pilot study 
with 10 subjects, the experimental setting was fully unconstrained yielding results 
that are consistent with the previous research [10][11][12] that reported positive 
association between the mood dimension of PA (positive affect) and the amount of 
speech activity.  
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2   Detecting Speech Activity with an Accelerometer 

2.1   Privacy Issues in Interaction Data Collection 

When detecting speech activity and, in general, sensing social interactions, an 
important issue is regard for subjects’ privacy [13]. Capturing natural behavior 
pertains to recording people as they freely go about their lives, however there is a 
typically trade-off between the quality of collected data and the level of respecting 
subjects’ privacy [6].  

Privacy issues relate to an array of ethical norms that needs to be addressed. All 
subjects in the study should always know that they are being monitored, moreover 
they must have the right to authorize the use and the diffusion of the collected data 
[13]. If monitoring involves audio archives, they can be partially or totally deleted 
by subjects while recording uninvolved parties without their consent is considered 
unethical and illegal [6]. Despite addressing all the ethical norms, people are prone 
to change their behaviour if they have concerns about the way of monitoring, which 
negatively affects the reliability of the collected data. In the case of old methods 
such concerns can be raised due to a human observer, while for sensor-based ap-
proaches the presence of audio data analysis is critical. When automatically re-
cording social behaviour, protecting privacy often implies discarding useful infor-
mation [6] which is not always acceptable trade-off thus in some studies even the 
raw audio data was analyzed [14]. In response to this, several experimental designs 
included privacy-sensitive recording techniques, however the fact that microphone 
is activated may still raise concerns thus affecting subjects’ natural behaviour. This 
often depends on the technical education and cultural background of monitored 
subjects, which can affect the perception of privacy [15] [16].  

2.2   Our Approach 

As an alternative to microphone-based methods for detecting speech, a few studies 
aimed to infer speech activity based on mouth movement, fidgeting, or gestures 
[7] [17] detected using machine vision. However, this limits application scenarios 
to areas that are covered with the camera system. Therefore, we attempted to 
avoid audio or visual cues for detecting speech activity, which led us to investigate 
physiological effects of phonation – vocal chords vibrations.  

After the age of 20 the predicted fundamental frequency of vocal chords re-
mains approximately 100Hz for male and 200Hz for female adults [18]. There-
fore, identifying vibrations of these fundamental frequencies produced by vocal 
chords during phonation pertains to speech activity detection. Instead of a pur-
pose-built accelerometer (with an appropriate shape, targeted frequency range and 
sensitivity), we investigated the use of an off-the-shelf accelerometer thus aiming 
for an easily applicable and cost effective solution. Since mounting sensors on the 
neck (close to the larynx area) may be too obtrusive, we selected the chest surface, 
in particular the central part of the sternum which is the area with the highest  
displacement amplitude of vocal chords vibrations [19]. This position is also  
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convenient for attaching a sensor with an elastic bend (similarly to attaching respi-
ratory or cardio sensors) minimizing the interference with typical daily routines. 

2.3   Data Analysis 

In our experiments we used Shimmer accelerometer [20] attached at the chest 
level to analyze frequency spectrum. The sensor specifications are as follows: the 
range of ±1.5 and ±6g, sensitivity of 800mV/g at 1.5g and a maximal sampling 
rate of 512Hz. According to the Nyquist-Shannon sampling theorem, the ceiling 
boundary frequency component that can be detected using this accelerometer is 
256 Hz, which fulfils the requirements for the intended application (since the fun-
damental frequencies of vocal chords are approximately 100Hz for males and 
200Hz for females). To analyze the frequency domain of acceleration time series 
(square roots of the sum of the values of each axis x, y and z squared), the method 
relied on Discrete Fourier Transform (DFT) defined for a given sequence xk, k = 
0, 1, … N-1 as the sequence Xr, r = 0, 1, … , N-1 [21]: 

   /  

Frequency spectrum was analyzed in Matlab applying the Fast Fourier Transform 
(FFT) to calculate the DTF and then the power spectral density was computed.  

As expected, low amplitudes of the chest wall vibration were similar to the 
noise level thus making it difficult to distinguish accelerometer readings that con-
tained speech from those that contained noise, only by analyzing the frequency 
spectra. In order to tackle the problem of noise, a simple noise cancelling strategy 
[22] was applied which consists of summing frequency spectra in time. This strat-
egy is based on the assumption that the signal components are always focused in 
the same frequency range in contrast to noise that is, in this case, more random.  
Considering time frames for performing power spectral density analysis, the best 
accuracy was achieved by analyzing a sum of power spectral densities computed 
separately for five consecutive 2-second long time series (corresponding to 1024 
samples in this case). Hence, each 10-seconds frame was represented with the 
power spectral density that was a sum of spectral densities computed for each 2 
seconds. Therefore, our goal was to recognize the presence of spectral components 
that correspond to speech with the resolution of 10 seconds. Processing data in 10-
second time frames resulted in the highest accuracy regardless of the duration of 
the speech i.e. whether there was only one word spoken or a continuous talk of 10 
seconds. Decreasing the resolution corresponded to lower ratio between speech 
amplitudes and noise levels while processing data in longer time units was more 
likely to fail in detecting shorter durations of speech. 

We investigated various classification algorithms (namely SVM, Naïve Bayes, 
Naïve Bayes with kernel density estimation and k-NN) and parameters for charac-
terizing the spectral density (namely mean, maximal, minimal, and integral values 
regarding different frequency ranges). It turned out that Naïve Bayes with kernel 
density estimator applied on the two parameters – integral and mean values of the 
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components between 80 Hz and 256 Hz, provided the highest classification accu-
racy. Note that the classification selection, a choice of signal parameters, frame 
size for calculating power spectral density and the resolution cannot be general-
ized since they strongly depend on the accelerometer’s characteristics. In the fol-
lowing, we report the accuracy of our approach. 

2.4   Results 

We created a set of accelerometer data that contained speech activity of 19 sub-
jects, 10 males and 9 females (overall, 2 minutes each subject, that is 38 minutes, 
divided in 10-second time frames) and accelerometer readings that contained 
physical movements without voice (approx. 2 hours of accelerometer readings that 
included sitting, standing and normal speed walking in 10-second data resolution). 
The voice recognition accuracy was estimated through leave-one-out method of 
sequentially selecting accelerometer readings that corresponded to one subject/one 
activity as a test unit while using the rest of the set for building the model (training 
set for Naïve Bayes with KDE classification). The voice was correctly recognized 
in 93% of cases while mild physical activities without voice induced false posi-
tives in 19% (Table 1a). The same model was used to test accelerometer readings 
acquired in more intensive activities such as fast walking or running which re-
sulted in 29% rate of false positives (Table 1b).  
 

Table 1. Speech Detection Accuracy 
 

a) Voice De-
tected 

No Voice 
Detected 

  b) Fast Walking 
or Running 

Voice  93% 7%  No voice detected 
(true negatives) 

71% 

Mild Activi-
ties 

19% 81%   Voice detected 
(false positives) 

29% 

 

Our approach demonstrates that the speech activity can be reliably detected in 
typical daily situations that include mild activities. More intense activities such as 
running may result in a higher rate of false positives. However, using different 
type of accelerometer may mitigate this.  

The accelerometer-based approach does not require capturing privacy sensitive 
information. However, on the other hand, it imposes a sensor worn at the chest 
level, which may be perceived by subjects as obtrusive, consequently stigmatizing 
them. This issue, while currently a concern, may be mitigated, since accelerome-
ters are increasingly becoming widely adopted both in research and everyday life. 
The shape and size of already accepted commercial accelerometer-based solutions 
can suit also the speech recognition purpose (such as Fitbit [28] – an accelerome-
ter device for tracking wellbeing aspects of individuals’ behavior), while the chest 
area is convenient for attaching a sensor with an elastic band (similarly to attach-
ing respiratory or cardio sensors) minimizing the interference with typical daily 
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routines. Therefore, imposing an accelerometer as an alternative to the use of mi-
crophone was a compromise for preventing privacy concerns in subjects while 
providing a mobile solution for continuous monitoring of speech activity.  

In the following section we apply this approach to investigate the correlations 
between the amount of speech and the mood states.  

3   Speech Activity and Mood Changes 

The current literature reports several studies that examined how the social activity 
impacts the mood states during the day [8] [9] [10] [11] [12]. Vittengl et al. [8] 
and Robbins et al [9] demonstrated that different types of social encounters pro-
voke diverse emotional effects, while there is also an association between the 
overall amount of social interactions and responses in positive affect [10][11][12]. 
All the studies were consistent in revealing the positive relation between social 
events and the mood dimension of positive affect (PA), while negative affect (NA) 
factors were shown to be correlated either with only certain types of conversations 
or not associated with social activity at all.  

Through a pilot study, we investigated the correlation between self-reported 
mood changes and the overall amount of speech within a certain interval that re-
flects participation in verbal social interactions. This study demonstrates the use of 
low cost sensing technologies for monitoring speech activity as one aspect of so-
cial behavior, which according to the previous studies, has an impact on emotional 
response of individuals.  

While we automatically estimate the amount of speech activity, the mood in 
subjects was measured relying on the standard, questionnaire based method. De-
spite of an increasing attention that the field of automatic mood recognition has 
been receiving, the practical use of such methods, as a reliable alternative to stan-
dardized questionnaires, has not been demonstrated yet. Therefore, we opted for 
the method of assessing mood fluctuations during the day based on EMA (Eco-
logical Momentary Assessment) approach in order to compare retrospective and 
momentary mood data [23]. The EMA approach, which involves asking partici-
pants to report their psychological state multiple times a day, reduces the critical 
issue of retrospective recall of extended time intervals. The retrospective recall is 
related to cognitive and emotive limitations that bias the recall of autobiographical 
memory influencing subject’s report by most salient events during the recall inter-
val. The questionnaire used in this study was derived from a well-established scale 
– the Profile of Mood States (POMS) that consists of 65 items in its standard ver-
sion. However, long and repeated mood questionnaires become a burden on sub-
jects; therefore we derived 8 adjectives from the POMS scale, namely cheerful, 
sad, tensed, fatigued, energetic, relaxed, annoyed and friendly that were rated on 
5-point scale (1-not at all, 2- a little, 3- moderately, 4- quite a bit, 5- extremely). 
The points were summed across the items related to PA and NA dimensions while 
the difference in scores between two sequential questionnaires was taken as a 
measure of relative change of subject’s mood states. The questionnaires were ad-
ministered three times a day, scheduled to best fit with office workers’ routines 
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that participated our experiments. Typically, the questionnaires were answered in 
the morning, after lunch and at the end of working day. 

3.1   Study Design 

One’s mood may depend on a number of different factors, such as circadian 
rhythms [24], type of environment [25], quality of sleep [26], state of health, pri-
vate problems or some other factors incomprehensible not only through direct 
measurement but also difficult for an individual himself/herself to identify. There-
fore, it may be impossible to consider all the factors that influence the mood and 
provide the ultimate conclusion about the exact cause of one’s state of mood. For 
this reason, this study follows relative changes of the mood dimensions of PA/NA 
rather than focus on an absolute mood state, while assuming that interval between 
two mood assessments of a couple of hours (in the experimental design) is not 
sufficient for a significant change in “background” factors. It is hypothesized that 
these factors, such as private problems for example, are likely to be constantly 
present during relatively longer periods of time while, the activities within that 
period have pre-dominant influence on relative changes of mood. The goal of this 
research is to capture patterns of the amount of speech activity, in most cases, 
provoke similar responses in individuals’ mood. 

3.2   Experiments 

In order to estimate the amount of speech activity within a certain period, the 
Shimmer accelerometer [20], attached on the chest, was continuously sampling 
and storing the data. Applying the model described in the previous section, each 
10-second time frame of the acquired data was separately queried and classified 
according to the presence of speech. Afterwards, for each interval of interest we 
calculated the number of minutes in which at least one 10-second frame indicated 
speech status thus providing an aggregated number of minutes in which subjects 
were speaking. Overall 10 knowledge workers (7 males, 3 females) were recruited 
during one working week (5 working days). The characteristics of the sample are 
presented in Table 2.  

The paper-based questionnaires were administered at 10:00, 14:00 and 18:00 
(or with slight deviations when subjects were temporary unable to fill-out the 
questionnaire) thus dividing working day in two intervals of interest – one be-
tween 10:00 and 14:00 and another between 14:00 and 18:00. The amount of 
speech activity was expressed as the number of minutes in which speech status 
was identified, divided by the duration of the monitored interval. In total, 122 
questionnaires were collected and the self-reported mood dimensions of PA and 
NA were analyzed with respect to the amount of speech activity detected in the 
previous time interval. Overall, 78 such intervals were analyzed, with the duration 
of 221±37 minutes, in which subjects spent 27.9±12.1% of time (minutes) in 
speech activity.  
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Table 2. Characteristics of the sample 
 

Age (years) 33.3±9.4 

Marital status  

   Married 0% 

   Single, Divorced 100% 

University/post diploma 90% 

Work hours/week 39.2±1.7 

Duration between two questionnaires (minutes) 221.3±37.0 

   Morning intervals (minutes) 250.3±37.5 

   Afternoon intervals (minutes) 192.3±41.2 

Number of reported positive mood changes 4.9±1.5 

Number of reported negative mood changes 5.4±2.0 

 
Fig. 1 shows the distribution of Spearman correlation between the amount of 

speech activity as estimated from accelerometer readings and reported mood 
changes. The mean correlation between the amount of speech activity and PA and 
NA scores was 0.34±0.27 (min=-0.03, max=0.76) and -0.07±0.33 (min=-0.62, 
max=0.39) respectively.  

The distribution of the correlations between the amount of detected speech and 
PA scores were significantly greater than 0 (t=4.009, P<0.005) and not signifi-
cantly skewed. The distribution related to NA scores was not significantly less 
than 0 (t=-0.721) and was significantly negatively skewed. 

The results suggest that the time spent in speech activity (reflecting the partici-
pation in verbal social interactions) was positively correlated with changes in re-
ported PA and was not related to the changes in NA scores.  On the other hand, 
the mood score reported at the beginning of monitored interval and the amount of 
speech activity within that interval showed no significant correlations, 0.153 and 
0.225 for PA and NA respectively, indicating that participation in verbal social 
interactions was not influenced by the initial subjects’ mood. This may be due to 
the fact that working environment typically imposes conversations leaving no 
options for the one to choose the level of socialization depending on the current 
state of mood.  
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We investigated the correlation between the amount of speech and the mood 
changes through a pilot study relying on the accelerometer based approach to de-
tect speech activity. The results of our study suggest that the amount of speech, 
which reflects the engagement in verbal communications, positively relate to the 
reported PA while no evidenced correlations were found for NA. These results 
show that verbal interactions are an important factor to be considered when taking 
into account the overall wellbeing of subjects in general and knowledge workers 
in particular.  
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Abstract. Positive Technology is an emerging field that could be defined as the 
scientific and applied approach to the use of advanced technology for improving 
the quality of our personal experience. This discipline effectively combines the 
purposes of Positive Psychology with the enhancements of Information and 
Communication Technologies to promote individual and social well-being. Here, 
we suggest that a further advancement for Positive Technology might be offered 
by a new technological paradigm, namely Interreality. The value of Interreality 
Paradigm lies in bridging the gap between virtual and real world by integrating 
different pervasive sensors and computing technologies to create a hybrid, closed-
loop empowering experience for the assessment and treatment actually missing in 
the traditional research and clinical approach of psychological disorders. Interreal-
ity Paradigm uses biosensors, activity sensors and mobile devices (PDAs, mobile 
phones, etc.) to conduct the continuous assessment throughout the virtual and real 
experiences. It enables tracking of the individuals’ general and psychological sta-
tus over time in several settings. The information collected during the assessment 
phase is constantly used to monitor individuals’ progress and to precisely calibrate 
their treatment sessions thanks to a decision support system. Finally, Interreality 
Paradigm uses advanced simulations (virtual experiences) to transform health 
guidelines and provision in meaningful and engaging experiences. A recently 
funded European project “INTERSTRESS – Interreality in the management and 
treatment of stress-related disorders” will offer the right context to test and tune 
these ideas. 

 
Keywords: positive psychology, positive technology, virtual reality, interreality 
paradigm. 

1   Introduction 

Positive Technology is an emerging field that could be defined as the scientific 
and applied approach to the use of advanced technology for improving the quality 
of our personal experience [1,2,3]. This discipline effectively combines the  



208 S. Serino et al.
 

purposes of Positive Psychology [4,5,6,7,8] with the incredible enhancements of 
Information and Communication Technologies (ICTs) to foster positive emotions, 
to support individuals in reaching engaging and self-actualizing experiences, and 
to improve social integration and/or connectedness between individuals and 
groups: in sum, to promote well-being.  Since ICTs allow the individual to live 
positive virtual experiences, an open challenge remains unclear: how can these 
virtual experiences improve the real world of an individual, and how can his/her 
real experience affect the virtual world? Here, we suggest that a further advance-
ment for Positive Technology might be offered by a new technological paradigm, 
namely Interreality. The value of Interreality Paradigm lies in bridging the gap 
between virtual and real world by integrating different pervasive sensors and 
computing technologies to create a hybrid, closed-loop empowering experience 
for the assessment and treatment actually missing in the traditional research and 
clinical protocol of psychological disorders [9,10,11,12,13]. Starting from the 
socio-economic context that has led to a new definition of well-being, the para-
digm of Positive Psychology will be fully explained. Then, the attention will be 
focused on Positive Technology and its promising applications. Finally, Interreal-
ity Paradigm will be introduced and explained in its technological and clinical 
advantages.  

2   A New Definition of Well-Being  

Since the mid-1940s, there has been a shift not only in the definition of the dis-
ease, but mainly in that of the well-being. Health was first conceived as a physical 
state of the body when perfectly functioning and with no evidence of disease, then 
it began to be conceptualized in a more holistic way, integrating also the social, 
cultural and psychological aspects. In the 1946, the World Health Organization 
(WHO) defined health as “a state of complete physical, mental and social well-
being and not merely the absence of disease or infirmity” [14]. The WHO's 1986 
Ottawa Charter for Health Promotion has enriched this definition highlighting the 
importance of the health promotion in healthcare: 

“Health promotion is the process of enabling people to increase control over, and 
to improve, their health. To reach a state of complete physical, mental and social 
well-being, an individual or group must be able to identify and to realize aspira-
tions, to satisfy needs, and to change or cope with the environment. Health is, 
therefore, seen as a resource for everyday life, not the objective of living. Health 
is a positive concept emphasizing social and personal resources, as well as physi-
cal capacities. Therefore, health promotion is not just the responsibility of the 
health sector, but goes beyond healthy life-styles to well-being.” [15] 

The change of cultural paradigm that has led to a multidimensional definition of 
well-being has also influenced psychology. As underlined by Seligman and Csik-
szentmihalyi “the new century challenges psychology to shift more of its intellec-
tual energy to the study of the positive aspects of human experience” [4]. Before 
the World War II, indeed, psychology had mainly three missions: curing the men-
tal illness, making individuals more and more productive and identifying high 
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talent [4]. Gradually, it becomes clear that a disease model may limit psycholo-
gists' comprehension of typical and optimal human functioning: this trend has 
resulted in a change in emphasis toward the study of the factors that allow indi-
viduals and communities to flourish - the strengths' perspective [16]. Within this 
framework, Positive Psychology could be defined as “nothing more than the scien-
tific study of ordinary human strengths and virtues”[17]. 

2.1   Positive Psychology: Three Routes to Well-Being   

In 2000, Seligman and Csikszentmihalyi officially announced the birth of Positive 
Psychology in the first twenty-first century issue of the American Psychologist [4]. 
As suggested also by Gable and Haidt [18], Positive Psychology has a long history 
starting from the pioneering research on "health mindedness" by William James in 
1902, to Maslow's advocacy for the study of individuals’ basic universal needs in 
1968, to the Cowan's recent investigation on resilience in children and adolescents 
(e.g., [19]). Within the humanistic approach, Rogers introduced the concept of full 
functioning as fulfilment of the healthy and creative traits of the individual in a 
process of continual personal constructive growth: “Here in this palm like sea-
weed was the tenacity of life, the forward thrust of life, the ability to push into an 
incredibly hostile environment” [20]. These researches have gradually led to a 
paradigm shift,  in Kuhn's terminology, from a psychology aiming at the repara-
tion of deficits to a psychology focused on human potentiality [8]. The incredible 
value of Positive Psychology lies in having offered a unifying framework for the 
scientific study of well-being and in providing evidences to promote well-being 
[21,22]. On these basis, Positive Psychology is the scientific study of well-being 
to understand human strength and virtues and to promote them to allow individu-
als, communities, and societies to thrive [4,5,6,7,8]. So defined, a fundamental 
interest of Positive Psychology is the scientific study of well-being: what is, which 
factors allow its attainment and which consequences it leads at individual and 
social levels. Seligman, the father of Positive Psychology, in his book "Authentic 
Happiness" identified three constituents of well-being or happiness: a) pleasure or 
positive emotions; b) engagement; and c) meaning  [23]. According to Seligman, 
there are three routes to well-being:  

1. the pleasant life: achieved through the presence of pleasure and promoted by 
activities that increase positive emotions;  

2. the engaged life: achieved through engagement in empowering activities and 
utilization of own strengths and virtues;  

3. the meaningful life: achieved by identifying and connecting with something 
larger than oneself.   

The pleasant life is based on a hedonic definition of well-being, which is rooted  
in Epicurean equation of happiness with pleasure, comfort and enjoyment.  
Kahneman and Colleagues  [24] defined hedonic psychology, one of the two fun-
damental approaches of Positive Psychology [6], as the study of “what makes 
experiences and life pleasant and unpleasant” [25]. So defined, hedonic approach 
poses for itself an ambitious target of research and intervention by maximizing 
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human happiness. Although there are many ways to evaluate the pleasure contin-
uum in human life, most study has used assessment of subjective well-being 
(SWB) [26], that consists of three components: life satisfaction, the presence of 
positive mood, and the absence of negative mood. The salience of positive emo-
tions in increasing well-being is recently highlighted by “broaden-and-build 
model” [27,28]. According to Fredrickson [27], first of all positive emotions pro-
vide the organism with undefined action tendencies that may lead to adaptive be-
haviour: for example, joy  is associated to the tendency to explore our surrounding 
physical and social environment. Secondly, positive emotions could reduce or 
mitigate the impact of stressful negative emotions: participants who were exposed 
to “positive films” after the vision of a “negative film” showed more rapid recov-
ery from the cardiovascular activation [29]. Finally, positive emotions have fun-
damental long-term effects by broadening the thought–action repertoire and by 
building future physical, psychological, and social resources [28]. 

The engaged life is based, indeed, on a eudaimonic definition of well-being, 
that is rooted in Aristotle’ ethical doctrine and its advocacy to fully realize our true 
nature (one's daemon), through the exercise of personal virtues in pursuit of a 
common good [30]. According to eudaimonic view, the other fundamental ap-
proach of Positive Psychology, well-being consists of more than the merely satis-
faction of pleasure because it involves instead the actualization of human potential 
[6]. Ryff & Keyes [31] have introduced the concept of psychological well-being 
(PWB) that consists of six aspects of human experience: autonomy, personal 
growth, self-acceptance, life purpose, mastery, and positive relatedness. Self-
determination theory [32,33] is an interesting perspective that has embraced the 
concept of self-realization as a central aspect of well-being specifying what it 
means to actualize the self and how that can be accomplished. Within eudaimonic 
approach, Peterson and Seligman [34] identified six universal virtues (wisdom, 
courage, humanity, justice, temperance, and transcendence) that are favoured by 
24 character strengths representing the psychological components of them. 

The meaningful life, finally, is based on a more complex definition of well-
being that integrates individual well-being to social well-being by serving a pur-
pose larger than oneself to promote connectedness between individuals, groups, 
and communities [35]. Csikszentmihalyi explained that he had realized the need 
for a positive psychology in Europe during the World War II:  

“As a child, I witnessed the dissolution of the smug world in which I had been 
comfortably ensconced. I noticed with surprise how many of the adults I had 
known as successful and self-confident became helpless and dispirited once the 
war removed their social supports. Without jobs, money, or status, they were re-
duced to empty shells. Yet there were a few who kept their integrity and purpose 
despite their surrounding chaos. Their serenity was a beacon that kept others from 
losing hope. And these were not the men and women one would have expected to 
emerge unscathed. They were not necessarily the most respected, better educated, 
or more skilled individuals. This experience set me thinking: What sources of 
strengths were these people drawing on?”[4] 
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A Positive Psychology should take positive communities and positive institutions 
into accounts because individual experiences are necessarily embedded in several 
social contexts [8]. In this framework, Ryff and Singer  have embraced these is-
sues by introducing the concept of interpersonal flourishing, which could be  
defined as the development of positive relations with other people as a key dimen-
sion of well-being [36]. More recently, Biswas-Diener emphasized the shift from 
individual to collective well-being: the individual flourishing could be achieved by 
including group-level interventions, policies, and social change broadly [37].  

3   Three Routes to Well-Being in Practice: Positive Technology  

The progressive union of information and communication in technology has led to 
the field of Information and Communication Technologies (ICTs). Today, the 
current Golden Age of ICTs is dramatically changing every aspect of our individ-
ual and social lives. On one side, in fact, ICTs are becoming more and more popu-
lar in daily life because they are user-friendly and low-cost. On the other side, the 
technological sophistication has allowed the development of increasingly ad-
vanced devices. As underlined by Riva and his Colleagues [1], a significant part of 
the reflections concerning the use of technology starts with the same question: 
“What is wrong with technology?”. The incredible progress in ICT sector and its 
clear influence in everyday life have led technology developers, designers, and  
psychologist to reflect about another starting question: “What is right about tech-
nology?”. In this perspective, Positive Psychology appears to be a promising 
framework to develop ICTs that foster positive emotions, promote engagement in 
empowering activities and support connectedness between individuals, groups, 
and communities. Within this scenario, Positive Technology could be defined as 
the emerging scientific and applied approach to the use of advanced technology 
for improving the quality of our personal experience. If Positive Psychology iden-
tifies three constituents of well-being, namely positive emotions/pleasure, en-
gagement/actualization and meaning/connectedness, positive technologies could 
be classified according to their effect in promoting these three features [1]:  

1. Hedonic level: technologies used to induce and/or enhance positive and plea-
sant experiences;  

2. Eudaimonic level: technologies used to support individuals in reaching en-
gaging and self-actualizing experiences;  

3. Social and Interpersonal level: technologies used to support and improve so-
cial integration and/or connectedness between individuals and groups.  

For each level, we will try to identify crucial features that could be manipulated to 
develop different positive technologies (see Fig.1). 
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Fig. 1.  From Positive Psychology to Positive Technology 

3.1   Hedonic Level: Using Technology to Foster Positive 
Emotions 

The first level of Positive Technology concerns how to use technology to foster 
positive emotions, such as joy and relaxation. There is a long history of research-
ers trying to induce affective states in experimental and clinical settings. On the 
basis of Russell’s model, it is possible to modify the affective quality of an experi-
ence by manipulating the “core affect”, a neurophysiological state corresponding 
to the combination of hedonic valence and arousal that endows individuals with a 
sort of “core knowledge” about the emotional features of their emotional experi-
ence [38]. Several procedures for the induction of mood states have been devel-
oped to investigate individuals' emotional responses [39,40,41]. Although it’s not 
particularly recent, an interesting categorization of mood induction procedures 
(MIPs) is given by Gerrards-Hesse [39]. In that review, the authors proposed to 
classify them according to the stimuli used to affect participants’ states: for exam-
ple, Velten’s mood induction technique [42] used self-referent statement describ-
ing positive or negative sensations to be repeated by the participants with the 
added instruction to get into the advocated mood state. Another category com-
prises the mood induction procedures built on the exposure of emotion-eliciting 
materials, such as pictures [43], music [44,45] or films [40,46]. Recent researches 
showed that Virtual Reality (VR) could be effective to induce positive emotions. 
The potential advantages of using VR technology in inducing positive emotions 
are essentially the following: 

• Interactivity, to motivate participants, including video and auditory feedback;  
• Manipulability, to allow the therapist and/or the researcher to tailor the sessions 

focusing on the specificity of individual as well as to increase task complexity 
as appropriate.  
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Riva and Colleagues tested the potentiality of Virtual Reality (VR) in inducing 
specific emotional responses, including positive moods [47]. Results suggested the 
efficacy of VR as an affective medium: the relaxing virtual environments induced 
relaxation. Villani and Colleagues compared the efficacy of structured experiences 
provided through different technologies (video, audio and VR) for inducing relax-
ing states: results showed a significant reduction of anxiety and a significant im-
provement in emotional states, assessed through psychological self-report and 
physiological parameters, but no difference among media conditions [48,49]. 
Within EMMA Project (Engaging Media for Mental Health Applications), some 
VR environments (Emotional Parks) were developed to induce positive states 
[50,51,52]. Emotional Parks combined different Mood Inductions procedures, 
such as Velten’s self-statement [42], affective images from IAPS [53], and music 
to induce positive mood state within several virtual environments. 

More recently, some studies explored the potentiality of emerging mobile de-
vices in inducing positive emotions. Grassi and Colleagues [54] that showed relax-
ing narratives supported by multimedia mobile phones are effective to enhance 
relaxation and reduce anxiety in a sample of commuters. Villani and Colleagues 
[55] demonstrated the efficacy of a stress management protocol supported by the 
use of mobile phones in reducing anxiety levels in a sample of oncology nurses.  

The advantages in using a mobile mood induction procedure could be poten-
tially several both in research and clinical setting: first of all, a mobile platform 
can be multifunctional, exploiting the possibility of using more complex and com-
bined stimuli (e.g., images, music, mobile application created ad hoc). Secondly, 
the use of a mobile device increases the ecological validity of the experiment: 
although the laboratory study maintains its status as the “gold standard” of con-
trolled observation and concise testing of hypotheses, ubiquitous mobile platform 
offers the possibility to study user’s experience in everyday environment.  

3.2   Eudaimonic Level: Using Technology to Support Engaging 
and Self-actualizing Experiences  

The second level of Positive Technology investigates how technologies can be 
used to support individuals in reaching engaging and self-actualizing experiences. 
This field of investigation includes, in turn, two sublevels: 

• technologies that allow individuals to reach the state of flow [56];  
• technologies designed to enhance individual self-efficacy [57]. 

The theory of flow [58] provides a useful framework to define what is an “engag-
ing and self-actualizing experience”.  Flow, or optimal experience, is a positive 
state of total involvement of consciousness characterized by a perceived balance 
between high environmental opportunities for action (challenges) and adequate 
personal resources in facing them (skills). Additional features are deep concentra-
tion, clear rules in and accurate feedback from the task at hand, loss of self-
consciousness, control of one’s actions and environment, positive affects, and 
intrinsic motivation. The theory of flow has been deeply used to take into account 
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the user experience with ICTs [59] in order to investigate the factors that influence 
its occurrence [60] and to study its specific consequences in different computer 
mediated communication activities (e.g., [61,62,63]). 

Recent research showed the potentiality of VR in supporting the emergence of 
flow state because it offers the immediate opportunity for action, the possibility to 
create increasingly challenging tasks due to its manipulability, and the opportunity 
to calibrate the appropriate and multimodal feedback [64,65,66]. In addition, some 
researchers have draws parallels between the experience of flow and the sense of 
presence, conceived as the subjective perception of “being there” in a virtual envi-
ronment [67]. Both experiences, indeed, have been described as absorbing states, 
marked by a merging of action and awareness, loss of self-consciousness, and high 
involvement and focused attention in the ongoing activity [68,69].  On these prem-
ises, Riva and Colleagues suggested the use of VR for a new class of applications 
in mental health based on the strategy of the “transformation of flow” [66,70], 
which could be conceived as an individual’s ability draw upon an optimal experi-
ence induced by technology, and use it to promote new and unexpected psycho-
logical resources and sources of involvement. For example, Gaggioli and  
Colleagues [71,72] developed and tested on 9 post-stroke patients the VR Mirror 
comprising a three computer-enhanced mental practice sessions per week. Results 
showed a good acceptance of this system by patients, giving support to the intro-
duction of virtual reality technology into mental practice interventions. 

The second sublevel regards the use of emerging ICTs in promoting self-
efficacy as a crucial key in health promotion [57]. Within this perspective, self-
tracking is a fast-growing trend in the field of e-health that consists in the “regular 
collection of any data that can be measured about the self such as biological, 
physical, behavioural or environmental information. Additional aspects may in-
clude the graphical display of the data and a feedback loop of introspections and 
self-experimentation” [73]. This approach is enabled by the increasingly conver-
gence between ubiquitous computing and wearable biosensors, which allows per-
sonal health data to be collected, aggregated, visualized, collated into reports and 
shared [74,75]. Self-tracking is rooted into the experience sampling approach, a 
paper-and-pencil methodology developed by Csikszentmihalyi and Larson [76] 
that requires participants to fill out multiple brief questionnaires about their cur-
rent activities and feelings by responding to random alerts throughout the day. As 
underlined by Ebner-Priemer and Trull [77], several terms have been used to refer 
to real-time assessment of psychophysiological data: Ambulatory Assessment 
[78], Ecological Momentary Assessment [79], Experience Sampling Method [80], 
and Day Reconstruction Method [81]. These assessment methodologies, although 
arose from different research paradigms, have in common the continuous re-
cording of psychological and physiological data or indices of behavior, cognition 
or emotions in the daily life of individual. On these basis, Gaggioli and Colleagues 
developed and tested the use of PsychLog (www.psychlog.com), a mobile experi-
ence sampling platform that allows the collection of psychological, physiological 
and activity information in naturalistic settings [82,83]. PsychLog  consists of 
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three main modules: the survey manager module, the sensing/computing module 
and the visualization module. The survey manager module allows configuring, 
managing and administering self-report questionnaires to collect participants' 
feedback on his/her quality of experience in its various cognitive, affective and 
motivational dimensions randomly during a day. 

The sensing/computing module (figure 2) allows continuously monitoring heart 
rate and activity data acquired from a wireless electrocardiogram (ECG) equipped 
with a three-axis accelerometer. The wearable sensor platform includes a board 
that allows the transduction, amplification and pre-processing of raw sensor sig-
nals, and a Bluetooth transmitter to wirelessly send the processed data. The Psy-
chLog application extracts QRS peaks through a dedicated algorithm [84] and R-R 
interval time series. 

Finally, the visualization module (figure 3) allows plotting in real time ECG 
and acceleration graphs on the mobile phone’s screen. 

In this perspective, mobile self-tracking could be conceived as a persuasive 
technology [85] that allows individuals to accurately monitor their health and 
check their progress with encouraging and motivating feedback enhancing self-
efficacy [57]. 
 
 

 

Fig. 2. PsychLog: The sensing/computing module 
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and visits to derive public displays of social interactions with relatives and friends 
to reduce feelings of social isolation and depression in elderly individuals [92]. 
These ambient displays, which reflect data on remote and face-to-face interaction 
gathered by wireless sensor networks, are intended to increase awareness of social 
connectedness as a dynamic and controllable aspect of well-being. In the same 
direction, within the Nostalgia Bits Project (NoBits), Morganti and his Colleagues 
developed a web-based platform where tangible artefacts (for example, photos, 
stories, and personal documents) of an elderly person’s life can be uploaded and 
become a significant resource for use by other generations, and a means for con-
necting the elderly users with members of their own generation [93]. NoBits aims 
at fostering social interaction between the elderly and their family and increasing 
cross-generational interactions and mentoring. Another interesting example in this 
area is PatientsLikeMe (http://www.patientslikeme.com/), a health social network 
where patients may be able to find and share health information and emotional 
support [94]. 

4   Interreality Paradigm: Bridging Real and Virtual World  

Currently, positive technologies for improving well-being and promote strengths 
and resilience in individuals and communities could be classified at three different 
levels: hedonic level, eudaimonic level and social/interpersonal level. The concept 
of “personal experience” is what unites these three levels [1]. According to the 
Merriam Webster Dictionary [95] it is possible to define “personal experience” 
both as ‘‘a) direct observation of or participation in events as a basis of knowl-
edge’’ and ‘‘b) the fact or state of having been affected by or gained knowledge 
through direct observation or participation.’’ These definitions clearly underline 
the two sides of personal experience: if we can intentionally control the contents 
of our personal experience, its contents define our future intentions. As underlined 
by Riva [1], we both shape and are shaped by it. The examples presented showed 
that emerging technologies could be used to manipulate the quality of our personal 
experience in three separate, but related ways [1]: 

• by structuring it using a goal, rules, and a feedback system to provide individu-
als with a sense of purpose focusing his/her attention and orienting his/her par-
ticipation in the experience; 

• by augmenting it to achieve multimodal, mixed and interactive experiences;  
• by replacing it with a synthetic one using VR system to simulate physical pres-

ence in a synthetic world that reacts to the action of the individual as if he/she 
was really there.  

In order to manipulate and enhance the features of our personal experience, Posi-
tive Psychology appears to be a promising framework to develop ICT that foster 
positive emotions, promote engagement in empowering activities and support 
connectedness between individuals, groups, and communities. Since ICTs allow 
the individual to live positive virtual experiences, an open challenge remains un-
clear: how can these virtual experience improve the real world of an individual, 
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and how can his/her real experience affect the virtual world?  For instance, Virtual 
Reality has been widely used to carry out exposure-based treatments for anxiety 
disorders (e.g., [96,97,98,99]). As suggested by Repetto and Riva [9], although the 
virtual reality-based therapy has showed good efficacy in the treatment of anxiety 
disorders, the virtual experience in clinical settings remains separate from emo-
tions and behaviors experienced by the patient in the real life world. The behavior 
of the patient in VR has no direct consequences on the real-life experience and the 
emotions and problems experienced by the patient in the real world are not di-
rectly addressed in VR exposure. To overcome these limitations, we suggest that a 
further advancement for Positive Technology might be offered by a new techno-
logical paradigm, namely Interreality. Interreality paradigm creates a hybrid envi-
ronment within a closed-loop empowering experience for improving well-being 
[9,10,11,12,13]. The incredible value of Interreality Paradigm lies in bridging the 
gap between virtual and real world by integrating different technologies to de-
velop assessment and treatment protocols actually missing in the traditional re-
search and clinical fields of psychological disorders. The potential advantages 
offered by Interreality Paradigm will be explained and discussed in the following 
paragraphs.  

4.1   Interreality Paradigm: From the Technology to Clinical 
Rationale   

• From a technological viewpoint, Interreality Paradigm is based on the follow-
ing integrated devices/platforms: 

• 3D individual and/or shared Virtual Reality worlds: They allow a controlled 
exposure, an objective psychophysiological assessment, and the provision of 
motivating and engaging feedbacks;  

• Personal Digital Assistants and/or mobile phones (from the virtual world to the 
real one): They allow the possibility to conduct a real-time psychophysiologi-
cal assessment and to deliver psychological interventions during daily  
activities;  

• Personal Biomonitoring System (from the real world to the virtual one): It al-
lows a pervasive psychophysiological assessment through wearable biosensor 
both in clinical and ecological settings and a decision support system for  
treatment.  

These technological devices are integrated around two subsystems: the Clinical 
Platform (inpatient treatment, fully controlled by the therapist) and the Personal 
Mobile Platform (real world support, available to the patient and continuously 
connected to the therapist). These two platforms allow: 

• an objective assessment of psychophisiological data using pervasive biosensors 
and behavioral analysis: monitoring of the patient’s behavior and both his/her 
general and psychological status, early detection of symptoms and timely acti-
vation of feedback in a closed-loop approach;  
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• a Decision Support System for treatment planning trough data fusion and de-
tection algorithm: monitoring of patient’s responses to treatment, management 
of the treatment and the provision of support for clinicians in making therapeu-
tic decisions;  

• the provision of warnings and motivating feedbacks to improve patients’ com-
pliance and self-efficacy: the sense of presence allowed by this approach af-
fords the chance to deliver behavioral, emotional and physiological self-
regulation training in engaging and motivating experiences.  

Thanks to this powerful integration, Interreality paradigm bridges the gap between 
real and virtual world in the assessment and treatment of psychological disorders:  

• the assessment is conducted continuously throughout the virtual and real expe-
riences. It enables tracking of the individuals general and psychological status 
over time in several settings;  

• the information collected during the assessment phase is constantly used to 
monitor individuals’ progress and to precisely calibrate their treatment sessions 
thanks to a decision support system. 

4.2   Interreality Paradigm in Practice: INTERSTRESS Project  

According to Cohen and Colleagues [100] “Psychological Stress” occurs when an 
individual perceives that environmental demands tax his/her adaptive capacity. In 
this perspective, stressful daily experiences could be conceptualized as a continu-
ous person-environment transaction in which individual isn’t able to effectively 
cope with a challenge that is perceived to exceed his/her skills [10,101]. Every 
day, in fact, individuals are continually invited to deal with several situations or 
circumstances (for example, being fired from work or having trouble with parents 
or partner) that provoke anxiety and psychological discomfort.  The Cochrane 
Database of Systematic Reviews identified in the Cognitive Behavioral Therapy 
(CBT) the best-validated approach for stress management [102,103]. CBT aims to 
influence dysfunctional emotions, behaviors and cognitions through a goal-
oriented, systematic procedure to change cognition and to encourage individuals 
to proactively respond to daily stressors by reducing their negative thoughts and 
by optimizing his/her use of personal and social resources. Typically, this ap-
proach may include both individual and structured group interventions  (10 to 15 
sessions) interwoven with psychoeducational materials, experiential exercises and 
out-of-session assignments (practicing relaxation exercises and monitoring stress 
responses).  

Even if CBT is the “gold standard” for the treatment of psychological stress, 
there is still room for improvement. In particular, there are three major issues to 
solve: 

• the therapist is less relevant than the specific clinical protocol used;  
• the protocol is not customized to the specific characteristics and needs of the 

patient;  
• the therapy is more focused on the top-down model of change (from cognition 

to emotions) than on the bottom-up (from emotions to cognitions). 
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The mobile system collects data from a wireless wearable electrocardio-
gram equipped with a three-axial accelerometer. Then, the mobile applica-
tion provides a real-time and graphical visualization of user’s physiological 
parameters. For example, by controlling the respiration rate, variations in the 
HRV indexes control the increase or the decrease of the size of a campfire in 
a valley or the movement of the waves in a beach. 

3. Personal Biomonitoring System (from the real world to the virtual one): 
It allows pervasive psychophysiological assessment through wearable bio-
sensor in clinical and ecological settings and classifications for the decision 
support system for the treatment.  

The Personal Biomonitoring system is a platform composed of an Elec-
trocardiogram (ECG) module equipped with a three-axis accelerometer and 
integrated into a wearable chest band that collects, fuses and analyzes psy-
chophysiological data. This wireless Biomonitoring system unobtrusively 
makes a real-time monitoring of heart rate, heart rate variability, breathing 
rate, activity data as meaningful physiological parameters related to psycho-
logical stress (e.g., [112,113,114,115,116]).  

Data extracted by the Personal Biomonitoring System are automatically 
sent to central database (including physiological parameters collected in 
clinica settings, such as Electroencelography signals, Skin Conductance sig-
nals, Facial electromyography Corrugator and Zygomatic responses, and 
Respiration signals) for advanced analysis and classifications for the deci-
sion support system in order to evaluate psychophysiological status of the 
patient, monitor his/her progress and adapt the progression of the treatment. 

 
 

 
 

Fig. 8. Signal processing and data fusion for stress detection 
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4.3   Interreality Paradigm: Challenges and Cost Effectiveness 

In a recent review, Riva [117] identified four major issues that may limit the use 
of the proposed Interrality approach in the assessment and treatment of psycholog-
ical disorders: 

• the lack of standardization in VR hardware and software, and the limited possi-
bility of tailoring virtual environments to the specific requirements of the clini-
cal or experimental setting; 

• the low availability of standardized protocols that can be shared by the commu-
nity of researchers; 

• the high costs  (up to $200,000) required for designing and testing a clinical VR 
application; 

• expensive technical support or continual maintenance are often required. 

To address these challenges, Riva and his team developed NeuroVR 
(http://www.neurovr.org) in 2007 – a free virtual reality platform based on open-
source elements, and the updated version in 2010: NeuroVR 2 [118]. The software 
allows non-expert users to adapt the content of several pre-designed virtual envi-
ronments to the specific needs of the clinical or experimental setting. The key 
features that make NeuroVR suitable as assessment and treatment tool for Inter-
reality paradigm are the possibility to customize the virtual environments accord-
ing to the characteristics of the patient, the enriched and engaging experiences 
provided to the patient, and the possibility to wirelessly connect virtual environ-
ment to wearable biosensors [118]. 

On the other side, mobile phones have became more and more popular in eve-
ryday life since they have quickly evolved from only voice and text-based devices 
enabling minimal user-device interaction, to low-cost Personal Digital Assistant, 
with digital camera, GPS and navigator, MP3 and video player, interactive agen-
da, advanced 3D graphics, Instant Messaging and Internet Browser equipped with 
3G/UMTS and 4G [119]. 

As suggested by Preziosa [106], the critical advantages that mobile phones may 
introduce in Interrality paradigm are the following: 

• the wide diffusion of mobile platforms reduces the problems of digital divide 
and offers the possibility of research and treatment access; 

• mobile phones guarantee the availability of the contents any time and every-
where: in this sense their portability would be an eligible feature for assess-
ments done in the patient’s context;  

• the interactive feedback increasing participants’ compliance to the treatment 
and their self-efficacy;  

• the high connection speeds offer new opportunities for a quick transfer and 
management of data for the clinical practice.  

As recently suggested by Simpson [120], the evaluation of costs encountered or 
saved by introducing the use of ICTs must balance technological, training  
and support costs with factors such as reduced treatment costs, a longer lifetime 
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horizon, improved family and work commitments, costs incurred through time and 
expense of travel. In this perspective, recent studies suggest that the use of Inter-
reality technologies (virtual reality and mobile phones) may lead to cost savings 
and improved outcome for both patients and health services [121,122]. 

5   Conclusion 

The incredible value of Interreality Paradigm lies in bridging the gap between 
virtual and real world by integrating different technologies to develop assessment 
and treatment protocols actually missing in the traditional research and clinical 
fields of psychological disorders. Interreality paradigm is based on a closed-loop 
concept that involves the use of several integrated positive technologies for assess-
ing, adjusting and/or modulating the emotional regulation of the patient, his/her 
coping skills and appraisal of the environment based upon a comparison of that 
patient’s behavioral and physiological responses with a training or performance 
criterion. From a technological viewpoint, Interreality is based on the following 
elements: a) 3D individual and/or shared Virtual Reality worlds; b) Personal Digi-
tal Assistants and/or mobile phones (from the virtual world to the real one); c) 
Personal Biomonitoring system (from the real world to the virtual one). On one 
side, the patient is continuously assessed in virtual and real worlds by tracking the 
behavioral and emotional status in the contexts of challenging tasks thanks to per-
vasive biosensors (customization of the therapy according to the characteristics of 
the patient). On the other hand, feedback is continuously provided to improve both 
the appraisal and the coping skills of the patient through a conditioned association 
between effective performance state and task execution behaviors (improvement of 
self-efficacy).  

In conclusion, we argue that the potential advantages offered to Positive Tech-
nology by the inclusion of pervasive sensors and computing are:  

• a real-time feedback between real and virtual worlds: Interreality Paradigm 
uses biosensors, activity sensors and mobile devices (PDAs, mobile phones, 
etc.) both to track in real-time the behavior and the health status of the user and 
to provide targeted suggestions and guidelines;  

• an extended sense of community: Interreality Paradigm uses hybrid social inte-
ractions and dynamics of group sessions to provide each users with targeted – 
but also anonymous, if required – social support in both physical and virtual 
world;  

• an extended sense of presence: Interreality Paradigm uses advanced simulaions 
(virtual experiences) to transforms health guidelines and provision in expe-
rience. In Interreality Paradigm, the patient do not receive abstract information, 
but live meaningful and engaging experiences. 

Obviously, any new paradigm requires a lot of effort and time to be assessed and 
properly used. Without a real clinical trial, the Interreality paradigm will remain 
an interesting, but untested concept. However, a recently funded European project, 
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“INTERSTRESS – Interreality in the management and treatment of stress-related 
disorders - will offer the right context to test and tune these ideas. 
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Abstract. While the advent of social media, ubiquitous Internet-connected mobile 
devices and widespread deployment of sensors are still relatively new phenomena, 
a rapid penetration of these technologies is being seen and their impact in relation 
to health-related communications is more recently also being considered. In rela-
tion to health in particular, these communications systems can also be considered 
to gain extended capabilities when used in conjunction with each other in relation 
to consumer health communication. In this paper we introduce a framework to 
categorize and analyze the emerging types of consumer health-related interactions 
and communications enabled by these technologies and consider how the tech-
niques fit within this broader framework for the utilization of emerging communi-
cations technologies for applications to healthcare. 

 
Keywords: social media, consumer healthcare applications. 

1   Introduction 

Online social networks and social media, Internet-connected mobile devices and 
bio-sensors have a number of important capabilities that support their potential 
utilization in consumer health communication.  Their potential to add novel capa-
bilities to health communication practices arises due to both the technical capabili-
ties and novel usage and behavioural characteristics implied by utilizing these 
communications technologies.  

While these three technology types are not the only possible emerging technol-
ogy categories to be utilized for novel health communication capabilities, these 
three are considered within this work as; 1) they do encompass a significant span 
of the contemporary emerging communications innovations; 2) the range of tech-
nologies indicated by each of these categories is broad in itself. That is, mobile 
devices include the hardware and software technologies enabled by current and 
emerging mobile and portable devices. This captures a wide range of significant 
developments both now and within the short-term of the coming five years.  
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For example it includes the currently rapidly developing capabilities of smart-
phones and their software and communications capabilities such as mobile apps. 
Sensor technologies also encompass a wide range of individual technologies. 
These include existing health-related sensors such as blood glucose sensors, ECG, 
EEG and pulse oximeters to name a few [1-2]; the sensor capabilities being ubi-
quitously included in smartphones such as accelerometers, microphones, digital 
cameras, GPS-capabilities; emerging bio-sensors and external sensor devices such 
as microscopes, environmental sensors and anticipated sensor systems such as 
“lab on a chip” technologies.  

Relevant characteristics of social media include the following: 

• One-to-many communication: Unlike a number of the revolutionary elec-
tronic communications advents in recent decades, including email, instant 
messaging, text messaging and others, social media is not focused on a 
one-to-one model. This means that communications take on more of an in-
formation dissemination, group reception-focused nature. While research in 
relation to this is still in a relatively early stage, an impact on the nature and 
content of the communication occurring has been seen [3-5]. 

• Social nature: In part due to the previously listed characteristic, and partly 
due to the fact that the communication is between those with social and/or 
professional or other real-world or personal relationships, the communica-
tion has a highly social and engaging aspect to it [6] and can support online 
group discussions. 

• Low barrier to communication: While traditional forms of communication 
such as a letter required both operationally and socially greater barriers to 
be crossed before communication would take place, electronic communica-
tions and most recently social media and social networking are leading to a 
lower barrier to communication [7]. This is particularly seen with the com-
bining of these communication technologies with the increasingly ubiquit-
ous mobile device technologies such as smart-phones [5]. This has led to a 
greater frequency of communication with for example the proportion of 
micro-blogging communications such as those via the Twitter service ori-
ginating from mobile devices, rapidly increasing [8]. 

• Geographically correlated: While social media and social networking sup-
port a truly global forum of communication, as social network connections 
are typically between people that are known to the user individually, this 
typically will involve a higher proportion of contacts from their own com-
munity or city [9]. 

All of the above characteristics have some relevance to the use of social media in 
health communication as will be described in more detail in this paper. 

Relevant characteristics of mobile devices include: 

• Continuous connectivity: Emerging mobile and smartphone technologies 
have created a situation where essentially all members of the population, 
including increasingly globally, are continuously connected. At the level 
of feature phones this includes a voice communications capability and 
limited data via SMS. However as of early 2012 already often half or 
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more of the population in numerous developed countries are smartphone 
owners [10] and these provide more sophisticated and continuous real-
time data connectivity and capabilities. 

• Person-centric: Mobile devices are typically carried with or on the person 
of individuals. This allows for a particularly intimate, context-sensitive 
and immediate from of data communication, one which has relevant ca-
pabilities when utilized for health-related communication. 

• Sensor support: Smartphone devices both contain device-internal sensors 
and also typically support short range communications technologies to al-
low interfacing with sensors – the smartphone then utilizes such tech-
nologies as the cellular network for long range communication to connect 
to the Internet. 

Relevant capabilities of sensors include: 

• Health data: Sensors have various capabilities to measure health or 
physiological aspects in everyday life. As such they are particularly rele-
vant to potential application to consumer health communication. 

• Pervasiveness: Sensors have witnessed a rapid decrease in cost and in-
crease in measurement capability [1-2]. This has led to the sensors being 
far more widely available and deployed in the human world than previ-
ously. This new economic feasibility is a capability that can also assist 
health communication. Noting these sensor capabilities, these are still 
various challenges to the advancement of affordable, low-maintenance, 
ubiquitously available health-related sensors. 

Areas in which these emerging consumer health communications technologies 
have notable significant potential for impact on healthcare: 

• Chronic disease: Chronic disease accounts for over 70% of health cost and 
80% of deaths in the US [11]. Approximately one-fourth of persons living 
with a chronic illness experience significant limitations in daily activities 
[12]. As such it is the most significant category of health condition. Chron-
ic disease is however best combated through lifestyle change and this must 
occur within an individual’s daily living and work environments not in a 
clinical setting. As such mobile devices, social networks, and sensors, as 
they reach directly to individuals on a daily basis, do prima facie have the 
potential to provide information or affect behavior in relation to chronic 
conditions. At the same time it is yet to be determined if, how and how ef-
fectively these technologies might be able to be utilized in relation to life-
style behavior. It might also be considered from an ethical perspective how 
desirable such impacts might be, notwithstanding the potential improve-
ments to the health of the population.  

Chronic conditions often do not require just clinical interventions but 
require a long-term dialogue between health professionals and patients. 
Long-term lifestyle modification is often the best treatment [13].  

• Personalized health care: Mobile devices, sensors and social networks  
provide for fully individualized and personalized communication  
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notwithstanding the one-to-many communication capability of social net-
works. Analysis would suggest there is the potential for this to be more 
personalized and targeted temporally and spatially than even online per-
sonal health records. Examples of using Internet resources include taking a 
face-to-face lifestyle intervention and turning it into an Internet-based in-
tervention [14]. 

• Emergency detection: The continuous connectivity has the potential to 
support earlier notification and response to emergency situations. As the 
telephone and voice-only mobile phone have already much extended these 
capabilities, emerging smartphone data capabilities can provide for more 
sophisticated data flows and processing to potentially identify and commu-
nicate emergencies.  

There are also further technologies that arguably have a longer period expected 
until they can be utilized in non research-and-development, real-world health 
communication practices – these include nanotechnology-based techniques and 
brain-computer interface. These areas however are not considered in this paper. 

2   A Framework for Consumer Healthcare Applications of 
Social Media, Mobile Devices and Sensors 

2.1   Categorization of Health Interactions 

In this paper we will consider the roles of social media, mobile devices and sen-
sors in relation to health communication, and a framework to categorize these 
contains five broad categories based on the interacting parties involved: 

• Patient-patient interactions 
• Clinician-patient interactions 
• Public health-consumer interactions 
• Researcher-patient interactions 
• Corporate-patient interactions 

The emphasis of the work will be on the role of social network technologies in 
health communication in particular given their human-to-human communication 
focus, but the relevant and additional capabilities of mobile devices and sensors 
will be discussed. In the social network the nodes are individual people, although 
some individual nodes may be individuals representing organizations engaging in 
the system. These categories of social network clearly share nodes and are over-
lapping and inter-mingled. Mobile devices will typically correspond in their usage 
to individuals as will health sensors. 

A potential sixth category not considered in this work is clinician-clinician inte-
ractions. This is an important emerging category that is not considered here as this 
work focuses on consumer health communications. Emerging sites such as Sermo 
(www.sermo.com) are examples of how social networking systems can provide 
forums to support clinicians in their sub-areas of interest and specialization. 
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2.2   Enabling Technology Platforms for Enhancing Health 
Communication 

Individual people can interact with online social networks via accessing any Inter-
net-connected computing device. However, health social media applications are 
more closely linked to the physical individual and have greater capabilities 
through this physical connection. As such, as we consider each of the above cate-
gories, we consider each of the the following technology enablers in the context of 
that category: 

• Social media – one-to-many communication and low barrier to communi-
cation 
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we  will then consider how social media capabilities can be enhanced when used in 
conjunction with: 

• Mobile devices – continuous connectedness 
• Sensors – enabling linking to the physical and person physiology meas-

ures [15]. 

2.3   Modes of Communication 

The nature and modes of technology-enabled communication have a number of 
characteristics affecting relevance to health communications. 

• Centralized observation of updates – due to the public aspects of various 
forms of social media communication, this provides a valuable source of 
whole-of-community data which can have implications for some of the cat-
egories of interactions indicated in Section 2.1. This can allow public ob-
servation of system-wide updates such as via services such as Twitter, or 
can allow the system operator to observe and analyze updates and commu-
nications across the social network system. Mobile operating system plat-
forms and individual apps also may have this capability, although there 
may be a greater requirement to make users aware of this in such cases. 

• One-to-many communication – this effects both patient health communica-
tion behavior and modes of interaction involving patients and clinicians. 
Whether interactions in social network systems are visible or not to larger 
numbers, or how this can be controlled by a user has fundamental implica-
tions for the type of health communication that can take place in a given 
online social media system. 

• One-to-one communication – highly interactive, immediate and persona-
lized health communication enabled. In general, contemporary social  
media systems, supported by use by mobile devices have an ‘always on’ 
functionality, and this means being able to exchange one-to-one messages 
in real-time. Smartphones and other mobile devices enable much more 
immediate one-to-one communication than previously. 

It should be noted that any given social media platform, and also considered in 
conjunction with the enabling technologies of mobile computing and sensors, can 
support a varying number of different modes of communication. 

3   Patient-Patient Interactions 

In the case of patient-patient interactions, the dominant emerging technology ca-
pability is that of social media, of the three considered. We will focus on social 
media and include in a sub-section of Section 3 a discussion of how mobile device 
and sensor technologies can enhance this form of communication. 

There is substantial work indicating the potential support benefits for patients 
via social network-based communication between patients [16-18]. Swan [19] 
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suggests that benefits include emotional support and information sharing between 
patients who have similar conditions. This includes one key value health social 
networks provide, “the potential to find others in similar health situations and 
share information about conditions, symptoms and treatments”. Proving the par-
ticular benefits of such a characteristic still awaits more detailed demonstration. 

Clearly we can consider such health-related communications in the context of 
larger, all-purpose social networks such as Facebook, LinkedIn or Twitter or we 
can consider interactions in the context of smaller health-specific social networks. 
The exact model as to which of these types of social network will be more impor-
tant is yet to be determined, but it can be seen already that there is some overlap in 
the groupings, individuals and communications happening between these two 
types of network. 

Web sites such as PatientsLikeMe (www.patientslikeme.com) demonstrate such 
bringing together into online communities of patients coping with the same type of 
health condition [20]. This site as one of its core aspects emphasizes patients to 
have confidential profiles as a way for patients and sufferers to openly share expe-
riences with others while not revealing their ‘real world’ identities. Frost 
&Massagli [18] identify three themes about the behaviour of patients using such 
sites as PatientsLikeMe. These are, “asking advice of a user with a particular ex-
perience, offering advice to a user with a specific symptom or health problem, and 
fostering relationships based on shared attributes”. 

Specific chronic conditions also have dedicated social networks, such as Tu-
Diabetes (www.tudiabetes.org) for diabetes sufferers. Diabetes management re-
lated groups also exist on Facebook [21]. 

Another project, the Connecting Older Adults project being carried out at The 
University of Sydney, Australia, explores the potential for online social networks 
to decrease the isolation of older adults and increase their engagement in the 
community [22]. 

Other benefits of social media in patient-patient interactions: 

• Rapid dissemination of relevant news to a health condition group. A com-
mon activity amongst micro-blogging or professional social networks is the 
sharing or “re-tweeting” of URLs of recent and relevant articles with one’s 
online network. It might be considered that there is some competitive or 
social value in providing very up-to-date story links to one’s network. As 
such, this can lead to very rapid dissemination of relevant news [23] which 
can lead in speed, traditional news sites. Social networks support such dis-
semination of news to linked persons, who will typically share some cha-
racteristics, which can include similar health conditions or interests in the 
case of health social networks as described. 

• ‘Competition’ in maintaining good health. Such sites as PatientsLikeMe al-
low individuals to display graphs of their health data and for some charac-
teristics that are not perceived to be overly private by the patient e.g. 
weight, cholesterol levels, such competition aspects could benefit an indi-
vidual’s health progress. However, such benefits are yet to be rigorously 
measured and so this remains an interesting area of potential future re-
search. 
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3.1   Mobile Device and Sensor Capabilities 

Some companies have already combined health sensor usage with social network 
capabilities. Company RunKeeper (www.runkeeper.com) has focused on social 
networking for fitness, on a mobile platform. In this case, GPS and accelerometer 
sensors detect distances run and running speeds can be used to capture physical 
activity information and this can be shared with one’s network of friends. It par-
ticularly supports graphical representation of particular aspects of your health data 
and allows one to compare this with similar statistics of friends using a functional-
ity they have referred to as a ‘Fitness Feed’. 

The most prevalent combination of sensing and mobile device capabilities add-
ing to patient-patient social networks at this time is via accelerometers or GPS 
detecting physical activity, running or walking to allow sharing and comparison 
with friends via social networks. 

Current highly downloaded mobile health apps include Nike+, LoseIt!, Run-
Keeper, Endomondo and WorkSmart labs and it can be noted that these are typi-
cally focused upon fitness data capture and recording. 

3.2   Modes of Communication 

In relation to the framework introduced, the most significant mode of communica-
tion in relation to the patient-patient interactions is one-to-many communication. 
It is this characteristic that in fact enables the online community, and allows the 
supportive interaction benefits described above. It is also this mode that enables 
‘competitive’ or supportive social behaviour as it relates to encouraging fitness 
activities. 

A secondary mode is the one-to-one mode. Patients establishing awareness of 
each other via social media group activities or other means also have the potential 
to interact in a more private and one-to-one way, where mutual interest has been 
established. 

4   Patient-Clinician Interactions 

Prior research has suggested that social media and social networking technologies 
are fundamentally technologies that can further patient-centered healthcare [19-
20]. It is suggested that such technologies can also support physician Q&A and 
quantified self-tracking. 

Also in relation to patient-clinician interaction, there is potential for communi-
cating care plans and using such technologies for more personalized care. Com-
municating care plans themselves and even allowing interaction in relation to care 
plan adherence can be achieved to an extent with a traditional Web site-based 
approach. However mobile device-based approaches in particular, possibly in 
conjunction with social media, have the potential to more intimately and interac-
tively guide adherence with either a care plan or assist persuasion in terms of 
healthy lifestyle behavioural choices [24].  
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An example of clinicians using a mobile technology based-approach to attempt 
to positively affect the health of diabetic patients is via the ‘SMS-Based Health 
Risk Assessment’ initiative being undertaken in 2011, as a collaboration between 
the Office of the National Coordinator (ONC), American Diabetes Association, 
two ONC Beacon Communities (New Orleans and Detroit), the CDC and Voxia 
[25]. Their ‘highly scalable public health activation campaign’ offers to: 

• “Encourage individuals to engage with and manage their health, 
• Help individuals assess their diabetes risk levels, and 
• Better connect individuals with the wealth of existing wellness and 

diabetes care resources available today, to help them manage their 
diabetes more effectively.” [25] 

Texting based risk assessment is available to anyone with a mobile phone, with 
the access number available through traditional media. It works as follows: 

1. “Through their cell phones, individuals will be asked brief questions 
that assess their risk for diabetes.  The user would answer these ques-
tions by sending a text. 

2. Based on their responses to this text-based assessment, individuals 
will be connected with the best possible resources for their needs. 
This may be an online social forum, a discount for a check-up at a lo-
cal pharmacy, or the phone number for a local health care provider.” 
[25] 

One other aspect to potentially aid conformance with physician care plans is to 
leverage the social aspects of social media. This can be done by utilizing such 
characteristics as the ‘fun’ or competitive aspect that can be associated with social 
network utilization. 

There are also many other ways in which the physician-patient interaction can 
be changed such as patients accessing physician’s blogs, accessing “tweet” up-
dates, making appointments online, re-filling prescriptions and seeing test results 
online [26, 27]. Another interesting issue for investigation is the potential link 
between social media and Personal Health Records (PHRs) in communicating 
with and empowering the patient. Personal Health Records have the ability to be 
integrated with social media to provide a more engaging communication and re-
minder capability [28, 29].  

4.1   Mobile Devices and Sensor Capabilities 

As illustrated by the examples above  health communication via a mobile device is 
seen as a particularly intimate, interactive and engaging way to communicate. 
Sensor capabilities also have the potential to communicate in emergency situations 
to physicians and this is seen as highly desirable by potential users [1]. 

Unlike the case of patient-patient health social network interaction, in the case 
of clinician-patient interaction, sensors able to capture more private health data, 
may have an important role to play. In addition to the social media aspects, new 
sensing capabilities are also key. For example, Telcare’s Blood Glucose Meter is 
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the first cellular-enabled glucose meter with embedded 3G technology [30]. At the 
same time it can be seen that the integration of sensors into social networks in 
relation to healthcare is still in its early development [31]. 

While not necessarily integrated with social network systems, the ability of 
health sensor data to be communicated to an individual’s physician or hospital 
may provide powerful new approaches to monitoring recovery, preventing re-
hospitilization or indeed detecting early indicators of potential illness onset. A 
combination of mobile technologies and sensors, offers particularly relatively 
beneficial capabilities to enable a ubiquitous computing-based form of telehealth 
in rural and remote areas [32]; this is due to these techniques requiring relatively 
low bandwidth, the greater relative difficulties of travelling longer distances and 
the greater health challenges faced in such areas. 

Mobile devices can also provide a platform to deliver reminder messages from 
clinicians to their patients, or messages to support adherence to treatment. 

4.2   Modes of Communication 

As demonstrated by the above the one-to-one mode of communication is most 
important in relation to clinician-patient interactions via both social networks or 
mobile devices. This is because it becomes a mechanism for direct communication 
and can provide such functionalities as manual or automated reminders. The spe-
cific interactions between a patient and clinician are necessarily typically of a 
private nature. 

However the physician Q&A functionality of some online health social net-
works or support groups does demonstrate the application of the one-to-many 
mode. Publicly asked questions and publicly displayed physician’s answers can 
provide a useful information source for users of such online health groups. 

5   Public Health - Consumer Interactions 

Fundamentally social media and social networking have a peer communication 
aspect where nodes in the network are individual people. However, at the same 
time a certain number of nodes in social media systems and social networks do 
either correspond directly to organizations e.g. a university might have a presence 
in a social network, or individuals in the network may be delivering communica-
tions on behalf of organizations. In this way, organizations wishing to disseminate 
public health messages may also be able to leverage social media technologies for 
this purpose. 

An important novel aspect of such technologies as social media and social net-
works is the ability to target and even personalize public health message to a 
greater or lesser extent as part of public health interventions. Recent examples 
include that of NHS Direct considering using targeted advertising on Facebook 
and Twitter [33]. A status update such as ‘got the flu’ might result in receiving a 
targeted ad such as one directing the user to the NHS’s health symptom checkers. 
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Twitter was seen as potentially highly effective additional communication mode in 
responding to pandemic events.  

Another aspect of public health communications is using social networking 
message and updates such as those of micro-blogging sites to gain knowledge of 
the health state of the community at large [33-35]. The mining of the textual up-
dates of social media and micro-blogging is a novel, global and real-time data 
capability and can once again provide information for public health interventions. 
This is a novel and powerful public health capability that has not been hitherto 
available. At the same time it will be important to better understand the methodo-
logical limits of such capabilities [33, 36]. 

There are a number of mechanisms by which public health social media can be 
targeted and personalized. One possibility is for there to be knowledge of the indi-
vidual held by or accessible by the organization carrying out the public health 
messaging. The two primary ways of obtaining such knowledge: 

• From electronic health records or personal electronic health records, 
mining for conditions or updates 

• Other forms of timely electronic updates such as Facebook updates or 
Twitter messages 

An alternative for fine-grained public health interventions, is rather than knowing 
characteristics at an individually identified level, to be able to identify and disse-
minate electronically to, demographic cohorts that conform to such characteristics 
as a particular age group, postcode or zip code-based or risk group. 

5.1   Mobile Devices and Sensor Capabilities 

Mobile devices and sensor capabilities should be significantly considered in both 
of the areas of public health-consumer interaction mentioned, that is: public health 
interventions and the gathering of real-time public health status information across 
a population. 

In the first case of public health interventions, mobile devices in particular may 
provide the ability to bring substantial extra capabilities to personalized public 
health interventions. In particular, mobile devices allow the delivery of public 
health messages to an individual in relevant contexts or for example allow the 
delivery of reminders that will be received in a timely fashion.  

For the second case of gathering public health status data, integration of sensor 
and mobile capabilities does enable, with appropriate privacy protections, a whole 
new level of public health knowledge [34, 36]. This includes the ability to better 
understand environmental effects on human health, new research into the human 
‘phenome’ and a resource to better understand the links between the human ge-
nome and phenome [36]. It should also be noted that such capabilities integrating 
sensors may have performance implications as they involve potentially large data 
flows, but that even with meta-data enhanced data the bandwidth requirements are 
likely to be manageable [37]. 
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5.2   Modes of Communication 

The most important modes of interaction here vary depending upon which of the 
two cases of public health-consumer interaction are considered. 

In the case of public health interventions, the one-to-many mode is the most 
important. This is because this mode allows the dissemination of a targeted public 
health message to an appropriate sub-population. In general personalized public 
health messages will not be personalized to the level of an individualized message 
to an individual. Such communications would be the purview of individualized 
care that would appropriately take place between a clinician and patient. 

It should be noted that the specific functional characteristics of the social net-
work system used would need to be chosen to be appropriate to these forms of 
interactions. For example in the case of one-to-many public health messaging, it 
should not be permissible for recipients to be able to see who else is a recipient of 
such a group message. This would by implication reveal some indication of an 
individual’s health to a broader group, breaching privacy requirements. As such 
this form of health social media communication requires a social media infrastruc-
ture that does not reveal recipients or show individual’s receipt or reading of such 
messages. 

In the second case of capturing public health status information across a popu-
lation or sub-population, the most important mode of communication is the ability 
to carry out centralized observations of updates. Once again this is a novel charac-
teristic flowing from the more public nature of social network communications 
and updates. The status information may be gatherable on a fully public basis, but 
more typically it will be possible for the system operator to gather aggregate data 
in an anonymized and privacy-preserving way. This latter case applies to the case 
of specific mobile operating system, software or mobile app systems potentially 
also including associated sensors. 

6   Patient-Researcher Interactions 

The formation of online social network groups can also have benefits for clinical 
trials and research. There are a number of ways in which this may be the case. 
Firstly, social networks can be seen as closing the feedback loop in relation to 
clinical trials, allowing direct interaction between patients suffering from a condi-
tion and researchers of that condition [19]. 

Another aspect is that via this closing of the feedback loop, pharmaceutical 
companies for example could directly assess the demand and market size for par-
ticular medications to address particular health conditions. Other novel capabilities 
could include making available clinical trials information on social networks rele-
vant to the topic of a trial, so that relevant consumers can be more aware of latest 
research findings in a highly up-to-date way [19]. This could also include making 
available information on upcoming clinical trials on social networks so as to re-
cruit participants from the relevant condition community. 

Another advent is that of ‘crowdsourcing’ of a research project. For example, 
[19] mentions the CureTogether migraine community “raising $50,000 in  
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crowd-sourced funding, reviewing and approving applications, open-sourcing the 
research findings on their website and developing and testing remedies in patient-
run clinical trials”. How successful or important such a model is will be further 
determined over time, but there are already numerous examples of crowdsourcing 
health research studies [38]. 

Further there is the potential for social networks to facilitate ‘long-tail’ medi-
cine. Traditionally it was only economical to develop treatments for conditions 
that were sufficiently widespread in occurrence. However, fine-grained, condition-
specific social networks, by reaching to a larger proportion of sufferers of a condi-
tion globally, have the potential to bring together a sufficient critical mass of 
people to make addressing their health condition economically feasible. 

There is also the potential of health social networks to help facilitate transla-
tional medicine. That is, by achieving the continuous feedback loop between  
patients and researchers, this will better and more rapidly allow research to be 
targeted and brought to market as a product for consumers. 

A final aspect of research interaction pertains to data mining. This in general 
does not specifically involve ‘researcher-consumer interactions’ but the greater 
capture of population-wide digitized health data, including such data from health 
social networks enables new scientific approaches utilizing data mining to uncover 
health-related correlations and possible causations. 

6.1   Mobile Devices and Sensor Capabilities 

The benefits from the greater integration of health sensors and mobile communi-
cations into social networks for research are both potentially transformative and 
also not as immediately deployable. There are new possible capabilities in relation 
to clinical trials and public health research [36]. The latter once again has the po-
tential to better understand environmental effects on health and genome-phenome 
links. At the same time, this is an area that should have further careful deliberation 
in terms of ethical and privacy issues. 

Mobile device and sensor capabilities also have a plethora of applications in 
capturing more detailed and continuous data from research trial participants. Via 
automated or semi-automated data capture various limitations of traditional re-
search instruments such as participant surveys may be overcome. 

6.2   Modes of Communication 

The one-to-many communications mode is the most important to the application 
to clinical research. In particular, the ability to publicize trials, recruit trial partici-
pants and the ability to disseminate the outcomes of the most recent trials. Howev-
er the centralized observation of updates capability of social media is also  
pertinent to enabling new research abilities in relation to patient-researcher inte-
ractions. This is particularly the case in relation to data mining-based approaches 
and population-wide research data collection approaches [39]. 
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7   Corporate-Patient Interactions 

There are a range of corporate-patient interactions enabled by health social net-
works. This includes: reaching consumers for advertising purposes and so as to 
influence their health-related purchasing activities; companies gathering market 
research information about consumers; review information about companies and 
their products by and for consumers; and corporate healthcare services utilizing 
social media as a delivery mechanism.  

Companies can use condition-specific, health social networks as forums in 
which their medicines or other health products can be advertised [40-42]. Once 
again the public messages allow greater targeted advertizing. For example one 
area that is relevant to this category of interactions is the marketing of pharma-
ceuticals. Issues here include the distinction of direct-to-consumer pharmaceutical 
advertising that while allowed in some countries is illegal in other countries. 

In addition another advertizing-related aspect is the consumer rating of health 
care providers via social networking sites [43-44]. 

7.1   Mobile Devices and Sensor Capabilities 

The extended capability that will occur in relation to the usage of social media 
from mobile devices include location-based advertizing. This capability also has 
important potential and application in the health field. 

Healthcare sensors and systems are typically manufactured by private compa-
nies and this may support a data gathering capability specific to that company. 
This information may or may not be shareable with clinician information systems 
to support healthcare. Or it may provide a powerful data tool to be utilized by 
clinicians. 

7.2   Modes of Communication 

All of the modes of communication mentioned in the framework may be utilized 
and be important in this category of interaction. The centralized observation of 
updates can be utilized to judge market size, demand and trends. One-to-one 
communication can be utilized for targeted advertizing, based both on particular 
health condition group membership or based upon public updates made by users. 

8   Conclusion 

In summary we have presented a framework which categorizes the emerging ways 
in which social media and social networking, mobile devices and sensors may be 
utilized in consumer healthcare communication. This framework considers and 
categorizes these emerging techniques in terms of five categories based on the 
participants involved in the health-related interactions. In addition, the framework 
considers the integrated and additional capabilities for each category, available 
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through the use of the technologies in conjunction with each other. The framework 
also considers the emerging health communication capabilities in terms of three 
modes of communication inherent to social media. The health communication 
capabilities of social media and social networking, mobile devices and sensors 
have the potential for significant impact on numerous aspects of consumer com-
munication in healthcare. 

References 

1. Steele, R., Lo, A., Secombe, C., Wong, Y.K.: Elderly persons’ perception and accep-
tance of using wireless sensor networks to assist healthcare. International Journal of 
Medical Informatics 78(12), 788–801 (2009) 

2. Pantelopoulos, A., Bourbakis, N.: A survey on wearable sensor-based systems for 
health monitoring and prognosis. IEEE Trans. Syst. Man Cybern. Part C 40(1), 1–12 
(2010) 

3. Boyd, D., Golder, S., Lotan, G.: Tweet, tweet, retweet: Conversational aspects of ret-
weeting on twitter. In: 43rd Hawaii International Conference on Systems Sciences 
(2010) 

4. Java, A., Song, X., Finin, T., Tseng, B.: Why we twitter: An analysis of a microblog-
ging community. In: Zhang, H., Spiliopoulou, M., Mobasher, B., Giles, C.L., McCal-
lum, A., Nasraoui, O., Srivastava, J., Yen, J. (eds.) WebKDD 2007. LNCS(LNAI), 
vol. 5439, pp. 118–138. Springer, Heidelberg (2009) 

5. Perreault, M., Ruths, D.: The effect of mobile platforms on Twitter content generation. 
In: Proceedings of the Fifth Intl. Conference on Weblogs and Social Media, Barcelona, 
July 17-21 (2011) 

6. Kumar, R., Novak, J., Tomkins, A.: Structure and evolution of online social networks. 
In: Proceedings of the 12th ACM SIGKDD International Conference on Knowledge 
Discovery and Data Mining (KDD 2006), Philadelphia, PA (2006) 

7. Skeels, M., Grudin, J.: When social networks cross boundaries: a case study of 
workplace use of Facebook and Linkedin. In: Proc. GROUP 2009, pp. 95–104. ACM 
Press (2009) 

8. Parr, B.: 40% of all tweets come from mobile. Mashable (2011), 
http://mashable.com/2011/01/07/40-of-all-tweets-come-from-
mobile/ (Accessed June 30, 2011) 

9. Onnela, J.-P., Arbesman, S., Barabási, A.-L., Christakis, N.A.: Geographic constraints 
on social network groups, arXiv:1011.4859 (2010) 

10. Mansfield. Over half of UK population owns a smartphone – survey. Cellular News 
(2012), http://www.cellular-news.com/story/53121.php (Accessed 
February 28, 2012) 

11. Bringewatt, R.: Healthcare’s next big hurdle, Healthcare Forum Journal (September 1, 
1998), http://www.healthforum.com 

12. Center for Disease Control, Chronic diseases: The power to prevent, the call to control: 
At a glance (2009), 
http://www.cdc.gov/chronicdisease/resources/publications/A
AG/chronic.htm (Accessed June 30, 2011) 

13. Roundtree, A., Dorsten, A., Reif, J.: Improving patient activation in crisis and chronic 
care through rhetorical approaches to new media technologies. Poroi 7(1), 1–13 (2011) 



248 R. Steele
 

14. McTigue, K.M., Conroy, M.B., Hess, R., Bryce, C.L., Fiorillo, A.B., Fischer, G.S., et 
al.: Using the internet to translate an evidence-based lifestyle intervention into practice. 
Telemed. J. E. Health 15, 851–858 (2009) 

15. Ko, Lu, C., Srivastava, M.B., Stankovic, J., Terzis, A., Welsh, M.: Wireless sensor 
networks for healthcare. Proc. IEEE 2010 98, 1947–1960 (2010) 

16. Chou, W.Y.S., Hunt, Y., Beckjord, E., Moser, R., Hesse, B.: Social media use in the 
United States: implications for health communication. J. Med. Internet Res. 11(4), e48 
(2009) 

17. Hwang, K.O., Ottenbacher, A.J., Green, A.P., Cannon-Diehl, M.R., Richardson, O., 
Bernstam, E.V., Thomas, E.J.: Social support in an Internet weight loss community. 
International Journal of Medical Informatics 79(1), 5–13 (2010) 

18. Frost, Massagli, M.: Social uses of personal health information within PatientsLikeMe, 
an online patient community: what can happen when patients have access to one 
another’s data. J. Med. Internet Res. 10(3) (2008) 

19. Swan: Emerging patient-driven health care models: an examination of health social 
networks, consumer personalized medicine and quantified self-tracking. Int. J. Envi-
ron. Res. Public Health 6(2), 492–525 (2009) 

20. Brownstein, C., Brownstein, J., Williams, D., Wicks, P., Heywood, J.: The power of 
social networking in medicine. Nature Biotechnology 27(10), 888–890 (2009) 

21. Greene, J., Choudhry, N., Kilabuk, E., Shrank, W.: Online social networking by pa-
tients with diabetes: A qualitative evaluation of communication with facebook. Journal 
of General Internal Medicine, 1–6 (2010), doi:10.1007/s11606-010-1526-3 

22. University of Sydney News, Social networking may prove key to overcoming isolation 
of older adults (2011), 
http://www.usyd.edu.au/news/84.html?newsstoryid=6965  
(accessed: June 30, 2011) 

23. Kwak, H., Lee, C., Park, H., Moon, S.: What is twitter, a social network or a news me-
dia? In: Int’l World Wide Web Conference, WWW 2010 (2010) 

24. Chatterjee, S., Price, A.: Healthy living with persuasive technologies: framework, is-
sues and challenges. Journal of the American Medical Informatics Association 16, 171 
(2009) 

25. McKethan, K., Graham-Jones, P., Fatami, P.: New mobile app will use texting  
for diabetes management (2001), http://www.healthit.gov/buzz-blog/ 
beacon-community-program/mobile-app-texting-diabetes-
management/ (accessed: June 30, 2011) 

26. Hawn, A.: Take two aspirin and tweet me in the morning: how Twitter, Facebook, and 
other social media are reshaping health care. Health Aff (Millwood) 28(2), 361–368 
(2009) 

27. Lane, S., Twaddell, J.: Should social media be used to communicate with patients. 
MCN, American Journal of Maternal Child Nursing 35(1), 6–7 (2010) 

28. Steele, R., Min, K., Lo, A.: Personal health record architectures: technology infrastruc-
ture implications and dependencies. Journal of the American Society for Information 
Science and Technology 63(6), 1079–1091 (2012) 

29. Steele, R., Gardner, W., Chandra, D., Dillon, T.S.: Framework and prototype for a se-
cure XML-based electronic health records system. Int. J. Electronic Healthcare 3(2), 
151–174 (2007) 

30. Dolan, B.: 10 mobile health diabetes management companies(2001), 
http://mobihealthnews.com/11198/10-mobile-health-diabetes-
management-companies/ (accessed: June 30, 2011) 



Utilizing Social Media, Mobile Devices and Sensors  249
 

31. Aggarwal, C., Abdelzahar, T.: Integrating sensors and social networks. Social Network 
Data Analytics, 379–412 (2011) 

32. Steele, R., Lo, A.: Telehealth and ubiquitous computing for bandwidth-constrained ru-
ral and remote areas. Personal and Ubiquitous Computing (2012), doi:10.1007/s00779-
012-0506-5. 

33. Whitelaw, B.: NHS Direct considers targeted ads on Facebook and Twitter(2011), 
http://www.guardian.co.uk/healthcare-network/2011/jun/17/ 
nhs-direct-facebook-status-twitter-advertising  
(accessed: June 30, 2011) 

34. Paul, Dredze, M.: You are what you tweet: analyzing Twitter for public health. In: 
Proceedings of the Fifth Intl. Conference on Weblogs and Social Media, Barcelona, Ju-
ly 17-21 (2011) 

35. Huh, J., Ackerman, M.: Using collective intelligence for supporting diabetes patients. 
ACM Group, Clorg Workshop Position Paper, October 8 (2010) 

36. Steele, R., Lo, A.: Future Personal Health Records as a Foundation for Computational 
Health. In: Gervasi, O., Taniar, D., Murgante, B., Laganà, A., Mun, Y., Gavrilova, 
M.L. (eds.) ICCSA 2009. LNCS, vol. 5593, pp. 719–733. Springer, Heidelberg (2009) 

37. Kohlhoff, C., Steele, R.: Evaluating SOAP for high peformance applications in capital 
markets. International Journal of Computer Systems Science & Engineering 19(4), 
241–251 (2004) 

38. Swan, M.: Scaling crowdsourced health studies: the emergence of a new form of con-
tract research organization. Personalized Medicine 9(2), 223–234 (2012) 

39. Clarke, A., Steele, R.: Summarized data to achieve population-wide anonymized well-
ness measures. In: 34th Annual International Conference of the IEEE Engineering in 
Medicine and Biology Society (EMBC 2012), San Diego (August 2012) 

40. Pearson, J., Brownstein, C., Brownstein, J.: Potential for electronic health records and 
online social networking to redefine medical research. Clinical Chemistry 57(2), 196–
204 (2011) 

41. Liang, B., Mackey, T.: Direct-to-consumer advertizing with interactive Internet media. 
Journal of the American Medical Association 305(8) (February 23, 2011) 

42. Greene, J.A., Kesselheim, A.S.: Pharmaceutical marketing and the new social media. 
N. Engl. J. Med. 363(22), 2087–2089 (2010) 

43. Hackworth, B., Kunz, M.: Health care and social media: building relationships via so-
cial networks. Academy of Health Care Management Journal 6(1) (2010) 

44. Lagu, T., Hannon, N., Rothberg, M., et al.: Patients’ evaluations of health care provid-
ers in the era of social networking: An analysis of physician-rating websites. J. Gen. 
Intern. Med. 25(9), 942–946 (2010) 



S.C. Mukhopadhyay et al. (Eds.): Pervasive & Mob. Sens. & Comput. for Healthcare, SSMI 2, pp. 251–268. 
springerlink.com                                                                    © Springer-Verlag Berlin Heidelberg 2013 

EHR Ecosystem 

Mircea Focsa and Gheorghe Ioan Mihalas 

University of Medicine and Pharmacy “Victor Babes” 
Timisoara, Romania 
mfocsa@gmail.com 

Abstract. This chapter outlines the challenges of providing accurate and timely 
health information as a way to improving patient outcomes and reducing costs. 
The last decades experience shows that computerization alone does not improve 
quality and safety. In order to achieve the expected effectiveness and a positive 
return on the investment, EHR should be transform in a clinical workflow man-
agement system with built in decision support system. These require adoption of 
business process management technologies that have to be aware of the detailed 
context of each individual patient. 

There are many challenges which diminish the impact of information technolo-
gy on healthcare, among them, the limited interoperability, technological barrier 
for most of the elderly people, security, privacy and trust issues. An overview of 
the methods and tools able to overcome those limitations are presented, including 
the use of standards for EHR architecture and communication, the progress in 
terminology and classification systems adoption and the ways to overcome the 
security threats. 
 
Keywords: EHR, decision support, interoperability, security, privacy. 

1   Introduction to Electronic Health Record 

Around the world, the healthcare systems know dramatic transformations and 
unprecedented challenges. The aging population has increased incidence of chron-
ic diseases. The patient’s bigger addressability and the diversification of investiga-
tion and treatment methods, beyond the positive effect on the quality of care, raise 
numerous problems including rising costs and the need to manage and share an 
increasing amount of medical data. Furthermore, the medical errors, associated 
with greater morbidity and mortality, determine a number of other "secondary” 
costs. 

Computerization is not a solution for all the problems of the healthcare systems, 
but it is an indispensable tool in healthcare reform and, when properly imple-
mented, can lead to higher quality and lower costs. The main focuses are: accessi-
bility assurance, processes optimization and optimal use of the resources  
(Chaudhry, 2006). 
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• Electronic health record (EHR) group, including Electronic Patient Records 
(EPR), Electronic Medical Records (EMR) and Computer-based Patient 
Records (CPR) 

• Personal Health Record (PHR) 
• Continuity of Care Record (CCR) 

All this systems should be linked together by using a unique patient identifier. 
Electronic health records (EHR) are systems that provide digitized medical infor-
mation in a structured and fully accessible way. The main clinical information 
system actually in use is the clinician-controlled, electronic patient record (EPR). 
EPR is used by a particular healthcare organization (provider, practice, hospital, 
etc.) though offers limited interoperability but great reliability (Amatayakul, 
2007). 

Personal Health Record is a system that allows the patient to manage its own 
health information. A “patient-controlled, patient-owned, and patient-managed” 
PHR can serve as link among various sources of patient clinical information, but 
cannot substitute the legal record of any provider (Smolij, 2006). 

The reliability of patient-entered data depends on several factors, among them 
the nature of the information, the patient’s health literacy and his motivations to 
contribute with accurate data. For all these reasons, the data authorship is a limited 
element which should be taking into consideration at any time when medical deci-
sions are taken. 

The CCR is summarized by American Society for Testing and Materials 
(ASTM) as “a core data set of the most relevant administrative, demographic, and 
clinical information facts about a patient’s health care, covering one or more 
health care encounters.” It is the depiction of patient health information which was 
completed only by authorized healthcare personnel, what makes it a very reliable 
source of information.  

Besides that variety of record systems, the term EHR is generally accepted as a 
generic term that covers all concepts. Unless a specific term is used, people use 
EHR to describe a nondescript concept of paperless or electronic documentation 
managed into an information system that would cover all types of caregivers, in all 
settings, including the patient who will want to record personal health status  
information. 

According to ISO definition (ISO/TR 20514:2005), the Integrated Care EHR is 
“a repository of information regarding the health of a subject of care in computer 
processable form, stored and transmitted securely, and accessible by multiple  
authorized users. It has a commonly agreed logical information model which is 
independent of EHR systems. Its primary purpose is the support of continuing, 
efficient and quality integrated health care and it contains information which is 
retrospective, concurrent and prospective”. 

Building an Integrated EHR System conforming to the ISO definition remains a 
desiderate at this time. It will require consistent use of standards and medical ter-
minologies in order to guarantee information exchange with other similar systems. 
The ethical, legal and technical aspects become more pressing with the current 
debates about the information ownership and the patients’ empowerment trends. 
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2.1   Structural Classification 

The complexity of the currently implemented EPR systems varies on a large scale. 
From structural point of view tree levels of complexity can be defined: 

• The “classical” EPR – isolated or integrated on a local network. 
• The “Practice Management Systems” including different solutions for collabor-

ative work of physicians like communication software, office automation, on-
line agenda and central administration facilities. 

• The “Integrated Management of Healthcare System” with Quality and Chronic 
Diseases Management. The most sophisticated structures involve, in addition, 
components like: Prevention and Disease management on the EPR level, a Per-
sonal Health Record Portal, a Nurse Health Record, Quality management soft-
ware - including analytical (statistical) tools on the level of data and processes, 
and Computerized Knowledgebase for decision support. 

2.2   Functional Classification 

At the basic level, we can distinguish the following three main functions that any 
EHR system has to accomplish: 

• Collection of the clinical data 
• Data integration from multiple sources,  
• Support for the medical decision 

The functionality of the EHR varies even more than their architecture. Currently, 
the most used classification (the Gartner Generations Model for CPR Systems) 
proposes a typology according to their capacity to increase the quality, measured 
by the errors reduction potential (Ball, 2003): 

• Generation I “Collector”: is a comprehensive collection of data, accepting 
computer-processable data from admitting and registration systems, data from 
lab, pharmacy, radiology and other clinical or transcription systems. 

• Generation II “Documenter”: capable of basic level alerts and reminders; send 
computer-processable billing data to patient accounting systems and also re-
ports of visits and procedures documented in the systems. 

• Generation III “Helper”: support terminologies based encoding and elementary 
tasks management like medication ordering and tracking or image manipulation 
by linking it to Picture Archiving and Communication System (PACS) and in-
coming clinical data. 

• Generation IV “Partner”: offering formal workflow management and formal 
clinical knowledgebase management which allow a contextual decision sup-
port. 

At the limit between the third and the fourth generation is the break-even for the 
financial efficiency and usability of the EHR systems. 
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2.3   EHR Usability 

A critical point for the EHR adoption is the ergonomic aspects, because the user’s 
“adoptability” is mainly conditioned by the ergonomics (usability). 

According to “State of the EHR” - American Health Information Management 
Association (AHIMA) report, published in 2004, the first four factors which de-
termine the “success” of an EMR adoption by the physicians are: the speed of 
encoding, flexibility, decisional support and interoperability. 

3   The Long Way to Usability and Interoperability 

In order to satisfy the usability and functionality requirements we need a level of 
semantic congruence between the user and the application that is technologically 
achievable only by an EHR of fourth generation, which allow a contextual deci-
sional support. Decision support mechanisms have to be made explicit, clearly 
backing the planned health care providers' activities by referring whenever possi-
ble to the generally recognized clinical knowledge according to the current evi-
dence-based state of the art. 

The software behavior should reflect the work process of the user, while the 
software objects should reflect the mental model (clinical concepts) of the user 
(ontology - terminology) in order to reduce the workflow impedance and the se-
mantic impedance to an acceptable level. 

For any given application, in order to represent the semantics of the clinical da-
ta, there needs to be a boundary between information model and terminology 
without gaps or overlaps. Only by integrating terminology models with other 
structural relationships, including models of context, negation and time, we could 
formally represent the full meaning of patient medical data, and by this, to achieve 
the required level of interoperability. 

3.1   Interoperability 

Considering the message exchange between information systems, three levels of 
interoperability could be described: 

- Basic level - a message from one computer can be received by another, 
without the ability for the second one to interpret the data. 

- Functional level - the format of messages should be defined, allowing the 
messages between computers to be interpreted at the level of data fields. 

- Semantic level – assure transmission of the meaning within the data, provid-
ing common interpretability.  

In most European Member States, the policies about eHealth interoperability ap-
pear to focus nowadays mainly about the basic infrastructure to share electronic 
“documents” across healthcare facilities. The documents have the advantage to 
preserve the context of care into a comprehensive information object (referring to 
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the organization and professionals involved, the activities performed, the time of 
the events, etc.), and to decouple the information from the original legacy systems.  

The semantic interoperability is not an all-or-nothing concept. A partial seman-
tic interoperability is acceptable since the full one is not foreseen for the short and 
medium time. The rapid development of medical ontologies based on a common 
foundation ontology could be the solution for the near future. 

Other strategies are promoting the standards adoption. ISO/TR 20514 identified 
four prerequisites for EHR semantic interoperability: standardized reference mod-
el, standardized service interface models, standardized set of domain-specific 
concept models and standardized terminologies. 

3.1.1   Relevant Standards for EHR Systems 

Development standards for the medical field have raised the interest of many or-
ganizations worldwide, which is benefic while all these organizations collaborate. 
Because a general agreement wasn’t always achieved, we assist today on disper-
sion and divergences between the adopted standards for the same topic, most rele-
vant example being the EHR communication standard.  

Worldwide, the main organization involved in the development of technical 
standards is ISO (International Standards Organization). In 1998 was created the 
Technical Committee TC 215, responsible for standardization in the field of in-
formation for health, health information and communications technology.  

Other important international Standard Development Organizations in the EHR 
domain are (Eurorec, 2012): 

 
- IEEE - Institute of Electrical and Electronics Engineers - address wire and 

wireless communications, light and power systems and develops standards in 
many industry domains, including Biomedical and Health care. 

- IEC - International Electrotechnical Commission- prepares and publishes 
standards for all electrical, electronic and related technologies. 

- IHE - Integrating the Healthcare Enterprise – declare its main goal the im-
provement of clinical care by stimulating the integration of all kind of clini-
cal information resources. 

- OASIS - Organization for the Advancement of Structured Information Stan-
dards - drives the adoption of e-business standards. 

- IHC - is the OASIS International Health Consortium - provide a forum for 
the global healthcare community to articulate and coordinate requirements 
for XML- and Web services-based standards. 

- HL7 - Health Level Seven - was founded in 1987 by several vendors of 
software for the health care industry. Their main goal was to facilitate a bet-
ter interoperability of Hospital Information Systems (HIS) by developing 
messages consensual formats. 

- DICOM - Digital Imaging and Communications in Medicine Standards 
Committee – develop standards for medical images transfer and for commu-
nication between medical devices. 
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The European standardization activity is organized within the CEN (Comité Euro-
péen de Normalisation), from 1991 has been established a technical committee for 
medical informatics – TC 251. 

The EHR standards cover from more general aspects such as definition and 
purpose of EHR systems, data types and codification systems, to specifying in the 
detail computer models for data storage or for documents and procedures needed 
for medical information exchange.  

The most relevant standards for the development of electronic health records 
could be groped in: 

• EHR architecture standards  
- ISO / TC 215 - TS 18308 - describe the requirements for EHR architecture  
- ISO / TC 215 - TR 20514 - EHR: Definition, scope and context  
- CEN/TC251 - prEN 12967 - set of specifications for health information sys-

tems architecture (HISA)  
- CEN/TC251 - EN 1828 - describe structural categories for the classification 

and coding of surgical procedures  
- CEN EN 13940-1:2006 - Health Informatics - System of concepts to support 

Continuity of care - Part 1: Basic concepts 
- ASTM - E 31.19 defines the content and structure of the EHR  

• Standards for EHR communication  
- CEN/TC251 - EN 13606 - European standard in five parts regarding EHR 

interoperability (reference model, archetypes, reference archetypes and term 
lists, security requirements and distribution rules, exchange models)  

- HL7 - RIM - describes a reference model for organizing the information, in-
tegrating a messaging model based on XML (Clinical Document Architec-
ture)  

- IEEE ISO 11073-20101 defines the communication between medical  
devices 

3.1.2   EHR Architecture 

In the context of compliance with standards, EHR architecture must be interpreted 
as the general framework for organizing and structuring of EHR and not defining 
a specific format for data collection.  

It is important to clearly differentiate between records’ architecture and data 
formats. There are two basic formats for data: typical format for data storage and 
the format for data interchange (messages / protocols).  

A HL7 message, for example, it accurately describe the segments, the data ele-
ments, the size of the data fields for each clinical message, just as the storage  
format describes the data items and the size of the fields from medical records 
database. The difference between these formats must be understood also in terms 
of differences between a message and a record. A message serves a definite pur-
pose, is inevitably transitory and is meant to transfer data between the manage-
ment information systems. On the other hand, a record serves a general purpose, is 
persistent and is part of a management information system. 
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Many systems are currently developed based on a "single layer" approach, 
meaning that all domain-specific concepts are translated directly in the program 
code and database structure (Connolly, 2001). The medical field is constantly 
changing so the medical concepts are evolving too, that’s why the software prod-
ucts are up-to-date only at their creation time, thus being highly perishable. The 
solution comes from a dual approach (Fig. 2), where the semantics of information 
and the knowledge for a particular domain are modeled in different layers (Beale, 
2002).  

 

 

Fig. 2. Relation between Information model and Knowledge model 

One layer, named “Reference Model”, is dedicated to information modeling 
through object-oriented programming formalism and database schemas. It con-
tains only general concepts of the medical field, non-volatile, able to maintain its 
validity in time. 

The second layer, named “Archetype Model”, is dedicated to knowledge, re-
quiring its own formalism and structure. In this plan are modeled the numerous 
and often transient concepts from different medical specialties (Zeng, 2002). 

At runtime, the EHR system checks the compliance of the input data with the 
constraints dictated by the stored archetype concepts. The computer system maps 
the input data to the reference model, which means that the stored data structure 
remains stable even if clinical concepts change over time. 

This new paradigm has the origin on the concept models elaborated during the 
GEHR, Synapses and SynOM projects (Kalra, 2003), and later on the ENV 
13606-1 informatics model, respectively openEHR Reference Model. It was 
adopted as European and ISO communication standard (EN 13606), being meant 
to ensures the interoperability of EHR systems.  
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The EN 13606 standard is intended for those situations where some or all in-
formation contained in the EHR is accessed or transferred following a request 
made by an external process. The standard must be implemented as an external 
interface of an EHR system, which can be expressed in the form of messages or 
interface objects. 

EN 13606 – Part 1 (Reference Model) defines a set of classes that form the 
structural blocks of the EHR and several attributes associated with these classes. It 
is presented as a set of diagrams based on UML (Unified Medical Language), 
together with documentation explaining each construct and its associated cardinal-
ity, data types, constants, constraints and the relevant terminology for a particular 
context. 

Each of the structural elements defined in the model must have specified: 

• A unique identifier (patient identifier, object identifier), 
• The clinical significance of the component, 
• Access control - ensure access to the component, based on predefined user‘s 

roles. 

EHR as a whole must contain as attributes the following identifiers: 

• patient identifier, 
• current record identifier, 
• institution identifier. 

Records of the medical information have always followed a hierarchical model. 
Clinical observations, reasons for encounter or medical letters may have a struc-
ture more or less complex, but are generally organized in structures with header. 
Typically, these documents are grouped into folders, a patient having one or more 
such folders in a medical institution.  

An EHR extract (core class - the root of the Reference Model) must follow this 
hierarchical model, as also is required in other various regulations (particularly in 
ISO 18308), in order to ensure the preservation of original clinical context and the 
original meaning of data communicated between heterogeneous EHR systems. 

The main builders of this model, arranged in a hierarchical structure  
and accepting inheritance and aggregation properties are: EHR_Extract, 
Record_Component, Content and Item. 

Structural blocks described in the Reference Model are combined in various 
ways, depending on the type of organization or medical specialty, based on con-
straints defined in the associated Archetype. Otherwise stated, an archetype is the 
formal expression of a concept belonging to a specific domain, expressed as a 
constraint on the data, the data in this case being seen as instances of a particular 
Reference Model. Sometimes, the Archetypes are specializations of archetypes 
belonging to other specialties. 

EN 13606 – Part 2 (Archetypes) describes a model for archetypes, needed for 
the archetypes representation in case of their exchange between or among various 
collections of archetypes or between services associated to archetypes. It does not 
impose a specific model for the archetype for a particular clinical area.  
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Currently, the most important and most systematized source of archetypes be-
long to OpenEHR Foundation where, besides the actual collection of archetypes, 
covering the majority of medical specialties, are also available tools for those 
interested in developing new archetypes and a specialized language for describing 
those archetypes (ADL - Archetype Description Language).  

The “dual approach” model, promoted by EN 13606, is currently the starting 
point on the efforts to harmonize the EHR architecture, mainly targeting the com-
patibility with the Reference Information Model (RIM) and Medical Document 
Architecture (CDA) promoted by HL7. The adoption of EN 13606 as an ISO stan-
dard and the memorandum of understanding between CEN/TC251 and HL7 are 
important steps in an effort to develop a unified EHR architectures, universally 
recognized. 

3.1.3   Terminology and Classification Systems 

The “classical” or isolated EHR systems are often accepted input as a free, un-
structured text. With the increasing need of information exchange, it becomes 
more obvious the necessity of using a common language for storage and transmit-
ting the data. Standardized clinical terminologies, coding and classification sys-
tems are becoming key components for the development of modern interoperable 
EHR systems. 

Some clarification should be made regarding the concepts related to  
“terminology”. 

Vocabularies are often called “Terminologies”. A controlled vocabulary is a 
collection of terms describing some entities plus associated meaningless identifi-
ers (“codes”).  

UMLS definition for biomedical vocabularies include: "thesauri, classifica-
tions, code sets, and lists of controlled terms used in patient care, health services 
billing, public health statistics, indexing and cataloging biomedical literature, and 
/or basic, clinical, and health services research". 

ISO 1087 definition for Terminology: "Set of terms representing the system of 
concepts of a particular subject field". 

Classification systems organize the entities from a terminology into classes, fa-
cilitating the capturing of data and their secondary use (e.g. reporting or analyzing 
the data). 

Terminologies are not just a static repository of terms; some of them evolve by 
including knowledge about their entities, usually as definitions and relations with 
other terms (e.g. synonyms). When the knowledge aligns with a percepts of a  
philosophy that deals with the study of being, the terminology itself is called  
“ontology”. 

Ontology (from informatics point of view) was defined as “a logical model of 
the meanings of the entities about which information is to be expressed for use in 
computers” (Rector, 2008). Formal ontology are theories that attempt to give pre-
cise mathematical formulations of the properties and relations of certain entities 
(Stanford Encyclopedia of Philosophy), in accord to ontological principles like use 
of well-defined, unambiguous, and non-idiosyncratic types and relations. 
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A distinction should be also made between information model and terminology. 
While clinical information model determine and organize the kinds of entities 
from the medical domain which carry values in a record, the terminology model 
determine and organize the kinds of entities which are the values. 

There is a large variety of terminologies and classification systems used in cur-
rent EHR systems, most notable being: UMLS, SNOMED CT®, ICD-10, 
LOINC®, MeSH® and RxNorm. 

UMLS - Unified Medical Language System - is a set of three tools, called the 
Knowledge Sources, which bring together many health and biomedical vocabula-
ries and standards. The Metathesaurus is a collection of more than 1.5 million 
biomedical definitions and almost 3 million concept names, aggregated from 130 
medical terminologies. Its declared purpose is to link health information, medical 
terms, drug names, and billing codes across different computer systems, enabling 
interoperability between those systems. 

SNOMED-CT® - Systematized Nomenclature of Pathology-Clinical Terms - is 
a multilingual, clinical reference terminology, with more than 300000 unique con-
cepts and more than 900000 descriptions. It was designed to index, store and re-
trieve information about diseases, clinical findings, etiologies, procedures, living 
organisms and outcomes. It contains concepts that belong to multiple taxonomic 
hierarchies which are related one with another by various semantic relationships 
(e.g. isA). What differentiating it from other terminologies is its size and complex-
ity. The size of description logic form of SNOMED-CT without all the synonyms, 
mappings, subsets, etc. is of approximately 248MB. 

The International Classification of Diseases and Related Health Problems, 10th 
revision (ICD-10), was developed by the World Health Organization with the 
initial goal to serve for reporting the mortality. ICD-10-CM is a US clinical mod-
ification of ICD-10 developed by the National Center for Health Statistics to re-
place the ICD-9-CM diagnostic coding system. It is a morbidity classification 
system that classifies diagnoses and other reasons for healthcare encounters. The 
ICD-10 code sets contain more than 155000 alphanumeric codes which group 
together similar diseases and procedures and organize related entities for easy 
retrieval. The new version ICD-11 is planned for 2015. 

The terminologies and classifications are built for different purpose(s), follow-
ing different designing principles. Focusing more on the financial issues, most of 
the current EHR systems include vocabularies and classification systems like 
ICD10 and ICPC, designated for reporting purpose. Considered “output” rather 
than “input” systems, they are inappropriate for the primary documentation of 
clinical care. Due to their lack of granularity, cannot be used as an interface or 
reference terminology. Being designed for epidemiologic statistics and a posteriori 
human encoding, these coding systems are more than insufficient to satisfy the 
clinical information systems requirements in term of functionalities and ergonom-
ics (Bowman, 2005).  

A proper diagnosis coding system must preserve forever, in coded form, the 
most detailed diagnostic information in the original medical record. Such “entity” 
codes can always be decoded to the exact diagnosis terms used, rather than retriev-
ing the labels of a classification (Slee, 2005). The only terminology satisfying 
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disclosure of one clinical file, a completely different scenario could be imagined 
in case of the electronic format, when entire medical history of one or more pa-
tients may be compromised by a single action. 

The patient must be confident that his medical data is in a safe place and it will 
be used only by authorized medical personnel and only for the purpose for which 
they were recorded. Losing the patient’s trust can seriously affect the quality of 
care, for example in situations when the patient might be tempted to hide or modi-
fy his recorded data. 

Secondary use of medical data is likely to increase the healthcare efficiency 
through the impact on administrative measures or on clinical trials, a key element 
for this being the medical data de-identification. In other circumstances, the proper 
identification of the person is essential, for example in case of remotely acquisi-
tion of biological signals for diabetic or hypertensive patients monitored at their 
home. The exact identity of the medical personal, collecting or registering clinical 
data, as well as the context are also of great importance and must be properly  
documented. 

The medical data ownership was also a subject of long controversy. Basically 
the patient should be the only one entitled to decide what happens with its own 
data, having the total liberty to view or to share them. The institution that collects 
and manages the patient’s data should be responsible for their security so it should 
take all the necessary administrative and technical Safeguards to protect them. 

Many types of measures have been implemented in order to guaranty security 
and confidentiality of medical data, some of them being generic, independent of 
the nature of records, other being common to any computer system and other, 
specific to EHR systems. Among them, a series of standards, specifications, re-
ports and regulations designed to ensure the security and privacy in the medical 
domain (Eurorec, 2012), like:  

• ISO 17090: “Public key infrastructure” and ETSI TS 101733: “Electronic Sig-
nature Formats” are standards related to infrastructure requirements. 

• ASTM E1987-98: “Standard guide for individual rights regarding health infor-
mation”, CEN 13729: “Secure user identification - Strong authentication using 
microprocessor cards” and ISO/IEC PDTS “Pseudonymisation Practices for the 
Protection of Personal Health Information and Health Related Services” are re-
lated to privacy assurance  

• CEN 13694: “CEN Report: Safety and security related software quality stan-
dards for healthcare” and ISO/DTS 25238 “Classification of Safety Risks” are 
standards regarding the safety of the medical records. 

• RIDE, "A Roadmap for Interoperability of eHealth Systems in Support of COM 
356 with Special Emphasis on Semantic Interoperability", a research project 
founded by European Commission, addresses the security and privacy issues from 
the perspective of systems interoperability. The main solutions identified were 
presented in the final report: 

• Access rights to the patient data should be provided only to someone with do-
cumented need to know that data. 
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• Document authenticity should be proved, with the support of digital signature 
mechanism. 

• Peer authentication and encrypted transmission over the network using secure 
protocols are essential. 

• Cryptographic timestamps should be register for any medical or administrative 
document. 

• Audit trail should monitor the editing and access of recorded data. 
• Special conditions for emergency access to a core set of data should be  

established. 
• Patient consent for different use scenarios should be properly managed. 

• EuroRec Institute addresses the security issues from the perspective of quality 
assurance. Quality labeling and certification of the EHR systems is seen as a tran-
sitional solution in obtaining the interoperability of healthcare systems. It was 
meant to fill the gap due to the lack of universally accepted architecture standards 
and still missing of a common medical language. Some of the quality criteria, 
elaborated during the QREC project, are related to the security and privacy as-
pects, among them: 

• Each health item (and all its versions) should be: uniquely identified, associated 
with an identified patient and duly time stamped. 

• EHR access is only allowed after the user has authenticated himself, by using at 
least an account (login) and password verification. 

• User is able to assign a degree of confidentiality to each version of a health 
item. 

• The system assigns a default level of access to each version of a health item. 
• The system allows to audit security related functions and enables audit of secu-

rity related events. 
• Specified de-identified data can be extracted for clinical research. 
• There are sufficient system and/or process controls for backup and recovery 

procedures. 
• The system has the ability to create, maintain and apply the roles, and based on 

that to allow differentiated access permissions. 
• Specific measures should be implemented to prevent or mitigate effects of vi-

ruses, worms, or other harmful software code. 
• Disaster Recovery Procedures should be setup. 

• The regulations in many countries already covered most of the measures de-
scribed above, but in order those to become truly effective, it is crucial that every 
provider undertake all measures in its power to prevent the data alteration or loss. 
We finally should not forget that the patient is the only one entitled to decide what 
happening with its data. 
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5   Emerging Technologies 

High expectations were placed on the effectiveness of  EHR systems for health-
care delivery improvement, but the computerization of any clinical process will 
not be accepted by users unless it optimize that clinical process.  

The mechanisms capable to optimize the clinical processes are: tasks automa-
tion, specialization in the execution of various types of tasks, automated commu-
nication and decisional support. These mechanisms must be apprehended on two 
axes: the functionality and the ergonomics which are both necessary so that the 
data-processing tools are acceptable for the user. This supposes an effort of “soft-
ware engineering” and “knowledge engineering” not often seen by now. 

Combining the power of role-based distributed workflow management architec-
ture within a knowledge management platform is the only possible way for  
obtaining context-related semantically annotated data. The system should allow 
adaptation of clinical activities for each patient by supporting the combination  
of predefined processes with ad hoc workflows and flexible management of  
exceptions.  

This activity of innovation and experimentation is not possible without EHR 
systems of a new generation – defined as Clinical Process Management (CPM) 
System (Fig. 4). 

The conceptual basis for CPM was largely explored and prepared through the 
clinical guidelines computerization research. Guidelines allow us to specify what 
should be recorded, when to record it, how to evaluate/make decisions, and what 
need to be done.  

The initial concerns, regarding the efficiency of computerized clinical guide-
lines, were letting behind once becoming obvious that the medical knowledge is 
developing much faster than a human can assimilate them. The real challenge of 
medicine nowadays is to apply what it is already known, and here we can see the 
real benefit of a knowledgebase clinical information system, integrating Quality 
Alerts, Safety Alerts, Reminders, Guideline-based Disease Managements Plans, 
Drugs knowledgebase and Terminologies knowledgebase. 

The main problem encountered while integrating clinical guidelines manage-
ment systems with legacy systems have always been related to syntactic align-
ments – defining a shared terminology as well as communication protocols - and 
to the lack of shared semantic between the models underlying different heteroge-
neous systems. This could be resolved only by developing a single comprehensive 
semantic meta-model (Unified Semantic Model), able to create semantic data 
structures for:  

 

• Decoupling meaning from coding and presentation 
• Generate post-coordinated concepts through formal logical expressions 
• Semantic User Interface Engine 
• Natural Language Generation for the EHR notes. 



266 
 

6   Conclusion 

To fulfill all the expected
of the healthcare quality 
the following three aspect

 

M. Focsa and G.I. Mihal

Fig. 4. Integrated EHR systems 

d benefits and actually to contribute to the improvemen
and efficiency, a modern EHR system should combin

ts:  

as

 

nt 
ne 



EHR Ecosystem 267
 

• Coded patient data, managed through a distributed EHR System, 
• Medical decision support, through a Guideline Management System, 
• Organizational support, through a Workflow Management System. 

The development and maintenance efforts should be concentrated more on the 
medical knowledge base engineering and less on the actual interface like Electron-
ic Patient Record (EPR), Personal Health Record (PHR) or Nursing Health Record 
(NHR). Mainly it is about development and maintenance of a terminology server, 
the templates for data collection and data access, adapted to each type of user, to 
defining the clinical activities and processes and also the set of rules governing the 
decision supporting systems.  

With this kind of architecture, it is feasible to achieve semantic interoperability 
between EHR / PHR and other systems such as Hospital Information System 
(HIS) or systems dedicated to clinical trials, through a natural integration of medi-
cal data flows and other data flows, such those intended for research or health 
population surveillance. 
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Abstract. In this paper we present studies on biological and health effects of elec-
tromagnetic fields emphasising the aspects related with measurement of the ag-
gressing electromagnetic fields. A brief review of literature on electromagnetic 
environment is presented, together with some methods aiming to control and 
eliminate the electromagnetic interferences on medical instrumentation used in the 
acquisition of the biological signals (electroencephalography - EEG, electrocardi-
ography - ECG). We performed analysis of electromagnetic fields in order to de-
termine the induced current/field and the specific absorption rate in models of 
human body and also to correlate the exposure fields with some alterations of the 
biological signals acquired from a subject laid in various electromagnetic envi-
ronments. The main goal of this research is to design a method for accurate identi-
fication and characterization of the aggressing electromagnetic fields on biological 
signals and human health.  

 
Keywords: electromagnetic field, specific absorbtion rate, human body. 

1   Introduction 

The interaction between external electromagnetic (EM) fields and biosystems is 
known from long time ago and it can have beneficial or harmful effects [1,2,3]. 
For instance, the electromagnetic fields are used in therapy (hyperthermia treat-
ments, fracture healing), in diagnosis (medical imaging based on magnetic reso-
nance tomography), in biotechnology for the transfer of genetic material between 
different cells, etc. However, there are epidemiological studies that link EM with 
etiology of various type of cancer. 

There are many concerns related with identification of biological and health ef-
fects in the case of people exposed to electromagnetic fields [4,5,6], in order to 
better characterize potential harmful effects of electromagnetic fields. In this  
respect, one of the most important challenges is to identify some possible  
modifications of biological signals in the case of persons who live in different 
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electromagnetic environments [7,8,9], mainly on environments where the strength 
of the electric or magnetic field is relatively high. 
For a proper acquisition and analysis of some biologic signals in these specific 
conditions, it is advisable to act in two directions: 

• to eliminate (or at least to reduce) electromagnetic interferences due to 
external electromagnetic fields of  high strength, in the case of acquisi-
tion of biological signals, namely the control and exclusion of the field 
effects on  the measurement instrumentation; 

• to identify any possible modifications of the signals acquired from ex-
posed persons, due only to the biologic effects of the electromagnetic 
field. 

In this chapter, we present the method to study the effect of electromagnetic field 
on biologic structure, especially on human being. This approach of identification 
the biological effects of electromagnetic fields is complex, being based not only 
on the characterization and control of the electromagnetic environment, but also 
on the processing and analysis of acquired biological signals. 

2   Motivation 

The impressive nowadays trend in the development of telecommunications and 
information technology rises tremendous challenges for the medical environment. 
On the one side is compulsory to reduce the EM interferences that disturb the 
processing of the very low level bioelectrical signals. On the other side, the study 
of the biological effects of the electromagnetic fields becomes mandatory, due to 
the continuous increasing of their presence in our ambient. In our work, we ap-
plied a united approach both to the electromagnetic surveillance and for acquiring 
biological signals in order to characterize the EM biological effects. 

Our interest was focussed on two main (connected) objectives: 

• to determine the induced currents and fields in the living organisms by 
the exterior fields, including the possibility of comparison with natural, 
biological currents and fields; 

• to determine the alterations of various biological signals (ECG, EEG) for 
the subjects acting in different electromagnetic environments.  

Both previously assumed targets are very difficult (e.g. there are various chal-
lenges related with separation of  the electromagnetic interferences of  the exterior 
EM fields on the medical instrumentation from the influence on the biological 
structures and functions), but they could have applications in the characterization 
of some biological or artificial sources of field, based upon their “electromagnetic 
signature” and in the practice of controlled stimulations in electrotherapy. At 
large, these researches are devoted to the interaction between (human) beings and 
electromagnetic field.    
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3   The Electromagnetic Environment 

Besides the natural electromagnetic fields, there are also artificial or man-made 
electromagnetic fields, created both by intentional emitters - which is used in 
communications, in  treatments of materials or cells (e.g. electrotherapy), and by 
unintentional ones - every electric or electronic device which has variable current, 
I, or voltage, U, is a source that produces electromagnetic fields. We generally 
define the so called „electromagnetic environment” as the integrality of the elec-
tric and magnetic fields encountered in the considered area. The wholeness of 
these „restraints”, (also taking into consideration the thermic and mechanic en-
forcements) represents the environmental factors, influencing all the systems. 

In Figure 1 is presented an aggregate overview of a predictable electromagnetic 
environment, dealing with both natural produced fields (e.g. the biological fields 
that are useful for medical explorations) and man-made or artificial fields (poten-
tially harmful for human health or for electronic equipments). 

The electromagnetic environment is a very dynamic science. Permanently are 
identified new natural field-sources concurrently with new man-made fields. 
There are mainly two directions of researches that are entrenched and imposed by 
evidences:  

• the study of the natural fields, produced by living organisms, which may 
potentiate more information on  the functioning of these living systems; 

• the study of the protection of both biological systems and technical sys-
tems against the artificial electromagnetic stress, taking into considera-
tion the daily increasing diversity of the sources and frequency spectrum. 
 

The challenges in the study of the natural fields are related with their extremely 
low amplitude and difficulty of genuine extraction from the general electromag-
netic background and their adequate processing but this investigation is important 
in order to characterise the functioning of a specific organ and to correctly estab-
lish its “electromagnetic signature”. As some modern instrumentation for this 
domain are  magnetoencephalography - MEG (a technique for mapping brain 
activity by recording magnetic fields produced by electrical currents occurring 
naturally in the brain), the magnetocardiography - MCG (the registration and 
processing of the detectable magnetic fields associated with cardiac electrical 
activity) or the thermography (mapping the human body from thermal point of 
view, by detecting the radiated EM fields, in the infrared or microwave spectrum). 

In the study of the protection of both biological systems and technical systems 
against the artificial electromagnetic stress we have to consider both electromag-
netic compatibility (the coexistence without harmful interferences between all the 
electric equipments normally encountered in the area) and biological compatibility 
(extremely delicate problems focused on the fields influence on the living organ-
isms, mainly on the human health).  
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As is well known the electromagnetic waves are very useful both in medical prac-
tice – many treatment or exploration methods are fundamentally based on these 
fields as well as for wireless networks. Some examples of the use of various types 
of electromagnetic waves in physiotherapy [10, 11] are: 

• magneto-therapy using magnetic fields with frequencies, f, under 100 Hz 
and amplitude of magnetic flux density of hundreds µT (B = 10 ÷ 1000 
µT); 

• short-wave diathermy with a frequency of 27 MHz and amplitudes of 
electric field of hundreds of V/m (E =  10 ÷ 2000 V/m); 

• microwave electrotherapy with a frequency of 2450 MHz and amplitudes 
of about a hundred of V/m (E= 10 ÷ 300 V/m). 

These are not at all opposite to the general requirement of controlling and even 
reducing the level of electromagnetic fields in the environment, in order to de-
crease the electromagnetic interferences and biological and health effects. 

The levels of some usually encountered electric and magnetic fields is pre-
sented in Table 1. 

 
Table 1. Some field sources with their typical levels 

 
Field source or 
considered 
areas 

Field type Electric field - E, and magnetic flux density - B, 
approximately levels 

Geomagnetic 
field 

Permanent 
DC magnetic 
field 

B=50 ÷ 70 μT;  Bmax =200 ÷ 500 μT (low uniformity- 
iron deposits) 

Alternative 
magnetic field 

B=10-3 μT; Bmax= 0.5 μT (magnetic storms), for f< 1 
Hz 
B=10 pT, for f >10 Hz 

Atmospheric 
and lightning 
discharges  

DC field E=100 V/m at earth level (soil); E=30 V/m at 1 km 
height 

Broadband 
electromag-
netic pulse 

Epeak=10 kV/m at less than 100 m; Epeak=1÷20 V/m 
at hundreds-tens km  
B=1 nT ÷ 500 nT (Hz ÷ hundreds kHz) 

Electrostatic 
discharge 

Broadband 
electromag-
netic pulse 

E=100 ÷ 140 dBμV/m/MHz (at about 1 m distance) 

Near power 
lines (HV) 

Alternative 
(50/60 Hz 

and harmon-
ics) 

Under the line: B=11 μT (I = 1 kA); E=4 ÷ 16 kV/m 
(U = 110 ÷750 kV) 
At 40 m distance: B=2,5 μT (I = 1 kA); E=0,5 ÷ 2 
kV/m (U = 110 ÷750 kV) 

Bmax=30 ÷ 100 μT 
Near power 
lines (distribu-
tion) 

Alternative 
 

Under the line: B=0,1 ÷ 2,2 μT (I = 280 A); E=10 ÷ 
100 V/m 
At 40 m distance: B=0,5 μT (280 A); E=1 ÷ 10 V/m 
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Table 1. (continued) 
 

Telecommuni-
cations/Broadca
sting 

Frequencies 
in 0.3÷3000 
MHz 

E= 1 V/m÷1000 V/m (near emitters, at distances of 
cm to hundreds of meters) 

Residences, 
hospitals and 
offices 

Background 
fields 

Emax=25 V/m (50 Hz and harmonics); Emax=3 V/m 
(kHz ÷ hundreds kHz); E= 1 mV/m÷100 mV/m 
(0.3÷3000 MHz) 
B= 50÷600 nT (50 Hz and harmonics); B= 1÷50 
nT(kHz ÷ hundreds kHz) 

Some  
appliances  

(50/60 Hz and 
harmonics) 

B=1÷100 μT (distances of cm to meters) 
E=1÷ 500 V/m 

RMN  
Tomography 

Permanent 
Magnetic 
Field  

B=0,15 ÷ 2 T

Alternative B=5 μT (1 ÷ 50 MHz)
Electrotherapy Low fre-

quency 
shortwave 
and micro-
wave fields 

E=1 V/m÷1000 V/m, at f=27,12; E=50 V/m÷200 
V/m, at f=2450 MHz (distances of cm to meters) 
B=1 ÷ 700 μT, at f=10÷100 Hz (distances of cm to 
meters) 

 

 
In addition, we have to consider the permanent fields generated by the radio -

TV broadcasting, without neglecting the transients associated with an electrostatic 
discharge, involving important time and space changes in the electromagnetic 
ambient. Obviously, the effects of these fields depend on the distance from the 
source, and their amplitude and spectrum (narrow or broadband). A general char-
acterization of the environment or of a specific field source could be performed 
both in frequency or time domain. 

4   The Control and Elimination of Fields Effects on the 
Measurement Instrumentation 

In hospital environment, there are both external sources of electromagnetic distur-
bances (mainly radio - TV transmitters) and internal ones (the general power sup-
ply, the electrotherapy and electro-surgery equipment), some of them acting in the 
near field area, other in the far field. 

In figure 2 are shown the two types of coupling between the source (perturba-
tions emitter) and the “victim” (the occasional receiver): 

• Coupling through field or radiation coupling (electric, represented by a 
capacitor - C, or magnetic, represented as a mutual inductance - M, or 
electromagnetic radiation - plane wave).  

• Coupling through impedance or conduction coupling (dominantly gal-
vanic, capacitive or inductive). 
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Fig. 2. Electromagnetic interferences to patient and instrumentation 

 
Obviously, the most overspread network is the power supply system (220-

230V, 50/60 Hz) and consequently, the associated disturbing fields are significant 
due to the high currents and voltages involved. The frequency of the power line 
being in the domain of  interest for electrophysiology (e.g. acquiring the ECG - 
electrocardiography or EEG - electroencephalography signals) is an important 
reason to carefully think on their influence [12,13]. 

In Figure 3 we present the most used configuration for acquiring biological sig-
nals with three electrodes (electrode 1 on the left hand, electrode 2 on the right 
hand and the reference-electrode number 3 on the right leg). In the figure are high-
lighted the disturbing couplings through electric field (capacitive coupling) from 
the power line to the three main “vulnerabilities”: the patient, the connecting path 
and the amplification module of the measuring device [14]. Also, the interaction 
of magnetic field, H, generated by power line current, I, in the loop formed by 
patient electrode 1- wire 1- amplifier, PA – wire 2- patient electrode 2, is repre-
sented. This magnetic coupling, which may be reduced by decreasing the loop 
area, isn’t considered in following.    
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Fig. 3. Power line interference in case of bio-signal acquisition 

 
The acquisition of the bio-electric signals, e, (e.g. ECG ou EEG)  is accom-

plished by the active electrodes 1 and 2, connected through the impedance Z1 and 
respectively Z2 and the connecting cable from the electrodes to the input of the 
differential amplifier. The electrode from the right leg (RL) is connected through 
the impedance ZRL at the common inlet of the amplifier. Each of the impedances 
Z1, Z2, ZRL contains a resistance for connecting the respective electrode to the 
amplifier (normally, having the same value) and the impedance of the interface 
skin-electrode. Here, there are differences from one interface to another, but it is 
essential to have a quite low level and to be constant with the time passing by.  

Due to the high differences in electric potential between the power line and the 
patient himself, an electric coupling field is developed. In the Figure 3 we have 
illustrated the network model of this electric field (capacitive) coupling: at patient 
level through the capacitance CP and the displacement current IdP, at the level of 
connecting cable 1 through C1 şi Id1, at the level of connecting cable 2 through C2 
şi Id2 and at the level of the amplifier, through CA and IdA. 

Obviously, all these three impedances (Z1, Z2, ZRL) are much lower than the in-
put differential impedance of the amplifier(Zin). The currents IdP,  Id1, Id2 will go 
through the patient to the (protection) common, producing a common mode dis-
turbing voltage (we can estimate that its value is the same all over the body). 

)( 21 dddPRLcm IIIZV ++⋅=                                           (1)  
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If we calculate the voltage at the output of the amplifier U2 , successively consid-
ering the effect of the useful voltage e, that appears as a differential mode voltage 
and the disturbing voltage that acts as a common mode voltage, we obtain: 
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           (2) 

Ad is the differential gain of the amplifier and CMRR is its common mode rejec-
tion ratio.   

The first term is due to the useful signal “e” and is affected by the loading ef-
fect produced by the acquiring circuit electrodes-cable-amplifier. The decrease of 
the loading error is accomplished when 12 ZZin >>⋅  and 22 ZZin >>⋅ . 

The second term, disturbing in the mass, is due to the finite common mode re-
jection of the acquisition system and derives from the common mode voltage of 
the patient body (electromagnetic interferences).   

Considering the relation (2), we conclude that there are two main recommend-
able actions in order to reduce the disturbing effects: 

• The acquisition system must be symmetric, meaning that the interfaces 
electrode-body and the connexions to the amplifier should be identical 
for both active electrodes ( 21 ZZ =  determines the annulling of the first 
term inside the brackets). 

• The amplifier must have a very high CMRR (instrumentation amplifier), 
strongly decreasing the second term inside the brackets).  

In Figure 4 we are focussed on the main methods for decreasing the disturbances 
induced by the power line. Firstly, the connections between the electrodes and the 
electrocardiograph should be double shielded. Secondly, in order to reduce the 
common mode voltage on the patient, we can establish a feedback, by controlling 
his right leg (“right leg drive” by the output of the amplifier A2). The same princi-
ple could be implemented for EEG, by connecting this type of feedback not at the 
right leg, but at the lap of the ear. 

We protect the connection cable by screening, with the shield connected to the 
ground, and consequently, the displacement currents Id1 and Id2 are branched to the 
ground (Fig.3) as in case of the amplifier, PA, also protected by a shield.  
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Fig. 4. Power line interference reduction 

In addition to the usual shield, it is advisable to use another interior shield, 
called guard, driven by a simple electronic circuit at the common mode voltage on 
the patient body, V’cm, namely, at the same potential with the wires 1 and 2 (the 
bioelectric signal “e” appears as differential voltage that must be amplified and is 
much lower than the common mode disturbing voltage V’cm). Without this 
“guard”, the capacitance that would appear between the two connection wires and 
the shield could unbalance the input circuit, involving a higher effect of the com-
mon mode disturbances. 

The pre-amplifier PA is of “instrumentation” type, imposing a high reduction 
of the influence of the common mode voltages, due to its symmetry. The solution 
presented in Fig.4  allows a decrease of the common voltage on the patient owing 
to the feedback “processing system-patient”, established through the two resis-
tances R, the buffer A1, the resistance R1, the inverting amplifier A2, the resistance 
R2 and the resistance Re3. Consequently, the output voltage V’m of the inverting 
amplifier A2 has the value:    
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and the displacement current through the patient I’dP is: 
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Without the improvement supplied by this feedback (the reference electrode from 
the right leg being connected directly to the common through Re3 as it is shown in 
Fig.3), the common voltage on the patient would had been Vcm and the displace-
ment current through the patient IdP may be: 

3e

cm
dP R

V
I =                                                         (5) 

If we consider that the patient doesn’t change his position regarding the source, 
and his impedance versus the common doesn’t significantly change, the displace-
ment currents in these two situations (with or without feedback) will be coequal. 
Considering this equality we have: 
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=                                                             (6)   

Consequently, by using this feedback, the common voltage on the patient V’
cm is 

reduced in regard to Vcm (the situation when the right leg is directly connected to 
the reference, Fig.3).   

We can conclude that, if we want to correctly process the information contained 
in the low biological signals, it is compulsory to assume special precautions when 
we design, fix and operate with medical equipment, aiming to reduce the electro-
magnetic interferences. The most common and affordable items to be treated are: 

• the mutual mechanical position and placement of different “actors” of the 
electromagnetic environment; 

• shielding and guarding; 
• connections to ground; 
• symmetry of the picking-up circuits; 
• reduction of the disturbances at the source. 

Complementary with the classical methods to improve the electromagnetic com-
patibility, (that we must apply at any possible level: circuit, board, equipment or 
even the global structure - e.g. the hospital), various procedures for extracting the 
useful signal from the noise (amplification, frequency separation, adaptive filter-
ing, average techniques, correlation or inter-correlation techniques) have to be 
used. 
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5   Biological and Health Effects of Electromagnetic Fields 

The normal sequence for investigating the possible effects of exposing the living 
organisms to electromagnetic fields imposes the following steps: 

• the accurate determination of  the incident electric and magnetic fields 
Eincand Hinc that aggress the living organisms; 

• the determination of the induced electric and magnetic fields, power 
deposition, energy absorption and the Specific Absorption Rate (SAR); 

• the determination of  the effects of the induced electric field and of the 
current density on the biological processes at cell, tissue or whole organ-
ism level. 

5.1   Determination of Exposure Fields 

If we want to determine the electric and magnetic fields disturbing the living or-
ganisms, there are two possible approaches: 
 

• the patient under test should carry with him a displaceable measurement 
device, that registers and records the levels of exposure for one or more 
days [15]; 

• performs field area trusted measurements, in various points and time in-
tervals. 

A displaceable measurement device could be uncomfortable for the person which 
is caring it and the limits imposed by weight, volume and price allow only the 
recording of root mean square (rms) values of the field for 24 hours and the com-
parison with those accepted by standards. 

Although more laborious, the overall measurement of the fields, in various 
zones or ambient guarantees a better characterization and identification of the 
sources, also suggesting possibilities for field minimization.  It is necessary for 
that, to consider a large variety of ambient, mainly the professional ones, without 
neglecting residential or even public areas. The survey of the electromagnetic 
environment require  “in situ” measurements and represents an important part of 
the electromagnetic and biological compatibility. 

We performed measurements on electric and magnetic fields, so providing a 
survey of the electromagnetic environment in several specific areas: 

• close to high-voltage lines or electrical stations (transformer plant); 
• in residential areas (in dwellings and laboratories); 
• near radio and television transmitters; 
• in hospitals. 

The results of our measurements has evinced: a great variability of the fields; a 
great dispersion of the field levels (even in the same place of the same laboratory 
the field varies a lot both spatially and temporally); the necessity to perform a 
greater number of measurements which should be processed statistically. 
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Referring to instrumentation to be used in survey, our research has been di-
rected towards the extension of the field sensor frequency range, time domain 
measurements, simultaneous electric and magnetic field measurements and iso-
tropic measurements. 

In our measurements or survey of electromagnetic environment we tried to be 
in accordance with the tendencies in the determination of the biological field ef-
fects on living organisms, namely:     

 

• the interaction between the weak fields and the biological systems or the 
long time exposure of humans  at low-level fields, involving a higher 
importance of the accurate evaluation of the electromagnetic environ-
ment; 

• the biological effects of the electromagnetic transients, also considering 
the ICNIRP recommendations regarding the human exposure [16]. 
 

The consideration of the long-term electromagnetic field exposure is very impor-
tant, especially because the guidelines related with level of  EM exposure are 
based only on  short-term exposure (immediate health effects) [17]. Taking this 
into account, we made a one year period survey of the 50 Hz background mag-
netic fields (magnetic flux density, B) in some dwellings and laboratories [10]. By 
performing a great number of measurements and a statistical processing of the 
results we determined the temporal variation of the magnetic field (per day, per 
week, per month, and in all the year) in these considered residential places.  

In Fig.5 are represented the mean values of magnetic flux density - B, with cor-
responding  standard deviation for every day of the week (e.g. mean values for all 
data per day in the period March 2004 – February 2005) in a laboratory. 

 
 

 

Fig. 5. The mean values of B with plus/minus standard deviation per days of the week for 
the period March 2004 - February 2005 in a laboratory 
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The mean values of the magnetic flux density - B, with corresponding 
plus/minus standard deviation for each month from March 2004 to April 2005 in 
the surveyed laboratory are shown in Fig. 6. 

 

 

Fig. 6. The mean values of B with standard deviation per months of the year for the period 
March 2004 - April 2005 in a laboratory 

Our results suggests that  a great temporal variability of the magnetic field lev-
els may exists in one and the same place, and a great dispersion of the field level 
in the case of the same type places. 

We have also performed measurements of background electromagnetic fields in 
hospitals, laboratories and dwellings considering 100 kHz ÷ 3 GHz frequency 
range, namely fields generated by Radio/TV broadcastings and mobile communi-
cations/wireless. 

In order to characterise low frequency magnetic fields, we designed and im-
plemented a tri-axis magnetic field measurement system [18]. This measurement 
system, shown in Fig.7, is able to make automate measurements of the magnetic 
fields and to determine the background magnetic field from residential areas 
(dwellings and laboratories) or to determine fields generated at different distances 
by the electrical appliances. 
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Fig. 7. The proposed tri-axial magnetic field measurement system 

 
Using the proposed measurement system, we have characterised the back-

ground low frequency magnetic field due to power line supply. We performed 
time domain measurements of the three perpendicular magnetic field components, 
as are shown in Fig. 8.  
 

 

 

 

 
 

Fig. 8. Time domain representations of the three components of magnetic field vector  

 
In Fig. 9 is shown the frequency domain representation of the three components 

of the field obtained from the previously stored time domain recordings. 
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Fig. 9. Frequency domain representations of the three components of the magnetic field 
vector  

 

 

 

 

 
 

Fig. 10. The r.m.s. values (thick line) and peak to peak values (thin line) of field compo-
nents and the r.m.s. values of the resultant magnetic field vector for about five minutes 
survey 
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Beside the spot measurement of the magnetic fields, it is possible to make long 
term survey of the magnetic field by storing the time domain representations of 
the field components and recording the root mean values (r.m.s.) and peak to peak 
values of the of the components B1, B2,  B3 and r.m.s. values of the resultant field 
vector, Br . 

In Fig.10 are shown the r.m.s. values and peak to peak values of the field com-
ponents and the r.m.s. values of the resultant magnetic field vector for five min-
utes survey of the background magnetic fields in an office. A statistical processing 
of the results for the time period of automate electromagnetic survey is shown in 
Table 2, (maximum value, the minimum value, the mean value of the resultant 
magnetic field vector expressed as  r.m.s. values, the standard deviation for 94 
measurements and the duration from all the survey time when the r.m.s. values of 
Br exceed their mean value). 

Table 2. Statistical processing of the r.m.s. values for about five minutes survey of Br. 

Survey 
period 

 

No. of 
values 

Maximum 
value of  

Br [nT] 

Minimum 
value of 
Br [nT] 

Mean 
value of 
Br [nT] 

Standard 
deviation 
[nT] 

Time when 
Br is over 
mean 

[%] 
14:41– 
14:46  

94 86.38 52.48 71.53 10.28 68.08 

  
The proposed measurement system is adequate to make spot measurement and 

automatically long term survey and allow a good characterisation of the low fre-
quency magnetic fields, with a view to estimate the human exposure and to iden-
tify the magnetic sources based on “electromagnetic signature”.   

5.2   Determination of Induced Currents/Fields and SAR 

The tissues are materials with good electrical conductivity, about 5.0≅σ  S/m, but 
non-magnetic (with permeability comparable with that of the air - μ0). 

For determination of the exterior electromagnetic fields Einc and Hinc, comple-
mentary with measuring the induced electric field and currents, we must consider 
the relationship connecting the wavelength λ, the dimensions of the field generator 
(the source), the dimensions of the body absorbing the radiation (the receiver) and 
the distance between the source and the receiver. All these, together with the ma-
terial constants of the tissues justify the assuming of some approximations. 

In order to determine the induced electric field and the induced currents in the 
organism by the incident exterior fields Hinc and Einc, we have to consider the 
Maxwell’s laws, the limit conditions and the material laws.  

For solving these equations and determining the electric field, E, and the cur-
rent density, J, we use both analytic and computational methods. 

The analytical methods are well known in the antenna domain and they are 
workable at regular shapes: sphere, cylinder, ellipsoid. 
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The more often applied computational method for the determination of the cur-
rents and of the induced fields in the body are the finite-difference time domain 
method, FDTD; finite elements method, FE; finite integration technique, FIT 
[19,20].  

5.2.1   Analytical Methods  

The analytical determination of the induced currents and fields in the body is per-
formed in frequency domains. 

Following we present a few estimations of the induced currents and fields, by a 
low frequency incident electric field Einc and an incident magnetic one, Binc. 

a) The electric field and the current induced by an incident magnetic field, Binc. 

In low frequency domain, in the conditions of neglecting the magnetic field due to 
the induced currents in comparison with the incident one, we can start from the 
integral form of Maxwell equation: 

a
B

lE d
t

d
a

inc

l

⋅
∂

∂−=⋅                                                   (7) 

 
If we consider in the organism a circular boundary with radius r and constant Binc, 
from the equation (7) we obtain: 

t

B
rrE

inc

∂
∂= 22 ππ                                                     (8) 

Consequently, the values of the induced electric field E and of the induced current 
density J, along the curve “l”, due to the incident magnetic field Binc, normal on 
the surface bounded by “1” are the following: 

t

Br
E

inc
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2
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EJ

inc
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For an incident sinusoidal magnetic field, with frequency “f”, we obtain: 

incinc fBrB
r

E πω ==
2

                                            (11) 

incfBrJ πσ=                                                       (12) 

These formulae allow a simple calculus of the induced electric field and of the 
current density induced by a low frequency incident magnetic field, Binc. In order 
to consider the different dielectric properties of various parts of the body, the 
boundary conditions at the interface must be accomplished.  
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Therefore, we start from the local form of Maxwell’s equations and we arrive at 
the Laplace equation that must be solved in the region of interest: 

0=Δ=∇⋅∇ VV                                              (13) 

And   

V−∇=E                                                      (14) 
 

b) The electric field and the current induced by an incident electric field, Einc 

For the analytical calculus of the field and induced current, we model the human 
body as a sphere, a cylinder or an ellipsoid, like it is presented in Fig.11.  

b1) The determination of the electric field and of the induced currents in the 
body by a low frequency incident electric field, using the spherical model [21]. 

The human is modelled like a sphere with radius “r” and the conductivity

m
S5,0≅σ , see Fig.11a. 

The total charge induced inside the angleθ , when φ receives values from 0 to 2π 
is: 

( )  =
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Fig. 11. Head or/and body models: a) spherical model; b) cylindrical model; c) ellipsoid 
model 
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If we calculate the value of the flux according to (15), we obtain for the charge: 

θπεθ 22
0 sin3)( ⋅⋅⋅⋅= rEq inc

Z                                    (16) 

The induced current is: 

( ) ( )
dt

tdq
tIZ

,
,

θθ =                                              (17) 

If it is considered the alternative electric field, having the angular frequency ω, the 
current through the sphere, crossing the circle at the angle θ  is: 

( ) θεωπθ 2
0

2 sin3 ⋅⋅⋅⋅⋅⋅⋅= inc
ZZ ErjI                                  (18) 

The current density and the induced electric field are: 

( ) ( ) ( ) inc
Z
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Z Ej
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E                                (20) 

In the situation that 1<<kr  (the condition of little electric sphere, where k is the 
propagation constant of the air), the current density and the electric field induced 
in the sphere are independent from the angle θ  and the size of the sphere. 

In this way it was established the relationship among the incident electric field
inc
zE  and the induced current Iz, the current density Jz and the induced electric field 

Ez. 
We can represent the human head like a sphere, but the representation of the 

human body like a sphere determines errors due to the alterations involved in the 
induced current by the head, the legs and the hands.  

b2) Obviously, due to the real shape of the human body, the cylindrical model 
(the human is modelled as a cylinder with radius “r” and length ”l”) is more ade-
quate than the spherical one. The expressions for induced axial current in the body 
are different for the cylindrical model, in comparison with the “spherical’ ap-
proach. In [21] these expressions are deduced in the assumption that the body is 
“electrically short”, ( 1<<kr , where k is the propagation constant and “l” is the 
height of the subject), condition that is complied for frequencies lower than 5 
MHz. 

The current, the current density and the electric field in the centre of a “human” 
having average dimensions (height = 1,75 meters and r = 0,14 meters), placed at a 
great distance comparing with the earth, are this time proportional to the  
frequency. 

inc
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z Ef
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2 1017,21
π

                                           (21) 
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1083.10
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                                         (22) 

When the frequency MHzf 5> , the condition for “short electric body” is not 

fulfilled, the formulae for Jz and Ez are more complex, [22]. 
As we have already mentioned, due to the complexity and the diversity of bio-

logical systems, there are always differences among the results obtained through 
various methods. More accurate results are obtained when it is possible, “in vitro” 
as in human or animals models, tissues samples in vitro, etc., by the measurement 
of the induced fields throughout the intrusion of little dimensioned sensors in the 
interest area [23]. However, more information and more related to real situations 
is obtained through the evaluation of the fields and induced currents of  “in vivo” 
exposures both of  the cells or the organisms. Moreover, the results could be trans-
lated and interpolated between the exposures of different species, from animals to 
human beings (dimensional scaling). 

The models (mathematical or physical) utilised in analytical and experimental 
determinations are spheroids, ellipsoids, homogeneous cylinders, having the di-
mensions of the studied beings, but could also be non-homogeneous, having the 
size and the shape of studied organisms.  

5.2.2   Numerical Methods 

The previously presented analytical methods are difficult and limited, being appli-
cable to quasi-simple geometrical models: the sphere, the cylinder, the ellipsoid.  

The recently developed numerical models are workable on more complicated 
human models, closer to the reality. Likewise, at the characterization of electro-
magnetic wave interaction with the human body [24],  it must be considered: the 
excitation source (placed in the near or far field area); the body model with the 
material constants; the numerical method and the utilized software. 

While dealing with the determination of the induced currents/fields and SAR, 
the convergence verification, the uncertainties estimation and validation are very 
important for the credibility of the results. The validation is made by comparing 
results of numerical simulation with results obtained by analytical methods and 
inter-comparisons between numerical methods [25] or comparisons between nu-
merical methods and measurements results [26]. 

There are some well spread head models or body models: IEEE head model, 
models built from clinical tomography data; models obtained from real photogra-
phy [27]. By using Computer Simulation Technology-CST software and a simple 
head model (IEEE model), given in software library, which is composed of two 
kinds of tissue (bone and brain), we have determined SAR distribution in some 
specific cases of exposure. 

The distributions of the induced electric fields and of the SAR in the IEEE head 
model exposed at a plane wave with Einc = 1V/m and f = 940 MHz are shown in 
Fig. 12. These values of incident electric field (E ≅ 1 V/m) may be generated at 
tens of meters from base stations for mobile communications or at about 1 m from 
a mobile phone in calling stage [28]. 
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Also, we determined the induced fields or currents and the specific absorption 
rate – SAR, in a virtual human head model obtained by using successive magnetic 
resonance imaging (MRI) sections. 

The numerical simulations were made with CST Microwave Studio software 
and as incident electric fields, there were considered the levels which we had ob-
tained by surveying different electromagnetic environments. 

 
 

 
                            a)                                                                 b) 

 
Fig. 12. E distribution (a) and SAR distribution (b) for Einc =  1 V/m and f = 940 MHz 

5.3   Acquisition of Some Biomedical Signals to Study the 
Biological Field Effects 

The living cells and tissues are extremely complex media, in comparison to inert 
ones. The living organisms are non-homogenous, non-isotropic, without thermo-
dynamic equilibrium. Consequently, the application of physical laws for describ-
ing the interaction field-biotic tissue is very difficult and complex. 

Some obvious effects, as tissue heating under the exposure at radiofrequency or 
microwave fields, could be modelled and elucidated. However, many other bio-
logical effects (non-thermal effects) of radiofrequency and microwave fields, the 
effects of alternative magnetic fields of low magnetic flux density (Binc < 100 μT) 
and low frequency (f  < 100 Hz), are not still explained away. 

In order to elucidate the biological effects of electromagnetic fields, there are 
performed extended researches and correlation:  

 

• “in vitro” investigations (studies) on cells and tissues; 
• epidemiological studies; 
• studies on animals and humans. 

The investigation aiming to evaluate the electric field and the induced currents is 
mainly performed “in vitro” on separate cells or on cells in biotic tissues. These 
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currents are influenced by the characteristics of the field, by the mutual placement 
of the cells, the density and the conductivity of the medium itself. Studies are real-
ized also on little animals (mice or rats). These researches are focussed on the 
relationship between the electromagnetic fields (incident or induced in the body) 
and cancer or other disease incidence, being essential to evaluate the carcinogenic 
effects of the incident electric or magnetic fields having high intensity. There are 
also epidemiological studies aiming to find statistic relationships between cancer 
incidence and the civilians’ exposure (living or working subjects  in specific areas) 
to electric and magnetic fields. Extended inquiries are focused on the biological 
effects of the magnetic fields generated by the high voltage lines or the influence 
of mobile telephony traffic. There are studies on the exposure of patients and  
volunteers (sick or healthy humans; males or females; adults or children and ado-
lescents) to different type of fields [5]. Because of the development of mobile 
telephony and wireless telecommunications, there are studies made with volun-
teers, referring  physiological effects of the radiofrequency fields generated by 
these devices (base stations, mobile phone, etc). For instance, the effect GSM 
radiofrequency radiations on auditory ERPs, or on spontaneous electroencephalo-
graphy generated during the sleep was presented. Aiming to identify the biological 
effects of the electromagnetic fields, we have recorded and analysed some bio-
logical signals (EEG, ECG):  

• in different  electromagnetic environments; 
• in case of patients exposed to  electromagnetic fields during physiother-

apy; 
• in case of the professional exposures (electric and/or magnetic fields gen-

erated by power lines). 

We recorded the electroencephalographic signal (EEG) of a patient in two differ-
ent electromagnetic media:  a normal room and a shielded room built for biomedi-
cal applications [29], placed inside the first one. Although the recordings have 
been successively performed on the same patient, there were observed some dif-
ferences [30], as it is shown in Fig.13. In Fig. 13 are represented in frequency 
domain (Fast Fourier Transforms - FFT) of the EEG from two EEG leads (C4-O2 
and T4-O2), done in various electromagnetic media. 

It was observed that the electrical potential and the power of the EEG recorded 
in the shielded room are lower than those recorded in a normal room. Thus, it was 
observed a significant increasing of the delta and theta wave powers for EEG re-
corded in media with higher levels of electromagnetic fields.  

We have also considered the recording of EEG in this shielded room, when the 
parasite alternative magnetic induction is reduced by a dynamic control [29].     

Another assumed approach for the determination of any possible effects of the 
exposure to electromagnetic fields was to record biological signals during the 
physiotherapy: magneto-therapy operating at frequencies less than 100 Hz; short 
wave diathermy at a frequency of 27.12 MHz; microwave electrotherapy at a fre-
quency of 2450 MHz. Various challenges were associated with  the registration of 
ECG and EEG for the subjects exposed to the fields associated to space for  
physiotherapy, mainly related with difficulty to acquire  the biological signals in 
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the environment with high magnetic and electric fields generated by electrother-
apy devices and for the magneto-therapy, where we deal with the same frequency 
spectrum. We have registered an EEG signal during a magneto-therapy procedure, 
for lombar affection. The magneto-therapy was performed with the device BTL 
5940 and for the registration of the EEG signal we used the portable device 
Biopac “BSL MP45”, connected to a portable computer, as it is presented in  
Figure 14. 
 

     
                                     a)                                                              b) 

Fig. 13. FFT for two EEG leads recorded in two different electromagnetic media: a) a nor-
mal room; b) a shielded room for biomedical applications 
 

 

 

Fig. 14. Recording a EEG lead on a patient during a magneto therapy process 
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In Fig.15 is shown the time domain representation of  EEG signal recorded be-
fore therapy ( two minutes and thirty seconds), during the magneto-therapy (ten 
minutes) and after the magneto-therapy. It can observe a great influence upon 
EEG signal during the magneto-therapy. 

 
 

 
 

Fig. 15. Time domain representation of EEG before, during and after magneto-therapy 

 
In this specific situation, to isolate and extract the disturbing signal owned to 

the magnetic field generated by the magneto-therapy device is very difficult, being 
in the same frequency domain as the EEG signal. Regarding the acquisition, the 
processing and the analysis of the ECG signal, also considering its higher level 
and its periodicity, the above presented results suggest that exterior electromag-
netic fields may diminish the trusty level of acquisition and identification of EEG 
or ECG induced by physiological and pathological changes.  

In order to optimize the heart rate variability  (HRV) quantification we pro-
posed a method to better characterize cardiac cycles extracted  from a severe dis-
turbed  ECG signal in case of the subjects exposed to significant electromagnetic 
fields [31]. Furthermore, for the elimination of the influence of exterior electro-
magnetic fields, we applied at the acquisition of bioelectrical signals, some usual 
methods for extracting signal from the noise, as the adaptive filtering and coherent 
averaging.  

6   Conclusion 

The knowledge on electromagnetic environment for better characterisation of his 
influence on biological functions and health is important for future of our society 
when wireless networks and smartphones will become ubiquitous. More re-
searches is necessary in order to developed portable sensors and devices and to 
improve methods for long time survey of the electromagnetic environment. We 
presents our investigation on determination of the induced current/field and spe-
cific absorption rate where numerical methods are applied on complex human 
body models, considering real exposure scenarios. Even if currently it is a difficult 
and cumbersome approach, this investigation may give more insight on influence 
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of electromagnetic fields on biological structure and functions as well as may 
allow optimization of methods for acquisition and quantification of biological 
signals (e.g. by reducing the electromagnetic interferences and increasing the sig-
nal to noise ratio in EEG and ECG), and discovery of new methods and instru-
ments for diagnosis and therapy.  
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Abstract. Information technology (IT) services have been applied to mission crit-
ical businesses such as financial firms or telecommunication firms. And more 
applications are expected for IT supporting social and economic infrastructures, 
particularly those for healthcare in the future. However, defects in IT services will 
have greater negative impacts on social and economic activities in the future, since 
the risks of such defects are increasing due to their wider applications and the 
growth of IT systems’ complexity and scale. In this chapter, upon surveying the 
current state of affairs and seeing that little progress has been made towards un-
derstanding and reducing defects in IT services that influence social and economic 
activities, despite a number of efforts including upgrading software and hardware 
quality, we propose a new approach to understanding and managing the dependa-
bility of IT services by discussing a dependability model. The model consists of 
not only functions for legacy system dependability but also two types of functions 
(additional safety and safety operation). Next we evaluate the efficacy of these 
two types of functions relative to IT dependability, both qualitatively and quantita-
tively, by using 42 actual cases of IT accidents obtained by the Information-
technology Promotion Agency, Japan. Moreover, based on the verification, we 
examine the ways in which improvement of IT dependability associated with so-
cial and economic infrastructure, previously dependent on the skill of individual 
engineers, is eventually achieved as a result of organizational activities. 

 
Keywords: health information technology, dependability model. 

1   Introduction 

Defects in information technology (IT) services for mission critical businesses 
such as financial firms, telecommunication firms or healthcare firms (i.e., IT sup-
porting social and economic infrastructure) often negatively influence social and 
economic activities. 
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For example, there have been mission critical systems such as clinical compu-
ting systems, ambulance dispatching systems or the other medical information 
systems in healthcare firms. And many cases have been reported that defects in IT 
services provided by such mission critical systems negatively influenced health-
care activities [1,2]. 

Moreover, new healthcare services, such as patient-centered medical home 
(PCMH) or personal health record (PHR), are to be developed nowadays and IT 
plays a significant role in supporting most of such new services [3,4].  Thus it is 
concerned that IT defects might cause much more negative influences to social 
and economic activities when IT will be more widely applied to such new services 
in the future.  

In contrast to embedded IT systems such as those that automatically control 
hardware equipment, the IT systems associated with social and economic infra-
structure are enterprise-level systems with the following characteristics:  

• They are able to run large-scale applications exceeding several million steps, 
including complicated on-line and batch processing;   

• Frequent interactions with the system are possible, creating the potential for 
human operation faults;  

• Dependability of the IT service is affected by environmental changes (such 
as a sudden peak of traffic or frequent application updates) caused either di-
rectly or indirectly by social and economic activities.   

 

IT services supporting such complicated systems are thought to be highly prone to 
accidents. We should aim to achieve higher dependability since these types of 
services are spreading widely throughout society. 

In this chapter we discuss enterprise IT services based on papers [5,6] with a 
focus on the following issues:  

1. We survey legacy activities to prevent IT accidents by reviewing the litera-
ture and show that legacy models of understanding IT dependability have 
not been capable of meeting with threats of future IT accidents;  

2. We identify functional elements that contribute to IT dependability and sys-
tematize these in a model;   

3. We verify the qualitative and quantitative relationships between dependabil-
ity elements and actual cases of IT defects that have been collected by the 
Information-technology Promotion Agency, Japan. 

2   Literature Review 

A number of approaches have succeeded in preventing IT accidents. For example, 
IT system dependability has been improved through the implementation of soft-
ware development technologies. These include structured software testing and  
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quality assurance technologies [7], higher-reliability hardware solutions such as 
popular clustering or RAID (Redundant Arrays of Inexpensive Disks) technolo-
gies, and continuous improvement of total system development projects such as 
PMBOK (Project Management Body of Knowledge) [8] for general projects and 
CMMI (Capability Maturity Model Integration) [9] or MIERUKA [10] for IT 
projects. However, these technologies for improving system dependability  
are only applicable over a finite period of project development, that of IT  
implementation. 

For during the operation phase after the launch of developed systems, there are 
ITIL (IT Infrastructure Library) [11,12,13,14,15] and ISO20000 [16]. These in-
clude best practices for IT service management and operation and incorporate 
measures to reduce human operation faults. They assume that necessary functions 
are developed by the IT development projects and that engineers of service man-
agement and operation use these functions as they are. Thus, even when extra 
functions in a broader sense (including human operations) are needed in IT servic-
es where higher dependability is required, we can not find in the ITIL and the 
ISO20000, any model to define the functions’ scope nor any guideline to assign 
responsibility to determine whether the functions should be developed or not.  

Consequently, they seem to expect individual companies to have some suitable 
model and field engineers in the company to judge whether extra functions should 
be realized or not.  

However, one hesitates to say that we are safe given the number of IT accidents 
broadcast by the Japanese news media (Figure 1). 

We first surveyed the viewpoints of news media firms. According to a sum-
mary of 94 recent IT accidents [17] that were covered by the Japanese news me-
dia, 49 cases were due to product faults (i.e., reliability problems in a narrow sense 
including software bugs), 17 cases were due to human errors, and the causes of 28 
cases were not specified. Thus, of the 66 cases whose causes were specified, ap-
proximately 70% were thought to be due to problems with product quality. This 
type of news continues to be broadcast because of recognition by the news media 
firms that there is no way to improve dependability except by improving software 
quality. However, Japan has been reported to have fewer potential bugs in its fi-
nished software than other major software producing countries such as India, Eu-
ropean countries, and the United States [18]. Thus, we have doubts about whether 
this single approach can substantially improve the dependability of IT services 
associated with social and economic infrastructure. 

Approximately 30% of covered IT accidents were thought to be due to human 
errors. However, since a recent evaluation said that the field operation depart-
ments of Japanese IT service operations wield a relatively significant amount of 
power [19], there seems to be minimal room to improve dependability in this area. 

Based on the above discussions, we think that the keys to further improvement 
of IT dependability lie in the fact that few models have been implemented  
with a focus on dependability and there has been a lack of clarity in assigning 
responsibility for developing functional elements involved in each model. That is, 
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we recognized that it is necessary to identify a model which clarifies assignment 
of responsibility on the assumption that IT accidents actually happen, since there 
is a high possibility of accidents in complicated IT services supporting social and 
economic infrastructure. 

Upon the above recognition, we next investigated how social organizations un-
derstand the overall shape of the dependability in real terms. 

We first proceeded to survey public associations of governmental organizations 
related to IT. The International Standardization Organization [20] and Japan In-
dustrial Standard [21] define the external quality of software using six categories, 
including functionality and performance, but have not considered the control of 
faults, including bugs, to be a systematic category. The Ministry of Economy, 
Trade and Industry (METI) of Japan [22] first introduced the category of control-
ling faults when they expanded the six categories to 11 categories in focusing on 
non-functional requirements mainly for enterprise IT services. Furthermore, the 
category was broken down to two sub-categories, preventing occurrence of faults 
and preventing the spread of negative effects caused by faults. Despite these steps, 
the following can be observed:  

• Most discussions have focused on preventing the occurrence of faults, 
with fewer concentrating on mitigating faults’ negative outcomes. More-
over, there is no discussion on the importance of countermeasures to pre-
vent the spread of negative effects caused by faults.  

• Several checklists are intended to preventing the spread of negative ef-
fects caused by faults. However, the checklist items are described at an 
abstract level, for instance checking for the presence of countermeasures 
to initial faults after the launch of an IT service. There is neither a syste-
matic explanation of the expansion process by which an initial fault  
occurrence results in concrete negative outcomes nor suggestions to de-
velop specific countermeasures to cope with the adverse events.  

 
Next, companies that provide actual IT services generally assign causes to IT de-
fects or accidents using categories such as developed application bugs, system 
infrastructure problems, or maintenance or operation issues. Each individual cate-
gory corresponds to an accounting department within the company. Consequently, 
IT dependability is effectively the sum total of each department’s efforts to im-
prove its own individual quality measures. However, it is quite unlikely that the 
overall structure of departmental organizations is derived from a systematic at-
tempt to anatomize the elements that yield optimal IT dependability and then 
represent these in organizational form. Rather, it seems that these companies have 
a model of dependability that consists of elements corresponding to individual 
departments. However, given the number of IT accidents illustrated in Figure 1, 
there are doubts about the adequacy of such a model. 
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Fig. 1. Trends of the number of IT accidents broadcasted by news media in Japan 

3   Systematizing Elements of Dependability 

Economically speaking, IT companies benefit most if elements of dependability 
correspond to existing organizational departments that are hypothetically derived 
from the point of view of economical rationalism. However, although the idea of 
this dependability model is reasonable for an IT service provider, it is difficult to 
say whether third parties can objectively understand the appropriateness of the 
model.  

The reason for this is that the causes of nearly half of the 94 IT accidents men-
tioned earlier were either not clear or were treated as only human operation faults. 
Doubt remains as to whether the best way of improving dependability is to divide 
responsibility among existing departments in the organization. 

To deal with this doubt we use modeling to clarify the structure of dependability. 
As mentioned before, IT services that support social and economic infrastruc-

ture are complicated systems. In order to allow us to model the entire configura-
tion of the complicated systems, we first defined the following three elements to 
describe the phenomena that occur before the outbreak of IT accidents by using 
fault-tolerant model [23]:  

 Faults: These are root causes that trigger successive events before IT acci-
dents occur. They include, 1) product faults such as software bugs and hard-
ware defects, 2) human operation faults, and 3) environmental changes such 
as a sudden increase in network traffic or data processing load;  

 Service errors: This is a possible status event, which may causes future IT 
accidents or exacerbate these accidents’ negative effects (the service error 
corresponds to an error in the fault tolerant  model);  

 Service failures: These are events that negatively influence social and eco-
nomic activities, for instance terminations of service for a long period of time 
(IT accidents in the worst case).   
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By using these elements, we can formulate fault-tolerant functions promoting 
higher dependability as shown in Figure 2. We define the functions in IT services 
as follows: 

 Safety operation functions: Organizational structures that mitigate actual 
damage to social and economic activities by responding to service failures, 
even when faults cannot be fixed.  

  
  

Fig. 2. Legacy fault-tolerant model when applied to existing IT service as it is 

 
Component errors in fault-tolerant devices can be identified relatively more easily 
by extracting possible production fault cases from design specifications of the 
devices. However, in IT services related to social and economical infrastructure, 
there can be a wider range of fault sources, which include not only production 
faults of all software and hardware devices but also environmental changes and 
human operation faults by system operation and maintenance engineers. Thus, 
since the more simple identification methods are not applicable to IT services as 
they are, we need the following additional functions to cope with service errors 
caused by a broader range of fault sources.  

 Additional safety functions: Functions to identify service errors and decide 
mechanisms executed in safety operation functions to prevent faults from de-
veloping into service failures, or reducing the negative influence of the ser-
vice failures, even when service errors occur.  

The following additional information is necessary as the fourth element to execute 
such identification and decision in the functions. 

 Early warning sign (EWS): Alert providing notification that service errors 
caused by faults could progress to service failures.  
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We call a set of the additional safety functions and the safety operation functions 
an on-demand safety system. 

IT service experts must consider the final scope of the first type of function 
based on a balance between additional investment and expected total loss, includ-
ing degradation of social reputation and opportunity loss, since additional devel-
opment costs other than those necessary for system development are required. 
Since these functions require decision making regarding contingency plans, the 
final responsibility for them should rest on IT owners or management executives 
rather than on field operation and maintenance departments. 

In contrast, responsibility for the second type of function is assigned to the field 
organizations that implement them. 

Based on the above discussion, we systematize a bird’s-eye view of dependa-
bility as shown in Figure 3 by considering the legacy system’s dependability, 
whose responsibility should rest on development departments. According to this 
viewpoint, overall dependability is composed of the legacy system’s dependabili-
ty, the additional safety functions and the safety operation functions. Since we 
categorize the tree elements according to the relevant responsibilities, we call this 
model a manageable dependability model. 

Legacy research on improving dependability of enterprise IT services has fo-
cused on preventing faults through improving software quality and fault tolerant 
technology [24] or activities to reduce human operation faults. In contrast, our 
original approach is to introduce concepts of fault tolerance to the enterprise IT 
service by taking into account not only service errors but also EWSs. 

The outcome of legacy research has included improving software quality to 
prevent production faults and developing fault-tolerant technologies to increase 
device dependability. These approaches have been implemented in IT systems 
facilities as freeze logic and have played a role in system dependability as illu-
strated in Figure 3. 

Problems occur if the additional safety functions and the safety operation func-
tions in Figure 3 always implement the same freeze logic as the system dependa-
bility processes, since the additional safety functions have to be developed by 
considering the following features: 

• The final functions to be implemented are decided upon by IT owners or 
management after limiting and prioritizing candidate functions through a 
process of obtaining expected probabilities and impacts of each of them;  

• Commitment to a function is not a permanent decision. Flexibility is impor-
tant since the dependability of IT services is contingent on environmental 
changes. Thus, implementation methods are required to avoid a loss of in-
vestment and to realize the maximum scope of functions under a limited 
budget. 
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Fig. 3. Systematized model of dependability for IT service (manageable dependability 
model) 

 
It is probable, then, that the flexibility to change the scope of countermeasures 

with the aim of higher dependability will lead to a degradation and consequent 
reduction in the overall scope of available countermeasures if the additional safety 
functions or the safety operation functions are implemented in facilities that utilize 
freeze logic. 

Therefore, most of the additional safety functions and safety operation func-
tions are thought to lack freeze logic, with a few exceptions, for instance cheap 
software tools. Implementation of these functions is supposed to follow an ap-
proach that requires no extra cost beyond keeping structures of the safety opera-
tion functioning normally except during emergencies, during which times costs 
can be potentially very high. In this sense, we call the combination of additional 
safety functions and safety operation functions an “on-demand safety system”. 

4   Verification of the Model  

We next verify whether or not actual IT accidents can be explained using the ma-
nageable dependability model illustrated in Figure 3. Specifically, we determine 
whether existence or absence of the functions in the on-demand safety system 
affects the dependability of IT services by using actual IT accidents documented at 
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the Software Engineering Center, Information-technology Promotion Agency, 
Japan (IPA/SEC). 

4.1   Qualitative Verification 

Case 1 
 

In this case, the response of an on-line service was delayed after the service was 
started, although a quick and stable response had been observed in the service 
before the accident. The accident was caused by a batch processing delay in which 
the process remained active even after the scheduled on-line service start. The 
delay had been caused by the misexecution of an operator command, which con-
sumed significant server resources while the batch was running.  

In this case the fault was the inappropriate running of the command, the service 
error was batch-processing delay and the service failure was the slow response of 
the on-line service. An EWS could have prevented this case if by some means 
such as IT service evaluations the problem had been pointed out before the acci-
dent occurred. 

The dependability of the service could be improved further if either one of the 
following functions was implemented:  

 An automatic mechanism that starts up on-line applications and gives a high-
er executing priority to these applications when batch processing is still in 
progress at the scheduled on-line start time, on the assumption that such ser-
vice error may happen in reality (additional safety function);  

 An organizational structure that, when the automatic mechanism cannot be 
applicable to the service, more rapidly detects the service error (the batch-
processing delay), starts up on-line applications punctually, and gives higher 
executing priority to the applications without fail (safety operation function).  

Since the service error may be caused not only by human operation errors or bugs 
in batch-processing programs but also by environmental changes such as a sudden 
increase in data-processing load, it can be concluded that the service lacks the 
necessary on-demand safety system. 

Case 2 
 

In this case, clerks working at computer terminals in shops of customer divisions 
found that IT services were suddenly unresponsive, although these services were 
stable and responsive before the accident. Many of the terminals had to be shut 
down for days since it took a long time to recover service. The reasons for this 
delay were as follows: 

1) Too much time was spent identifying the cause of the abnormal phenomenon.  

In this system, a network facility was composed of a dozen high-end network 
elements that were duplicated to achieve higher system dependability. However, 
the IT system division had not implemented a mechanism that would detect the 



306 H. Ohtaka and Y. Fukazawa
 

abnormal performance of any given network element, since the devices had been 
very popular and selling well worldwide and development costs had exceeded the 
budget allowed. Furthermore, the organizational structure necessary to respond to 
such a case did not exist.  

2) Too much time was spent recovering service after detection of the cause.  

The cause of the abnormal phenomenon was a bug in the control software whose 
effects were triggered by changes in telecommunication traffic, i.e., an environ-
mental change. However, even after the cause was detected, there were many 
ways to avoid the problem, though every option had potential adverse effects. 
Further complicating the matter was that the bug in the commercial system could 
not be reproduced in the testing system, while poor cooperation between the sys-
tems division and the customer divisions complicated the development of methods 
to avoid a solution’s potential side effects. Thus, methods of trial-and-error were 
employed so as to avoid the bug’s negative influences during the IT service’s on-
line service time. This extended the number of days necessary to eventually re-
cover full service.  

The fault in this case was caused by an unknown bug in the software product in 
the network element device, the service error was the delay in identifying the 
cause of the fault and then recovering service, and the service failure was the ex-
tended unavailability of business processes at a large number of terminals. If the 
risk of this case was somehow pointed out before the IT accident, the alert of the 
risk would be defined as the EWS.   

The dependability of the service could be improved by reducing the duration of 
terminal downtime through implementation of the following functions:  

• Introduction of a mechanism to quickly alert a human operator of the ab-
normal performance of a network element device’s input and output  
response (additional safety function) and an organizational structure to re-
spond quickly to the abnormal performance (safety operation function);     

• Commitment to testing bug reproduction procedures and to verifying side 
effects of fixing the bug in the commercial system supported by corporate 
customer divisions after the planned time of window closure, on the as-
sumption that such bugs may actually appear in a complicated system (addi-
tional safety function to ease negative influences of service failures), and an 
organizational structure to execute testing in the commercial system in co-
operation with the customer divisions (safety operation function);  

• Establishment of contingency plans to continue minimum business 
processes in the customer divisions even when IT systems are not availa-
ble (additional safety function) and an organizational structure to execute 
these plans (safety operation function). 
 

We would encourage management or owners of IT services that support social and 
economical infrastructure to determine the proper amount of effort to devote to 
preventing terminations of corporate processes by judging specifically the degree 
to which they should implement such on-demand safety systems as described in 
Case 2.  
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Case 3 
 

If symptoms of the service error are unobservable, there is no way to avoid the 
negative influences of subsequent service failures, except by eliminating the cor-
responding causes (faults) of the IT accidents. For example, in this case, test mail 
was inadvertently sent to actual users because some addresses registered in the test 
database were equivalent to those of actual users. Engineers failed to detect the 
problem.  

4.2   Quantitative Verification 

It is difficult to verify the effectiveness of the manageable dependability model 
quantitatively, since the broadcasted information of the 94 IT accidents mentioned 
above contain insufficient information to do so. It was impossible to obtain more 
detailed information about these cases since this was prohibited by corporate secu-
rity. We therefore verified effectiveness of the model by collecting as much actual 
field information on the cases as possible using the approach mentioned below. 

4.2.1   Method for Case Specification 

We obtained information regarding IT accidents from a sectional meeting named 
Project MIERUKA held at the Software Engineering Center of the Information-
technology Promotion Agency, Japan (hereafter, IPA), where strict privacy stan-
dards are maintained. The meeting members have 20 to 40 years of experience in 
developing and maintaining mission critical IT systems for IT vendors or IT users 
in Japan. 

Members recorded information not just about the basic events that transpired 
during IT accidents but also about outcomes of the events and the countermea-
sures taken against them. Forty two cases were summarized.  

4.2.2   Method for Case Analysis  

First, causes of IT accidents were classified into three categories (product fault, 
human operation fault and environmental change), which are the same as those 
mentioned in section 2. 

We shared the definition of the system described in Figure 3 and used this to 
further differentiate whether or not by introducing the on-demand safety system it 
would have been possible to prevent service failures and ease their negative ef-
fects. Moreover, the following procedures were used to avoid biasing the investi-
gation and analysis. 

 

- Members in the sectional meeting of IPA, who were from different companies 
and offered the cases, performed analysis and evaluation independently without 
any interference from each other. 
- The analysis was summarized after all of the results were reviewed and corrected 
in the final sectional meeting. 
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4.2.3   Results of Analysis  

Figure 4 shows the results of the analysis of accident causes. Among the 42 cases, 
approximately 74% were due to product faults, which is nearly the same rate as that 
seen in the 94 IT accidents mentioned above. This confirmed that activities related 
to upgrading product quality, which has been focused on thus far, are important.   

 

    
 

Fig. 4. Classification of causes of 42 actual IT accidents 
 
We also determined that the ratio of cases where it was possible to have pre-

vented service failures or ease their negative effects if the on-demand safety sys-
tem had been implemented was 59.5%, as shown in Figure 5.  

 

 
 

Fig. 5. Quantitative verification based on actual cases 
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①
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②
Environmental

changes

③
Human

operation faults

Multiple
causes

16 cases 3 cases 7 cases 16 cases

　①+②　　 :　4.8%(2 cases)

　①+③　　 : 21.4%(9 cases)

　②+③　　 :　 2.4%(1 case)

　①+②+③:　 9.5%(4 cases)

73.9% of IT accidents related 
to production faults(①).

38.1%

①

Multiple 
causes

38.1%

16.7% 7.1%
②

③

        On-demmand saftey system
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could not prevent
IT accidents

could prevent
them

No. of cases 42 17 25

Rate(%) 100.0%

40.5% 59.5%

Could prevent
IT accidents

Could not
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5   Consideration  

Several lessons can be learned from the fact that service failures or their negative 
effects could have been prevented or eased in approximately 60% of the cases by 
implementing additional safety functions and safety operation functions. 

1) The manageable dependability model, which explicitly introduces additional 
safety functions and safety operation functions (on-demand safety system in Fig-
ure 3) that are distinct from functions utilized in traditional system dependability, 
is thought to be effective for improving dependability of IT services.  
2) Although the additional safety functions and safety operation functions may 
have been implemented as a result of voluntary efforts of individual field engi-
neers, we are not aware of any systematic and organizational scheme to develop 
them. We believe that dependability of IT services will be improved by organiza-
tional efforts to develop and share among IT services tools to implement the on-
demand safety system explicitly demonstrated in the proposed model. Further 
benefit will be derived from introducing approaches to obtaining feedback from 
lessons learned while applying these tools to field services and from continually 
enhancing the tools over the long-term.  

6   Conclusion  

We clarified the functional elements (the additional safety functions and the safety 
operation functions derived from a point of view of manageability) of the depen-
dability of IT services underlying social and economic infrastructure and systema-
tized the overall structure of this dependability.  

It is difficult to say that the proposed model is clear enough for field persons to 
practice improving IT dependability in actual.  In order to move forward this re-
search to applying to actual works in the fields, it is necessary to promote intro-
ducing the model by coping with the following questions. 

 
1) View of developing 

 It is necessary to show what should be added or changed to the legacy IT service 
development. It is also required to show overall view of developing the IT depen-
dability including legacy development style. 

2) Means  

It is necessary to show how to improve the IT dependability as tools for practicing 
improving the IT dependability. 

3) Thread to improvement in the long term. 

It is also necessary to show the thread to improve the IT dependability in the long 
term by using tools of 2) under the new development style mentioned in 1). 

In order to cope with these questions from a viewpoint of practices, actual ways 
for developing IT services and improving the IT dependability [25] are suggested 
in 7. Annexes. 
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On the contrary, it become possible to normally implement the on-demand safety 
system by using the following tools under organizational orders, if the dependabil-
ity systematized in Figure 3 is commonly recognized.  

1) Tools utilized mainly during the planning or development phase 

- A bird’s-eye view of causal relations; 

This is a diagram to extract functions of the on-demand safety system by under-
standing an overview of causal chains of problematic events, one of whose exam-
ple is shown in [25]. 

- A summary of service failure cases 

Each case includes concise records of an actual failure event and is composed of 
facts that include immediate countermeasure taken and lessons learned. An exam-
ple is shown in [25]. 

These are used to support practical decision making regarding the implementa-
tion scope, since these tools can be used as EWSs to identify service errors and 
extract necessary functions.  

2) Tools used after function development;  

- Checklists  

These are used for verifying whether IT services can be launched are based on 
clarifying whether developed functions are sufficient or not (an example is shown 
in [25]).  

Moreover, even after IT accidents occur and are fixed in operation phase, im-
provement of the dependability of IT services associated has depended more on 
the skills of individual engineers working in system development departments or 
operation and maintenance divisions rather than enterprise organizations or man-
agement, as there have been no systematized models and fewer methods for the 
higher dependability than those for system development. Thus, it has been diffi-
cult to identify clearly what is improved. On the other hand, as illustrated in  
Figure 7, it becomes easier to manage that outcomes of improving the IT depen-
dability are actually obtained, since outcomes of feedback from the IT accidents 
are much more visualized by sharing the above tools. It is also possible to improve 
the total IT services associated with social and economic infrastructure in the long 
term, by continuing practicing such improvement cycles.  
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Abstract. An increasingly significant characteristic that has emerged through the 
use of eHealth applications is the rise in consumer empowerment.  The latest ad-
vances in sensor technology, sensors implementation, improved wireless tele-
communications capabilities, open networks, continued increases in computing 
power, improved battery technology, and the emergence of flexible software  
architecture has led to an increased accessibility to healthcare providers, more 
efficient tasks and processes, and a higher overall quality of healthcare services. 
Intelligent infrastructures have provided the layers for contextual information 
gathering, knowledge processing as well as adaptation and optimization mechan-
isms. Pervasive health monitoring and care (PHMC) would shift the paradigm of 
healthcare from the traditional reactive, event-driven model, to one were subjects 
proactively manage their health in a patient centered healthcare system. The objec-
tive of this work was to identify requirements and barriers to adoption of perva-
sive sensing and computing in healthcare. To do so, the authors systematically 
reviewed published works on health information technology, eHealth, and perva-
sive health care, since 2005. We found technological, financial, psychological, 
logistic and liability issues related with requirements and barriers to PHMC adop-
tion. We identified as potential requirements related with adoption of  PHMC: 
optimization of  hardware and software for remote, unobtrusive health monitoring; 
better evaluation of  the implemented systems; better coordination of  the involved 
stakeholders; respect and improvement of existing standards for eHealth or new 
standards  realization; collaboration and team work of all stakeholders that may 
benefits from pervasive health implementation; training in using new technology; 
training for searching library and information sciences related with health technol-
ogy and information communication technology; training in thoughtfully analysis 
of added value associated with new health technology; promotion of healthier 
lifestyle using health information technology; analysis of social and organizational 
change process in order to design flexible, adaptive systems for health monitoring 
and care; adequate policy support for quality improvement of pervasive health 
systems;  transparency with regard to the goal, business plan and process  
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implementation of  pervasive healthcare; consideration of patients’ perception as 
well as healthy individuals perception and patient-physician relationship as a core 
organizational operational system for PHMC;  healthcare equity through improved 
data collection; education for technology literacy; and education for lifestyle man-
agement using new technologies. Barriers to implementation are associated with: 
financial constraints; privacy policy and related issues; poor transparency towards 
work plans and with regard to the implementation of health information technolo-
gy;  underestimation of complexity of the technological, clinical process and  
organizational problem; less or even lack of collaboration and team work of all 
stakeholders - patients, doctors, therapists, sociologists, engineers, computer tech-
nicians, etc.; fragmented or lack of responsibility in management of health  
information system implementation; low effective, persistent and consistent man-
agement of system implementation for more closely coordinated forms of health 
and social care provision; lack of quality audits of health information technology 
implementation in some healthcare systems; health professionals perception re-
lated mainly with less evidences on added value of some implemented eHealth 
approaches; aspect of culture associated with all stakeholders involved in health 
information communication technology. For the future it would be desirable to set 
up a comprehensive method that provides support in implementing PHMC taking 
into account quantitative measurements of variable identified in this work and 
potentially supplemented by others standardized surveys. 
 
Keywords: pervasive health monitoring, pervasive healthcare, health information 
technology adoption. 

1   A Short Story. Information Technology in Healthcare 

“I sighed as I flipped again through the paperwork sent with my first admission of 
the night. All I found was a partially legible discharge summary. The patient, a 
young man who was ventilator dependent and in a vegetative state since receiving 
a gunshot injury 6 months previously, had been transferred from a nursing home 
after a workup revealed a new deep venous thrombosis in his leg. From the li-
mited notes provided by the nursing home, I ascertained that the gunshot had 
initially caused a subarachnoid hemorrhage. It was my job, as a night-float admit-
ting resident, to determine whether it was safe to start anticoagulation for his 
thrombosis. I rummaged through his papers again. All I could find regarding his 
brain hemorrhage was the handwritten statement “Recent head CT stable.” I was 
angry that physicians had sent this patient without adequate documentation. In the 
corporate world, a business transaction would not be finalized if crucial informa-
tion were missing, but transfers like this are commonplace in medicine. I called 
the nursing home and reached a doctor who had never heard of my patient. He 
agreed to look up the record and call me back. A few minutes later, someone else 
from the nursing home paged me and said he couldn’t find any mention of a pre-
vious head CT. I pressed him for more information. After a second perusal of the 
record, he discovered that a “brain” CT had been performed a few days earlier. 
My spirits rose as I waited for the report. “Oh,” he said, “we don’t have a report. 
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We’re not an acute care facility, so it takes several days for us to receive reports.” 
Defeated, I hung up. Half an hour later, I was wheeling my ventilated patient to 
the CT scanner for new views of his brain. These days, we can find the answer to 
almost any question immediately by doing a Google search, but unfathomably, it 
is still not possible for a physician in Manhattan to obtain a timely report of a 
study performed in another New York borough. I waited for a corrections officer 
to open the gates to the prison floor of the hospital so I could see my next admis-
sion — a prisoner from Rikers Island who had been sent to a different hospital for 
stabilization and was being transferred here for treatment. The nurse warned me, 
“There’s not much there,” as I looked through the chart. The discharge summary 
from the transferring hospital was one of the briefest I had ever seen: “Admitted 
for altered mental status, s/p respiratory distress, and intubated. Treated with 
broad-spectrum antibiotics, extubated 2 days ago and now stable for transfer.” A 
set of basic laboratory tests from a couple of days earlier was included with the 
paperwork, but there were no culture reports, no mention of which antibiotics had 
been used, and no chest radiography reports. A 10-day course of critical care had 
been summed up in three sentence fragments and one set of lab tests. I spent 
another 20 minutes drawing labs and cultures and then ran back to the emergency 
room to see another new admission, still without a clear plan for the patient I had 
just left. Later that night, I looked over the chart for my sixth admission. A 72-
year-old patient with schizophrenia who spoke only Cantonese had been referred 
from a Chinatown clinic for admission. Because only the words “PPD positive” 
had been written on the referral sheet, he had been isolated in the emergency 
room. I wasn’t sure whether the tuberculosis positivity was a new finding, and the 
patient appeared comfortable on the stretcher. He was not coughing, and his 
lungs were clear. Without any family members present to provide clarification, I 
tied a mask on him and walked him outside his isolation room to a translator 
phone. Even through the translator, I could barely get a history. I looked for evi-
dence of a recent skin test on his forearms but found nothing. He was a febrile, 
and his chest radiograph was normal. I couldn’t understand why his primary care 
doctor had thought he needed to be admitted. Once again, I felt as though I were 
practicing medicine in the dark” (Litvin CB, 2007).  

Litvin [1] story published, in 2007, in The New England Journal of Medicine, the 
most widely read, cited, and influential general medical periodical in the world, 
underscores common communication breakdowns among patients, clinical, and 
administrative staff  (e.g., distribution of patient information), related mainly with 
accessing meaningful data in real time.  This is the common perception of health-
care professionals related with eHealth in many countries that currently use 
eHealth technologies. The term eHealth  or e-Health encompasses a range of  
services or systems that are at the edge of  medicine/healthcare, information tech-
nology and engineering, including: telemedicine, telerehabilitation, telehealth, 
telegenetics, electronic health records (EHRs), electronic medical records (EMRs), 
personal health records (PHRs), patient-centered medical home (PCMH or Medi-
cal Home), e-Patient, m-Health, connected health, consumer health informatics, 
health knowledge management, virtual healthcare teams, medical research using 
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distributed sensors networks, health information system (HIS) or health informa-
tion technology (HIT), information communication technology (ICT) for health-
care, pervasive health monitoring and pervasive healthcare. In recent years,  
interest in both eHealth and innovation in pervasive health monitoring and care 
(PHMC) has grown tremendously, and there has been increasing recognition of 
the importance of medical devices and other non-pharmaceutical health related 
technologies to all aspects of healthcare. The World Health Organization (WHO) 
issued the first global directive on medical devices in 2007, recognizing that, like 
medicines, many health technologies are indispensable. In Europe, taking into 
account the financial burdens associated with the ageing of the population and the 
parallel rise in chronic diseases, the overriding concern of Europe’s healthcare 
sector is to find ways to balance budgets and restrain spending. According to 
World Bank figures, public expenditure on healthcare in the EU could jump from 
8% of GDP in 2000 to 14% in 2030 and continue to grow beyond that date. For 
Europe, eHealth adoption is one of solution to reduce cost and improve healthcare 
as was emphasized to the High Level eHealth Conference 2006 in Malaga, Spain: 
“Europe can benefit from eHealth that focuses on ensuring better: prevention 
disease, prediction of disease, personalization of healthcare, participation of Eu-
rope’s citizens in their own healthcare improvement, increased patient safety 
throughout all stages of the healthcare process, productivity and performance of 
Europe’s healthcare systems, and of Europe’s third healthcare industrial pillar, 
monitoring of indicators and productions of regular data and reports on health 
status” [2]. In many European countries, the health and social-care system is look-
ing at the potential of eHealth to serve as a complementary support structure for 
quality care that is coordinated, comprehensive, and cost-effective. Moreover, 
research on pervasive computing technologies for healthcare, which does not aim 
to replace traditional healthcare, is directed towards paving the way for a perva-
sive, user-centered, preventive healthcare model [3] at lower cost. PHMC has the 
potential to significantly improve health outcomes over the long term and thereby 
reduce direct and indirect costs, given the much greater opportunities for conti-
nuous monitoring and adjustment of treatment. The pervasive health monitoring 
enables to build sensing and computing systems that allow long-term subjects’ 
health assessment and health critical events signaling.  

Pervasive healthcare may be defined from two perspectives: i) as the applica-
tion of pervasive computing technologies for healthcare, and ii) as making health-
care available everywhere, anytime and to anyone [4]. The pervasive healthcare 
applications include pervasive health monitoring, intelligent emergency manage-
ment system, pervasive healthcare data access, and ubiquitous mobile telemedi-
cine. Pervasive healthcare is closely related to biomedical engineering (BME), 
medical informatics (MI), and ubiquitous computing (UbiComp). BME combines 
engineering skills with medical and biological science to improve diagnostics, 
treatment, and follow-up. Using technology related MI large sets of medical data 
are processed to optimize healthcare management. A main objective of UbiComp  
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is physical integration and embedding of computing and communication technol-
ogy into environments. While BME and MI mostly focus on technology to im-
prove the existing health delivery model, pervasive healthcare in contrast tries to 
change the health care delivery model: from doctor-centric to patient-centric, from 
acute reactive to continuous preventive, from sampling to monitoring [5]. Addi-
tionally, while the term "pervasive" stands for the tendency to expand or permeate, 
"ubiquity" is the property of being omnipresent. In this sense, the ultimate goal of 
pervasive healthcare is to become a mean for achieving ubiquitous health.  

Efficient pervasive healthcare architectures, mechanisms and systems could al-
leviate the problem of supporting and caring for people with a long term condition 
and less mobility. Some of the problems that initially was thought to be solved by 
using ICT in healthcare delivery systems were the incorrect recording of diagnos-
es, unavailability of patient information, delays in accessing the information, 
space limitations for record-keeping and insufficient personnel for patient moni-
toring. The paradigm shift in BME and MI has enabled a reduction in these hur-
dles and a more personalized service to be delivered.  

In the last years, worldwide politicians have been supporting greater invest-
ments in health information technology and expect it to significantly decrease 
costs and improve health outcomes. For instance, Barack Obama’s campaign Web 
site proclaimed that his health plan would “lower costs through investment in 
electronic health information technology systems” (Obama 2008). An economic 
stimulus package was passed by the USA Congress including $19 billion for in-
vestments in healthcare ICT (Kaiser Family Foundation 2009), together with the 
Health Information Technology for Economic and Clinical Health (HITECH) Act, 
approved in 2009. Under the HITECH Act, every hospital in the United States has 
been eligible for a minimum of $2 million — and many millions more for larger 
hospitals - to buy and use “electronic health records”. Similarly, physicians have 
been eligible for payments ranging from $44,000 to $63,000 to begin to use such 
health electronic records. And, more critically, the federal government conditions 
all these investments on the ability of all these electronic health records to be 
shared, or interoperable, through local, regional, state, and, eventually, a national 
“health information exchange” [6]. HITECH includes a set of standards that allow 
senders to push health information securely to known receivers, to market based 
health information exchange solutions that can be used to create an exchange net-
work. Providers must purchase technology and comply with metrics related to 
implementation, and that compliance is defined as meaningful use [7]. To achieve 
the intent and sustainability of meaningful use, technology first needs to show 
value at the front lines of healthcare delivery [8]. From that perspective, the Amer-
ican policy has made several assumptions as: i. technology is a strategic tool; ii. 
technology will continuously improve quality; iii. technology will work better if it 
is comprehensively implemented. The current policy takes a top-down strategy 
and assumes that there is uniform and solid evidence for use of technology in all 
types of provider settings, a view that is inconsistent with existing evidence [8]. 
As Funtowicz and Ravez [9,10] noted, “The traditional distinction between 
‘hard’, objective scientific facts and ‘soft’, subjective value-judgments is  
now inverted. All too often, we must make hard policy decisions where our only 
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scientific inputs are irremediably soft. The requirement for the “sound science” 
that is frequently invoked as necessary for rational policy decisions may affective-
ly conceal value-loadings that determine research conclusions and policy recom-
mendations. In these new circumstances, invoking ‘truth’ as the goal of science is 
a distraction, or even a diversion from real tasks. A more relevant and robust 
guiding principle is quality, understood as a contextual property of scientific in-
formation”. The complex issue of introduction eHealth in our society should be 
recognized as a post-normal problem [11] that can be solved by  “bringing ‘facts’ 
and ‘values’ into a unified conception of problem solving in these areas, and  by 
replacing ‘truth’ by ‘quality’ as its core evaluative concept” [11]. The idea that 
quality differences should be measured by accounting for differences in services 
to the contribution to outcome has increasingly been recommended by some, and 
some possibilities would in fact exist to account for difference in the marginal 
benefit for the consumer that result of differences in the quality of the service [12]. 
Perhaps most prominently, this was shown in one of the recommendations from 
the Atkinson report from 2005 for strategies to improve price and productivity 
measurement in the UK: “An output measure should be adjusted for the attributa-
ble incremental contribution of the activity to individual or collective welfare. This 
should include capturing any change in outcomes which is attributable to the use 
of the inputs. A basic count of activities does not measure the quality of the output 
such as change in quality of patient experience or clinical effectiveness. This is a 
continued weakness of the current method” [13]. 

Given the reality of financial crisis in Europe, balancing rising cost pressures 
against limited resources is a concern across countries. As was emphasized in 
WHO publications, in 2009 [14]: “Technological innovation is the most important 
driver of health care costs, estimated to account for between a half and three 
quarters of all growth in health care spending [15,16]. However, the role played 
by technological change is complex. New technologies can reduce costs through 
efficiency gains or through health improvements that reduce the need for further 
and perhaps more costly care. But they can also lead to higher costs: by increas-
ing utilization; by extending the scope and range of possible treatments available; 
by extending treatment to a wider set of indications and to more people (expan-
sion); by replacing an existing and cheaper technology (substitution) [17]; and, 
even if not more expensive, by being applied more widely within the relevant pa-
tient population than the existing technology (a combination of substitution and 
expansion)” [14]. 

The requirements for adoption of PHMC should be analyzed from a sociotech-
nical perspective, that combines the social aspects of system development and 
technical solutions which address how PHMC may enhance the delivery of care.  

2   Methodology and Scope of Study 

Our objective was to identify requirements and barriers to adoption of pervasive 
sensing and computing in healthcare. To do so, the authors systematically re-
viewed guidelines, technical research work, declarations, recommendations,  
position papers, and social or psychological implication of health information 
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technology published since January 2005 on the clinical and scientific databases: 
USA NIH repository for peer-reviewed primary research reports in the life 
sciences PubMed NCBI, Excerpta Medica Database (EMBASE), and IEEE 
Xplore. IEEE that stands for Institute of Electrical and Electronics Engineers pub-
lishes in IEEE Xplore leading journals, transactions and magazines in technology, 
including electrical engineering, computing, biotechnology, power and energy, 
telecommunications and dozens of other essential fields.  A search of the ‘grey’ 
literature, citable material not indexed in NCBI Pub Med, EMBASE or IEEE 
Xplore, was also conducted. We systematically reviewed English language litera-
ture on human research related to the adoption and use of eHealth in the world. To 
obtain articles on eHealrh implementation and utilization, we required that one or 
more of the following keywords or phrases appear in the article: eHealth, health 
information technology, health information technology costs, electronic health 
records, electronic medical records, personal health records, patient-centered 
home medical records. All of the abstracts were examined manually to identify 
whether the publications should be retrieved in full text for further review. We 
excluded from our analysis the specific field of medical therapeutic research.  This 
research allowed us to select 82 articles with issues relevant for description of 
requirements and barriers to pervasive healthcare adoption. We limited our analy-
sis to papers related with technical research work on health information technolo-
gy and pervasive healthcare, guidelines and position papers related with factors 
that facilitate or barriers to adoption of information communication technology. 
The scope of our review encompassed the benefits and associated barriers of 
eHealth for description of presently state of pervasive healthcare implementation 
and to call for future research on effective implementation and adoption. 

3   Hand Fan Model – Framework for Analysis of Determinants 
for PHMC Adoption 

Medical informatics research units began to appear during the 1970s mainly in 
USA and Poland [18]. Since then, despite the interest and significant investments 
in promoting medical informatics and health information technology solutions, 
there remains a major gap between the promise and reality of delivery.  The NHS 
Future Forum [19] recognized that: “There has been too much focus on different 
parts of the system - GPs, hospitals, public health - and insufficient attention to 
how they all join up to provide the integrated care that patients need”. 

In many countries, the information technology systems associated with social 
and economic infrastructure are enterprise-level systems with the following cha-
racteristics [20]: - they are able to run large-scale applications exceeding several 
million steps, including complicated on-line and batch processing; - frequent inte-
ractions with the system are possible, creating the potential for human operation 
faults; - dependability of the IT service is affected by environmental changes (such 
as a sudden peak of traffic). Defects in information technology services may have 
greater negative impacts on social and economic activities in the future, since the 
risks of such defects are increasing due to their wider applications and the growth 
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of information technology systems’ complexity and scale [20]. A meta-analysis of 
the impact of  HIT implementation (i.e., CPOE - computerized physician order 
entry, EHRs - electronic medical records) across hospitals and ambulatory care 
organizations in seven countries identified implementation risk factors that in-
cluded: implementation, and opportunity costs; staff anxiety and resistance to 
changing long-established processes; concerns about affecting provider - patient 
relationships; training [21,22]. Costs represent a significant barrier to HIT imple-
mentation for both small and large health care organizations [21,22,23,24,25]. The 
expenditures include acquisition costs (i.e., upfront capital required for purchase), 
ongoing maintenance costs (i.e. staff training, software upgrades), and infrastruc-
ture costs (i.e., cost on system implementation or maintenance; cost of computer 
upgrades or networking) [26,27]. 

From a sociotechnical perspective, the adoption of  HIT implementation needs 
to combine the social aspects of system development (i.e., recognizing the skills 
and work of health care professionals) with technical system functioning (i.e., 
technology and tasks) to address how health IT fits within the organizational, op-
erational, and cultural processes to enhance the delivery of care [28]. Furthermore, 
increased implementation and use of electronic records will require changes to 
workflows, increased emphasis on preventive care,  retraining or hiring staff, and 
increased financial incentives to report and improve performance [29]. 

Based on the above discussions, we think that the key to further development 
and improvement in PHMC is Post-Normal Scientific analysis and management 
[11] of complexity of the factors that facilitate or limit PHMC implementation. 
We identified technological, financial, psychological, logistic and liability issues 
related with requirements and barriers to PHMC adoption (see Table 1). All these 
factors are interrelated and focus on one or several issues can improve adoption. 
However, sustainable health care using pervasive sensing and computing should 
be achieved by adopting a strategy in which the role of each variable is appre-
ciated in its full context of complexity and uncertainty, taking into account the 
relevance of human commitments and values.  

In the last decades, in problem solving, outline/framework design or for struc-
tural/ relationship representations, the graphical representations of  relationships 
between ideas, words, tasks or other items in personal, familiar, educational or 
business context, the Mindmap is used. Mindmaps are used to generate, visualize, 
structure, and classify ideas, and as an aid to studying and organizing information, 
solving problems, making decisions, and writing. We choose to use a hand fan 
representation (see Figure 1) of interrelation between issues related with require-
ments and barriers to PHMC adoption for three reasons. First, history of use of 
hand fan is chronologically and socially correlated with history of using instru-
ments in medicine. The oldest evidence of the use of instruments in medicine is 
from the Edwin Smith Papyrus, a textbook on surgery, that give details on ana-
tomical observations, and the "examination, diagnosis, treatment, and prognosis" 
of numerous ailments. It was probably written around 1600 BC, but is regarded as 
a copy of several earlier texts. Medical information in it dates from as early as 
3000 BC [30]. The earliest hand held fan, originated in Egypt in 3000 BC [31]. 
Ancient Egyptians used hand fans for cooling themselves, winnowing, or for  
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Table 1. Requirements and Barriers associated with PHMC adoption 
 
 Requirements Reference Barriers Reference 
Technological Sensors and Actua-

tors 
45,47,48,49,50 Sensors and 

Actuators 
55,77 

Power management 51 Power Manage-
ment 

51 

Communication 
Network 

45,47,52 
Communication 
network 

47,52, 77 

Autonomic Decision 
Making System 

45,47,48,52, 
53,54,55,56,57,
58 

Interface with the 
User 95 

Security 46 Security 46,55 
Interoperability 55, 58 Interoperability 55,77 
  Defects Manage-

ment 
20,27 

Financial Incentive 49,59,60 Costs 55,78,97, 
98 

Logistic Quality Audit 27,69,70,71 
Quality Audit 

27,69,70 
71 

Coordination 27,49,72, Coordination 27,49,72 
Standard 55,59 Maintenance 48 
Team based care 56,74,75,76 Team based care 49 
Training 76,77,78,79 Training 76,77,96 
Lifestyle incentive 
management 

45,50 Productivity 77 

Liability Policy 49,77,82 Policy 49,59,77, 
87 

Transparency 49 Transparency 49,69,71 
Psychological Perception 59,83,84 Perception 73,77, 

85,86,87, 
99 

Culture 100,102,103 Culture 49,77,99, 
100,102, 
103 

Education 102,103 Education 99,102, 
103 

 
 

religious ceremonies. Elaborate hand fans symbolized power, royalty and status in 
the society. We used this graphical representation because we think that it may 
symbolize PHMC as a tool or instrument to maintain physiological and psycho-
logical health. Nowadays, one of the goals of  PHMC, as in early beginning of the 
use of fans, is to be an instrument to maintain health, strengthening users’ ability 
to manage their own care. Moreover, the currently technology related with PHMC 
is mainly afforded by countries with better socio-economic development and 
higher income population. Continuing the history, the Chinese made some innova-
tions on the long shafted Egyptian hand fans by mounting it on a much shorter 
handle, which allowed the user to carry it around. They also popularized the half-
moon shape hand fan by using bamboo, wood, ivory and silk. The artistic ability  
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and creativity of the Chinese were displayed as the surface of their hand fans were 
ornamented with feathers or hand painted with various Chinese designs. Aside 
from being used to cool people, swat insects, and as a kung fu weapon, the hand 
fan symbolized various things including beauty, feminism, royalty, and social 
status. Japan made another innovation on the hand fan by coming up with the first 
folding fan in the 8th century BC. Like the Chinese and Egyptians, the Japanese 
recognized that hand fans symbolized prestige, royalty and other social standings. 
Soon after, hand fans gradually spread to Europe and other western countries [31]. 
What was happening with medicine in that time? The most ancient Chines medical 
text, Huangdi Neijing also known as The Inner Canon of Huangdi or Yellow Em-
peror's Inner Canon, discusses the use of needles for therapy (acupuncture) [32]. 
Are presented, in this text, concepts which have been developed in China from 
more than 2000 years, including various forms of herbal medicine, acupuncture, 
massage (Tui na), exercise (qigong), and dietary therapy. According to the Hua-
ngdi Neijing, the forces of universe can be understood via rational means and man 
can stay in balance or return to balance and health by understanding the laws of 
these natural forces. Man is a microcosm that mirrors the larger macrocosm and 
the reason of disease development is natural effects of diet, lifestyle, emotions, 
age and environment [32]. Ancient Chinese thought recognized also that chaos 
and order are related. Ying and Yang, emerged from chaos and retain the qualities 
of chaos. Too much of either brings back chaos. As we known, nowadays a signif-
icant part of research work on engineering and informatics adopts the new and 
exciting field of scientific inquiry – the chaos theory – to better understand tran-
sient changes in economics (Benoit Mandelbrot), communication of information 
through telephone line (Cantor Set), fractal presented in turbulence, blood vessels, 
lung, etc. The new chaos-based understanding of nature requires a new notion of 
the appropriate form of scientific practice. This new practice of science is called 
“post-normal” science. The Post-Normal Science (PNS) is a new conception of 
the management of complex science-related issues. It focuses on aspects of prob-
lem solving that tend to be neglected in traditional accounts of scientific practice: 
uncertainty, value loading, and a plurality of legitimate perspectives [11]. “In pre-
chaos days, it was assumed that values were irrelevant to scientific inference, and 
that all uncertainties could be tamed. That was the “normal science” in which 
almost all research, engineering and monitoring was done. Of course, there was 
always a special class of “professional consultants” who used science, but who 
confronted special uncertainties and value-choices in their work. Such would be 
senior surgeons and engineers, for whom every case was unique, and whose skill 
was crucial for the welfare (or even lives) of their clients” [10]. We observed this 
tendency of thought on involved stakeholders in the implementation of e-Patient, 
eHealth Collaborative telehealth, mHealth, electronic health records (EHRs), elec-
tronic medical records (EMRs), personal health records (PHRs), patient-centered 
medical home (PCMH). 
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e-Patient (Also known as Internet patient), is a health consumer who uses the 
Internet to gather information about a medical condition of particular interest to 
him, and who uses electronic communication tools (including Web 2.0 tools) in 
coping with medical conditions. The term encompasses both those who seek on-
line guidance for their own ailments and the friends and family members (e-
Caregivers) who go online on their behalf. e-Patients report two effects of their 
online health research: "better health information and services, and different (but 
not always better) relationships with their doctors." As the use of the term e-
Patient has evolved, there has been less emphasis on Internet access and technolo-
gy, and a contention that the "e" in "e-patient" stands for "empowered, engaged, 
equipped, enabled" [33]; 

mHealth or m-Health: Includes the use of mobile devices in collecting aggregate 
and patient level health data, providing healthcare information to practitioners, 
researchers, and patients, real-time monitoring of patient vital signs, and direct 
provision of care, via mobile telemedicine [34]; 

EHRs: An electronic record of health-related information on an individual that 
conforms to nationally recognized interoperability standards and that can be 
created, managed, and consulted by authorized clinicians and staff across more 
than one healthcare organization [35].  While EHRs are a critical aspect of health 
IT, the term embodies a much wider array of technologies, including PHRs, m-
Health, telehealth (including telemedicine), and the use of technology for physical 
fitness (e.g., Kinect, Nintendo’s Wii Fit), as well as cognitive stimulation (e.g., 
online Solitaire or memory games). In Hong Kong, a computerized patient record 
system called the Clinical Management System (CMS) has been developed by the 
Hospital Authority since 1994. This system has been deployed at all the sites of 
the Authority (40 hospitals and 120 clinics), and is used by all 30,000 clinical staff 
on a daily basis, with a daily transaction of up to 2 million. The comprehensive 
records of 7 million patients are available on-line in the Electronic Patient Record 
(ePR), with data integrated from all sites. Since 2004, radiology image viewing 
has been added to the ePR, with radiography images from any HA site being 
available as part of the ePR [36]. The countries with higher adoption of health 
information technology (more than 90%), particularly EHRs, are Netherlands, 
New Zeeland, Norway, United Kingdom, Austria, Sweden, and Italia [see 37]. 
Nearly all primary care physician in Denmark have EHRs with full clinical func-
tionality [38]; 

EMRs: An electronic record of health-related information on an individual that 
can be created, gathered, managed, and consulted by authorized clinicians and 
staff within one health care organization. The main difference between EHRs and 
EMRs is that EMRs are used by and within a single organization (such as an am-
bulatory practice), and EHR applies when it contains data from or is accessed by 
multiple organizations [35]; 
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PHRs: Health records where health data and information related to the care of a 
patient is maintained by the patient. This stands in contrast with the more widely 
used EHRs or EMRs, which are operated by institutions (such as a hospital) and 
contains data entered by clinicians or billing  data to support insurance claims 
[39]. PHRs can be broadly described as a set of electronic tools that allow con-
sumers to access, coordinate, and control appropriate parts of their health informa-
tion. PHRs combine not only data, but knowledge and software tools, which  
motivate patients to become more involved in their healthcare [40,41]. A PHR 
should typically present a comprehensive and precise review of the health and 
medical history of the individual patient through the collection of information 
from a variety of sources. Since it is retained, maintained and controlled by the 
consumer, the PHR positions the consumer at the core of the healthcare process, 
potentially fostering personal empowerment and facilitating self-management, 
shared decision making and better clinical outcomes [40,41]. The health data on 
PHRs might include patient-reported outcome data, lab results, data from devices 
such as wireless electronic weighing scales or collected passively from a smart-
phone. PHRs intersect with connected health in that they attempt to increase the 
involvement of consumers in their care. PHRs, whether through patient portals, 
electronic downloads onto a personal USB drive, or through a company sponsored 
Web site (e.g. MyAlert, Microsof HealthVault), allow patients timely access to 
their medical information. 

PCMH or Medical Home: A team of people embedded in the community who 
seek to improve the health and healing of the people in that community. They 
work to optimize the fundamental attributes of primary care combined with evolv-
ing new ideas about organizing and developing practice and changing the larger 
health care and reimbursement systems [42]. Unlike more narrowly focused ways 
of organizing the delivery of commodities of healthcare, the PCMH aims to per-
sonalize, prioritize and integrate care to improve the health of whole people, fami-
lies, communities and populations. Thus, the PCMH consists of the following: 1) 
the fundamental tenets of primary care: access, comprehensiveness, integration 
and relationship; 2) new ways of organizing practice; 3) development of practices’ 
internal capabilities; 4) health care system and reimbursement changes. The 
PCMH concept links new approaches to health care organization with the well-
established primary care function for improving the health of people and popula-
tions [42].  

The above comparison of history of hand held fans and the use of instruments in 
medicine underscores our first reason for hand fan symbolic representation of 
determinants to PHMC adoption. The second reason for choosing the hand fan 
model in the representation of variables associated with PHMC adoption is its 
architecture and functionality. The number of pieces that commonly are part of a  
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folding fan, in our model are the determinants (variable associated with require-
ments and barriers) of PHMC. Links between fan pieces can be associated in our 
models with statistical correlation between different variable encompassed by 
PHMC adoption. Low correlation between the determinants that undermine and 
the determinants that facilitate PHMC may be represented in the open top part of  
hand fan where may be possible to better observe and analyze the complexity of 
the factors associated with PHMC adoption, while in the bottom part of the fan, 
more rigid, less flexible and not much useful for cooling, may be represented in 
our models the variables with high correlation between barriers and facilitators 
that reduce the possibility of adoption of  PHMC, because of the high risk and 
lower probability for implementation and functioning. 

 

 
Fig. 1. Hand fan model of determinants in pervasive healthcare adoption 

 
The third reason for adopting the hand fan model of PHMC is that hand fan is 

an example of human created instruments where the processes and results are all 
time different in comparison with the instruments created by other instruments 
(e.g. machine created objects). When designing PHMC, this model may suggest 
that it is necessary to analyze the complexity of human perception, thinking, beha-
vior, human relationship with objects and society. For instance, amidst the advent 
of countless technologies, hand fans by their functionality, usability and associated 
human values did not become obsolete. Hand fans persisted to exude their value. 
They are still a useful instrument in our society. Aside from being functional, hand 
fans have being used for various purposes: gifts or wedding favors during wed-
dings; home decor or office decor; promotional products [31]. Hand fan graphical 
representation as a model for the determinants to PHMC adoption may symbolize  
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also the potential changes along the time in fabrication, use and perception of the 
PHMC technology in society - pervasive  (ubiquitous ) computing “the third wave 
in computing, just now beginning. First were mainframes, each shared by lots of 
people. Now we are in the personal computing era, person and machine staring 
uneasily at each other across the desktop. Next comes ubiquitous computing, or 
the age of calm technology, when technology recedes into the background of our 
lives” [43]. Ultimately, computers would “vanish into the background” weaving 
“themselves into the fabric of everyday life until they are indistinguishable from 
it” [43]. 

Today’s health information systems are far from perfect and an attitude of 
openness and willingness to help to improve the health system is crucial. There is 
a need for a decision support tool for PHMC implementation that asks the ‘right’ 
questions, but does not restrict answers to a pre-defined, context-free set. Res-
ponses to questions may serve to identify information needs (including value as-
sumptions), the expertise required and appropriate criteria to be used. Processes 
incorporating multiple opportunities for stakeholders’ involvement at multiple 
points, and transparent, explicit approaches that incorporate social values or equity 
arguments into decisions on the development, implementation and funding of 
pervasive health monitoring and pervasive healthcare, should be considered in the 
framework of PHMC technologies. The framework should be considered as a 
checklist of the necessary elements for improving the acceptability of processes 
and, in turn, decisions.  

4   Requirements for PHMC Adoption 

Pervasive technology has been identified as a strong asset for achieving the vision 
of user-centered preventive healthcare. In order to make this vision a reality, new 
strategies for design, development and evaluation of technology have to find a 
common denominator and consequently interoperate [3]. As Kreps and Neuhauser 
[44] so elegantly stated: “eHealth information that is interactive, interoperable, 
personally engaging, contextually tailored, with the ability to be delivered to mass 
audiences can really make a difference in enhancing the quality of  healthcare and 
health promotion efforts. It can reach diverse audiences with information that 
matches their health needs and communication orientations. Health information 
can be easily updated and adapted to changing health conditions. It can foster 
greater participation between interdependent healthcare providers and consumers 
and insure that all crucial stakeholders in the healthcare enterprise have access to 
timely and accurate information to guide their decisions”. 

Requirements with regard to the technology of pervasive monitoring systems 
point foremost to the use of sensors that are: non-wearable; unobtrusive (embed-
ded sensors networks, nanosensors, etc.); compact; lightweight; with long battery 
life; simple to operate - that is, intuitive and thus requiring little training; relatively  
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easy to customize for different approaches; feasible devices supporting teleassis-
tance. Moreover, monitoring should be ubiquitous. The interface with the user 
should be not very complex but also not very simple, clinically intuitive with all 
the features necessary to allow clinicians to deliver high-quality care or to be used 
for self-management of therapeutic processes.  The comprehensive information on 
the important technological requirements for pervasive healthcare aplications and 
various solutions for optimization of usability of existing technology for pervasive 
sensing and pervasive health was presented by Varshney [45]. 

Many important issues are currently related with sensors and actuators for un-
obtrusive health monitoring (e.g. improve reliability of non-contact electrocardio-
gram, ballistocardiogram, unobtrusive plethysmogram or unobtrusive motor  
activity monitoring) as well as software architecture aiming to provide means for 
applications running on pervasive sensing devices to make use of a wide range of 
mobile devices, short-range and long-range wireless communication.  In a perva-
sive health context, the system should integrate heterogeneous devices, to support 
a multimodal interaction and user interface migration, and also to manage context 
information.  The user should have access to expert fuzzy systems which may 
provide a “prognosis” in the form of predicted outcomes - with each outcome 
presented as a curve that is a function of time, and the possibility to explore  
different intervention plans. In addition to decision support, tools that provide 
motivation and assist with compliance with treatment or instructions for healthier 
lifestyle should be available. Virtual reality and augmented reality may contribute 
to increase accessibility to more comprehensive and efficient health care. For in-
stance, “mediated immersion” (pervasive experiences within a digitally enhanced 
context) may allow that a patient consult remotely, in real time a physician, and 
that consultation and diagnosis  may be based on using a 3D functional model of  
patient body or body part, by accessing data from sensors  that monitor physiolog-
ical and biochemical changes in the patient, as well as patient health database 
(comorbidity, allergy, treatments, etc.).  

There are now open issues and technological challenges in pervasive health 
monitoring related with access to health information, power management, lack of 
comprehensive coverage of wireless and mobile networks, reliability of wireless  
infrastructure, privacy and security, representation of data,  autonomic decision 
making, and interoperability. Although several technologies are developed to im-
prove security and privacy (see [46]), more work is needed in order to ensure the 
integrity and confidentiality of the information, mainly transmitted through wire-
less and mobile networks where security is still seen as insufficient. We list sever-
al references related with important requirements and barriers for pervasive health 
care. Although the selected literature mainly discusses issues related with HIT, 
architecture for sensor-enhanced health information systems and for information 
communication technology for effective PHMC could be design by thoughtful 
analysis of selected papers.  
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Requirements – Technology 
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Incentive for adopting pervasive health monitoring and coverage of some ser-
vices may support development of health delivery models that are more efficient 
and of a higher quality, with reduced healthcare labor and at a low-cost healthcare 
platform for patients and healthcare professionals.   

 
Requirements – Financial 
 

 

In the study of Coye at al [62] is underscored that remote health monitoring 
should reduce health expenditure by: (1) early intervention - to detect deterioration 
and intervene before unscheduled and preventable services are needed; (2) integra-
tion of  care - exchange of data and communication across multiple comorbidities, 
multiple providers, and complex disease states; (3) coaching - motivational inter-
viewing and other techniques to encourage patient behavioral change and self-
care; (4) increased trust - patients’ satisfaction and feelings of “connectedness” 
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with providers; (5) workforce changes - shifts to lower-cost and more plentiful 
health care workers, including medical assistants, community health workers, and 
social workers; and (6) increased productivity - decreased home visit travel time 
and automated documentation. In Europe, Denmark and Netherlands  are the 
countries with higher adoption of health information technology [61,62,63]. In 
2006, 98% of the Danish GPs, all 73 hospital and all 331 pharmacies shared data 
over the network, and about 80% of the totally exchanged healthcare information 
was sent electronically [60]. The Danish Centre for Health Telematics rates as 
significant factors for EHRs implementation: a) national, regional and local com-
mitment, b) the cost-effectiveness of the program, c) close cooperation between 
clinicians and developers, efficient project management, c) testing and certifica-
tion of software solutions and operators, and f) an intensive information and pro-
motion policy. In our analysis, we find that in addition to optimization hardware 
and software for remote, unobtrusive health monitoring, more work should be 
done in order to allow PHMC adoption: 1) better evaluation of the implemented 
system; 2) better coordination of  involved stakeholders; 3) respect and improve-
ment of  existing eHealth standards, or introduction of new standards for various 
aspects of  PHMC; 4) collaboration  and team work  of  all stakeholders that might 
benefit from pervasive health implementation; 5) training in using new technolo-
gies; 6) training for searching library and information sciences related with health 
technology and information communication technology;  7) training in thoughtful-
ly  analysis of added value associated with new health technology;  8) promotion 
of  healthier lifestyle;  9) analysis of social organizational change process when is 
designed PHMC; 10) adequate policy support for quality improvement of perva-
sive health systems; 11) transparency  with  regard to the goal, business plan and 
process implementation  of  pervasive healthcare; 12) consideration of perception 
of  patients, as well as perception of  healthy individuals and patient - health pro-
fessional relationship as a core organizational operational system  for  pervasive 
health monitoring;  13) healthcare equity through improved data collection; 14) 
education  for  technology literacy, and 15) education for lifestyle management 
using new technologies. 

A number of publications cite the importance of involving the expertise and 
knowledge of healthcare professionals to ensure that emerging technologies are 
appropriate for clinical use [64,65]. Physicians, doctors, nurses, occupational the-
rapists, nutritionists, physiotherapists must be involved in pervasive healthcare, 
they providing important skills and knowledge for promoting healthier lifestyle 
and for lowering negative impact of chronic diseases on patients and healthcare 
expenditure. Stevens [66] suggested that nurse involvement in system’s design can 
yield positive results because they understand the context in which the system will 
be used and can link it with issues such as patient safety and user acceptance.  
Huryk [67] reported that nurses are more likely to be satisfied with a system if 
they have been involved in its design. Excluding healthcare professionals from the 
development of pervasive health monitoring systems is likely to be detrimental to 
their design.  
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Requirements – Logistic 
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Requirements – Logistic 

 

 
The liability issue is very important for future adoption of PHMC. Lack of clear 

regulation and fair penalty related with the cost of lawsuit abuse and fraudulent 
lawsuits undermine the use and large scale adoption of IT in health care.  For  
instance, the contract for realization of Romanian national health information 
system - the SIUI (Sistemul Informatic Unic Integrat), was assigned without com-
pliance with requirements of policy related to the type of the contract and without 
written responsibility of providers for not respecting deadlines and for losses pro-
duced by errors in the system. After 6 years and more than 120 million euros for 
deployment and optimization, the system was blocked in January 2011 because of 
“some errors in software”. A prejudice of 1, 400 000 euro was made by the “er-
rors” of SIUI. The evidences on the value of prejudice and those associated with 
errors in SIUI were not followed by any criminal responsibility.   

 
Requirements – Liability 

 

 
 
 

Logiic – Life Style Incentive Management 

“Computer-based interventions that afford patients timely access to educational 
and interactive tools are indicated for use with behaviours that require regular input 
to elicit and maintain selfregulation such as dietary and physical activity.”

[50] Laakso EL & Tandy J, (2011), Physical Therapy Reviews 
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Requirements – Liability 

 

Well-designed electronic medical records based on pervasive sensing and com-
puting should ensure that providers have appropriate client information at the right 
time and in the right format to make decisions about client care before, during, and 
after clinical encounters. Patients’ empowerment may contribute greatly to accep-
tance, and by their implication in the design of the system, an increase in the ef-
fectiveness in practice of pervasive health systems may also be achieved. 

Pervasive healthcare require changes to workflows, increased emphasis on pre-
ventive care, retraining or hiring staff, and increased financial incentives to report 
and improve performance. The key to maintain partnerships between stakeholders 
should be honest, open, with frequent communication that builds trust, under-
standing of other partners’ priorities, grasping organizational and operational envi-
ronments and constraints.  

Requirements – Psychological  
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Requirements – Psychological 

 

Motivation, greater availability of reliable devices for self-monitoring, mea-
surements for the practitioner between appointments, and a better selection of 
treatments based on individual response, are all aspects that contribute to the more 
frequent use and popularity of  self-monitoring [80,81,103]. Web based software 
that may enhance motivation for healthier lifestyle increases compliance with the 
treatment. Moreover, personalized health monitoring and personalized care may 
enhance adoption of pervasive health systems. Already, there are many health 
information applications based on the Internet. However, in 2002, a systematic 
review [68] has shown that quality of health information available to consumers 
via the Internet is problematic. A total of 79 studies were included in the review, 
which assessed 5,941 health related websites, 1,329 web pages and  408 evalua-
tion results for 86 distinct quality criteria. The authors reported that 70% of the 
studies found that the quality of  information on the Internet was problematic, 22% 
of studies remained impartial, and only 9% of studies achieved a positive assess-
ment regarding quality. In our opinion, more meaningful information related with 
health may be obtained through the Internet by reinforcing the patient-health pro-
fessional relationship in the designing of mobile technology and Web 2.0. based 
systems. This opinion is based on evidences that health professionals are identified 
by patients as the most trusted sources of information on the potential risks and 
benefits of using a new technology [103]. 

5   Barriers to Adoption of PHMC 

Deutsh et al [71] analyzing the problem documented during implementation of 
EHRs in five countries – Denmark, England, Germany, Canada and Australia – 
have suggest that equal attention needs to be devoted to acceptance, change man-
agement, health-policy related goals and implementation strategy, basic legal  
conditions, data protection as well as technological aspect.  

In our analysis, local and regional funding [60] was identified as important 
problems in the implementation of  eHealth. Initial start-up challenges for imple-
mentation of  PHMC encompass constraints on funding but these costs may be 
diminished by adapting, where is possible, the existing PHRs, PCMH, EHRs, 
EMRs to ubiquity and unobtrusiveness in health monitoring. An open issue re-
mains identifying how, when, and by whom this technology and services will be 



344 G. Postolache, P.S. Girão, and O. Postolache
 

funded. The pertinent issues also involve questions about willingness to pay more 
for health care on a collective basis and the value and distribution of the benefits 
gained from higher spending on health care [14]. The decision to fund should take 
into consideration the implications, the extent to which the transformation will 
cause shifts in the quality of the process of care, and cost-effectiveness of the per-
vasive health monitoring implementation, by using social management models and 
financial results.  To deliver better health care at a lower cost, health technology 
should be redesigned to support improved, patient-centered care and not the iso-
lated tasks of physicians and clinicians [46]. If policy-makers are able to take a 
more discerning approach to reducing coverage, with a focus on enhancing value 
and avoiding harmful effects on equity, they may be more successful in alleviating 
pressure on the public budget. This in turn would contribute to achieving a higher 
level of attainment of health system goals (or at least prevent them from being 
further undermined) [14].  
 

Barriers – Financial 
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Barriers – Financial 

 

We found out that less successful implementation of health information tech-
nology is associated with financial constraints but also with :  privacy policy and 
related issues; poor transparency towards work plans and with regard to the busi-
ness project for HIT implementation; underestimation of complexity of the  
technological, clinical process and organizational problem; fragmented or lack of 
responsibility in management of  health information system implementation; low 
effective, persistent and consistent management of system implementation for 
more closely coordinated forms of  health and social care provision; lack of  quali-
ty audit of the implemented health information technology in some healthcare 
systems; health professionals perception related mainly with less evidences on 
added value of some implemented eHealth approaches; less or even lack of colla-
boration and team work of all stakeholders - patients, doctors, therapists, sociolo-
gists, engineers, computer technicians, etc.; aspects of psychological perception 
and culture associated with all stakeholders involved in health information com-
munication technology.  
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Barriers – Logistic 

 
Standards can improve but can also be a barrier for pervasive health monitoring 

and care adoption. There are a lot of  important standards for sensors develop-
ment, biosignal acquisition and processing, wireless communication, data net-
working, eHealth (i.e. HL7).  However, as was shown for EHRs [27], many of the 
applications do not respect these standards. Furthermore, the history of failed 
standards efforts is filled with vendor approved standards that never passed the 
crucial test, which is clear utility for the user. Many very well-designed data-
networking standards, whether designed by individual vendors or international 
consortia, were largely unable to compete on a global scale with the Internet’s 
simple but evolving standards [27]. Diamond and Shirky [59] discussed the issue 
associated with standards in eHealth. They suggest that health information tech-
nology should use a minimal set of standards at first, mainly focusing on standard 
for sharing information, standards guided by a clear policy framework 
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Barriers – Technology 
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Furthermore, the pattern of a high degree of technical design but a low degree 
of trust or incentive to share describes a number of prominent failures [89] in 
health information technology. Considering that, in many cases health care practi-
tioners fail to assist and/or oversee the nature and content of  HIT, creating oppor-
tunities for the development of imprecise, dangerous or erroneous medical  
information [90,91].  For instance, Hardey [92] describes incidents where uniden-
tified online sources have inadvertently or advertently become creators of  un-
trustworthy  health information and unregulated distributors of  healthcare. 
Scheidt [93] underlines this fact, stating that technology has a nested context and 
needs to be considered in relation to such contextual community factors as place, 
systems, re-structuring strategies, and socio-economic patterns. Failing to account 
for the variety of ways in which information communication technology is em-
bedded in practice settings, compromises our overall understanding of how people 
perceive and choose to engage with technology [94]. 

Barriers – Liability 

 

Moreover, an overly “top-down” approach and insufficient engagement of cli-
nicians were aspects considered to lower the adoption rates of  EHRs in Canada 
[49]. The study suggests that although a “top-down, technical, architecture-first” 
approach may eventually lead to the same outcome as a “bottom-up, clinical 
needs-first” approach, the “top-down approach” could be too slow, expensive and 
inefficient.  

Privacy and security are the great concern among physicians and patients. The 
news are often filled with stories of  lost data files or system breaches that threaten 
the security of consumer information. The PHMC implementation should establish 
a level of confidence in the data communication in order to avoid disclosure to 
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those to whom it should not be, whether the disclosure is accidental or malicious. 
Protection of the data should take into account integrity of data - ensure that the 
recorded information is correct and is not in any way corrupted. A corrupted pa-
tient record is a serious problem and could lead to errors in medications, treatment 
and even to the death of a patient.  

 
Barriers – Psychological 
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Barriers – Psychological 

 

Pervasive health monitoring and care may be beneficial by improving the 
health system ability to effectively coordinate care between multiple providers 
from different health disciplines, in order to assure better access to healthcare for 
patients located in a wide geographic area. However, presently there are few solu-
tions on interconnectivity/interoperability that allow monitoring and computing 
everywhere, any time through mobile network, cloud computing, etc.  Moreover, a 
paucity of studies exists with evidences on the added values that PHMC may bring 
to healthcare systems and to clinician-patient relation. These may reinforce en-
trenched psychological and cultural barriers related with pervasive health monitor-
ing and care implementation (e.g. perception that healthcare professionals and 
patients are less prepared to learn to use information technology; resistance to 
change of the relationship between healthcare professionals and patients; less per-
ception of many engineers and computer technicians on their limited knowledge 
on bioethics, standards use in healthcare and biomedical measurements; ethnical 
and racial disparities in access to health care in some countries; communication 
proficiency between providers and patients; culture, in some countries, that  
prevent mandatory of quality audits, etc.). For efficient PHMC implementation 
researches and evidences on healthcare provider differences in communication 
proficiency, including varied listening skills and different views from their  
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patients of symptoms and treatment effectiveness [99] may be carried out. In the 
design of PHMC systems should be address also factors influencing patient cente-
redness and provider-patient communication that include: language barriers; racial 
and ethnic concordance between the patient and provider; effects of disabilities on 
patients’ health care experiences; providers’ cultural competency [100]. Efforts to 
remove these possible impediments to patient centeredness are carried out in many 
countries. For instance, in the USA, the Office of  Minority Health has developed 
a set of Cultural Competency Curriculum Modules that aim to equip providers 
with cultural and linguistic competencies to help promote patient-centered care 
[101]. These modules are based on the National Standards on Culturally and  
Linguistically Appropriate Services. The standards are directed at healthcare or-
ganizations and aim to improve the patient centeredness of care for people with 
Limited English Proficiency (LEP). Another example, which is being administered 
by the Health Resources and Services Administration, is Unified Health Commu-
nication, a Web-based course for providers that integrates concepts related to 
health literacy with cultural competency and LEP [100].  

Health literacy and health information technology literacy are important bar-
riers to adoption of pervasive health monitoring and care. Patients with limited 
health literacy are more likely to have difficulty understanding instructions and 
taking medication properly [100], incur higher medical costs and are more likely 
to have an inefficient mix of service use compared with those with adequate health 
literacy [102]. They may also experience many difficulties, including: less fre-
quent preventive care; poorer understanding of their conditions and care; higher 
use of emergency and inpatient services and higher rates of rehospitalization; low-
er adherence to medication schedules; less participation in medical decision mak-
ing [100]. 

It is understood today that there are many good reasons to believe that health-
care professionals education on HIT, that includes content on knowledge, skills, 
and attitude related to public HIT processing will improve healthcare quality. In 
addition, training in public health and biomedicine standards and ethics is needed 
for computer technicians and engineers involved in the development of HIT in 
order to foster the development of PHMC.  

Furthermore, policy measures need to ensure that consumers and service pro-
viders are discerning and critical in their use of eHealth services. Such policies 
should also highlight the necessity to educate consumers. Policy initiatives will 
need to provide a comprehensive framework, which will ensure that broad-ranging 
consumer eHealth services can be effectively, efficiently, and safely accessed 
[103]. 

6   Conclusions 

At the present pace of innovation in technology, medicine practice will change 
profoundly in the next decades. An increasingly significant characteristic that has 
emerged through the use of eHealth applications is the rise in consumer empo-
werment.  The patients will not only take a more active and self-managing role, 
but will be also able to manage parts of their healthcare remotely.  
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In this work we present our analysis on requirements and barriers to PHMC de-
velopment and adoption. More work  are necessary to be carried out on: optimiza-
tion of hardware and software for remote, unobtrusive health monitoring; better 
evaluation of the implemented systems; better coordination of the involved stake-
holders; respect and improvement of existing standards and introduction of new 
standards for various aspects of eHealth system; collaboration and team work of 
all stakeholders benefiting from pervasive health implementation; training in using 
new technologies; training for searching library and information sciences related 
with health technology and information communication technology; training in 
thoughtfully  analysis of the added value associated with new health technologies; 
promotion of  healthier lifestyle using health information technologies; more at-
tention and analysis on social and organizational change process when designing 
PHMC; adequate policy support for quality improvement of pervasive health sys-
tems;  transparency with regard to the goal, business plan and process implemen-
tation of pervasive health care; perception of patients, healthy individuals and 
patient-physician relationship as a core organizational operational system   
for PHMC;  healthcare equity through improved data collection; education  
for technology literacy; and education for lifestyle management using the new 
technologies. 

Barriers to implementation are associated with: financial constraints; privacy 
policy and related issues; poor transparency towards work plans and with regard to 
the implementation of health information technology;  underestimation of the 
complexity of the technological, clinical process and organizational problem; low 
effective, persistent and consistent management of health information technology 
implementation in health care systems; less or even lack of collaboration and team 
work of all stakeholders; fragmented or lack of responsibility related with defects 
and failure in some implemented projects of health information technology; lack, 
in many countries, of quality audits of eHealth implemented systems; perception 
and culture associated with all stakeholders involved in health information com-
munication technology. 

As a future step, the results of our analysis may be crosschecked and used to 
mathematically model the cost effectiveness of implementation and adoption of 
PHMC using quantitative measurement of factors identified in our work and po-
tentially supplemented by others standardized surveys. The new knowledge ac-
quired using these type of evaluation may allow to find solutions for building a 
sustainable health care system through a flexible environment that adaptively re-
sponds to all instability and all unpredictability in the next future, where our life 
and all business are extremely interconnected in chaotic patterns.  

We imagine a world where embedded sensors in our houses or work environ-
ment (furniture, wall, floor, toilet, etc.) or inside our body (nanosensors, smart 
nanorobots, etc.) may send, on demand, reports on health changes during the last 
hours, or during a day, a month or a year. The reports may be based on measured 
physiological parameters (heart rate, blood pressure, physiological stress reactivi-
ty, weight, temperature, glycemia, cholesterolemia, metabolic equivalent for task, 
etc.) or on psychological and behavioral data (e.g. meaningful analysis of speech, 
mood, gesture, muscle force, daily motor activity, etc.). The reports may also  
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suggest personalized healthier lifestyle instructions. We imagine a world where 
using virtual reality, or “mediated immersion” or augmented reality, we can con-
sult, sitting in our house or in our work place, a health professional that we can 
choose by consulting data associated with their performance on quality of care 
measurements. We imagine a world where the quality of life for people with 
chronic diseases is improved by real time monitoring of health parameters, medi-
cation, treatments, etc., through cognitive sensors network that should constantly 
self-adapt based on the dynamic context of the environment, individual stakehold-
ers, and even more, compelling the interactions and relations between them.  

Think about it. The present survey shows that there are people working to build 
such a world.  
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