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Preface

Progress in Telecommunications and Networking is fostering the development of
high-speed and ubiquitous networks, both wired and wireless, characterized by an
unprecedented degree of transport capacity and flexibility. At the same time,
laboratory equipment for measurement and experimental evaluation of devices and
systems is available, with a wide range of sophistication and complexity. Activities
such as distance learning, performance monitoring and testing may now receive a
support capable of making them truly distributed and highly cooperative.

Yet another aspect strictly related with the increased cooperation and coordination
of distributed laboratory equipment is that of Grid computing. Some of the main
characteristics of a Grid structure, namely, distributed and coordinated resource
usage, standardized middleware and quality of service delivery, play a very important
role in the interconnection of measurement devices of various kinds. On the other
hand, the extension of the Grid platforms beyond the computing world to such
environments poses new challenges in dealing with aspects such as real-time
constraints.

The visualization of experiment results and the introduction of the usage of
laboratory equipment in distance learning brings other components to this already
complex picture, namely, those related to multimedia and immersive
communications, virtual and augmented reality.

Based on the recent developments in these multidisciplinary fields, research effort
is being dedicated worldwide to the investigation of the main issues related to the
sustainable realization of tele-laboratories, where real and virtual instrumentation can
be shared and used in a collaborative environment. Such issues are related, but not
limited to, multimedia communications and networking, sensor networks, Grid
technology, Quality of Service (QoS) provisioning and control, network management,
measurement instrumentation and methodology, architecture of measurement
systems.

This book is dedicated to highlighting some state-of-the-art research aspects in
this multi-faceted scenario. All papers in the book were presented at the 2005
Tyrrhenian Workshop on Digital Communications. The workshop, besides being a
forum of discussion among internationally known experts in the various related fields,
represented also the closing event of the CNIT (the Italian National Consortium for



Telecommunications) project “Technological Network for Telecommunication
Measurement Instrumentation”, funded by the Italian Ministry of Education,
University and Research (MIUR), in the framework of the European Union (EU). The
additional equipment acquired by the CNIT National Laboratory for Multimedia
Communications in Naples, Italy, within this project, set the basis for the participation
in two other currently active ones, namely, GRIDCC (Grid-Enabled Remote
Instrumentation with Distributed Control and Computation), funded by the EU, within
the 6™ Framework Program, and CRIMSON {Cooperative Remote Measurement
Systems Over Networks), also funded by MIUR. Quite a few researchers operating in
these projects took part in the Workshop.

According to the structure of the Workshop, the book is organized in six chapters.

Chapter I, Technologies for Real-Time Interactive Multimedia Communications,
addresses issues regarding content presentation and interaction over the network,
resource allocation and scalability.

Chapter 11, Monitoring, Management and Configuration of Networks and
Networking Devices, is dedicated to measurements over network traffic and router
performance, both in terms of tools and experimental analysis.

Chapter I, Data Acquisition and Aggregation in Sensor Networks, touches the
aspects related with data acquisition, particularly from wireless sensors, with respect
to processing, detection, routing, energy consumption, and the construction of test
beds.

Chapter 1V, Grid Structures for Distributed Cooperative Laboratories, opens a
window on the Grid computing world and investigates its relation with the
management of instrumentation and measurement devices. Here the major issues are
the architecture of the collaborative environment, the presence of real-time aspects,
and the allocation of resources.

Chapter V, Architectures and Techniques for Tele-Measurements, deals with the
essence of the measurement systems and methodologies needed to realize truly
distributed laboratory spaces. Besides the methodological aspects, the specific
environment of telecommunications is addressed, regarding the management of both
physical layer and networking distributed measurement platforms.

Chapter VI, Virtual Immersive Communications and Distance Learning, is
devoted to context-awareness and to the construction of virtual and immersive
environments. Most of the material in this chapter comes from the results of two
national CNIT projects, namely, VICOM (Virtual Immersive Communications) and
Teledoc2.

Overall, the book addresses complementary and strictly related aspects of a highly
multidisciplinary framework, which characterizes the status and the evolution of
distributed cooperative laboratories. As such, it can be viewed as a source of reference
for those interested in this challenging field.

FRANCO DAVOLI
SERGIO PALAZZO
SANDRO ZAPPATORE
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(Invited Paper)

Abstract. This paper presents a novel approach on a joint team collaboration
system. It combines two fields of applications that have been developed
separately in the past: collaborative virtual environments and video-based tele-
conferencing. For this purpose technologies from both areas have been
integrated to a common test platform. After a specific description of the initial
technology branches, the paper mainly focuses on the conceptual work for
merging them to a novel virtual team user environment.

Keywords. Immersive tele-collaboration, immersive telecommunication,
synchronous team collaboration, video conferencing

1 Introduction

The migration of immersive media to telecommunication continues to advance and to
become cheaper through digital representation. The ability to evoke a state of “being
there” and/or of “being immersed” will no longer remain the domain of the flight
simulators, CAVE systems, cyberspace applications, theme parks or IMAX theatres.
It will arise in offices, venues and homes and it has the potential to enhance the
workflow of management, training, manufacturing and marketing in general. First
steps in this direction could already been observed in two application areas during the
last few years.

On one hand, today’s high-end videoconferencing systems offer tele-presence
capabilities to achieve most natural communication conditions. Thanks to this
evolution video conferencing is going to become more and more attractive for various
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lines of business and it will definitively benefit from the advent of tele-immersion in
the same manner therefore.

On other hand, the market of synchronous team collaboration systems is growing
drastically to satisfy demands of increasing competition in costs, innovation,
productivity and development cycles. In addition, emerging tele-immersion systems,
like collaborative virtual environments, will provide further improvements including
intuitive interaction and communication capabilities.

This paper aims at the enormous potential of merging these two technologies.
Especially the embedding of video conferencing functionalities into shared virtual
environments paves the road for a new era in telecommunications. It combines two
fields of applications that have been developed separately in the past: the VR-based
functionality of shared applications and the realism of video-conferencing.

Therefore Fraunhofer Institute for Telecom-munications/Heinrich Hertz-Institut
(HHI) and France Telecom Research & Development (FTR&D) have initiated a joint
research activity with the objective to integrate technologies from both areas into a
new test platform for immersive tele-collaboration. This work is based on two
systems that have been developed separately so far at the two institutions: the
immersive videoconference system im.point (HHI) and the synchronous team
collaboration software Spin3D (FTR&D). After a specific description of im.point and
Spin3D in section 2 and 3, respectively, section 4 will focus on the conceptual work
for merging these technologies to a novel virtual team user environment.

2 Immersive Meeting Point (im.point)

As shown in Fig. 1, the im.point represents a semi-immersive videoconferencing
system that follows the concept of a round table conversation. The idea is to place
suitable video reproductions of all participants at predefined positions in a shared
virtual environment (SVE). For a typical three-party conference these positions are
located at the corners of an equilateral triangle enclosing the round table.
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Fig. 1. Multi-party conference system im.point

Thanks to this configuration, it can be ensured that each conferee sees his
interlocutors under an individual viewpoint [1]. As a consequence, those
communication modalities that are particularly important for multi-party conferences,
such as eye-contact, gaze, postures, gestures or directive sound, can be reproduced
under right 3D geometry. Moreover, at each side the virtual scene is rendered from
the local user’s viewpoint to enhance the illusion of a seamless transition between
real and virtual world across the screen. To enforce this effect, elements in the real
room like the table are mirrored and virtual objects are aligned with their real
counterparts. Thus, participants get the impression of sitting around a common table
as they know it from a real conference situation. ’

One main objective of the im.point development was to bridge the gap between
research systems on one hand, which usually need expensive hardware and are
dedicated to a particular academic topic, and com-mercial products on other hand,
which still do not meet the requirements of human-centered communication system,
especially not in the case of multi-party applications.

For this purpose the im.point is based on a modular and extendable system
architecture. In its basic version two cameras are placed as near as possible to the
head of the remote participants which results in small but acceptable lack of eye
contact. The difference between viewing direction and camera axis is less than 10
degrees. Non-verbal communication cues that contain directive information (who is
pointing on what, who is looking in which direction, etc.) are supported to the
greatest possible extent. This especially holds for the active line of sight (two
conferees have direct eye-contact) as well as for the passive line of sight (a third
conferee observes when two others have eye-contact).
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To reduce the remaining lack of eye contact, the basic version can also be extended
towards a 3D version. In this case, two cameras are used on each display side. Hence,
disparities can be estimated from each camera pair. This 3D information is used to
reconstruct the view of a virtual camera that is exactly located at the current line of
sight between two related partners.

Fig. 2 shows the general system architecture of the im.point system. The basic
modules are grey-shaded, additional modules of the 3D version are not shaded. All
modules are entirely implemented in software and run on standard PCs. No special
hardware is needed. Each terminal consists of a server and a client.

At the server all captured videos are first segmented to separate the person’s
silhouette from the background. This allows a seamless integration of the video
objects into the virtual scene. In the 3D extension a “video plus depth” representation
format is generated by rectification, disparity analysis and 3D view combining [2].

| WMPEG4 Compositor |}

30 Warping of Video

Objects

Conference i

Controler /| PEG4 Decoder ~ |:
I I I ? Locaf Area Networ

Further Further Conference Scene

Clients Clients Server Server

Fig. 2. Architecture of im.point system

Either the shaped video objects (basic version) or the “video plus depth” objects (3D
version) are then encoded and transmitted using the MPEG-4 multimedia standard.
The client decodes the incoming videos from the remote participants. In the 3D
extension the additionally transmitted depth information is used for calculating the
virtual view. The resulting videos are then integrated into the virtual scene using
BIFS (Binary Format for Scenes) of MPEG-4.

3 Synchronous CVE-Platform Spin3D

FTR&D, in collaboration with INRIA Futurs, carries out studies on design and
realization of a collaborative platform called Spin3D based on a 3D collaborative
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virtual environment (CVE) approach [3]. The aim of this work is to allow strong
synchronous collaboration around virtual objects to a small group of users.

3.1 Interface and Interaction design

The first main objective is to design a user friendly 3D interface that privileges the
easiness of use, the collaborative task interactions, and the quality of the
communication between the participants.

Fig. 3. The “meeting room” metaphor

Usually, collaboration is effective when only a small amount of persons are actively
working together on a small number of objects, the inter-actors being situated in a
common place, usually around a table, or at least inside a unique room. Moreover, in
order to get a better understanding of the performed tasks, each user needs to be
constantly aware of any object transformation, and thus no manipulation must be
hidden. Based on those observations, the visual interface of the Spin-3D platform is
built on a “meeting room” metaphor (Fig. 3), within which all virtual objects and
users are displayed: a central table is a manipulation area on which the users put the
objects they want to interact with at a given time; a rotative band around a table is a
place holder for all the objects needed for a given task; finally, few virtual tools, set
down on the table, allow users to manipulate or modify virtual objects. The
mechanisms of the Spin3D interface can be changed using a MVC concept (Model-
View-Controller).

Within the interface, the support of telepresence is enhanced by synthetic 3D avatars,
which are realistic representation of remote users in terms of texture, morphology and
animation [4]. The non-verbal part of the communication between users is
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represented through these avatars by analysis of the user inputs (eg. interaction
actions, voice, video-tracking). Technologies such as facial animation, inverse
kinematics, and acoustic spatial localization have been implemented for this purpose.
The user interacts with objects thanks to a bi-manual interaction mechanism: a first
input device is used for designation/selection of objects in the interface, whereas a
second input device is used for manipulation of objects (3D rotations and
translations). To ease the 3D interaction and the understanding of the collaborative
activity (“who is doing what”), the interface provides feedbacks (such as bounding
boxes, shadows, or object ownership with color changes).

3.2 Technical platform

The second main objective is to develop a technical platform supporting the
management of collaborative applications running on standard PC connected to the
Internet through common access-points (e.g. xDSL).

The 3D visualization core of the collaborative platform is built around an extended
VRMLY97 browser integrating extensions in terms of interaction (3D interaction and
feedbacks) and sharing of objects [5]. In order to display various (i.e. non-VRML97)
3D formats (medical data, CAD models, etc.), the capabilities of the Spin3D
visualization core can be extended by using plug-ins.

The Spin3D platform provides the underlying communication layers required for
collaborative activities namely the replication of shared 3D objects amongst all
workstations using a server-less architecture thus reducing the latency in the
interaction. For group communication and state synchronization of replicated objects,
the Spin3D communication layer [6] is based on CORBA using an enhanced
protocol, inspired from the OMG standard called “MIOP”, and an enhanced
multimedia streaming service, inspired from another OMG standard called “A/V
Streams service”. The communication layer is kept independent of the underlying
transport layer (multicast IP or IP bridge emulating multicast) in order to run the
collaborative platform on various kinds of networks.

4 Joint Team Collaboration System

A comparison between Spin3D and im.point shows a lot of similarities with respect to
the “meeting room” metaphor. Both systems use the concept of a shared virtual table
as the connecting element between the real and the virtual world. However, Spin3D is
more focused on a 3D CVE-based application allowing a strong interaction with 3D
virtual objects where avatars represent the non-verbal part of the communication at an
abstract level but with a limited amount of realism. In contrast, the im.point provides
a high amount of realism and represents non-verbal communication cues in highest
video quality, but it is limited in the use of joint application tools. Thus, to benefit
from both system approaches, it seems to be straight-forward to combine them to a
novel joint team collaboration system based on the concept of a shared virtual table.
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Fig. 4. Screen shot of joint team collaboration

As shown by the screen shot in Fig. 4, the im.point system runs in the foreground to
display the virtual meeting room including the distant participants. The virtual
Spin3D tools for manipulating or modifying shared objects are integrated into the
im.point scene and placed on the conference table. As in Spin3D, these tools can be
used through a bi-manual interaction mechanism, either for selecting or for
manipulating objects.

The Spin3D application runs in the background and the results of joint interaction are
depicted at a virtual screen additionally integrated in the im.point scene. Thus, as
soon as a user selects a Spin3D tool and enters the active area of the virtual screen, he
can use all functionalities of the Spin3D application. In addition, the user can zoom in
to see details of the Spin3D visualization, and he can zoom out again to discuss the
results with the distant partners in the im.point conference mode.

Both systems, im.point and Spin3D are connected using a custom protocol which
allows a rapid integration of both approaches without affecting the original systems
too much.

5 Conclusions

This paper concentrates on the description of an immersive tele-collaborative tool
based on a pragmatic approach combining two separately developed application
platforms (immersive videoconference im.point for the telepresence support and
synchronous CVE-software Spin3D for the 3D interaction on shared virtual objects).
To this end, the first common implementation step will focus on an ad-hoc, easy to
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develop prototyping system mixing im.point and Spin3D for testing purposes and will
a be start for more ambitious studies on an ideal solution, that is a mixed reality
system where a local user can intuitively interact with the virtual 3D objects and the
remote users can observe that in a transparent manner through a high quality support
of the telepresence.
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Abstract. Recently, centrally controlled information distribution systems
are rapidly emerging to decentralized structures. This tendency can be
observed in software distribution applications using BitTorrent or infor-
mation sharing platforms based on distributed hash table structures like
Chord or Kademlia. To ensure that the emerging platforms will func-
tion properly with a growing number of users and services the issue of
scalability turned into one of the hottest research topics.

Traditionally, the term scalability often restricts to the functional scal-
ability, which describes the scalability in terms of the system size. In
this regard the basic structure is stationary, i.e. it does not fluctuate fre-
quently. However, when the stochastic behavior of system components,
the network structure, and user applications has to be taken into account,
the stochastic scalability has to be investigated in the context of perfor-
mance evaluation. In this paper we discuss the stochastic scalability of
information sharing platforms. We give a classification of current infor-
mation sharing platforms and define the terms functional and stochastic
scalability in detail. A distributed phone book based on a Chord ring
will be discussed as an example to motivate other areas of application
and to show the potential of the evaluation of stochastic scalability.

Keywords: Information Sharing, Information Mediation, P2P, Stochastic Scalability,
Performance Analysis

1 Information Mediation and Platforms

The scale of distributed systems has significantly changed with the growing size of the
Internet in the last decade. Distributed applications have to serve thousands to millions
of customers in parallel. Due to stochastic user behavior, the number of customers and
their world wide locations, as well as the dynamic of current network architecture, such
as overlay networks in file-sharing platforms, the underlying network structure and the
usage can considerably change on different time scales. Together with the enormous
growth of the size and the complexity of such systems, the need for information sharing
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platforms became immanently important. To guarantee the functionality of the system,
investigations concerning the scalability of the application have to be carried out early
during the conception and the dimensioning phases of the service deployment.

Concerning the architecture of information sharing platforms some current trends
can be observed:

— Transition to business cases: Content distribution platforms and information shar-
ing systems gain importance in the context of booming peer-to-peer (P2P) file shar-
ing systems (e.g. Kaaza, eDonkey, ...). These applications are being transformed
from a disruptive technology with rather gray-scale content (e.g. music downloads)
to thoroughly designed business cases (e.g. distributed directory services, ...).

- Information mediation: In general, these systems can be categorized as informa-
tion mediation platforms. The main task is similar to a telecommunication system:
to efficiently mediate information from information providers to information con-
sumers. Thus, the main trend is to move away from client-server based data centers
or server farms to Internet oriented information storage and distribution services.

— Distributed dynamic architecture: Recently, centrally controlled information dis-
tribution systems are rapidly emerging to decentralized structures, which are usually
implemented on a web-based platform. Examples are software distribution using
BitTorrent or information sharing platforms based on distributed hash table struc-
tures like Chord [12] or Kademlia [9]. The structures of these systems are highly
dynamic: during the system runtime, customers or network nodes can join or leave
the system without notice. The system has to be designed to survive such so called
“churns” with minimal service degradation.

Information
Provider

Self-organizing
Information
Mediator

Information
Consumer/Seeker Information Pull

Fig. 1. Overview of a self-organizing information mediator

As illustrated in Figure 1 most of recent distributed information sharing platforms
[5] are characterized by three main components: The information provider, the self-
organizing mediator and the information consumer or seeker:
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— Information providing site: Information providers mediate data and resources
using the information distribution plane. The information can be the varying profile
of users in a distributed phone book embedded in a Voice-over-IP (VoIP) application.
The profile contains the nickname of the user, his current IP-address, charging
information, etc.

— Information mediation plane: The self-organizing information mediator itself can
be used to store the information in a reliable and consistent way to distribute the
data to the information consumer at a later point in time. Thus, the mediator has
two basic (control) functions, the mediation of resources and the coordination of the
resource access and exchange. It must control, schedule and conduct the exchange
of resources in a scalable and efficient way. The information mediation plane is
often referred to as “overlay network”, like in P2P systems. In our VoIP example
above, the information mediation plane can be built by a number of mediation nodes,
which are connected using a Kademlia structure or a Chord ring. Due to the use of
hash functions, the location of a profile, which is a search object for the information
consumer, is well defined. Mediation nodes can be embedded in the system and are
thus identical to customers.

— Information consuming site: The information consumer must be able to search
and locate a resource at any given time. In a running environment a participant can
be both information provider and information consumer at the same time. In the
VoIP example a calling subscriber searching for the current location of a nickname
is an information consumer. Using the search algorithm he can find out in which
mediation node the information is stored.

The advantage of the described architecture is its bandwidth efficiency in the dis-
tribution of information. It autonomically enables fast access, resilience and scalability.
However, so far there are no guarantees for security or data consistency and complete-
ness.

In the traditional client-server architecture the server has the role of the information
mediator. Current information sharing platforms, however, tend to rely on P2P overlay
networks or mediation planes. The P2P paradigm reflects a highly distributed and adap-
tive application architecture. P2P systems solve two basic functions resource mediation,
i.e. search for and location of resources, as well as resource exchange. The underlying
P2P algorithms are highly efficient, scalable, and robust.

As illustrated in Figure 2, a P2P network builds a virtual overlay topology on top
of an already existing IP network, like e.g. the Internet itself. These P2P overlays are
increasingly used as a self-organizing and scalable information mediator. The first wave
of P2P systems (~1999), Napster being the most popular representative, relied on direct
peer-to-peer communication and central index servers. The second wave, including P2P
applications like KaZaA (2000~2002) made use of supernodes and introduced unique
file IDs using a hash function. The current wave (2003~), enables fast and scalable
resource discovery using distributed hash tables. The corresponding P2P protocols are
suitable to serve as the information mediator in an information sharing platform.

However, due to their highly distributed application architecture those P2P systems
are too complex for large scale emulation. Even simulations on packet level proved to be
rather intractable. To better understand the dynamics of such systems one has to approach
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Internet Mediation node
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and for information seeker)

N
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Information
mediation
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Information provider or seeker

Fig. 2. A P2P overlay network used as information mediator

the problem on different levels of detail. While a detailed simulation can give valuable
insights about the fundamental functionalities [7], a mathematical analysis of the main
aspects of the problem often helps to investigate the scalability of the system itself [2,
13]. Due to the numerous stochastic processes involved in such highly distributed multi-
user applications it is crucial to study not only the functional but also the stochastic
scalability of the systems. In the following sections we define and further motivate the
need for the evaluation of the stochastic scalability. Our goal is to better understand the
dynamics of large scale information sharing platforms such as P2P systems. If we want
to build reliable large scale information sharing platforms based on P2P mechanisms we
need to master the complexity of such systems. Investigating the stochastic scalability,
we will be able to get those systems under control and achieve carrier grade availability
systems in a resource-efficient but also simple manner.

In this paper we refer to properties of the scalability of a system as stochastic
scalability. One of this properties could be, to stay in our VoIP example, the quantile
value, i.e. the time bound of search delays when we expect 99% (or even 99,99%) of
searches to remain below this limit. Measures considering stochastic scalability can be
used, e.g. to define and enforce Service Level Agreements (SLA) in communication
systems and applications.

Traditionally, the term scalability often restricts to the functional scalability, which
describes the scalability in terms of the system size, where the basic underlying applica-
tion scenario and network structure are rather fixed or change only in a long-term time
scale. More precisely, the question was: if a service or a solution, i.e. with a network
carrying a target application, works properly for ten customers, will they also func-
tion accordingly for one thousand or for one million customers, following the potential
growth of the market?
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If the mid-term and shot-term stochastic behavior of system components and user
applications has to be taken into account, the stochastic scalability has to be investigated
in the context of classical performance evaluation. One possible question is: If a platform
works properly (SLA is complied) in an environment with a network latency coefficient
of variation ¢y = 0.5, will it also support the same number of customers in a higher
variation network with ¢ = 2? This is crucial to ensure the network resilience in
overload cases.

The remainder of this paper is structured as follows. In Section 2 we summarize the
evolution of existing P2P-based information sharing platforms. Definitions of functional
and stochastic scalability can be found in Section 3. A P2P-based VoIP solution is given
as an example for the evaluation of the stochastic scalability of P2P-based information
sharing platforms in Section 4. Section 5 finally summarizes and concludes the paper.

2 Evolution of P2P-based Information Sharing Platforms

2.1 The Traditional Client-Server Model

The client-server paradigm was the most prevalent model for information mediation in
classical networks. It can be described as a service-oriented request-response protocol. A
central server host runs a server process and provides access to a specific service such as
web content or a centralized index. The client runs the corresponding client process and
accesses the service offered by the central server host. Well known examples include but
are not limited to protocols such as http or ftp. In the traditional client-server architecture
the server had the role of the information mediator. It has become one of the central
ideas of computer networks but severely suffers from two major drawbacks that come
along with a centralized mediator:

— It represents a single point of failure. Once the central service provider, the server,
fails, the offered service will be disrupted and no longer available to the customers,
i.e. to the clients. The same problem could, e.g., be caused by a distributed denial
of service attack which is targeted at a specific service. That is, the functionality of
an entire business solution depends on the functionality of a single central unit.

— It hardly scales. The number of hosts that can be served at the same time is mainly
restricted by two important properties of the central server: Its processing power
and its available bandwidth. The latter is especially crucial in connection with
the distribution of large files, such as software updates or multimedia content. The
processing power of the central server might e.g. be the limiting factor when offering
web services.

A new wave of highly distributed information mediation platforms emerged to cope
with these problems and to provide reliable and scalable access to electronic information
stored in a computer network. The distributed architecture of such platforms enables
the offered service to be still available even if parts of the system crash or fail. The
peer-to-peer paradigm plays an important role in this context and will be discussed in
the next section.
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2.2 P2P-based Information Sharing Platforms

A peer-to-peer (P2P) network can be described as a group of entities denoted as peers,
with a common interest, that build a self-organizing overlay network on top of a mixture
of already existing networks. That is, P2P is about the networked cooperation among
equals. The main task is the discovery and sharing of pooled and exchangeable resources.
An ever increasing number of companies discover the advantages of decentralized P2P
networks. Skype [11], a P2P-based telephone directory, e.g., already attracts millions of
users every day. P2P algorithms are also used to overcome the problems of distributed
network management [3]. Due to the highly distributed application architecture compa-
nies using P2P mechanisms are no longer dependent on a single central unit nor do they
have to invest in server farms to guarantee the scalability of their systems. Together with
those new P2P systems, however, new challenges arise as well. In a business environ-
ment, they have to be able to guarantee efficient and, most important, scalable business
solutions.

There are different P2P approaches trying to create information sharing platforms
supporting tens and up to millions of entities to provide a highly scalable mediation
platform. Those systems are designed to be highly dynamic, robust and resilient. In
the ideal case any peer can be removed without resulting in any loss of service. P2P
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Information ™
Seeker
Unstructured P2P-Network (Gnutella) Structured P2P-Network (Chord)

Fig. 3. Unstructured and structured P2P overlay topologies

mechanisms can roughly be divided into two main classes, those that build structured
and those that build unstructured overlay topologies. Figure 3 gives a visual comparison
between the two classes. Unstructured P2P networks, like e.g. Gnutella [6], build an
arbitrary overlay topology. Peers are randomly connected to each other resulting in
a fully decentralized use of the overlay network paradigm. There are no dedicated
peers that store specific information. That is, resources are located at arbitrary peers.
To cope with this indetermination of the desired information, searches in unstructured
P2P networks are performed using an expanding ring principle. A peer searching for
information simply floods the query to all its neighbors in the overlay network, who in
turn forward the query to all of their overlay neighbors until the destred information is
eventually found. To keep the involved overhead traffic within reasonable limits a Time
To Live (TTL) counter is associated with the query. The TTL is decreased on every
hop, while query packets with a TTL of zero are simply discarded. It is easy to see, that
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such unstructured overlay topologies suffer from two main drawbacks. First, there is
no guarantee that a search returns a positive result even if the searched information is
stored on a large number of peers. Second and even more important, unstructured P2P
mechanisms do not scale to a large number of information consumers.

Web-Server Tracker

/

Information

Mediator \‘
—~——_____ Information -

Index Mediator i . E;;

Hybrid P2P-Network (eDonkey) BitTorrent

Fig. 4. Hybrid P2P overlay topologies

Structured overlay topologies on the other hand build a network structure, which
specifies communication relationship among the participating peers. The resource medi-
ation can then take advantage of the structure in the overlay. Local information of a peer
is sufficient to globally search for information and find resources in an efficient way.
In difference to unstructured networks the search and routing processes are scalable,
deterministic and always return positive results if the resource is available in the overlay.
The predefined overlay structure, which in a generic way specifies the communication
relationship among the peers, is usually realized using a distributed hash table (DHT).
The best known DHT algorithm is Chord [12] which arranges the participating peers
on a ring topology. The position on this ring is chosen according to the hash value of a
unique attribute of each peer. The basic idea is that each peers has a good knowledge
about its overlay neighbors, i.e. its predecessors and successors on the Chord ring, while
only maintaining a few connections to more distant peers. This way the mediation of
the information stored in the distributed network can be done using only O(log,(n))
messages to other peers, where n is the current size of the overlay network.

Besides the (un)structured topologies there are different hybrid overlay mechanisms,
which partly use a structured control or rely on distributed index servers. The eDonkey
overlay [4] is a classical example of a hybrid P2P network shown in the left part of
Figure 4. While the information exchange is realized using direct P2P communication,
the signaling and resource location relies on central index servers, which reflect the
functionality of a classic server farm. There are also some more exotic overlay topologies
serving a special purpose. BitTorrent, shown in the right part of Figure 4, e.g., is used for
the rapid distribution of one single file. The underlying mechanism slices the information
into small parts and uses multiple source download to mediate the information as fast
as possible. The meta-information has to be stored on a central unit like a web server
and a centralized tracker takes control of the coordination of the download process. The
mediation of the file itself is done by distributed information transfer.
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The size of the system and the behavior of the customers significantly affect the
performance and the functionality of all above mentioned topologies. While the number
of peers in the overlay topology interferes with the logic of the system, the stochastic
and dynamic behavior of the user pushes the system to its limits and might even cause
it to fail entirely. These procedures can be associated with stochastic and functional
scalability which will be discussed in the next section.

3 Functional and Stochastic Scalability

Today, scalability is the most important performance measure a carrier grade system
has to withstand. It indicates whether a system is going to work on a large scale or not.
In general, the question scalability asks, is: If a solution works for 10 customers, does
it also work for hundreds, thousands, or even millions of customers? So far, scalability
mainly referred to the mere size of a system. Most studies were intended to determine if
a system at hand does work for growing customer clusters. We summarize this kind of
analysis under the term functional scalability. It tells us whether the fundamental logic
of a solution is scalable.

The mere size of a system, however, is not the only factor in terms of scalability
a running application has to cope with. There are more and more system parameters
having a stochastic character. Consider, e.g., the stochastic behavior of customers. There
are numerous different random variables describing values like the inter-arrival time,
the mean on-line time, and the query rate of customers of large scale systems. In P2P
networks this stochastic behavior is defined as the autonomy of the participating peers,
i.e., the peers may join or leave the system arbitrarily. This leads to the requirement
to evaluate P2P algorithms with respect to the stochastic on-line behavior, which is
summarized under the term "churn" [10]. This unpredictable stochastic behavior of
the end user results in a highly dynamic evolution of the P2P network and thus has
a significant impact on the functionality of the system [8]. The customer, however, is
not the only variable introducing probabilistic properties into the system. A running
system also faces stochastic network loads, probabilistic variations in traffic volumes
and random transmission delays, to name just a few. Thus, in order to provide stochastic
scalability, P2P networks with resilience requirements have to be able to survive in case
of stochastic breakdowns. Stochastic scalability can be analyzed combining methods
and techniques of both probability theory and performance analysis.

Figure 5 visualizes the difference between functional and stochastic scalability. The
functional scalability verifies whether the interworking logic is extendable to larger
crowds of customers. It mathematically analyzes whether the functionality of a system,
like the search delay in the indicated Chord ring, also works for a large number of
customers. Stochastic scalability on the other hand tries to verify whether a system can
sustain the stochastic behavior of its components. It investigates whether a system can
cope with the non-deterministic arrival, departure and query times of the participating
customers. In respect of our Chord ring example stochastic scalability comprises the
question whether a system, which can sustain minor churn rates, also works under
extreme high churn rates? That is, we want to know how long the average customer has
to stay on-line in order to guarantee the functionality of the running system.
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Fig. 5. On the definition of stochastic scalability

In the end a successful system most be scalable in both a functional and a stochastic
way. Without functional scalability a system will collapse under its own size, without
stochastic scalability a system will collapse under the random variations of its compo-
nents.

4 An Example of Stochastic Scalability

Due to the increased bandwidth of the end user there is a growing demand for the
mediation of information especially in multimedia applications. In this context, more
and more companies are using P2P mechanisms to realize their business solutions.
Such P2P systems are, e.g., used for content distribution, as index servers or even for
distributed network monitoring. At the moment the most predominant structured P2P
architecture in the research community is the ring based Chord algorithm. While its main
functionality is to store and retrieve key-value pairs, it can be used for a broad variety
of applications. In this section we will have a closer look at the stochastic scalability of
Chord when used as a distributed phone book for voice-over-1P (VoIP) telephony. After
a short description of IP telephony in general, we will explain how to use a P2P network
in this context, define the problem areas, and show how to approach a performance
analysis of the stochastic scalability of such a system.
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4.1 P2P IP Telephony

Traditionally, telephony was the domain of large telecommunication carriers. Tele-
phone calls were made from on telephone set to another telephone set using hardware
and switching centers provided by the telecommunication carriers. With the introduc-
tion of broadband Internet, if not before, new possibilities to make voice calls arose.
With applications like Microsoft Netmeeting, VoIP calls from computer to computer
using headsets became possible. Not until recently, the first companies discovered the
advantages of the packet switched Internet over the old public switched telephone net-
work (PSTN). Companies like Net2Phone offer ways to make calls from the Internet to
regular telephone sets. Other companies like Sipgate even introduce the possibility to
place calls from a regular telephone line to an Internet user.

Calling POP VoIP Called
Net O > Net
Sipgate Net2Phone
Phone A Phone
PSTN

Fig. 6. Different approaches to transmit voice from the caller to the callee

The different ways of making telephone calls between PSTN and Internet users
are summarized in Figure 6. Even so direct calls between Internet users are realized
transmitting datagrams over IP networks, they still rely on a central unit, which is in
charge of phone book lookups. In the meanwhile, however, highly distributed P2P-based
VoIP solutions emerge, which do no longer rely on any central unit. The phone book
is now realized in a distributed way, using a P2P-based information sharing platform.
The most prominent example of a P2P-based VoIP telephony application is Skype. It
offers free calls between Internet users, cheap calls from the Internet into the PSTN
using the SkypeOut service and even calls from the PSTN to the Internet using the
Skypeln service. The advantages of a P2P-based VoIP solution are obvious. They are
highly scalable, do not need any concentrated processing power, nor do they suffer from.
a single point of failure. In addition they are very inexpensive for the end user.

From a technical point of view, the main difference between a central and a P2P-
based VoIP solution can be found in the call setup. In a P2P-based solution, the P2P
overlay network is used to realize a distributed phone book, which in this case represents
the information mediator. If a VoIP customer wants to publish his personal phone book
entry, he becomes an information provider and stores his contact information in the
mediation plane. When another VoIP customer wants to call this client at a later point in
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Fig. 7. Call setup using a Chord based information mediator

time, he takes the role of an information seeker and retrieves the corresponding contact
information from the information mediator. So far, however, P2P-based IP telephony
solutions come without guarantees for data consistency and security in the information
plane. Furthermore, they involve signaling and information exchange overhead to main-
tain a consistent view of the stored resources. If a telecommunication catrier intends
to build a large scale, P2P-based application, it must meet higher demands than a best
effort service. The reachability of the customers has to be guaranteed. In this case, the
functional scalability of the system alone does not suffice, since it only guarantees the
scalability in terms of system size. The telecommunication operator, however, wants to
be able to guarantee a certain quality of service. It should, e.g., be guaranteed that 99.99
percent of all call setups can be completed within a certain time limit. This, however,
highly depends on a number of stochastic processes. The network transmission delay,
e.g., can be regarded as a random variable. To be able to make any quality of service
statements one needs to know the entire distribution function of the call setup delay. In
the following example we show how to prove the stochastic scalability of the search
delay in a Chord-based information sharing platform, calculating the quantiles of the
search delay in such a system.

4.2 Performance Analysis of a VoIP Platform

In this section we show how to analyze the stochastic scalability of a Chord-based
information sharing platform. The results can be used to realize a phone book for a
P2P-based VoIP application. In particular, we analyze the time needed to complete a
search in a Chord-based P2P system. Since the physical path delay strongly influences
the performance of searches in such P2P systems, the stochastic impact of network delay
variation is taken into consideration. The following random variables describe some of
the stochastic processes, which are involved in a search for resources:

Tn: describes the delay of a query packet, which is transferred from one peer to another
peer
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T4: represents the time needed to transmit the answer from the peer (having the answer)
back to the originator

: describes the total search duration

. indicates how many times a query has to be forwarded until it reaches the peer
having the answer. X will be denoted as the peer distance

H: number of overlay hops needed to complete a search, i.e. the number of forwards

of the query plus one hop for the transmission of the answer
n: size of the Chord-based P2P system

>~

The search process is visualized in Figure 8. The peers connected by the blue lines
build the P2P overlay network according to the Chord algorithm. In the example peer
A is searching for information stored on peer B. Peer A sends a query, which will
recursively be forwarded until it finally reaches peer B. Each of the X overlay hops can
be described by the random variable T .

Internet
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Fig. 8. Model of the search in a P2P net- Fig. 9. The model applied to Chord
work

Figure 9 shows the extended model of the search applied to the Chord algorithm. In
this example the peer with id, = 1 issues some queries for other peers. According to
the Chord algorithm peers 2, 3, 5, and 9 can be reached using only X = 1 overlay hop.
Furthermore, it takes X = 2 overlay hops to reach peers 4, 6, 7, 10, 11, 13. Extending
this model, we are able to calculate the number of hops needed to reach a peer, that
answers a specific query. We are thus able to derive the probability p; = P(X = ¢) that
the searched peer is exactly ¢ hops away from the searching peer. The detailed analysis
can be found in [1].

Knowing the peer distance distribution X, we derive the length in hops of the path a
particular search-query takes through the overlay network. Together with the probability
p;, that a search takes the corresponding path through the overlay, we can then compute
the entire distribution of the search delay as a function of the stochastic network delay
characteristics.

The phase diagram of the search delay is depicted in Figure 10. A particular path ¢
is chosen with probability p; where phase ¢ consists of ¢ network transmissions Ty to



On The Stochastic Scalability Of Information. . . 23

search
begin

search
end

Fig. 10. Phase diagram for the information pull in a call setup

forward the query to the closest known finger and one network transmission 7'4 to send
the answer back to the searching peer as illustrated in Figure 8. By means of the phase
diagram, the generating function and the Laplace-Transform respectively can be derived
to cope with the case of discrete-time or continuous-time network transfer delay:

k
X(z)=po+ 3 pi- Xal2) - Xi(2)

i=1
and the Laplace-Transform

k
B(s) = po+ D i~ Pals) - By(s).

i=1

The mean and the coefficient of variation of the search delay are such:

k
E[T] = Zpi (E[Tal +i- (E[Tn)))

k
BT = pi- (VARITA} + ¢ - VAR[Ty] + (B[Ta] +i - EITy])?)
and
, _ BT’ - BT
T TR

Other than the functional scalability the telecommunication carrier is now especially
interested in the stochastic scalability of the system. In this context, the stochastic
component with the most significant impact on the search delay is the variation of the
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one-hop delay Tyy. This variation can be expressed by the corresponding coefficient
of variation cr,, . To analyze the stochastic scalability, we set the network size and the
mean of the one-hop delay to a fixed value and concentrate on the coefficient of variation
of the one-hop delay cr,, as a parameter. That is, instead of the size of the system the
stochastic influence of the search delay increases. In Figure 11 we analyze the impact
the stochastic variation of the network delay has on the search delay. We depict the
entire inverse search delay distribution for different values of cr,,.

P(T>t)
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Fig. 11. Distribution of the search delay for different values of cry,

Note, that the search delay increases for larger values of ¢r,,. The values P(T > t)
on the y-axis indicate how many percent of all searches will take longer than the
corresponding time on the x-axis. Accordingly, 1 — P(T > t) percent of all lookups
will take less time than the corresponding value on the x-axis. As indicated by the dotted
lines, the value 10~ on the y-axis, e.g., indicates that 99.9 percent of all phone book
searches take less than roughly 18 overlay hops in the case of ¢z, = 0.5 and about 40
hops in the case of ¢, = 2. Note, that since the results are independent of the mean
value of the one-hop delay the values on the x-axis are normalized by E[Tn]. That is,
in the case of E[Ty] = 50ms, e.g., 18 hops correspond to 900ms. In this scenario, it
would therefore take 99.9 percent of all costumers less than 900ms to find their VoIP
communication partner given that cr,, = 0.5.

In a real business case, however, the operator of the system needs to assure both the
functional and the stochastic scalability at the same time. In particular, he wants to know
a search delay bound, which will be met by say 99.99 percent of all queries issued in the
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system independent of the current size of the system. Due to the mathematic analysis
of the underlying stochastic processes it is possible to prove the functional and the
stochastic scalability of the search delay. Figure 12 depicts the quantiles of the search
delay T again normalized by E[Ty].
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Fig. 12. Different quantiles for the search delay in a distributed phone book

Next to the mean delay, which shows the functional scalability, different quantiles
for the search delay are taken as a parameter. The curve with the 99%-quantile, e.g.,
indicates that 99 percent of search durations lie below that curve. For a peer population
of, e.g., n = 3000 in 99 percent of all cases the search delay is less then roughly 15
times the average network latency. It can be seen that the curves indicate stochastic
bounds of the search delay. This can be used for dimensioning purposes, e.g. to know
the quality of service in a search process with real-time constraints like looking at a
phone directory, taking into account the patience of the users. Compared to the mean
of the search delay the quantiles of the search delay are on a significantly higher level.
Still the search delay scales in an analogous manner for the search delay quantiles. The
above example shows the importance of stochastic scalability in the network planning
process of a telecommunication carrier. Needless to say, that a comprehensive study of
the stochastic scalability of a real system is more complex than the above example. The
stochastic churn behavior of the participating peers, e.g., also has a great influence on
the functionality of a running system. The more frequently customers enter and leave
the system, the harder it is to maintain a stable overlay structure and the more timeouts
will occur during a search process.
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5 Conclusion

In this paper we gave a brief introduction to existing information sharing platforms.
In particular, we provided a simple classification as well as a short description of P2P
mechanisms. Current P2P algorithms are thought to be scalable and robust enough to
serve as mediation platforms for highly distributed applications like VoIP solutions
without any central unit. However, we showed that in this context the term scalability
requires a more exact definition.

In addition to functional scalability, we introduced the stochastic scalability for
the performance evaluation of large scale telecommunication systems. It regards the
probabilistic behavior of system influence factors, like the average on-line time of a
user or the variation of the network transmission delay. Using an example, we further
motivated the need to consider stochastic scalability in the performance evaluation
of current information sharing platforms. Stochastic influences play a decisive role in
today’s telecommunication systems and will also be one of the crucial factors in solutions
of the next generation.
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Abstract. The interest in creating multimedia support for remote learning is
increasing explosively, thanks to the development of a variety of multimedia
software packages for slide presentation, on the one hand, and the spread of the
Internet in schools, Universities, research laboratories and the majority of
student houses, on the other hand. However, most of the e-learning platforms
used today are merely off-line. In other words, they consist of a multimedia site
where teachers and students can exchange information and didactic material
through file transfer and e-mail, or where the teacher can propose evaluation
tests to the students. At the same time many videoconference hardware and
software platforms have been deployed to support audio/video communications
between two or more users. However, their main target is videoconference
applications, and they are not suitable for teaching environments. The target of
this paper is to provide an overview of the main aspects related to the
development of multimedia e-learning tools which allow on-line remote
learning, the main characteristic of which is close real-time interaction between
teachers and students, and between students themselves. The authors conclude
the paper by describing a relevant experience, the VIP-Teach tool, developed
according to the principles illustrated in the paper.

Keywords. E-learning, Multimedia communications, multipoint-to-multipoint
interaction, multicast, adaptive QoS.

1 Introduction

Distance education technologies have expanded at an extremely rapid rate in the last
decade. The term e-learning has been applied by many different researchers to a great
variety of programs, providers, audiences, and media [1]. Its hallmarks are the
separation of teacher and learner in space and/or time [2], the volitional control of
learning by the student rather than the distant instructor [3], and noncontiguous
communication between student and teacher, mediated by print or some form of
technology [4][5]. Remote learners have a wide variety of reasons for pursuing
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learning at a distance: constraints of time, distance, and finances, the opportunity to
take courses or hear outside speakers who would otherwise be unavailable, and the
ability to come into contact with other students from different social, cultural,
economic, and experiential backgrounds [6]. As a result, they gain not only new
knowledge but also new social skills, including the ability to communicate and
collaborate with widely dispersed colleagues and peers whom they may never have
seen.

Although the instructional needs of students are often considered as the only focus
of e-learning programs, technology is an integral part of distance education and must
be carefully taken into consideration if it is to be successful. In fact, technology for
the deployment of distance learning systems must meet the important target of a
caring, concerned teacher who is confident, experienced, at ease with the equipment,
uses the media creatively, and maintains a high level of interactivity with the students
[9]. This is the main factor for successful distance learning. We find a rich history as
each form of instructional media evolved from print, to instructional television, to
current interactive technologies. The earliest form of distance learning took place
through correspondence courses in Europe, and evolved to audio/video-supported
distance learning thanks to the application of radio and broadcast television. However,
the major drawback of those means for instruction was the lack of a 2-way
communication channel between teacher and student. In the last few years the interest
in creating multimedia support for remote learning has increased explosively thanks
to the development of a variety of multimedia software packages for slide
presentation, on the one hand, and the spread of the Internet in schools, Universities,
research laboratories and the majority of student houses, on the other hand. As
increasingly sophisticated interactive communications technologies became available,
they were adopted by distance educators. Currently, the most popular media are
computer-based communications including electronic mail (E-mail), bulletin board
systems (BBSs), and the World Wide Web (WWW), supported by 2-way audio
telephone-based audio-conferencing, or 1-way video broadcasting.

However, most of the e-learning platforms used today are merely non-real-time.
Successful distance education systems should, however, involve interactivity between
teachers and students, between students and the learning environment, and between
students themselves, as well as active learning in the classroom. McNabb [7] noted
that, though students feit that the accessibility of distance learning courses far
outweighs the lack of dialogue, there is still a considerable lack of dialogue in
telecourses when compared to face-to-face classes. Millbank [8] studied the
effectiveness of a mix of audio plus video in corporate training. When he introduced
real-time interactivity, the retention rate of the trainees was raised from about 20
percent (using ordinary classroom methods) to about 75 percent.

The target of this paper is to give an overview of the main problems in realizing a
multicast real-time e-learning platform, and to discuss some possible solutions.

More specifically, Section 2 considers audio/video communication aspects of e-
learning. Section 3 considers data communication protocol to guarantee the data
reliability. Section 4 reports a relevant experience, the VIP-Teach tool, developed
according to the principles illustrated in this paper. Finally, the authors conclude the
paper in Section 5.



A Multimedia Adaptive-Quality Platform For Real-Time E-Learning... 31

2  Audio-video communications

Real time audio/video communications are a fundamental means to obtain an
interactive e-learning platform supporting virtual classroom services. Unfortunately,
real time media have strong delay and loss requirements, so at present expensive
network connections providing QoS guarantees are used to support them. This
discourages the deployment of e-learning and for this reason new transmission
paradigms are necessary in order to work over any communications network, and in
particular over networks characterized by variable connection bandwidths, for
example the current Internet or wireless networks. Adaptive multimedia systems
therefore represent a challenging paradigm in this field. In this perspective, two
important features have to be considered:

1. Bandwidth monitoring

2. Output Rate adaptation

These features are the building blocks of a system where the audio/video encoders

adapt their coding parameters to the available network resources while the minimal
QoS is maintained.

2.1 Bandwidth monitoring

The first problem regards the monitoring of network bandwidth. This is a well-known
and still open issue in telecommunications network research. The target is to achieve
an estimation of the network bandwidth according to end-to-end measurements, with
no knowledge of any internal characteristics of the network. Great effort has been
devoted to this problem in the literature. Work in this context is mainly based on what
are called TCP-friendly algorithms [27][28]. Although these algorithms were first
proposed with the target of achieving UDP-based flows behaving like TCP, they were
then introduced and modified as bandwidth monitors. However, their use presents the
following main problems:

1 they increase the available bandwidth according to TCP principles, that is,
they mainly react to the occurrence of loss, whereas real-time media are
mainly delay sensitive.

2 they provide too variable a bandwidth estimation to be actually used for
multimedia traffic;

3 they have not been defined in multipoint scenarios.

In this section we show how the TFRC algorithm can be modified to cope with
these problems.

The TFRC protocol is defined in [27]; it implements an equation-based algorithm
to calculate the available network bandwidth by using loss and delay information.

More specifically, the available bandwidth is calculated according to the following
equation:
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Fig. 1 Network parameter comparison when eq.1 and eq 2 are used, respectively.

where s is the packet size, RTT is the round-trip time, p is the steady-state loss-
event rate, and ¢, is the TCP retransmit timeout value.

In order to make TFRC more sensitive to an increase in RTT we exploit the fact
that, due to the drop tail policy implemented in the IP routers, RTT increases faster
than loss probability. So, as the loss probability p is the denominator in eq. 1,

replacing p with RTT results in a smoothing of the available bandwidth. By using the
formula:

s 2

RTT %p + tm[3‘/3?pJRTT(1 +32p?)

we achieve the network parameter shape shown in Fig 1. In Fig. 1(a) we compare
the available bandwidth achieved by using the original TFRC and the formula we
introduce in this paper (named TFRC-DS in the figure) when a TFRC source
estimates the available bandwidth on an ISDN access loaded by VBR traffic;
likewise, in Figs. 1(b) and 1(c) we show a comparison between the measured RTT
and loss in the same conditions.

T =
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In order to avoid excessive bandwidth variations, the bandwidth estimated by eq. 3
is then smoothed with an exponential weighted moving average (EWMA) filter
defined as follows:

fs (tn) =a: TMTFRC(Zn—l) +(1-0a)- TAs (tn—l) )

Where «ae [0,1] is the weighting parameter, 7(n) is the n-th sample of the
bandwidth estimated by the TFRC, and T,(n-1) is the (n—1)-th sample of the

smoothed bandwidth. Usually the choice of the parameter o value differs according to
whether the monitoring algorithm determines a bandwidth increase or decrease, that
is, higher o values are taken when the measured bandwidth decreases than when it
increases.

The TFRC protocol was defined in a unicast environment. In this case the TFRC
congestion control mechanism is distributed over three main protocol entities: the TX
and RX entities in the sender part, and the PR entity in the receiver part.

The main target of the PR entity is to send feedback to the RX entity every time it
receives a packet, in order to echo the sequence number from the most recent data
packet. This will allow the RX to calculate the round-trip time and send it back to the
PR entity. Another important target of the PR entity is to calculate the loss event rate.
Every time the PR entity receives feedback, it uses the control equation in (1) to
calculate a new value for the allowed sending rate and send it to the sender part.

E-learning systems are deployed in a multicast [9] or multipoint environment. To
cope with the above problems, we have defined a new bandwidth monitoring
algorithm, named Multicast TCP-Friendly Rate Control (MTFRC) by extending the
TFRC protocol. The sender computes an N —1 step cycle where it calculates the RTT
of one of the N-1 receivers and sends it to all the receivers at each step (multicast).
When a receiver has to measure the available bandwidth in a multicast/multipoint
session, the MTFRC on the receiving end computes the available bandwidth over the
point-to-point path between it and the sender by using the following in the TFRC
equation

1. the measured RTT, when the sender part sends an MTFRC packet which
contains the RTT indication referring to it;

2. the RTT estimated according to the following formula in the remaining N-2
steps, that is, when it receives an MTFRC packet which contains the RTT
indication referring to another receiver:

estRTT = lastMeasuredRTT + Sender _ Receicer_ Jitter+ €))

+ estReceiver_Sender_Jitter

In the above formula the Sender_Receiver_Jitter is computed by the receiver as
(A,—A,) where A, is the difference between the local time on receipt of the packet
and the time stamp in the received packet which contains the measured RTT referring
to it (see step 1), and A, is the difference between the local time on receipt of the

packet and the time stamp in the received packet which contains the measured RTT
referring to it (see step 2).
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As regards the estimated jitter between the receiver and the sender
(estSender_Receiver_Jitter), the receiver uses the averaged value of the RTT jitter,
which the sender calculates as before at the sender side, and sends it together with the
measured RTT.

As an example, Figure 2 shows the error introduced by MTRFC when 40 users
participate in a multipoint session.

In order to compute the available bandwidth over the multipoint session,
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Fig. 2 Comparison of the actual RTT and estimated RTT.

the minimum bandwidth value computed over the point-to-point paths is usually
taken. However, this may result in too strong a bandwidth decrease if a bottleneck in
the network affects one of the point-to-point connections; for this reason, hierarchical
coding schemes have to be used, where the lower-level coding corresponds to the
minimum measured available bandwidth. In any case, MTFRC does not take into
account computed bandwidth values lower than a given threshold corresponding to
the minimal QoS required.

2.2 Output Rate adaptation

The second important feature for audio/video communications in this context regards
rate adaptation according to the suggestion provided by the bandwidth monitoring
process defined in the previous section. In this case, MTFRC feeds back the run-time
computed available bandwidth to the upper-layer application so that it can adapt the
encoding parameters used accordingly. For example, when MPEG video encoding is
used, the application can exploit this information to reconfigure its quantizer scale
and/or frame rate parameters with the purpose of matching the available bandwidth on
the network. Let us stress that in this case the target we have to pursue is twofold: on
the one hand, the output bit rate has to follow the bandwidth available in the network;
on the other, it has to respect user requirements in terms of encoding quality and, in
particular, it should protect the quality of the movie being encoded from oscillations
due to rapid variations in the network bandwidth. With this in mind, the system we
propose is shown in Fig. 3, where the three main component blocks of the system are
represented: the MTFRC, the Network bandwidth smoother and the Rate/Quality
MPEG video source (RQ-source), whose functions will be described in the following
subsections.

The Network bandwidth smoother teceives the available network bandwidth

estimated by the MTFRC, T, . .(t), and has the aim of eliminating the high
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frequencies of this process. This is achieved by filtering the process by means of a
low-pass filter with an Exponential Weighted Moving Average (EWMA) as in eq. 3.

RQ-source

r
T,

Network
bandwidth
smoother

DATA _ Pf'\'f T (m) Tiume (2.)

MTFRC

Fig. 3 : Rate/Quality controlled MPEG video transmission system.

Finally, the output of the Network bandwidth smoother is obtained as a continuous
time step function derived from f"s (t,) as follows:

T,(0=T,¢_.) Vtel .1 ©)

n=1*"n

In this way the process T,,(¢) represents the available bandwidth calculated by the

MTFRC, and its variations can be regulated by the parameter « .

The Rate/Quality MPEG video source (RQ-source) is an MPEG video source
whose emission rate is controlled through a timely choice of both the quantizer scale
for each macroblock to be encoded and the frame rate, in such a way as to respect the
network bandwidth calculated by the MTFRC block, and to keep the encoding quality
as stable as possible. Quantizer scale variation only provides a fine tuning. Of course,
given that frame rate variations are more disturbing for receivers, the system only has
to apply frame rate variations when situations really require this drastic solution. A
scheme of the RQ-source is represented in Fig. 4.

The video flow produced by the Video capture card is then passed to the Rate
controller. The Rate controller has the task of modifying encoding parameters with
the aim of adapting the output bit rate of the source to the available network
bandwidth calculated by the MTFRC. It comprises two blocks: the PSNR controller
and the FR-controller. At the beginning of the generic GoP A, the PSNR controller
receives the budget of bits to be used in encoding the starting GoP. This budget is
calculated as the difference between the budget derived by the Sampler output, and
the amount of redundancy imposed by the Redundancy controller.

At the beginning of each GoP, the Sampler samples the smoothed network
bandwidth provided by the Smoother.
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Fig. 4 RQ-source scheme.

This value is used to calculate the budget of a GoP by multiplying by N/F , which

represents the number of GoPs per second. The PSNR controller calculates the gsp g
very similarly to the TM-5, using the encoding mode of the frame being encoded, and
the activity of the previous frame, received by the Stat-monitor. The only difference
with respect to the TM-5 lies in the fact that the PSNR controller used here is
memoryless, in order to be more reactive to network bandwidth behavior. The Frame-
Rate controller (FR-controller) modifies the encoding frame rate when quantizer
scale variations are not enough to follow the available bandwidth. It applies an
algorithm which uses the value of the sampled bit rate, T.*"(k), received by the
Sampler, and the average values of the MINIMUM size of frames I, P and B, that is,
when they are encoded with a gsp g of g =31; let these values be I, , P, , and B, ,
respectively. They are received by the Stat-monitor.
The FR-controller calculates the frame rate as follows:
F= N (6)
A
where A represents the expected minimum size of the GoP. If we indicate the
number of frames in one GoP encoded with encoding modes PandBas N, and N,

respectively, we have:
=13|+NP'P31+NB'BM+R1; M
YVILG()P] (h)

A

The FR-controller checks whether to update the frame rate at the beginning of each
GoP. The decision to update the frame rate is taken as follows: the FR-controller
decreases the frame rate by 1 fps if some residue is present in the Transmission buffer
(i.e. MTFRC was not able to transmit all the information generated by the video

source in the previous GoP) and the estimated frame rate, F , 1s less than the current
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frame rate, F , by a value greater than a given threshold, &, . On the other hand, the
FR-controller increases the frame rate by 1 fps if no residue is present in the
Transmission buffer, and the estimated frame rate, F , is greater than the current
frame rate, F', by a value greater than another given threshold, &

Iner ®

3 Data Communication

E-learning services have to provide reliable data transfer in order to support services
such as slide shows, chat sessions, file transfer or application sharing. Unfortunately,
UDP is generally used to support data transfer in a multicast environment, so reliable
delivery is still missing in today’s networks [10]-[26]. For this reason, we propose a
novel protocol named Reliable Multicast Transport Protocol (RMTP), which provides
a reliable service for a multicast session where UDP is used.
RMTP can be implemented in two different modes:

1 fully distributed

2 centralized

The former is suitable for multicast data transfer applications, such as file transfer
or messaging; the latter is suitable for any multicast concurrent data sharing
applications. RMTP in the centralized mode, however, supports multicast data
transfer application as well; for this reason, only the RMTP centralized mode protocol
will be described.

In the centralized mode, a participant in an RMTP session must be identified as
responsible for managing concurrent handling of the shared data; we will refer to this
user as the server. The other users are referred to as clients.

All clients joining an RMTP session open a point-to-point TCP connection with the
server. A client that requires a reliable multicast data transport service transmits this
information to the server through the TCP connection. Then, the server puts the
information into RMTP packets, and transmits them to all other clients using IP
multicast facilities. All RMTP packets sent by the server have a sequence number;
therefore concurrent operations that the participating clients require on the shared data
via RMTP, if any, are serialized by the server according to a FIFO discipline. Upon
detecting one or several missing packets, a client sends the server a NAK using the
TCP connection. The NAK contains information about the packets that have been lost
so far. The server sends the lost packets to the client using the TCP connection.

The server periodically schedules the transmission of an ACK_REQUEST
message containing the sequence number of the last packet transmitted to each client
through the TCP connection. A client receiving such a message is expected to answer
with a STATUS message which contains information about all the lost packets. In this
way the server can update the list of packets that have been lost and can remove from
a local memory the copy of packets that have been received by all clients.

If a multicast data transfer application with no concurrent data sharing is to be
deployed, the distributed mode RMTP protocol can easily be implemented by
assuming that each participant starting multicast data transfer takes the role of the
server for that data transfer session. "



38 Distributed Cooperative Laboratories

4  An e-learning tool implementation: VIP-Teach

In this section we will analyze the performance of the MPEG 2 video transmission

system described in Section 2, considering the following two Internet scenarios:

o SCENARIO 1: source and receiver are both in the same Ethernet LAN; this
scenario will be analyzed in Section 4.1;

e SCENARIO 2: source and receiver are connected to each other through the
Internet; the video source belongs to the University of Catania Campus, and has
high-band ATM access with 155 Mbits/sec, while the video receiver is connected
to its Internet Service Provider (ISP) through ADSL access; this will be analyzed
in Section 4.2;

In order to compare the two different cases correctly, we captured the same 6-
minute scene. In our analysis we used the six-frame GoP structure IPPPPP. The video
sources used are equipped with an INTEL Pentium IV 1000 MHz processor, 256 MB
of RAM, and a Pinnacle PC-TV capture card working with the PAL Video standard

and a capture rate of F =25 fps.
The operating system is Windows 2000 with DlrectX 8.0 installed above. In all
cases we considered a capture resolution of 320x240.

4.1 SCENARIO 1: LAN connection

In this section we perform two different performance analyses, both on the same
scenario, where source and destination are connected to each other through an
Ethernet local area network (LAN) with the configuration shown in Fig. 5, where the
video stream generated by the video source is disturbed by the presence of
background traffic generated by a traffic generator, and sent to a traffic recipient.

E

Fig. 5 LAN scenario.

The first analysis is a transient analysis obtained by varying the bandwidth of the
background traffic as shown in Fig. 6(a). Fig. 6(b) shows a comparison between the
rate processes at the input and output of the MPEG encoder.

Given that the input rate process T, (h) is the number of bits to be used in one

GoP, we define the process T, (h) similarly by averaging the number of bits per

frame over all the frames belonging to the same GoP 4. In this figure we can observe
that in the first period corresponding to the first two background traffic values, the
available bandwidth is so high that the video source does not use all of it, although it
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Fig. 6 Transient analysis in SCENARIO 1.

is working at maximum quality. When the background traffic increases, both the
available bandwidth estimated by the MTFRC and the bandwidth used by the video
source decrease, and the latter fits the former well. Only when the background traffic
reaches 9.5 Mbit/s is the available network bandwidth too low for the video source
which, although at the lowest quality, is not able to respectT,” (k) . When at the
instant t=423 s the background traffic is reduced to 5 Mbit/s and then turned off, both
the available bandwidth estimated by MTFRC and that used by the video source
increase again as at the beginning of this experiment.
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Fig. 7 Steady-state analysis in SCENARIO 1.

Figs. 6(c), 6(d) and 6(e) provide three elements representing the quality perceived
at destination: the encoding PSNR, the encoding frame rate and the percentage of
packets of corrupted frames not recoverd by the FEC. From these figures we can note
that the frame rate remains almost constant in the range between 15 and 19 fps up to
the instant =276 s, when the source is able to follow the bandwidth decrease by
changing the encoding PSNR. When, after the instant =276 s, encoding PSNR
variations are no longer sufficient, the FR-controller decreases the frame rate to
values ranging around 6 fps. When the available bandwidth increases again, both the
encoding PSNR and the frame rate increase return to the maximum values of the
beginning of this experiment. As regards the percentage of packets of corrupted
frames not recovered by the FEC shown in Fig. 6(e), we can note that we have losses
of packets after 30 s, when the background traffic generator is turned on at 5 Mbit/s.

- Fig. 6(f) presents the sizes of frames recovered by the FEC. In this figure we can
appreciate the presence of FEC encoding which, in this scenario and in the presence
of a large amount of background traffic, allows a very large number of frames to be
recovered.

The second performance analysis regards the calculation of steady-state parameters
against background traffic bandwidth. Figs. 7(a), 7(b), 7(c) and 7(d) show the average
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values of the process T (k) , the encoding PSNR, the frame rate and the percentage

of corrupted frames not recoverd by the FEC, respectively. From Fig. 7(a) we can
observe that the average video source output rate is not very sensitive to background
traffic bandwidth variations as long as this bandwidth remains less than 4 Mbit/s.
Then the average output rate rapidly decreases with futher background traffic
increases. From Figs. 7(b), 7(c) we can observe that, as already discussed, low
background traffic bandwidth values (ranging in the interval between 4 Mbit/s and 7.5
Mbit/s) cause no change in the frame rate, but only encoding PSNR degradation. With
higher background traffic bandwidth values it is the frame rate variation which allows
the source to adapt the available bandwidth.

In addition, let us note that, with the same high background traffic values, not only
does the average frame rate rapidly degrade, but also more than 10% of the frames
received at destination are corrupted and not recovered by the FEC, as we can see
from Fig. 7(d).

4.2 SCENARIO 2: ADSL Internet access

In this section we present the results obtained when source and receiver are connected
to each other through the Internet, as shown in Fig. 8; the video source belongs to the
University of Catania Campus, and has highband ATM access with 155 Mbits/s,
while the video receiver is connected to its Internet Service Provider (ISP) through
ADSL access;

— Y
Y s

TVnlv. €T
_ IPNETWORK =
P 5
o
A
i

Video

source

Fig. 8 ADSL scenario.

Fig. 9(a) shows a comparison between the rate processes at the input and output of
the MPEG encoder, T,;"(k) and T,y (h), respectively. Figs. 9(b), 9(c) and 9(d)

our
represent the quality perceived at destination, in terms of the encoding PSNR, the
encoding frame rate and the percentage of packets of corrupted frames not recovered
by the FEC.

From Fig. 9(a) we can observe that the video source output rate follows the
available bandwidth process estimated by the MTFRC very well. Let us note that in
the periods when MPEG violates the estimated available bandwidth, the video source
reacts by reducing the frame rate, as can be seen in Fig. 9(c) (see for example the
frame rate decrease at the instant =62.3 s, corresponding to the violation period
between the instants 54 and 79 seconds, or the frame rate decrease at the instant
t=173 s, corresponding to the violation period between the instants 170 and 209
seconds). In any case, we can observe that the frame rate remains almost constant in
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time, while network bandwidth variations

encoding PSNR.
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Fig. 9 Transient analysis in SCENARIO 2.
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are compensated for by varying the
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(d) Percentage of packets of corrupted
frames

9

(e) Sizes of frames corrupted on arrival at destination but recovered by the FEC

Finally, Fig. 9(e) presents the sizes of frames recovered by the FEC. As in Scenario
1, we can appreciate the presence of FEC encoding, which allows a very high number

of frames to be recovered.
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5 Conclusions

In this paper we have provided an overview of the main aspects related to the
development of multimedia e-learning tools which allow on-line remote learning, the
main characteristic of which is close real-time interaction between teachers and
students, and between students themselves.

Unfortunately, real time media have strong delay and loss requirements, so expensive
network connections providing QoS guarantees are currently used to support them. In
this paper a novel solution named Adaptive Multimedia System has been illustrated;
moreover, its implementation in a real service scenario has been presented and the
main performance indexes measured have been outlined.

The proposed solution consists of:

- A congestion control protocol (MTFRC): the objective of the protocol is to make
the application TCP-friendly, i.e., the average transmission rate must not exceed the
transmission rate of hypothetic TCP flows between each of the senders and each of
the destinations.

- An error control protocol (RMTP): the objective of this protocol is to guarantee
the level of data reliability required by any specific application.

The specific service scenario introduced to demonstrate the feasibility of both
MTFRC and RMTP is a videoconference where the speaker transmits an audio/video
stream, and a number of multicast data applications, such as multicast file transfer,
multicast messaging and slide sharing, are available to support her/his talk.

Moreover, this service scenario has allowed us to demonstrate how the MTFRC
protocol can be successfully used to support any adaptive-rate real-time multimedia
applications over not guaranteed bandwidth networks such as best-effort Internet or
wireless networks.
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Abstract. The Hybrid Coordination Function (HCF) has been recently
proposed by the 802.11e working group in order to provide real-time
services in Wireless Local Area Networks (WLANs). HCF is made of
a contention-based channel access, known as Enhanced Distributed Co-
ordination Access (EDCA), and of a HCF Controlled Channel Access
(HCCA), which requires a centralized controller, called Hybrid Coordi-
nator (HC). This paper proposes two feedback-based bandwidth alloca-
tion algorithms exploiting HCCA for dynamically assigning the WLAN
channel bandwidth to mobile stations hosting real-time traffic streams.
Proposed algorithms, which have been referred to as Feedback Based
Dynamic Scheduler (FBDS) and Proportional Integral (PI)-FBDS, have
been designed using classic discrete-time feedback control theory. Simu-
lation results, obtained using the ns-2 simulator, have shown that, unlike
the simple scheduler proposed by the 802.11e working group, both FBDS
and PI-FBDS provide a real-time service regardless of the network load.
Moreover, when the PI-FBDS is used, the best trade-off between one-way
packet delays and network utilization is achieved.

Keywords: Quality of service, Wireless LAN, Dynamic bandwidth allocation,
Feedback control.

1 Introduction

Although 802.11 Wireless Local Area Networks (WLANs) [1] are nowadays very
broadly diffused, 802.11 Medium Access Control (MAC) is not well suited for
providing real-time services [2]. Recently, to overcome this limitation, the 802.11e
working group has proposed: the Hybrid Coordination Function (HCF'), which
is an enhanced access method; a Call Admission Control (CAC) algorithm; spe-
cific signaling messages for service request and Quality of Service (QoS) level
negotiation; four Access Categories (ACs) with different priorities to map QoS
users’ requirements [3].

The HCF is made of a contention-based channel access, known as the En-
hanced Distributed Coordination Access (EDCA), and of a HCF Controlled
Channel Access (HCCA), which requires a centralized controller, called the Hy-
brid Coordinator (HC), which is generally located at the access point. EDCA
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operates as the basic DCF access method [1], but using different contention pa-
rameters per AC. In this way, a service differentiation among ACs is statistically
pursued . EDCA parameters have to be properly set to provide prioritization
of ACs. Tuning them in order to meet specific QoS needs is a current research
topic [2]. In particular, regarding the goal of providing delay guarantees, sev-
eral papers have pointed out that the EDCA can provide a real-time service to
highest priority flows, but it starves flows with lower priority, especially at high
network load [4, 5]. For that purpose, adaptive algorithms that dynamically tune
EDCA parameters have been recently proposed in [2, 6]; however, the effective-
ness of these heuristic schemes have been proved only using simulations and no
theoretical bounds on their performance in a general scenario has been derived.

On the other hand, with the HCCA, the HC is responsible for assigning the
right to transmit at nodes hosting applications with QoS requirements, i.e., to
perform dynamic bandwidth allocation within the WLAN. However, the 802.11e
draft does not specify an effective bandwidth allocation algorithm for providing
the QoS required by real-time flows; it only suggests a simple scheduler that
uses static values declared by data sources for providing a Constant Bit Rate
(CBR) service. As a consequence, this scheduler is not well suited for bursty
media flows [7]. An adaptive version of the simple scheduler, which is based
on the Delay-Earliest Due-Date algorithm, has been proposed in {7]. However,
this scheduler does not exploit any feedback information from mobile stations,
but implements a trial and error procedure to discover the optimal amount
of resources to assign to each AC. The Fair Scheduling scheme proposed in
[8] allocates the WLAN channel bandwidth to wireless nodes in order to fully
deplete transmit queues, which are estimated by taking into account the delayed
feedbacks from the wireless nodes.

This paper proposes two feedback-based bandwidth allocation algorithms
exploiting HCCA. Proposed algorithms, which have been referred to as Feedback
Based Dynamic Scheduler (FBDS) and Proportional Integral (PI)-FBDS, have
been designed using classic discrete-time feedback control theory. Simulation
results, obtained using the ns-2 simulator [9], have shown that, unlike the simple
scheduler proposed by the 802.11e working group, both FBDS and PI-FBDS
provide a real-time service regardless of the network load. Moreover, when the
PI-FBDS is used, the best trade-off between one-way packet delays and network
utilization is achieved.

The rest of the paper is organized as follows: Section 2 gives an overview of
the HCCA method; in Section 3 FBDS and PI-FBDS algorithms are proposed,;
Section 4 shows simulation results; finally, the last Section draws the conclusions.

2 Overview of the HCCA Method

The core of the 802.11e proposal is the HCF, which is responsible for assigning
TXOPs (Transmission Opportunities) to each AC in order to satisfy its QoS
needs. TXOP is defined as the time interval during which a station has the right
to transmit and is characterized by a starting time and a maximum duration.
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The contiguous time during which TXOPs are granted to the same station with
QoS capabilities (i.e., a QoS station, QSTA) is called Service Period (SP). The
interval Ts; between two successive SPs is called Service Interval [3].

HCCA method combines some EDCA characteristics with some features of
the Point Coordination Function (PCF) scheme, which is an optional contention-
free access method defined by the 802.11 standard [1]. The time is divided into
repeated periods, called SuperFrames (SFs). Each superframe starts with a bea-
con frame after which, for legacy purpose, there could be a contention free period
(CFP) for PCF access. The remaining part of the superframe forms the Con-
tention Period (CP), during which QSTAs contend to access the radio channel
using the EDCA mechanism (see Fig. 1). During the CP or the CFP, the HC can

Superframe !
e >
Beacon E Beacon
Frame | Frame

_CAP__,:
PCF | ¢ 2 : ;
D e e H

: ﬂ gH gﬂ g@ £} g g
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H TXOP i H TXOP i
backoff time i (Stationn, 8P ) b i (Station m, SP m) time

Fig. 1. Scheme of a superframe using the HCF controlled access method.

start a Contention Access Phase (CAP). During the CAP, only QSTAs, polled
and granted with the QoS CF-Poll frame, are allowed to transmit during their
TXOPs. Thus, the HC implements a prioritized medium access control.

The number of CAPs and their locations in each superframe are chosen by
the HC in order to satisfy QoS needs of each station. Moreover, at least one
CP interval, long enough to transmit a data frame with the maximum size at
the minimum rate, must be contained in each superframe; this CP interval can
be used for management tasks, such as associations of new stations, new traffic
negotiations, and so on. CAP length cannot exceed the value of the system
variable dotl1CAPLimit, which is advertised by the HC in the Beacon frame
when each superframe starts [3].

The simple scheduler designed in the draft [3] states that the T X OF; assigned
to the i** queue should be computed as follows:

N; - L;
Cs
where, with respect to the i** queue, L; is the nominal size of MAC Service

Data Units (MSDUs); C; is the rate at which the data are transmitted over
the WLAN; O is the protocol overhead; M is the maximum MSDU size; and

N; = [ TS—L’inW, where p; is the Mean Data Rate associated with the queue and
Tsr is the Service Interval.

TXOH:maa;{ —|—O,%{+O} (1)
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According to IEEE 802.11e specifications, each QSTA can feed back queue
length of each AC to the HC in the frames’ headers. As will be shown in this
paper, this information can be fruitfully exploited to design novel HCCA-based
dynamic bandwidth allocation algorithms using feedback control theory [10].

2.1 QoS signalling

In the 802.11e proposal [3] each Traffic Stream (TS), i.e., a data flow with QoS
needs, is described by a Traffic SPECification (TSPEC), which indicates the
main characteristics of the stream [3]. Specific signalling has been introduced
to manage new TS requests and QoS provisioning. In particular, when a new
TS has to be started, the QSTA issues a setup phase by generating a message,
which is known as Mac Layer Management Entity (MLME)-ADDTS request and
contains the TSPEC of the stream.

This request message is sent to the HC which decides whether to admit the
stream with the specified TSPEC, or to refuse it, or to not admit it suggesting
an alternative TSPEC. The decision of the HC is transmitted with the ADDTS
response message.

The QSTA receives this management frame and sends a MLME-ADDTS
confirm message specifying whether the HC response meets its needs or not; if
not, the whole process can be repeated [3].

2.2 Call Admission Control

In a JEEE 802.11 network the HC is used as admission control unit. Since the QoS
facility supports two access mechanisms, there are two distinct admission control
schemes: one for the contention-based access and the other for the controlled-
access. Herein, we will focus on the latter mechanism. Details regarding the
contention-based admission control can be found in [3].

Let m be the number of admitted flows. When in the presence of a new TS
admission request, the admission control unit in the HC calculates the TXOP
duration needed by the stream (T'XOP,,41) as imposed by the simple scheduler
(see Eq. (1)). The stream is admitted if the following inequality is satisfied:

TXOPm+1 ZTXOP T-Tcp

Te, ST (2)

=1

where T indicates the superframe duration, and Tep is the time during which
EDCA is used for frame transmission in the superframe.

3 FBDS and PI-FBDS Algorithms

In this section, FBDS and PI-FBDS algorithms will be designed using feedback-
based control theory. We will assume that both algorithms, running at the HC,
allocate the WLAN channel bandwidth to wireless stations hosting real-time
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applications, using HCCA functionalities. These allow the HC to assign TXOPs
to ACs by taking into account their specific time constraints and transmission
queue levels [5].

We will refer to a WLAN system made of an Access Point and a set of quality
of service enabled mobile stations (QSTAs). Each QSTA has up to 4 queues, one
for each AC in the 802.11e proposal.

Let T 4 be the time interval between two successive CAPs (see Fig. 1). Every
time interval T 4, assumed constant, the HC has to allocate the bandwidth that
will drain each queue during the next CAP. We assume that at the beginning
of each CAP, the HC is aware of all the queue levels ¢;, ¢ = 1,..., M at the
beginning of the previous CAP, where M is the total number of traffic queues
in the WLAN system. !

The following discrete time linear model describes the dynamics of the i*?
queue:

g(n+1)=gn)+di(n) - Tea +ui(n) - Tcoa, i=1,..., M, (3)

where, with respect to the i** queue, ¢;(n) > 0 is the queue level at the beginning
of the nt® CAP; u;(n) < 0 is the average depletion rate (i.e., the bandwidth
assigned to drain the queue); d;(n) = di(n) — d$T(n) is the difference between
d3(n) > 0, which is the average input rate at the queue during the n'* Tea
interval, and dg P(n) > 0, which is the amount of data transmitted by the queue
during the n?* To 4 interval, using EDCA, divided by Tca.

The signal d;(n) is unpredictable since it depends on the behavior of the
source that feeds the i*® queue and on the number of packets transmitted using
EDCA. Thus, from a control theoretic perspective, d;(n) can be modelled as a
disturbance. Without loss of generality, the following piece-wise constant model
for the disturbance d;(n) can be assumed [11]:

-+00
di(n) = do; - 1(n—1t;) (4)
=0

where 1(n) is the unitary step function, dy; € R, and ¢; is a time lag.

Due to the assumption (4), the linearity of the system (3), and the superpo-
sition principle that holds for linear systems, we will design the feedback control
law by considering a step disturbance: d;(n) = dp - 1(n).

3.1 The closed loop control scheme

Our goal is to design a control law that drives the queuing delay 7;, experienced
by each frame going through the " queue, to a desired target value 77 that
represents the QoS requirement of the AC associated to the queue.

! This is a worst case assumption, in fact, queue levels are fed back using frame headers
as described in Sec. 2; as a consequence, if the i** queue length has been fed at the
beginning of the previous CAP, then the feedback signal might be delayed up to Toa
seconds.
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We will consider the closed loop control system shown in Fig. 2, where the
set point g has been set equal to 0, i. e., we would ideally obtain empty queues.
Regarding the controller transfer function G;(z), we will focus the attention on
two possible kinds of controller: a proportional (P) controller, obtained by setting
G,(z) = kyp,, and a proportional and integral (PI) controller, obtained as G;(z) =

z 1
kpi <1 + -1 : T_L
be referred to as Feedback Based Dynamic Scheduler (FBDS), and PI-FBDS.

. The corresponding bandwidth allocation algorithms will

Using a proportional controller.

By considering the control scheme in Fig. 2 where G;(z) = ky, it is straightfor-
ward to compute the Z-transform of g;(n) and u,;(n):

A TCA kpi : TCA

i(2) = “Di(z); Ui(z) = — Dy 5
Que) = i g DU U =~ B D) 9
with D;(z) = Z[d;(n)].
d,(n)
Tea
T y + g (n+D
-5 Gi( 2 z Tey —» >
Dot | >
Z—I
Fig. 2. Closed-loop control scheme based on HCCA.
From Eqs. (5) the system poles are z, = = sz’””TCA; thus, the system is
asymptotically stable if and only if |z, < 1, that is:
0<ky < 1/Tca. (6)

To investigate the steady-state behaviour of the control system, we apply the
final value theorem to Eqs. (5).By considering that the Z-transform of the step
function di(n) = do - 1(n) is D;(z) = do - 727, the following results turn out:

ui(+o00) = lim w;(n) = lim(z — 1)U;(2) = —dy; qi(+00) = do/kps,
n—+0oo z—1
which implies that the steady state queueing delay is:
7i(+00) = |gi(+00)/ui(+00)| = 1/kpi. (7)

It is worth to note that q(—l-oo). >0 even if ¢ = 0, which means that the
proportional controller is not able to fully reject the step disturbance dg - 1(n).
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From Eq. (7), it turns out that the following inequality has to be satisfied in

order to achieve a steady-state delay smaller than 77 :

kpi > 1/7}. (8)

By considering inequalities (6) and (8),the T4 parameter has to fulfill the
following constraint:

T
Toa < Jmin 75 (9)

From these results we conclude that, when a proportional controller is used,
the gain ky; can vary in the range [%, ﬁ[ We will set k,; = 1/77, ie.,
at its lowest admissible value. This choice allows, for a given feedback queue
level g;(n), the lowest bandwidth assignment ensuring bounded delays, so that,
a cautios usage of the WLAN channel bandwidth is achieved.

Using a PI controller.

Similarly to the case of the proportional controller, by considering Fig. 2 where
z

Gi(2) = kp, | 1 -

@ =k (14 27 7

Z-transforms of ¢;(n) and u;(n) can be obtained:

and ¢} = 0, after a little algebra, the following

TeaTrz(z—1)

i\Z)=
@ ( ) T[iz3 — 2T1iz2 + (Tji + TCAk:p-;TIi -+ TCA]CW)Z - TCAkpiTL-

Dy(z); (10)

- TCAkfpiTIi - TCAkpiTIiz - TCAk;Piz
Tjizs - 2T11.22 + (TL; + TC’AkpiTL; +Teoak z)Z - TCAkpq;TIi

By applying the Jury criterion [10], the system in Fig. 2 is asymptotically
stable if the following inequalities are satisfied:

U,(z)

Di(z). (11)

kp, < 1/Tc a; T, >1/(1 - TCAkp.;) . (12)

Also in this case, to investigate the steady-state behaviour of the control
system, we apply the final value theorem to Eq. (10), thus obtaining: ¢;(+00) = 0,
which implies that the steady state queuing delay is zero.

This result is due to the integral action of the controller, which is able to fully
reject the step disturbance at steady state. In this way, the parameter set of the
PI regulator is only subject to the stability constraints (12). As a consequence
we have more degrees of freedom in the choice of kp, and Ty, with respect to the
case of the proportional controller.

When the PI controller is used, it might happen that the depletion rate
computed by the controlled |u;(n + 1)| is larger than ¢;(n)/Tc 4, which is the
amount of bandwidth required to fully deplete the i** queue during the (n+ 1)
CAP. This assignement would obviously waste WLAN resources. To overcome
this drawback, we will employ the following shortcut:

ui(n+ 1) — maz {u;(n + 1), ~q(n)/Tca} . (13)
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where, taking into account that u; < 0, the term —¢;(n)/Tca is the depletion
rate needed to fully empty the queue.

The rationale of eq. (13) is to correct the bandwidth allocation that would
be performed by the PI regulator by not allowing a bandwidth assignment larger
than the one than would fully deplete the i** queue.

3.2 TXOP assignment

We have seen in Sec. 2 that, every time interval T 4, the HC allocates TXOPs
to mobile stations in order to meet the QoS constraints. Herein, we shows how
to transform the bandwidth u; into a TXOP; assignment. In particular, if the
it" queue is drained at rate C;, the following relation holds:

TXOP;(n) = '2‘(”)07%'” +0 (14)

k3

where TXOP;(n) is the TXOP assigned to the i*" queue during the nt* CAP
and O is the protocol time overhead. The extra quota of TXOP due to the
overhead O depends on the number of MSDUs corresponding to the amount of
data |u;(n) - Toal to be transmitted. O could be estimated by assuming that all
MSDUs have the same nominal size specified into the TSPEC. Moreover, when
|u;(k)-Tca| does not correspond to a multiple of MSDUs, the TXOP assignment
will be rounded in excess in order to guarantee a queuing delay equal or smaller
than the target value 7. :

3.3 Channel saturation

The above bandwidth allocation algorithm is based on the implicit assump-
tion that the sum of the TXOPs assigned to each traffic stream is smaller
than the maximum CAP duration, which is defined by the system variable
dot11CAPLimit; this value can be violated when the network is saturated. In
order to avoid heavy channel saturations, we will adopt a CAC scheme obtained
by improving the one proposed by the 802.11e working group. However, since
transient overloads cannot be avoided due to the burstiness of the multimedia
flows, when for a given ng we have that: Ei\il TXOP;(no) > dotl1CAPLimit,
each computed TXOP;(ng) is decreased by an amount AT X OF;(ng), so that
the following capacity constraints is satisfied:

M
> [T XOPi(ng) — ATXOP;(no)] = dot11CAP Limit . (15)

=1

In particular, the generic amount AT X OP;(ng) is evaluated as a fraction of
the total amount A = Z;\il TXOP;(ny) — dot11C AP Limit, as follows:

TXOP;(n)C;

ATXOP;(n) = YM  [TXOP;(n)Cy]

(16)
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Notice that Eq. (16) provides a ATXOP;(ng), which is proportional to
TXOP;(no)C;y; in this way, connections transmitting at low rates are not too
much penalized.

3.4 Call Admission Control

When the number of multimedia flows sharing the WLAN increases, the channel
saturates and delay bounds cannot be guaranteed [6]. Under these conditions, a
Call Admission Control scheme is required to provide QoS. Herein, we describe
the proposed CAC scheme, which exploits the 802.11e CAC proposal (see Sec.
2).

In particular, starting from the TXOPs allocated to the active traffic streams
in each CAP, a new flow request is admitted if

TXOPm+1 ZTXOP T-Tcp

1
Toa ~ T (7

i=1

where m is the number of admitted flows, T is the superframe duration, and
Teop is the time used by EDCA during the superframe.

Notice that the proposed CAC scheme given by eq. (17) has been obtained
from the CAC suggested in the draft (see sec. 2.2), by replacing the constant
TXOPs used by the simple scheduler with the time-varying ones allocated by
the proposed bandwidth allocation algorithms. In this way, our suggested CAC
takes into account the bandwidth actually used by the flows and not just the
sum of the average source rates declared in the TSPECs.

4 Performance Evaluation

In order to assert the validity of the proposed bandwidth allocation algorithms
in realistic scenarios, computer simulations involving voice, video and FTP data
transfers have been run. We have used the ns-2 simulator [9] considering a sce-
nario where a 802.11a wireless channel with data rate of 54Mbps is shared by a
mix of 3a voice flows encoded with the G.729 standard [12], « MPEG-4 encoded
video flows [13], @ H.263 video flows [14], and o FTP best effort flows. Each
flow is hosted by a wireless node. Therefore, in such a scenario the traffic load
is directly related to the parameter «.

For video flows, we have used traffic traces available from the video trace
library [15]. For voice flows, we have modeled the G.729 sources using Markov
ON/OFF sources [16]. The ON period is exponentially distributed with mean 3
s and the OFF period has a truncated exponential pdf with an upper limit of
6.9 s and an average value of 3 s [17]. During the ON period, the source sends
packets of 20 bytes every 20 ms (i.e., the source data rate is 8 kbps and we are
considering two G.729 frames combined into one packet [18]). By considering
the overheads of the RTP/UDP /IP protocol stack, during the ON periods the
total rate over the wireless channel becomes 24 kbps. During the OFF period the
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rate is approximated by zero assuming the presence of a Voice Activity Detector
(VAD).

During CAPs, stations access the channel with HCCA method, otherwise
they use EDCA. In simulations, EDCA parameters have been set as suggested
in [3].

The target delay 77 has been set equal to 30 ms for the voice flow and 40 ms
for the video flows. According to the 802.11 standard, in our ns-2 implementation
the T 4 is expressed in Time Unit (TU), which is equal to 1024 ps [1]; we assume
a Tea of 29 TU in order to satisfy inequality (9). The value of the system variable
dot11CAPlimit has been set in order to allow the transmission of at least 10
MSDUs of maximum size using EDCA, between two successive CAPs.

When FBDS is used, the proportional gain k,, is set equal to 1/7} (see
Sec. 2). With the PI-FBDS scheme, we consider the following parameter sets:
(kp, = 22571, Ty, = 10), (kp, = 18571, Ty, = 7), and (kp, = 14s™ 1, T}, = 4).

The main characteristics of the considered multimedia flows are summarized
in Table 1.

Table 1. Main features of the considered multimedia flows.

Type of flow |Nominal (Mazimum)|Mean (Mazimum)|Inactivity
MSDU Size [Byte] |Data Rate [Byte] |Interval [s]

MPEG-4 1536 (2304) 770 (3300) 3
H.263 VBR |1536 (2304) 450 (3400) 3
G.729 VAD [60 (60) 12 (24) 10

Before starting data transmission, a multimedia source has to set up a new
Traffic Stream as specified in Sec. 2.1. If the reply to the admission message
for the new stream is not received within a App timeout interval, the request
is repeated up to a maximum number of times, Nagn; in our simulations, we
have chosen Nagm = 10 and Arp = 1.5 s. If after the N a4, admission tries no
reply is received back, then the request is considered lost and a new admission
procedure is initiated after an exponential distributed random time Agefer With
average value equal to 1 min. The duration of video flows is deterministic and
equal to 10 min, whereas voice flows durations are exponentially distributed with
average value of 120 s. When a multimedia flow terminates, a new stream of the
same type is generated after an exponentially distributed random time, with
an average value equal to 1 min. Each terminated flow is withdrawn from the
polling list by the HC after that no more packets from that flow are received for
a time equal to the Inactivity Interval reported in Table 1. Each simulation lasts
1 hour.

In the sequel, we will first compare the performances of the PI-FBDS, the
FBDS, and the Simple scheduler, then, we will investigate the impact of the
parameters of the PI-FBDS (i.e., kp, and T7,) on the WLAN behavior.
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Tab. 2 reports the ratio of admitted flows for various values of the network
load parameter @ when PI-FBDS or FBDS or the simple scheduler are used. By
looking at this table, it is straightforward to note that FBDS admits the smallest
ratio of flows. On the other hand, almost all the flows are admitted when either
the PI-FBDS or the Simple scheduler are used. The reason is that the Simple
scheduler allocates TXOPs by taking into account only the declared average
source rates, which can be much smaller than the actual source rates; so that,
the CAC test realized with eq. (2) is always satisfied. When FBDS or PI-FBDS
are used, the CAC test given by eq. (17) takes into account the actual load.
The substantial difference between FBDS and PI-FBDS is that, as discussed in
Sec. 2, the PI regulator gives the opportunity to choice its parameter set in a
broader space of values with respect to the case of a proportional controller. In
other words, we can select the parameter set of the PI regulator to filter out
high frequency components of the traffic load better than in the case of the
P regulator. As a consequence, PI-FBDS allows the CAC test of eq. (17) to
consider only the low frequency components of the network load, and to admit
a larger number of flows. In other words, PI-FBDS is able to smooth the peaks
of the traffic load better than FBDS. As a consequence, when PI-FBDS is used
the probability that a new starting flow finds a fully occupied wireless channel
is smaller.

Table 2. Ratios of admitted flows.

o |PI-FBDS (kp, = 145!, Ty, = 4)|FBDS|Simple Scheduler

5 100% 100% 100%
10 100% 89% 100%
12 99% 59% 100%

At this point, due to the smaller number of admitted traffic streams, we
would expect lower one-way packet delays when FBDS is employed with respect
to the one-way packet delay values obtained with the Simple scheduler or PI-
FBDS. This is shown in Figs. 3, 4, and 5 where the average one-way packet delays
experienced by, respectively, the MPEG, H.263, and G.729 flows are reported.
By looking at those figures, we can note that FBDS obtains the smallest delays
due the smallest quota of admitted flows. The surprising result is that, with
high load (i.e., & = 12) although the Simple scheduler and PI-FBDS allow
almost the same ratio of admitted flows, delays obtained with PI-FBDS are
one order of magnitude smaller than those obtained with the Simple scheduler.
The latter observation highlights that if the scheduling strategy works fine, i.e.,
the network resources are carefully administered, a good trade-off between the
number of admitted flows and the one-way packet delay can be achieved, also
with high load.

Table 3 reports the average and peak superframe utilization in HCCA mode.
It shows that the Simple scheduler requires the highest average quota of WLAN



56

Distributed Cooperative Laboratories

10
M Simple scheduler
OFBDS-PI Kp=14 Ti=4

= t
z
el
3
3
£ 0.1 4
E]
&
z
3
5
g oOlf— — o — — — —
&
5
s
< o001

0.0001

Load parameter - 0. -

Fig. 3. Average one-way packet delay of the MPEG4 flows.

W Simple scheduler
OFBDS-PI Kp=14 Ti=4
EFBDS

0 — — o — e e e - e e e

0.001

Average One-way packet delay (s)
=4
2

0.0001

5 10 12
Load parameter - ¢ -

Fig. 4. Average one-way packet delay of the H.263 flows.

W Simple scheduler
OFBDS-PI Kp=14 Ti=4

_ DFBDS

z

E 0.t - - e — S

|

Z

3

g

Z 001+

|3

2

o

S

g

S 0001 + -

<

0.0001 -

5 10 12
Load parameter - ¢t -

Fig. 5. Average one-way packet delay of the G.729 flows.



Real-Time Applications In 802.11 WLAN Using Feedback-Based. . . 57

resources. In fact, it does not adapt the quota of allocated resources to the
actual load because it provides a CBR service. For the same reason, the peak
superframe utilizations achieved by the Simple scheduler for a = 10 and o = 12,
i.e., at high traffic load, are smaller than those provided by FBDS and PI-FBDS.
This result clearly highlights that the proposed control schemes enable a more
proper usage of the bandwidth and allows the bandwidth requirements of the
real-time flows to be tracked.

Table 3. Average (Peak) Superframe usage in HCCA mode.

o |PI-FBDS (k,, = 145", T;, =4)] FBDS [Simple Scheduler
5 6.82(26)% 6.95(31)% | 25.62(32.42)%
10 15.15(84)% 15.22(82)%| 52.4(62.58)%
12 20.85(81)% 17.66(30)%| 63.75(74.08)%

Table 4 reports the overall goodput achieved by the FTP flows, measured as
the total amount of data received by F'TP receivers over the simulation duration.
It shows that FTP flows get the bandwidth left unused by the real-time flows.
In fact, when FBDS is used, FTP flows get the highest goodput because, with
FBDS, the smallest quota of real-time flows is admitted (see Tabs. 2 and 3).

Table 4. Overall goodput of the FTP flows (Mbps).

o |PI-FBDS (kp, = 145!, Ty, = 4)|FBDS|Simple Scheduler

5 457 458 457
10 132 138 137
2 2.47 409 2.32

In order to investigate the influence of the parameters &,, and T, on system
performance with PI-FBDS, we have considered the following parameter sets:
(kp, = 14571, Ty, = 4),(kp, = 18571, Ty, = 7)and (kp, = 2257, 7y, = 10).
Tab. 5 shows the ratios of admitted flows obtained for various values of the load
parameter «. The first observation that turns out by looking at these results

Table 5. Ratios of admitted flows using PI-FBDS with various parameter sets.

alkp, = 1457, T, = 4lkp, = 18571, Ty, = T|kp, = 2257, Ty, = 10

5 100% 100% 100%
10 100% 100% 99%
12 99% 98% 84%
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is that, for increasing values of the two parameters, the ratio of admitted flows
diminishes. This is due to the fact that as K,; and T7; increase, the PI-FBDS
becomes similar to FBDS. In fact, for increasing values of Ty;, the integral action
becomes less important, whereas, for increasing values of Kj;, the control-loop
becomes faster.

Obviously, the one-way packet delays experienced by the flows diminish when
the number of admitted streams decreases; this result is shown in Figs. 6 and 7,
where the one way packet delays experienced by, respectively, the MPEG and
G.729 flows are reported. Similar results, not shown here due to lack of space,
have been obtained fot the H.263 flows.
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Fig. 6. Average one-way packet delay of the MPEG4 flows when using PI-FBDS with
various parameter sets.
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Fig. 7. Average one-way packet delay of the G.729 flows when using PI-FBDS with
various parameter sets.
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Tab. 6 reports the average and peak superframe utilization in HCCA mode
using PI-FBDS with various parameter sets. Obviously, average and peak super-
frame usages follow the behaviour of the ratio of admitted flows (see Tab. 5).
Finally, Table 7 reports the overall goodput achieved by the FTP flows. Also in

Table 6. Average (Peak) Superframe using PI-FBDS with various parameter sets.

olkp, = 147", T, = 4|kp, = 188", Ty, = T|kp, = 225,17, = 10

5 6.82(26)% 6.91(30)% 6.95(29)%
0] 15.15(84)% 15.03(82)% 15.34(73)%
12 29.85(81)% 27.69(31)% 24.24(81)%

this case, FTP flows get the highest goodput when the quota of real-time flows
admitted is the smallest, i. e. for k,, = 225~ and T, = 4 (see Tab. 5).

Table 7. Overall goodput of FTP flows (Mbps) using PI-FBDS with various parameter
sets.

o |kp, = 1457, Ty, = dlkp, = 1851, Ty, = Tlkp, = 225,77, = 10

5 4.57 4.57 4.58
10 4.32 4.32 4.38
12 2.47 2.47 4.09

5 Conclusion

In this paper a HCCA-based control theoretic framework for addressing the first
hop bandwidth allocation issue using the 802.11e MAC has been proposed. This
framework has been used to design two dynamic bandwidth allocation algo-
rithms, which have been referred to as FBDS and PI-FBDS. Simulation results
obtained using the ns-2 simulator have shown that, unlike the simple scheduler
proposed by the 802.11e WG, both FBDS and PI-FBDS ensure bounded de-
lays also at high network loads. Moreover, when the PI-FBDS is used, the best
trade-off between one-way packet delays and network utilization is achieved.
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Abstract. An immersive audio environment for videoconferencing or vir-
tual reality applications is presented. The proposed system allows the
spatialisation of 3D sound fields around listener positioned in front of
a screen (PC or TV monitor) with headphones or only two loudspeak-
ers in front of him. Furthermore, the presented application is real-time
customizable on the basis of the particular listener anthropometry. The
source sound can be a real audio signal captured at the remote side
of a videoconference system by a microphone or a synthetic one. The
loudspeaker signals are derived by the knowledge of the spatial coordi-
nate of the speaker at the remote end of a videoconference session and
a subsequent appropriate filtering of the audio streams with head re-
lated transfer functions (HRTFs). Virtual sources can be positioned in
azimuth, in elevation and in distance, too. However, the reproduction
area around the listener and the possible source space are restricted to a
defined area. Nevertheless, the proposed algorithm implementation into
a commercial videoconference system demonstrates an high quality of
the audio rendering performance. A special Visual C++ development
tool has been established to carry out system parameters optimization.

Keywords:Immersive audio rendering, Teleconference, Virtual Reality, Head
Related Transfer Functions (HRTFs).

1 Introduction

There is currently a great deal of interest in designing systems that can faithfully
reproduce (or create) a full three dimensional auditory scene. These immersive
audio systems can be used for applications such as videoconference, distance
learning, virtual reality, home entertainment, displays for the visually impaired
and pilot warning systems. Here, we propose signal audio processing that per-
tains to the acquisition and subsequent rendering of 3D sound fields over two
loudspeakers or headphones. The proposed system is suitable for distance learn-
ing equally for virtual reality applications. In the first case, on the acquisition
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side, we have already developed a system of spatial filtering able to achieve steer-
ing in a given direction so localizing the active speaker and tracking the local
television camera®.The achieved spatial focusing in the direction of interest is a
necessary element in immersive audio acquisition systems for teleconference. In
fact, we need to transmit the acquired spatial information of the audio source
at the opposite side of the teleconference connection (Fig. 1). Any application
we consider, teleconference or virtual reality, the knowledge of real or synthetic
source coordinates is required. On the rendering side, 3D audio signal processing
methods are described that allow rendering of virtual sources around the listener
using only two loudspeakers or headphones.

Azimuth and Elevation
angles evaluation

[\ Telecamera follows

1__,“>
sl

Transmitter side

Azimuth and Elevation
angles transmission

Talkers

Receiver side

(_\ Loudspeakers produce
a rendered sound

€ =
=ik

<

Azimuth and Elevation
angles reception

Fig. 1. A simple scheme of the proposed system for teleconference application

The basis of 3D audio is to control the acoustic signals at the receiving side
and thereby reproduce the signals that the listeners would have received in the
real audio environment that is being simulated. The way to do this is to deliver
appropriate binaural signals through headphones or loudspeakers. Different 3D
spatialization strategies are feasible. These strategies depend on whether the

! The active speaker localization tool is implemented in practice on Aethra Telecouni-
cazioni S.p.A. videoconference commercial systems.
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sound field is reproduced at the ears of the listeners (called transaural systems).
Transaural systems can be realized by either using headphones or loudspeakers.
In the transaural approach, human sound-source localization is based on the
estimation of frequency-dependent differences in intensity and time of arrival at
both ears for source localization in the horizontal (azimuth) plane. In the median
plane time differences are constant. Localization is based on spectral filtering by
the outer ear. The reflection and diffraction of sound waves from the head, torso,
shoulders and pinnae, combined with resonances caused by the ear canal, form
the physical basis for the head-related transfer function (HRTF) [1]. This system
can be modelled as linear and time-invariant, and it is fully characterized by the
HRTF in the frequency domain. Immersive audio rendering systems are based
on digital implementation of such head-related transfer functions. The spectral
information provided by the HRTF can be used to implement a set of filters that
can process non-directional (monaural) sound to simulate a real HRTF. In prin-
ciple, it is necessary the measurement of HRTF for each sound source direction
and for each listeners. In fact, the magnitude and phase of these head-related
transfer functions vary significantly not only for each sound direction, but also
from person to person. Our attempt is focused on achieving good localization
performance using HRTF derived through measurements realized at high spatial
resolution over a set of more than 40 listeners plus a KEMAR mannequin with
variable anthropometry [2]. Here, we have focused our discussion on delivering
immersive audio through headphones or a pair of loudspeaker for two reasons:
there is a large installed desktop computer with two loudspeakers on either side
of the monitor and this loudspeakers configuration is widely used in videoconfer-
ence systems too. At the same time, headphone is often an add-on component in
both applications. While with headphones it is possible to deliver the appropri-
ate sound field to each ear, with loudspeakers the drawback of unwanted channel
crosstalk has to be reduced. This crosstalk arises because each loudspeaker sends
sound to the same side ear, as well as undesired sound to the opposite site ear.
A significant amount of methods have been proposed in literature to address
crosstalk cancellation. This phenomenon will not be considered in this paper
because widely treated in literature [3]. Regarding the distortion due to discrete
early reflections, we have practically detected that in a typical desktop environ-
ment {two loudspeakers placed on either side of a video or a computer monitor
and listener close to the loudspeakers) the direct sound is dominant with respect
to the room reflection effects. These conclusions are supported by a test-bed of
the audio rendering system over a videoconference environment.

2 Theory overview

Locating sound in 3D is a complex process for the human aural system. Even if
it is not completely understood, the process is mainly based on the recognition
of interaural arrive time differences (ITDs) and interaural intensity differences
(I1Ds) [4,5]. When not directly received from the front or from the back sounds
do not arrive at both ears at the same time but with an interaural time difference
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as depicted in Fig. 2. Typically ITD ranges from 0 ms (direct front/back sound)
to about 0.522 ms (sound received from straight left or right). The human brain
is able to detect 3D sounds location in real-time for ITD value within a few

USECs.
% Sound source

To left ear

n:/“

To right ear

Listener

Fig. 2. Interaural arrive-Time Difference (ITD)

A simple approximated model to calculate ITD is presented by Kuhn [6]:

- 32 5in @ at low frequencies

ITD = { 2—2‘5 sin @ at low frequencies (1)
where a is the radius of the sphere used to model the head, ¢ is the sound speed,
and 8 is the angle between the median plane and a ray passing from the centre of
the head through the source position. The transition between the two frequency
regions is located around 1 kHz. When sound travels from a source to a listeners
ear it receives reflections at the human body such as head, shoulder, and outer
ear. Those reflections and attenuations results in interaural intensity differences

(ITDs) as outlined in Fig. 3.

An expression similar to (1) may be obtained for the IIDs, but they generally
have more complicated variations with frequency. Because the influence of human
anthropometry (the shapes of head, shoulders and outer ear) and its variability
across listeners, simple approximation for the IID is not applicable. Furthermore,
IID would be negligible for frequency below approximately 1 kHz because the
wavelength is similar or larger than the distance between the listener ears. The
combination of the two cues, ITD at high frequency and IID at low frequency,
is known as the Rayleighs "duplex” theory of localization. Even if this theory is
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Fig. 3. Interaural Intensity Difference (1ID)

still actual, and widely used in audio signal processing research, it is not able to
entirely describe the human hearing system. The modelling based on ITD and
IID fails into the so called cones of confusion. In fact, a locus of points exists
for which I'TD and IID measurements are constant. This surface is similar to a
cone with axis collinear with interaural axis (Fig. 4). Each point over the cone of
confusion is characterized by the same ITD and IID values so the duplex theory
is not able to describe the overall human hearing phenomenon.

The previous model has to be integrated with the introduction of an ap-
propriate acoustic transfer function taking into account the sound transmission
from the source to the eardrum of the listener [7]. It is well known that the
physical effects of the diffraction of sound waves by the human torso, shoulders,
head and pinnae modify the spectrum of the sound that reaches the listener
eardrums. Therefore, IIDs are often modelled by a set of so called Head-Related
Transfer Functions (HRTFs) which not only vary in a complex way with az-
imuth, elevation, range, and frequency, but also vary significantly from listener
to listener. Naturally, due to the symmetry of the listener head the HRTF's apply
for both ears. The information in the HRTF is also contained in the temporal
behaviour of the equivalent Head Related Impulse Response (HRIR). In real
time synthesis, if the sound source moves relative to the head, the HRIR must
be modified accordingly. This is typically done by computationally expensive in-
terpolation. To produce convincing 3D effects, the HRTF or its equivalent HRIR
must be measured for each condition, which is inconvenient and limits applica-
tions. Furthermore, serious perceptual distortion can occur when one listens to
sound spatialized with a non-individualized HRTF.
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Fig. 4. Cone of confusion

3 The proposed approach

To realize HRTF there are two major ways: measurements and model approaches.
Although the determination of individualized HRTFE can addressed in a lot of
ways, we adopted the first strategy making use of a public domain database
collected by CIPIC labs. This database collects head related transfer functions
measured at high spatial resolution for 45 subjects (including KEMAR man-
nequin with two different ears conformation). Because sound source location is
specified by the interaural polar coordinates (the azimuth angle 6 and the eleva-
tion angle ¢) this is the reference system used in this work. The azimuth angle
f is the angle between the vector to the sound source and the vertical median
plane and varies from —m/2 (left) and +x/2 (right). The elevation angle ¢ is the
angle of the horizontal plane with the projection of the source into the median
plane and, starting directly below the subject, varies from —7/2 and +37/2. The
CIPIC measures involved subjects seated at the center of a hoop and their head
aligned with interaural coordinates axes. Practically, the system is modelled by
means of HRTFs (HRIRs) with a set of digital FIR filters whose coefficients are
derived from the previous described measures. For a given number N of coefli-
cients (taps), a FIR filter is defined as

N
ur =% hvroi (2)
=1

where ur is the filter output at time 7', v; are the input values from previous time
i, and h; are the intensity of signal u; at time 7 (i. . the filter taps). We consider
FIR filters with N=200 because the available CIPIC database dimension. This
is, at the same time, an adequate compromise between acceptable run-time and
approximation of the acoustic system. Fig. 5 shows the logical structure of CIPIC
database: to evaluate filter coefficients we need the azimuth and elevation source
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coordinates to extract tap values. This structure is replicated for each subject
involved in the CIPIC measurements and can be used to process values of signal
u at the time T". The individual HRTF is so selected from database with respect
to received sound direction.

Position
(1,1,1)

Elevation
Index le
(from 1 to 50)

ﬁimuth
& > Index la

hal »
Number of Taps N (200) (from 1 to 25)

Fig. 5. Logical structure of CIPIC database

The involved parameters are evaluated by finite step measures: elevations
were uniformly sampled in 360°/64= 5.625° (from —45° to +230.625°), while
azimuth values were sampled at —80°, —65°, —55°, from —45° to 45° with a
step of 5°, and 55°, 65°, 80°. Fig. 6 describes the correspondence between a
real spatial position captured by the remote camera and the discrete coordinate
values we need to extract the right filter.

An azimuth range control is required, because an out of range angle is rea-
sonable but there is not a corresponding coefficient in the database. Similarly,
we have to determine elevation index from elevation angle. This procedure gives
a sequence of elevation and azimuth coefficients. The elevation set belongs to the
range from 1 to 25, while the azimuth set goes from 1 to 50.

4 Simulation and Listening Tests

To simulate and evaluate the three dimensional synthesized sound field a Simulink
version of the described system has been developed. The off-line test procedure
is summarized in the simple block diagram in Fig. 7.

This tool provides the loading of a monaural sound (in Wave format) among
a set stored reference sounds and the choice of the azimuth and elevation source
coordinates into the ranges [—90°, 90°] and [—45°, 90°] respectively. The acqui-
sition of HRIR from CIPIC database and the conversion of coordinates (6, ¢) in
index (I, I,) gives the right filter taps for each channel (left and right). The
binaural signal is then synthesized as a convolution of the input signal with
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Head Related Impulse Response functions before its reproduction over a pair of
loudspeaker. To establish a performance baseline, in an initial task the produced
binaural sounds were listeners by each subject, so that a correct match with
pseudo-individualized HRIR functions was possible. The Simulink block scheme
is depicted in Fig. 8.

Once calibration was completed, several tests were performed to validate the
localization model. In particular we are interested in verifying if fast variations
in filter taps, due to sound source movement, could causes any distortion in re-
constructed sounds. In systems like to videoconference there could be more than
one active talker, or one talker can quickly move through the room. For this
reason each stimulus was generated varying randomly the associated angular
coordinates (#, ¢) and in a second time keeping constant a coordinate value and
varying the other one. The coordinate changes occurred every 0.9 s: in real sys-
tems the remote camera tracking mechanism is characterized by a prearranged
latency time to avoid unwanted training dues to noise or impulsive sounds. In
our tests since the loudspeakers are placed in front of the listener only sources in
front of the listener can be reproduced faithfully. However the position of sources
can vary in azimuth, elevation and distance. The size of the reproduction area
is restricted to a region around the listener depending on the distance between
the two loudspeakers and that between the loudspeakers and the listener. Before
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Fig. 7. Off-line filtering block diagram

implementing the corresponding C++ code in a real time application, a special
Visual C++ development tool has been established to preset system optimal
parameters and to evaluate the effect produced to listener by three dimensional
sound synthesis. The features of this tool provide the simulation of 3D wave
propagation at the output of the loudspekers after HRTF's filtering. Fig. 9 shows
the visual interface of the application tool we have developed. Its extensive pos-
sibilities for graphical evaluation can be used to examine the simulated system
performance and to simplify the synthesis phase. The window shows the time and
frequency responses (HRTFs, HRIRs, ITD) for a selected listener subject (and
for each ear) as a function of source location. It is possible to choose among dif-
ferent subjects whose anthropometric characteristics are collected in the CIPIC
database. Moreover we can change sampling frequency, spectral resolution in
FFT calculation and spectral smoothing (related to the graphic representation
of the data). We can also select among four playing mode called: Play mowe,
Play click, Play audio and Play cone of confusion. In the first mode the tool,
after a file wave acquisition, simulates the movement of the virtual source along
a straight line in the frontal plane from left to right with ¢=cost. The Play click
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Fig. 8. Simulink implementation

mode produces three white noise bursts (100% amplitude modulation, f=30 Hz)
at time difference of 150 ms each other. These sources are virtually set in the
same azimuth angle 8, but in three different elevation angles ¢. The Play audio
mode allows the variation of all the input parameters. The last mode elaborates
a sound source moving through all the allowed elevation position belonging to
the cone of confusion. After choosing right parameters and desired playing mode
the application gives several outputs: IDT as function of the source tilt; HRIRs,
HRTFs as functions of time and frequency. The grey-scale images at the left
side of Fig. 9 refer to HRTFs and HRIRs functions for all 50 allowed elevation
values with a fixed tilt value (indicated by the vertical dashed line). The inter-
section among the two straight lines in the HRIRs representations is function of
the azimuth value: therefore a simple observation of the two plots gives us the
interaural delay.

These graphical representation gives some ideas of the HRTF and ITD vari-
ability for a single subject and the range of variability among subjects. Obviously
it is also possible to play the synthesized binaural sounds. We observed that the
effect of an immersive audio rendering is obtained if the listener is in a right
position, that is listener must be in the middle between loudspeakers, obviously
there are no problem using headphones. Another important issues is relative the
area of audio rendering. Desired effects are given only for determinates move-
ment of talkers, for example well not have the effect of a sound source behind
listener. Finally the system was implemented on a distributed videoconference
system, utilizing Aethra SpA standard commercial equipments, to test-real time
performances (Fig. 10). Listening sessions with sound source moving at the re-
mote side of a videoconference session showed that the system resulted in a
good sound quality and localization, very similar to the sound perceived in a
real environment.



Audio Rendering System For Multimedia Applications 71

Fie Edt Vew incert Tools Wirdow heg

Orecchio swestro Crecchen destio

rn-:wn

Scala Fraquanta [ =] z

R ,%le_BJF JFH )
reolzione spetaie et jmvcumwau-m-l FLAY move | FLAY sudio | FLAY cik
S | a

Fig. 9. Visual C++ interface of the developed tool

Fig. 10. Experimental set-up at the opposite side of videoconference connection
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5 Conclusion

An audio interface for desktop and videoconference applications has been pre-
sented. The system should provide the user of screen application to immerse
into a 3D audio environment using headphone or pair of loudspeaker. We also
demonstrated that our approach can be taken for pre-processing sound in inter-
active 3D environments. The theoretical model approach is based on the filtering
of the sound streams with head-related transfer functions (HRTFs). Based on
this theoretical analysis we have shown that in common-use loudspeaker geom-
etry and distance between listeners and loudspeakers, the spatial sound pattern
of the original sound is sufficiently preserved in the reproduced sound. Finally,
we have implemented a real-time version of this system and tested it in several
videoconference sessions: informal listening tests indicated that the spatialization
achieved offers very good 3D audio rendering sense through a very simple and
low expensive system. Nevertheless, the quality of the spatial sound reproduc-
tion could be improved by adding crosstalk cancellation systems and informal
listening tests must be replaced by a much better psychoacoustic localization
test. However, we believe that the proposed system is promising for real-time
synthesis of 3D sounds and the developed simulator is a very useful toolkit.
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Abstract. In the last decade, there has been an explosive growth in mobile
computing technology and obviously an increase demand for platforms with
multimedia application support. The desire to be connected “any-time, any-
where, and any-way” has led to an increasing array of heterogeneous systems,
multimedia applications, devices, and service providers. In response to this
issue, quality of service (QoS) is designed to hide low-level application
variation and provide necessary service guarantees. In this contribution,
motivation and operating guidelines for QoS assessment in real-time interactive
multimedia communications are discussed and investigated. In particular, we
consider the end-to-end service quality methodologies proposing a QoS
evaluation technique by means of an unconventional use of fragile
watermarking. Thus, by knowing the end-to-end QoS, it is possible to adopt
optimal pricing strategies in terms of the QoS profiling for all the active users
involved in the communication.

Keywords. End-to-End Quality of Service (QoS), QoS profiling and pricing,
multimedia communication, wireless/mobile networks, digital watermarking

1 Introduction

In recent years there has been an explosive growth in mobile computing technology
and obviously an increase demand for platforms with multimedia application support.
Progress in Telecommunications and Networking is fostering the development of
high-speed and ubiquitous networks, both wired and wireless (i.e. heterogeneous
configurations), characterized by an unprecedented degree of transport capacity and
flexibility. The desire to be connected “any-time, any-where, and any-way” has led to
an increasing array of heterogeneous systems, multimedia applications, devices, and
service providers (see fig. 1). According to [1], this heterogeneity is unlikely to
disappear in the foreseeable future for two reasons: one is that the variety of
application requirements makes it difficult to find a single optimal and universal
solution; the other is that in their eagerness to capture the market, competing
organizations are releasing proprietary systems. As a result, the key to the success of



74 Distributed Cooperative Laboratories

next-generation mobile communications systems is the ability to provide seamless
interactive real-time multimedia services in such a heterogeneous environment [2]-
[3]

However, to provide users with satisfactory services, ubiquitous connectivity and
corresponding best effort services are not enough. In such a wireless network
environment, application performance could easily deteriorate for various reasons,
and this performance fluctuation could be widespread. In response to this issue,
quality of service (QoS) is designed to hide low-level application variation and
provide necessary service guarantees. Dynamic QoS reconfiguration constitutes an
important constraint that is yet to be addressed for the real-time interactive
multimedia communications of 3GPP [4]-[10]. High-speed real-time multimedia
applications such as Videoconferencing and HDTV have already become popular in
many end-user communities. Developing better network protocols and systems that
support such applications requires a sound understanding of the voice and'video
traffic characteristics and factors that ultimately affect end-user perception of
audiovisual quality. Recently, there are a number of researches concerned with QoS
guarantee for media data flow on the transport and network levels using QoS oriented
protocols focusing on the end-to-end QoS control functions and mechanisms in
accordance with different user’s environment [11].

In this contribution, motivation and operating guidelines for QoS assessment in
real-time interactive multimedia communications are discussed and investigated. In
particular, we consider the end-to-end service quality methodologies proposing a QoS
evaluation technique by means of an unconventional use of fragile watermarking
[12]-[15]. Thus, by knowing the end-to-end QoS, it is possible to adopt optimal
pricing strategies in terms of the QoS profiling for all the active users involved in the
communication [16]. The work is organized as follows. Section 2 describes both the
requirements and the operating targets of the QoS assessment in real-time multimedia
communications. The signal-processing algorithm used for the QoS evaluation is
depicted in Section 3, while simulation results are shown and discussed in Section 4.
Finally, the conclusions of the work are briefly summarized in Section 5.

2 QoS Requirements in Real-Time Multimedia Communications

The problem of ‘matching’ the application to the network is often described as a
‘quality of service’ (QoS) problem [17]. The problem is twofold: there is the QoS
required by the multimedia application, which relates to visual quality perceived by
the user, and the QoS reachable by the transmission channel and the network, which
depends on the physical link’s capabilities [12]. The key parameters for QoS
requirements about transmission are the mean bit rate and the variation of the bit rate
[17]. The mean rate depends on the compression algorithm as well as the
characteristics of the source video (such as frame size, number of bits per sample,
frame rate, amount of motion, etc.). Many video coding techniques include a certain
degree of compression tuning that bound of the mean rate after encoding. However,
the achievable mean compressed bit rate is actually limited for a given source (with a
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particular frame size and frame rate). Real-time video is sensitive to delay by nature.
The QoS requirements in terms of delay depend on whether video is transmitted one
way (e.g. broadcast video, streaming video, playback from a storage device) or two
ways (e.g. video conferencing) [17]. The original temporal relationships between
frames have to be preserved in simplex (one-way) video transmission because any
associated media that is ‘linked’ to the video frames should remain synchronized, but
a certain degree of congruent delay is admitted. The most common example is
accompanying audio, where a loss of synchronization of more than about 0.1 s can be
obvious to the viewer [17]. Duplex (two-way) video transmission has the above
constraints (constant delay in each direction, synchronization between related media)
plus the obligation that the total delay from acquisition to display must be low
enough. A ‘rule of thumb’ for video conferencing is to keep the total delay less than
04 s [17]. If the delay is longer than this, video-conversation appears like non-
natural. Interactive applications also have a requirement of low delay. In such a case,
an eventual too long delay between the user’s action and the corresponding effect on
the video source makes the application unresponsive. Moreover, in case of
multimedia teleconference service, for example, users not only use real-time media
services such as voice and video but also stored media services for their
communication and media presentation simultaneously. Therefore, the system must
process stored media and real-time media at the same time. In order to provide the
stored multimedia information to users, the system must not only integrate both
continuous media such as audio, video and discrete media such as still image,
graphics and text, but also perform end-to-end QoS functions and different media
processing functions inherit to each media data [11].

Therefore, real-time QoS management represents an important requirement during
real-time interactive multimedia communications. The aim of QoS management is to
adapt to changing conditions during runtime and to maintain committed QoS levels or
to react upon changes in these levels. This contribution proposes a novel procedure to
evaluate the QoS of a communication link. In practice, the receiving mobile station is
able to verify whether the negotiated quality level has been actually maintained by the
effective link or not. In such a case, the operator can lower the user’s fare and bustle
about in order to guaranty an improved service level by modifying the operating
settings of the communication link. The blind operating system at the receiver of a
communication link needs to decide in order to match the negotiated quality level and
the effectively provided one. If the user had requested a secure (high-level)
transmission, he has to be accordingly charged for the relative fare. Otherwise, the
connection can be low-priced, even becoming free of charge. Moreover, like
discussed in [13], it can be observed that in real-time interactive multimedia
communication systems requiring error control, such as video telephony and
streaming, a number of consequences follow a poor quality decision from the mobile
station: first, the bit rate (and the video resolution) transmitted by the base station is
lowered in a few seconds (by a higher spreading factor in the UMTS systems);
second, if the mobile station declares a null quality, the link is broken down by the
operator; third, frequent declarations of poor or null quality will be a reason for the
operator's admission call manager to refuse the access for further calls of the same
user for a given time period, i.e. until the mobile station moves into a region with
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higher signal-to-noise ratio (SNR). These should avoid fraudulent declarations of bad
quality from the mobile station in order to transmit free of charge. In fact, the result of
possibly false declarations on the QoS is to suddenly cut the communication in a few
seconds, assuming the risk of no admission for further calls. Thus, by knowing the
end-to-end QoS, it is possible to adopt optimal pricing strategies in terms of the QoS
profiling for all the active users involved in the communication. In the next Section,
the signal-processing algorithm for the QoS evaluation is described and we show how
it is effectively possible to blindly estimate the quality of a transmission system
(including the coder quality) without affecting the quality of the video-
communications.
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Fig. 1. Multimedia Communications: the desire to be connected “any-time, any-where, and
any-way” has led to an increasing array of heterogeneous systems, multimedia applications,
devices, and service providers.

3 Digital Watermarking for Real-Time QoS Assessment

The rational behind the approach is that the alterations suffered by the watermark
are likely to be suffered by the data, since they follow the same communication link.
Therefore, the watermark degradation can be used to evaluate the alterations endured
by the data. At the receiving side, the watermark is extracted and compared with its
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original counterpart. Spatial spread-spectrum techniques perform the watermarking
embedding. In practice, the watermark (narrow band low energy signal) is spread
over the image (larger bandwidth signal) so that the watermark energy contribution
for each host frequency bins is negligible, which makes the watermark near
imperceptible. Following the same methodological approach of [13], a set of
uncorrelated pseudo-random noise (PN) matrices (one per each frame and known to
the receiver) is multiplied by the reference watermark (one for all the transmission

session and known to the receiver): w,.(s) [kl,kz]z W[kl,kz]-p,. [kl,kz], where

wlk,,k,] is the original watermark, p;[k;,%,] the PN matrices and W'¥[k;,, ]

the spread version of the watermark to be embedded in the j-th frame. The embedding
is performed in the DCT domain according to the following:

Flk.k]+a w2 [k.k,], (k.k)eS
FO [k, k] = M
Flk,k,], otherwise

where Filk;, k;] = DCT{f]|k,;, k;]} is the DCT transform of the i-th frame; S is the
region of middle-high frequencies of the image in the DCT domain, while ¢ is a
scaling factor that determines the watermark strength and F/*[k,, k;] is the DCT of
the i-th watermarked frame. In the following, the value o = 0.04 has been always
used. The i-th watermarked frame is then obtained by performing the IDCT transform
of F{™[k, k;], finally the whole sequence is coded and then transmitted through a
noisy channel, like shown in the principle scheme of figure 2.

The receiver implements video decoding as well as watermark detection. In fact, at
the same time after decoding of the video stream, a matched filter extracts the
(known) watermark from the DCT of each n-th received I-frame of the sequence. The
estimated watermark is matched to the reference one (despread with the known PN
matrix). The matched filter is tuned to the particular embedding procedure, so that it
can be matched to the randomly spread watermark only. It is assumed that the
receiver knows the initial spatial application point of the mark in the DCT domain.
The Quality of Service is evaluated by comparing the extracted watermark with
respect to the original one. In particular, its mean-square-error (MSE) is evaluated as
an index of the effective degradation of the provided QoS. A possible index of the
degradation is simply obtained by calculating the mean of the error energy:

E, =ﬁf(ii(wn[kpkzl—fv,,[kl,kz])lj @

ky=1ky=1

where W _[k,k,] and W, [k,,k,], represent the original watermark, the extract
watermark respectively, and n = I.M is the current frame index. Another video
quality measure usually used for QoS assessment is the peak signal-to-noise ratio
(PSNR) defined as the ratio between peak signal and root mean square (xms) noise
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observed between the original video and the watermarked video, where RMSE is the
square root of the mean square error previously defined:

255
PSNR =20log,| ———
8o ( R MSEJ 3)

In particular, such QoS indexes can be usefully employed for a number of different
purposes in wireless multimedia communication networks such as: control feedback
to the sending user on the effective quality of the link; detailed information to the
operator for billing purposes and diagnostic information to the operator about the
communication link status [12].

Watermarked

Encoded

Watermark
% JR—

watermarked

PN matrix

Fig. 2. Principle scheme of the watermark embedding process in the DCT domain.

4 Simulation Results

From the operating viewpoint, we are interested in the actual video over a given
communication link determined by the (booked) maximum bit rate. In other words,
the target quality is fixed by the negotiated channel capacity, while the actual quality
depends also on the symbol errors introduced in the received data stream by the
physical link, dué to background noise as well as multi-path channel and interference
effects. Such transmission errors are modeled as a random Poisson process,
characterized by a parametric probability of symbol error (proportional to the bit error
rate). Then, the actual quality needs to be detected by an in-service quality assessment
measure, such as the tracing watermarking technique here discussed. For this
purpose, a number of simulations have been carried out: the first simulations regard
still images coded at different compression rates (i.e. at different qualities). In all the
subsequent simulations the scaling factor regarding the watermark intensity, ¢, has
been set equal to 0.04. Increasing this value, the mark becomes more evident and a
visual degradation of the image (or video) occurs. On the contrary, by diminishing its
value, the mark can be easily removed by the coder and/or channel’s errors.
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Therefore, in the application scenario of our simulation trials, the scaling factor « has
been chosen in such a way to compromise between the two aforementioned
requirements.

Figure 3 reports here the PSNR of the watermarked image “Lena” (fig. 3a) JPEG
coded at different qualities (Q = 100 is the best quality) while fig. 3b shows the MSE
of both the image and the watermark versus the bit error rate of a simulated link for
several (target) bit-rates. Regarding the video-sequences, several simulations have
been made to detect the sensitivity of digital watermark to two different degradation
sources: the noisy channel affects the video quality and the co-decoder itself affects
the perceived image quality. To evaluate the sensibility of the method to the
degradations due only to the channel, tests have been performed with different values
of BER using the same coder quality. In particular, figure 4a shows the mean square
error of the decoded QCIF (176x144 pixels) “Akyio” video and the extracted
watermark versus the bit error rate of the channel, using a MPEG-2 coder at 100
kbit/s. Figure 4b shows the MSE of the “News” video using a MPEG-4 coder at 100
kbit/s. The above trials confirm that the watermark error is roughly proportional to
the coding quality, which conversely depends on the available channel capacity. The
presented approach allows one to blindly estimate the QoS provided by a
coder/channel system without affecting the quality of the video-communications.
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Fig. 3. PSNR of the watermarked “Lena” image JPEG-coded at different
compression rates (a); watermark and image MSE coded at Q=75 (b) versus the BER
of a simulated communication link.

Moreover, the proposed technique can be usefully employed for a number of
different purposes in real-time interactive multimedia communications such as:
control feedback to the sending user on the effective quality of the link; detailed
information to the operator for billing purposes and diagnostic information to the
operator about the communication link status. In fact, in a real-world system, for
example, the estimated quality of the received video can also be used by the service
provider as a feedback information for billing purposes. This raises questions on the
security of the system and it is worth pointing out that in order to prevent a fraudulent
user to obtain any benefit from any false declaration about the QoS of the supplied
service, a possible approach is briefly specified as follows. In real-time interactive
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video communications, let us consider the situation when the mobile station declares
a received quality lower than the provided one.

This would imply that the channel is not suited for the current bit rate for the given
BER, and therefore, the bit rate emitted by the base station is lowered in a few
seconds. Whether the MS declares a null quality, the operator interrupts the call.
Moreover, frequent declarations of poor or null quality is a valid reason for the
admission call manager to refuse the access to further calls of the same user, at least
until the MS has moved to a region with less noise or interference. As a consequence,
the result of possibly false declarations on the QoS is to lower the bit rate or to cut the
communication link in a few seconds, thus preventing any fraudulent action. In
conclusion, The experimental results that have been presented confirm the hypothesis
that the watermark alterations can be used to evaluate the video degradation amount
and the transfer quality.
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Fig. 3. Watermark MSE and video sequence MSE (normalized to 1) versus the BER: for the
sequence “Akyio” MPEG-2 coded at 100 Kb/s (a) and for the sequence “News” MPEG-4
coded at 100 Kb/s (b).

5 Conclusions

In this contribution, motivation and operating guidelines for quality of service
assessment in new generation wireless video communications have been discussed
and investigated. More specifically, real-time interactive multimedia communications,
in which dynamic quality of service (QoS) reconfiguration constitutes an important
constraint, have been analyzed. In these environments, the aim of QoS management
and reconfiguration is to adapt to changing conditions during runtime and to maintain
committed QoS levels or to react upon changes in these levels. This work focuses on
the evaluation of a QoS index in order to realize a control feedback to the sending
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user on the effective quality of the link, to realize optimal strategies for QoS
provisioning and control. In particular, we have considered the end-to-end service
quality methodologies proposing a QoS evaluation technique by means of an
unconventional use of fragile watermarking. We blindly estimate the quality of a
transmission system (including the coder quality) without affecting the quality of the
video-communications using a tracing watermarking approach for QoS assessment.
Thus, by knowing the end-to-end QoS, it is possible to adopt optimal pricing
strategies in terms of the QoS profiling for all the active users involved in the
communication.
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Abstract. Recent work on hot-potato routing [1] has uncovered that large tran-
sit ASs can be sensitive to hot-potato disruptions. Designing a robust network is
felt as overly important by transit providers as paths crossed by the traffic have
both to be optimal and reliable. However, equipment failures and maintenance
make this robustness non-trivial to achieve. To help understanding the robustness
of large networks to internal failures, [2] proposed metrics aimed at capturing the
sensitivity of ASs to internal failures. In this paper, we discuss the strengths and
weaknesses of this approach to understand the robustness of the control plane
of large networks, having carried this analysis on a large tier-1 ISP and smaller
transit ASs. We argue that this sensitivity model is mainly useful for intradomain
topology design, not for the design the whole routing plane of an AS. We claim
that additional effort is required to understand the propagation of BGP routes
inside large ASs. Complex iBGP structures, in particular route-reflection hierar-
chies [3], affect route diversity and optimality but it an unclear way.

Keywords: network design, sensitivity analysis, control and data planes, BGP, IGP.

1 Introduction

Designing robust networks is a complex problem. Network design consists of multi-
ple, sometimes contradictory objectives. This problem has been fairly discussed in the
literature, in particular [4,5]. Examples of desirable objectives during network design
are minimizing the latency, dimensioning the links so as to accommodate the traffic
demand without creating congestion, adding redundancy so that rerouting is possible in
case of link or router failure and, finally, the network must be designed at the minimum
cost. Recent papers have shown that large transit networks might be sensitive to internal
failures. In [1], Teixeira et al. have shown that a large ISP network might be sensitive
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to hot-potato disruptions. [6] extended the results of [1] by showing that a large tier-1
network can undergo significant traffic shifts due to changes in the routing. To measure
the sensitivity of a network to hot-potato disruptions, [2] has proposed a set of metrics
that capture the sensitivity of both the control and the data planes to internal failures
inside a network.

To understand why internal failures are critical in a large transit AS, it is necessary
to understand how routing in a large AS works. Routing in an Autonomous System
(AS) today relies on two different routing protocols. Inside an AS, the intradomain
routing protocol (OSPF [7] or ISIS [8]) computes the shortest-path between any pair
of routers inside the AS. Between ASs, the interdomain routing protocol (BGP [9]) is
used to exchange reachability information. Based on both the BGP routes advertised by
neighboring ASs and the internal shortest paths available to reach an exit point inside
the network, BGP computes for each destination prefix the "best route" to reach this
prefix. For this, BGP relies on a "decision process" [10] to choose its a single route
called the "best route among several available ones. The "best route" can change for
two reasons. Either the set of BGP routes available has changed, or the reachability of
the next-hop of the route has changed due to a change in the IGP. In the first case, it is
either because some routes were withdrawn by BGP itself, or that some BGP peering
with a neighbor was lost by the router. In the second case, any change in the internal
topology (links, nodes, weights) might trigger a change in the shortest path to reach
the next hop of a BGP route. In this paper we consider only the changes that consist
of the failure of a single node or link inside the AS, not routing changes related to the
reachability of BGP prefixes.

Our experience with the metrics proposed in [2] provided insight into the sensitivity
of the network to internal failures. However, having used this sensitivity analysis on a
large tier-1 network also revealed weaknesses of this model to understand the routing
plane of transit ASs. We discuss further work required to help operators to understand
the control plane of their network, particularly the behavior of iBGP.

Section 2 first presents the methodology to model an AS. Section 3 then introduces
the sensitivity model to internal failures. Section 4 discusses the limitations of the model
for realistic iBGP structures and Section 5 concludes and discusses further work in the
area.

2 Methodology

In this section, we describe our approach to build snapshots of real ISP networks. The
main point of our relatively heavy methodology is to make the model as easy as possible
to match with the context of real transit ASs. We do not make assumptions on the
internal graph of the iBGP sessions, even though in the case of GEANT there is a iBGP
full-mesh between all border routers. Most large transit ASs do rely on route-reflection,
hence putting assumptions on the sensitivity model restricts its applicability. The route
solver on which we rely, C-BGP [11], has no restriction on the structure of the iBGP
sessions inside an AS. C-BGP has beén designed to help the evaluation of changes to
the design of the BGP routing inside an AS [12]. Changes to the routing policies of an
AS, or the internal configuration of its iBGP sessions is easy with C-BGP.
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In this section we describe the methodology we use to model a transit AS. A more
detailed discussion on how to model an AS with C-BGP can be found in [12]. We ex-
plain in this section how we build snapshots of the routing and traffic matrix of large
ASs. The main steps of our methodology consist in producing snapshots of the rout-
ing inside a transit AS, consider that this view of the routing is valid for the whole bin
between two time intervals, and based on the routing snapshot and the traffic statistics
available to build a traffic demand for the considered time bin. Building more precise
views of the routing and traffic matrices is possible by using small enough time inter-
vals.

2.1 Related work

The most closely related works from the literature are [13] and [14]. The aim of [13]
was to provide the networking industry with a software system to support traffic mea-
surement and network modeling. This tool is able to mode! the intradomain routing
and study the implications of local traffic changes, configuration and routing. [13] does
not model the interdomain routing protocol though. [14] proposed a BGP emulator that
computes the outcome of the BGP route selection process for each router in a single
AS. This tool does not model the flow of the BGP routes inside the AS, hence it does
not reproduce the route filtering process occurring within an AS. Finally, [12] discusses
the problem of modeling the routing of an autonomous system and presents an open-
source route solver aimed at allowing the study of networks with a large number of
BGP routers.

2.2 Modeling the routing of an AS with C-BGP

To build snapshots of the routing inside a transit AS, we rely in this paper on C-BGP
[11]. C-BGP is an open-source routing solver aimed at reproducing precisely BGP and
making possible the modelling of networks containing a large number of BGP routers.
The reason for choosing C-BGP instead of simply gathering BGP RIBs is that we aim
at providing a tool that allows a network operator to build "what-if" scenarios, for in-
stance by changing its topology or routing policies, and investigating their impact on
the sensitivity of their network [12]. By relying on C-BGP, one can relatively simply
change the internal network topology, the configuration of the routers, or even filter the
set of BGP routes available inside the network.

To model a transit network with C-BGP, we use the following steps. These steps
reflect the typical way we see how modeling the routing of an AS would be done, even
though on particular network instances these steps might have to be slightly changed,
depending on the available routing data. First, we infer the topology of the network
based on its ISIS data. We create the internal POP-level topology and for each time bin,
we read all the routing messages received during the time bin and inject them into C-
BGP. For ISIS, we apply all link state packets (LSPs) so that both the reachability and
the IGP weights at the end of the time bin are consistent with them. Note that replaying
the events at their exact time is useless in C-BGP as the simulator is not even-driven, i.e.
it only propagates the routing messages and lets BGP converge inside the BGP router.
When only a single solution towards which the real BGP converges, C-BGP will find
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Fig. 1. C-BGP routing solver.

the same solution. However, when several distinct solutions exist in the real BGP [15],
then it is unclear how C-BGP will behave. Sometimes is will converge towards of the
the solutions, sometimes it will never converge. The model used by C-BGP provides
scalability since it prevents from having to care with the computationally consuming
state machines and timers of the real routing protocols.

We first inject the static topology of the transit network into C-BGP. This topology
contains the routers, links, and IGP weights of the links. The shortest IGP paths inside
each AS are computed at each router and BGP sessions are established between the
routers. The ISIS data of the two networks up to the beginning of the actual time the
simulation is supposed to start are then read and the LSPs converted into changes of the
C-BGP topology. The IGP changes are injected into C-BGP and the shortest paths are
recomputed at all routers.

For BGP, we restrict the set of prefixes to those largest ones, in a similar way to
[16,13,17]. We infer by parsing the BGP RIBs where in the network the prefixes are
announced by external peers. Depending on whether the transit AS relies on "next-hop-
self" in its routers or not, the visibility of the eBGP routes might be different inside the
iBGP sessions of the AS. It is important to understand that relying on BGP messages
collected through iBGP sessions as often done in the literature implies that one does not
know neither all the messages advertised by the peer routers of the network (eBGP), nor
the full diversity of the BGP routes known by the routers. With the current data available
today, one can only infer the state of the best routes of some router at some point in time
given that it takes some time for messages to propagate inside iBGP. While this might
be acceptable in some situations, not having the same set of routes as is available inside
the BGP routers implies that simulating the failure of a router inside the network that
is used as egress point by another router cannot be accurately simulated since the latter
router will choose another best BGP route that one does not know based on the available
BGP routing data.

3 Network sensitivity to internal failures

In this section and the following, we describe the main points of our version of the
model proposed in [2]. A more detailed presentation of this model can be found in [18].
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Let G = (V, E,w) be a graph, V the set of its vertices, E the set of its edges,
w the weights of its edges. A graph transformation ¢ is a function § : (V, F,w) —
(V',E',w') that deletes/adds a vertex or an edge from G. In this paper we consider
only the graph transformations ¢ that consist in removing a single vertex or edge from
the graph. In practice, an AS may want to consider more complex failures corresponding
to failures that are occur together for instance, or to consider only the failures that have
actually occurred in the network for the last few weeks or months. For consistency with
[2], we denote the set of graph transformations of some class (router or link failures)
by AG. The new graph obtained after applying the graph transformation § on the graph
G is denoted by §(@). In this paper, we restricted the set of graph transformations as
well as the definition of a graph compared to [2], as we do not consider the impact of
changes in the IGP cost. Changes to the IGP cost occur rarely in real networks.

To perform the sensitivity analysis to graph transformations, one must first find
out for each router how graph transformations impact the egress point it uses towards
some destination prefix p. The set of considered prefixes is denoted by P. The BGP
decision process dp(v, p) is a function that takes as input the BGP routes known by
router v to reach prefix p, and returns the egress point corresponding to the best BGP
route. The region index set RIS of a vertex v records this egress point of the best
route for each ingress router v and destination prefix p, given the state of the graph G:
RIS(G,v,p) = dp(v,p).

We introduced the state of the graph G in the region index set to capture the fact that
changing the graph might change the best routes of the routers. In AS that consist of a
full-mesh of iBGP sessions, the impact of a node or router failure on the best route used
by a particular router is straightforward to find out. Removing a node or link changes the
shortest paths to reach the egress points. Simulating the decision process of the router
is enough to predict the best route after the graph transformation. In more complex
networks on the other hand, the failure of a link or node not only changes the shortest
paths towards the egress points, but new routes might also be advertised in replacement
of a previously known route. In such a case, the BGP convergence inside the AS must
be replayed to know the exact outcome of the BGP decision process.

The next step towards a sensitivity model is to compute for each graph transforma-
tion ¢ (link or router deletion), whether a router v will change its egress point towards
destination prefix p. For each graph transformation §, we recompute the all pairs short-
est path between all routers after having applied §, and record for each router v whether
it has changed the egress point for its best BGP route towards prefix p. We denote
the new graph after the graph transformation J as 6(G). As BGP advertisements are
made on a per-prefix basis, the best route for each (v, p) pair has to be recomputed for
each graph transformation. It is the purpose of the region shift function H to record the
changes in the egress point corresponding to the best BGP route of any (v, p) pair, after
a graph transformation J:

1,4f RIS(G,v,p) # RIS(6(G),v,p)

H(G,v,p,0) = {O, otherwise

The region shift function H is the building block for the metrics that will capture the
sensitivity of the network to the graph transformations.
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To summarize how sensitive a router might be to a set of graph transformations, the
node sensitivity n computes the average region shift function over all graph transforma-
tions of a given class (link or node failures), for each individual prefix p:

n(G,AG,v,p) = Y _ H(G,v,p,d) Pr(s)
SEAG

where Pr(§) denotes the probability of the graph transformation §. Note that we assume
that all graph transformations within a class (router or link failures) are equally likely,
ie. Pr(d) = ﬁ , V8 € AG, which is reasonable unless one provides a model for link
and node failures. Further summarization can be done by averaging the vertex sensitivity
over all vertices of the graph, for each class of graph transformation. This gives the
average vertex sensitivity 1):

G,AG,p) = (G, AG,v,p
( 7 S )

The node sensitivity is a router-centric concept that performs an average over all
possible graph transformations, measuring how much a router will change its egress
point for its best routes after the graph transformations on average. Another viewpoint
is to look at each individual graph transformation ¢ and measure how it impacts all
routers of the graph. The impact of a graph transformation 6 is computed as the average
over vertices of the region shift function:

0(G,p,6) = ZHva,

veV

The average impact of a graph transformation 6 summarizes the information provided
by the impact by averaging it over all graph transformations of a given class:

8(G,AG,p) = Y 6(G,p,5)- Pr(s)
seAG

4 Discussion

Our use of the sensitivity model sketched in section 3 on different networks has shown
the interest and limitations of this model. The first thing to be noted is that the model is
very "hot-potato centric". For networks that do not have a complex iBGP structure (no
route-reflection), the model reveals the critical links and routers [18]. That is, the model
captures the sensitivity due to the concentration of many internal paths that will change
after a graph transformation. However, using the model for complex transit networks
using route-reflection is more tricky. Contrary to the case of an AS with an iBGP full-
mesh, route-reflection introduces opacity into the selection of the best BGP route by
a router. In the case of an iBGP full-mesh, each ingress router, i.e. a router that is not
itself an exit point inside the AS for the considered destination prefix, chooses as its
best route the one that is the "best" one among all the routes advertised by the external
peers of the AS. If the routing policies applied inside the AS are consistent among all
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internal routers, then for each ingress router there exists only one best BGP route that
will be chosen by this router, and the choice of this route will not depend on the best
route choice of the other routers of the AS. In the case of route-reflection, the best route
chosen by a router depends on the best route choice of the route reflectors on the BGP
routes propagation path inside the AS.

When an iBGP full-mesh is used, it is relatively straightforward to predict the out-
come of an internal change on the best route choice performed by BGP. Among several
alternative routes having the same quality for BGP!, the cost of the IGP path to reach the
exit point inside the AS will be used to decide which BGP route will be considered as
best. Hence in an iBGP full mesh, there is a direct relationship between the IGP shortest
paths and the best route choice made by BGP. For instance, Figure 2 shows the internal
topology of a simple transit AS relying on an iBGP full-mesh. Inside the iBGP, BGP
routers only propagate to other iBGP peers routes they did not receive from an iBGP
peer. We do not show all the iBGP sessions on Figure 2, but all routers have an iBGP
session with every other router of the topology. We also consider a single destination
prefix p. The transit AS has three ingress routers 1, 42, and 3, two egress routers el
and e2, and a router located in the middle of the topology. All routers run both the IGP
and BGP as in most ASs. The arrows on Figure 2 provide the choice of the best route
by BGP towards p at each router of the AS. On Figure 2, two eBGP routes are learned
to reach prefix p, one through egress router el and another through egress router e2.
With an iBGP full-mesh, i1 and 42 will use the BGP route learned through e1, while 3
will use the BGP route learned through e2, both due to the IGP cost rule of the decision
process. Each router hence relies for its best BGP route the smallest IGP cost path to
exit the network.

Now suppose that our AS relies on route-reflection [3] as shown on Figure 3. The
sole difference between Figure 2 and Figure 3 in terms of the routing configuration
concerns the iBGP sessions. With route-reflection, all BGP routers are not directly con-
nected anymore by an iBGP session, but all border routers are clients of the route-
reflector RR. In this case, each routers knows the routes it learned from eBGP sessions,
and a single route advertised by RR. The issue with route-reflection is that the best route
chosen by RR depends on its own IGP cost to reach the exit point inside the AS, not
the one of its clients. RR will choose as its best BGP route the one learned through el
since its IGP cost is smaller than the one through e2. In that case, 41, i2 and 23 will all
choose as their best route to reach p the route advertised by RR, and thus will use el as
their exit point towards p. The IGP cost of the best route chosen by 43 is not optimal in
terms of the IGP cost anymore compared to the iBGP full-mesh. Here we used a simple
situation with a single route-reflector. In practice, large transit ASs can rely on a hierar-
chy of route-reflectors. Route-reflection trades-off the number of iBGP sessions inside
the AS with a drastic reduction in the diversity of the routes known by the routers, and
by a potentially suboptimal IGP cost of the best routes chosen by the routers.

A route reflector today chooses for all its clients routers a single best BGP route.
The impact of this choice on the client routers is that the latter’s will be sensitive to
the graph transformations that affect the path of this best route chosen by their route
reflector. Depending on how these client routers are located inside the AS, a particular

! Same value of local-pref, AS path length, MED, and route origin type.
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Fig. 2. Example topology with iBGP full-mesh.

subgraph of the AS will be used by the clients to reach the egress point of the BGP
route advertised by the route reflector.

The implication for the network sensitivity is that the impact of the graph transfor-
mations and the node sensitivity will depend very much on how route-reflectors redis-
tribute the routes they learn to their clients, and which routes they consider as best. If
each route reflector was to compute for each of its client the latter would have selected
in the case of an iBGP full-mesh and redistribute this route on a per-client basis as pro-
posed in [19], then the sensitivity of the network in the two cases would be the same.
However, if route reflectors are left to redistribute their best route without respect to
how their clients would have chosen their best route in the iBGP full-mesh, then it is
difficult to foresee how this will change the paths used to carry the traffic inside the
AS since it depends both on the placement of the route reflectors, the interconnection
structure of the iBGP sessions, the diversity of the BGP routes learned from peer ASs,
and wherefrom the external routes are learned.

Our experience with a large tier-1 network have shown that the results of the sen-
sitivity analysis between the actual network configuration and an iBGP full mesh are
quantitatively much different but qualitatively very alike. However, understanding why
differences in the sensitivity arise when the iBGP structure is changed is not answered
by the sensitivity model of [2]. For that, one must first understand what filtering is
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performed by a given iBGP structure compared to the iBGP full mesh. The reason to
compare with an iBGP full mesh is that the best route visibility is achieved by the full
mesh, while introducing route reflection reduces the diversity of the routes that can be
chosen by the BGP routers inside the AS.

5 Conclusions and further work

In this paper we have presented our version of the sensitivity model to internal failures
based on the work of [2]. We sketched our methodology to study the sensitivity of an
AS based on this model and discussed the limitations of this model to provide insight
into the behavior of the control plane of large transit ASs due to the presence of route
reflectors.

The obvious further work we see is to study the actual impact of route reflection
on the diversity and sensitivity of the routers inside a large transit AS. We are currently
investigating this problem on a large tier-1 network. The lack of study in the literature
concerning the actual impact of route reflection on the diversity and the filtering of the
routes inside an AS indicates that our current understanding of iBGP is still very poor.
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We feel that a proper understanding of iBGP is particularly important for the design of
robust networks.
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Abstract. CoMo (Continuous Monitoring) is a passive monitoring sys-
tem. CoMo has been designed to be the basic building block of an open
network monitoring infrastructure that would allow researchers and net-
work operators to easily process and share network traffic statistics over
multiple sites. This paper identifies the challenges that lie ahead in the
deployment of such an open infrastructure. These main challenges are:
(1) the system must allow any arbitrary traffic metric to be extracted
from the packet streams, (2) it must provide privacy and security guar-
antees to the owner of the monitored link, the network users and the
CoMo users, and (3) it must be robust to anomalous traffic patterns or
traffic query loads. We describe the high-level architecture of CoMo and,

~ in greater detail, the resource management, query processing and secu-
rity aspects.

Keywords: Network measurements and monitoring.

1 Introduction

Despite the great interest of recent years in measurement based Internet research,
the number and the variety of data sets and network monitoring viewpoints re-
mains unacceptably small. Several players in the network measurement area,
like CAIDA {2], NLANR [18], RouteViews [23], RIPE [21], Internet2 [13] and,
recently, GEANT [9] have provided data sets with various degrees of accuracy
and completeness. Some large commercial ISPs also deploy private infrastruc-
tures and share limited information with the rest of the research community [6,
8]. Other network operators (e.g., corporate networks, stub ISPs, Universities)
instead tend to lack a measurement infrastructure or, in case they do have one,
do not share any data or even report the existence of such infrastructure.

This situation constitutes a major obstacle for network researchers. It ham-
pers the ability to validate the results over a wide and diverse range of datasets.
It makes it difficult to generalize results and identify the presence of traffic char-
acteristics that are invariant and common to all networks. For example, it is
difficult to quantify the magnitude of a denial of service attack or a worm infec-
tion, to evaluate the relevance of network pathologies such as in-network packet



98 Distributed Cooperative Laboratories

duplication and reordering, or to simply identify the dominant applications in
the Internet.

So far, several barriers have limited the ability of researchers to deploy and
share large number of network datasets:

— The cost of the monitoring infrastructure that should be present on a large
set of links with speeds varying from the few Mbps of small organizations
up to the 10Gbps of ISPs’ networks.

— The lack of software tools for managing a passive monitoring infrastructure.
Today, monitoring systems use ad-hoc tools that are not appropriate for
large infrastructures. For example, they tend to provide poor and inefficient
query interfaces.

— The lack of a standard open interface to access the monitoring system. Al-
though, several efforts exist to provide a single packet trace format (e.g.,
tepdump/libpeap [22], IETF IPFIX working group [14]), no standard exists
to access high speed network monitoring devices.

— The difficulty in controlling the access to the data avoiding to disclose private
information about network users or organizations.

We have designed CoMo, an open software platform for passive monitoring of
network links. CoMo has been designed to be flexible, scalable, and to run on
commodity hardware. With CoMo, we intend to lower the barriers described
above and encourage the deployment of a large scale monitoring infrastructure.
We believe this effort constitutes a necessary first step towards a better under-
standing of network protocols and traffic. For example, the extensible nature of
CoMo allows early deployment of novel methods for traffic analysis, anomaly
diagnosis or network performance evaluation.

The rest of the paper describes the challenges posed by the design of the
CoMo platform, its resulting architecture, and some specific aspects of CoMo
such as the query engine, resource management and security.

2 Challenges

The design of a system such as CoMo is driven by the trade-off between openness
and resilience. The system should be open enough to allow authorized users to
compute allowed metrics on the observed traffic. At the same time, it should
allow link owners to specify constraints on how the collected data can be used.
Finally, the system should be robust to abuses by unauthorized users, and have
a predictable and graceful performance degradation in periods when it cannot
sustain the incoming packet rate, We can summarize the system requirements
as follows:

Openness. The users should be able to customize the system and the software
platform to their specific needs and deployment environment. For example, a user
interested in intrusion detection or performance analysis may only need limited
storage; on the other hand, an ISP’s network operator interested in post-mortem
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analysis might require to store and retrieve a large and detailed packet-level or
flow-level information.

The metrics also need to be dynamically configurable in order to address
a large range of applications such as network trouble-shooting, anomaly and
intrusion detection, SLA computation, etc. In addition, the system should allow
users to easily interact and interface with it in order to start or stop some metric
computation or to run a query on the collected datasets.

Resilience. This requirement is often orthogonal to the previous one. First and
most important, the system should be able to monitor and analyze the traffic
in any load condition, and in particular in the presence of unexpected traffic
anomalies that may overload the system resources. The system should control
its resources carefully. For example, the computation of one metric should not
monopolize the use of resources, starving other crucial system tasks (e.g., packet
trace collection). The owner of the system needs to be able to control the access
to the system. Various type of users will want to access a monitoring system,
including malicious ones. Because of its exporting capabilities, a system can
impact the network it measures. Different request will be processed with different
priorities. The system should also make sure it does not compute the same metric
twice for two different users or applications.

2.1 Design Challenges
Given the requirements described above, we identify four main design challenges:

Ease of deployment. The success of the CoMo infrastructure will be a function
of how simple it is for user to access the infrastructure, specify and implement
traffic metrics and analysis methods, query the data from the system. As we will
point out in Section 3, many of the design decisions are driven by the need to
trade architecture simplicity for efliciency and performance.

Query interface. Designing a query interface with the constraints defined in the
requirement section poses two problems: (¢) how to express the query; (¢7) how
to run the query without explicit built-in support into the system. Expressing
a query may be particularly hard given that the system is supposed to be used
by a large range of users, defining new traffic metrics and analysis methods.
It is unlikely that all metrics will be specified well enough to be translated in
a standard query language; metrics may require new constructs that are not
present in the original query language. However, the system should still allow
custom-built queries to run. We will address this problem in Section 4.

Resource Management. Opening the system to a potentially large number
of users requires a very careful resource management, i.e. CPU, memory, I1/0
bandwidth or storage space. Indeed, allowing users to compute any metric on the
traffic stream may result in analysis that are particularly computing intensive,
and in a large amount of data to be exported. Therefore, the system needs to
define strict policies for analysis metrics and needs to be able to enforce them
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and possibly to adapt based on the load of the system. We will address the
problem of resource management in Section 5.

Security issues. CoMo users will have different rights on the system depend-
ing also on the system environment. For example, a network operator may be
allowed to inspect the entire packet payload in order to spot viruses or worms,
while a generic user may only be able to access the packet header (probably
anonymized). A second security aspect is related to the vulnerability of the
monitoring system. CoMo systems contain confidential information. They can
also export large amounts of traffic and impact the network where they are in-
stalled. An attacker may also target directly the CoMo system by preventing
users to access the system or by corrupting the collected data. In Section 6 we
will describe the threat model for CoMo and propose initial solutions.

3 Architecture

This section presents a high-level description of the architecture and an overview
of the major design choices. We call data any measurement related information.
Data include original packets captured on the monitored links, as well as statis-
tics computed on the packets and other representations of the original packet
trace such as flow records.

3.1 High level architecture

The system is made of two principal components. The core processes control the
data path through the CoMo system, including packet capture, export, storage,
query management and resource control. The plug-in modules are responsible for
various transformations of the data.

The data flow across the CoMo system is illustrated in Figure 1. The white
boxes indicate plug-in modules while gray boxes represent the core processes. On
one side, CoMo collects packets (or subsets of packets) on the monitored link.
These packets are processed by a succession of core processes and end stored
onto hard disks. On the other side, data are retrieved from the hard disk on
user request (by the way of queries addressed to a CoMo system). Before being
exported to users, those data go through an additional processing step.

As explained earlier, the modules execute specific tasks on data. The core
processes are responsible for the “management” operations, common to all mod-
ules (e.g., packet capture and filtering, data storage). The following tasks also
fall under the responsibility of the core component: (¢) resource management,
i.e., deciding which plug-in modules are loaded and running, (4¢) policy manage-
ment to manage the access privileges of the modules, (i4¢) on-demand requests
handling to schedule and respond to user queries, and finally (iv) exception
handling to manage the situation of traffic anomalies and the possible graceful
degradation of system performance.

The modules take data on one side and deliver user-defined traflic metrics or
processed measurement, data on the other side. One of the challenges identified
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Fig. 1. Data flow in the CoMo system

in Section II is to keep modules very simple. All complex functions should be
implemented within the core component. This strict division of labor allows us
to optimize the core component®, while the modules can run sub-optimally and
can be implemented independently by any CoMo user.

3.2 The core processes

The core processes are in charge of data movement operations (i.e., from the
packet capture card to memory and to the disk array). Moving data in a PC
is the most expensive task given memory, bus and disk bandwidth limitations.
Therefore, in order to guarantee an efficient use of the resources, it is better to
maintain a centralized control of the data path. However, one of the goal of the
architecture is to allow the deployment of CoMo as a cluster using dedicated
hardware systems (such as network processors) for high performance monitoring
nodes.

Communication between core processes is governed by a unidirectional mes-
sage passing system to enable the partition of functionality over a cluster.

In a single system, a CoMo node uses shared memory and Unix sockets for
the signaling channel. The use of processes instead of threads is justified by the
need of high portability of the software over different operating systems.

Two basic guidelines have driven the assignment of the functionalities among
the various processes. First, functionalities with stringent real-time requirements
(e.g., packet capture or disk access) are confined within a single process (capture
and storage, respectively). The resources assigned to these processes must be able
to deal with worst case scenarios. Other processes instead operate in a best-effort
manner (e.g., query and supervisor) or with less stringent time requirements
(e.g., export). Second, each hardware device is assigned to a single process. For
example, the capture process is in charge of the network sniffer, while storage
controls the disk array.

! The CoMo code is open source and we aim to build an open community of developers
in charge of the core components.
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Another important feature of our architecture is the decoupling between
real-time tasks and user driven tasks. This is visualized by the vertical lines in
Figure 1. This decoupling allows us to control more efficiently the resources in
CoMo and to avoid that a sudden increase in traffic starves query processing,
and vice-versa.

We now describe the five main processes that compose the core of CoMo:

!

The capture process is responsible for the packet capture, filtering, sampling
and maintaining per-module state information;

The export process allows long term analysis of the traffic and provides access
to additional networking information (e.g., routing tables);

The storage process schedules and manages the accesses to the disks;

The query process receives user requests, applies the query on the traffic (or
reads the pre-computed results) and returns the results;

— The supervisor process is responsible for handling exceptions (e.g., process
failures) and to decide whether to load, start or stop plug-in modules de-
pending on the available resources or on the current access policies.

|

!

The capture process receives packets from the network card (that could be a
standard NIC card accessed via the Berkeley Packet Filter [16], or using dedi-
cated hardware such an Endace DAG card [7]). The packets are passed through
a filter that identifies which modules are interested in processing the packets.
Then the capture process communicates with the modules to have them process
the packets and update their own data structures. Note that those data struc-
ture may also be maintained by the capture process in order to keep the module
simple.

Periodically, capture polls the data structures updated by the modules and
sends its content to the export process. These data structures are then ready to
be processed again by the modules. As explained earlier, this way, we decouple
real-time requirements of the capture process that deals with incoming packets
at line rate from storage and user oriented tasks. Flushing out the data structure
periodically also allows capture to maintain limited state information and thus
reduce the cost of insertion, update and deletion of the information stored by
the modules.

The export process mimics the behavior of capture with the difference that
export handles state information rather than incoming packets. Therefore, export
communicates with the modules to decide how to handle the state information.
A module can request ezport to store the information and/or to maintain ad-
ditional, long term information. Indeed, as opposed to capture, export does not
flush periodically its data. Instead, it needs to be instructed by the module to
get rid of any data.

The storage process takes care of storing export data to the hard disk. The
storage process is data agnostic and treats all data blocks equally?. It can thus

2 A viable alternative is to allow storage to filter some of the data blocks as early as
possible to reduce data movement and processing, following an approach similar to
Diamond [12].
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focus on an appropriate scheduling of disk accesses and on managing disk space.
THe storage process understands only two type of requests: ”store” requests from
export and "load” requests from query.

The query process manages users’ requests, and if access is granted to the
user, it gets the relevant data from disk via the storage process and returns the
query results to the user. If the requested data is not available on disk, the query
process can (z) perform the analysis on the packet trace stored on the disk (if
the request refers to a period in the past) or (44) request the initialization of a
new module by the supervisor process to perform the query computation on the
incoming packet stream.

Finally, the supervisor monitors the other processes and decides which mod-
ules can run based on the available resources, access policies and priorities. The
supervisor communicates with all the other processes to share information about
the overall state of the system.

3.3 Plug-in Modules

The traffic metrics and statistics are computed within a set of plug-in modules.
The modules can be seen as a pair filter:function, where the filter specifies the
packets on which the function should be performed. For example, if the traffic
metric is ”compute the number of packets destined to port 80”7, then the filter
would be set to capture only packets with destination port number 80, while the
function would just increment a counter per packet. Note that all modules do
not necessarily compute statistics. Modules can simply transform the incoming
traffic, like for example transform a set of packets in a flow record.

The core processes are responsible for running the packet filters and com-
municate with the modules using a set of callback functions. Actually there are
several sets of callback functions, one for each of the core processes (represented
by the three columns of white boxes in Figure 1). Going back to the previous
example, the capture process will use a callback (update()) to let the mod-
ule increment the counter. Then the export process will use a different callback
(store()) to move the counter value to the disk. Also, export could use another
callback to allow the module to apply, for example, a low pass filter on the
counter values. The Query process will then use a different callback (1oad()) to
retrieve the counter value from disk.

It is important to observer that the core processes are agnostic to the state
that each module computes. Core processes just provide the packets to the mod-
ule and take care of scheduling, policing and resource management tasks.

4 Querying Network Data

The query engine is the CoMo gateway to the rest of the world. The main
function of queries is to request CoMo to export data. The range of data to be
exported can vary significantly, from raw packet sequences to aggregated traflic
statistics.
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The processing of a query can be divided in three steps: (i) validate and
authorize the query (as well as its origin), (4¢) find and/or process the data and,
finally, (¢4i) send the data back to the requester.

The amount of data stored on a CoMo system can be very large (in the
order of 1TB on current prototypes). It is thus desirable to reduce the amount
of processing needed to answer a query to a minimum. This is, indeed, the
main purpose of the CoMo modules: pre-compute data to minimize the cost of
processing incoming queries.

In CoMo we identify three types of queries:

— Triggers defined in the system configuration together with the relevant mod-
ule. This kind of query will appear in the form ’send-to <IP address>:<port>’
and follow a push information model, i.e. as the module computes the metric
on the traffic stream, data is sent to the specified IP address to trigger new
computation or an alert.

On-demand queries explicitly specify the relevant module. This could happen

in two ways: indicating the name of the module in the query itself or sending

directly the module source code. The query would then have to indicate the
packet filter to be applied to the packet stream and the time window of
interest. The response consist in the output of the module. On reception
of this query, the CoMo system has to authenticate the module and the
requester, and then figure out if the same module has already been installed.

If the same module has been running during the time of interest, then this

query revert to a static query. Otherwise, it requires the module to run on

the stored packet-level trace® with an obvious impact on the query response
time. '

— Ad-hoc queries have no explicit module defined. These queries are written in
a specific query language and code for the modules is generated on the fly.
A similar approach is followed in systems like Aurora [3], TelegraphCQ [4],
Gigascope [6] or TrisNet [10]. The caveat of this kind of approach is that it
cannot always exploit existing modules that have been running on the packet
stream. One solution is to have each module generate a common represen-
tation of the data it has computed so that the query process can compare
the received query with all the modules to find a module that is computing
a super-set of the response. One common representation could be a packet
stream that all modules are designed to interpret correctly. Therefore, each
module could include routines to “regenerate” a packet stream that resem-
bles the one originally monitored. If the partial information contained in this
regenerated stream is sufficient for the new query then it can run without
any modification.

One of the big challenges of the system is to manage queries both in terms of
computing resources and data transfers. Processing a query should not jeopardize

3 Note that every CoMo system is supposed to keep a packet-level trace at all times.
The duration of the packet trace will depend on the available storage space and the
link speed.
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the ability of the system to collect the packet-level trace without losses. Thus,
it is important for the system to predict the usage of resources of a query before
scheduling it to run. This can be easily done for trigger queries (the module is
known in advance to the system), while it is more challenging for other type of
queries.

Moreover, the system should take into account the priority of queries and
that of all the other modules in the system that are pre-processing data for
future queries. Indeed, some queries might be urgent (e.g., real-time security
related information) and it might be appropriate not to delay the computation
of the query (at the cost of other CoMo tasks).

Finally, it is most probable that multiple CoMo systems will be present in a
network. Consequently, more than one system may be needed to answer a query
or multiple systems may coordinate to identify the most appropriate subset
of them over which to run the query. For example, a system could be more
appropriate than others depending on the relevance of the monitored traffic for
the query, (e.g., when tracking a denial of service attack) or the current system
load. Moreover, some of these systems will have data to export, some will not.
Therefore, an additional challenge is to design a query management system that
minimizes the search and export cost in the context of distributed queries. For
this specific challenge, we will also investigate innovative solutions for query
management proposed in the context of sensor networks [1,15, ?].

5 Resource Management

Managing system resources (i.e. CPU, hard disk, memory) in CoMo is chélleng—
ing because of two conflicting system requirements. On the one hand, the system
should be open to users to add plug-in modules for new traffic metrics and to
query the system. On the other hand, the system needs to be always available,
guarantee a minimum performance level and compute accurately the metrics
that are of interest at a given time.

We divide the major causes of resource consumption in three categories:
traffic characteristics, measurement modules, and queries. In the following we
will address each of them separately.

Traffic characteristics. Resource utilization depends heavily on the incoming
traffic, affecting both the core processes, which have per-packet processing costs,
and the modules, whose consumption of storage, CPU cycles and (indirectly)
disk I/O usage varies depeding on traffic characteristics and the type of metrics
computed.

For example, a module could be idle for long periods of time and then have
a burst of activity when packets hit its filter, possibly resulting in turn in large
amounts of data to be stored to disk. A module computing flow statistic would
become very memory-greedy in case of DoS attack. The amount of computations
per packet will often depend on the packet content, e.g. in the case of IDS’s.
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Modules. Apart from the fixed per-packet processing costs, which only depend
on the input traffic flows, most of the resource utilization costs depend on the
activity of the modules. To control the resources used by modules, we impose a
number of constraints on their operation:

— Modules can be started and stopped at any time. Modules are prioritized
based on resource consumption and managed accordingly. We also rely on
the fact that most module can be run off-line at a later time on the packet
trace.

— Modules have access to o limited set of system calls. They cannot allocate
memory dynamically and have no direct access to any 1/0 device. This allows
us to maintain the control over the resource usage within the core processes
and, at the same time, it keeps the module’s source code simple.

— Modules do not communicate with each other. Modules are independent.
They do not share any information with other modules. This constraint sim-
plifies resource management, although it introduces redundancies. For exam-
ple, one module cannot pass pre-processed information to another module.
This way, different modules might perform the same computations on the
same packets.

These three module requirements allow the CoMo system to regulate the amount
of computing resources used at a given time. However, the decision on whether
to start or stop a module depends on two parameters: (z) the measured resource
usage of the module and (%) the relevance of the metric computed by the module.
The optimization of the sets of modules run at a given time is also a challenging
issue. It is very difficult to estimate the resource usage (that depends on incoming
traffic) and the relevance of a given metric can also vary significantly over time.

Queries. Queries can come at anytime and cause resource consumption for au-
thentication, module insertion or removal, data processing. The query engine
will have to manage the impact of the query processing on the system resources
and active modules. The main issue with queries is that they should have higher
priority than existing modules. A query indicate that a user exists and is waiting
for results, while modules are just pre-computing queries based on the assump-
tion that some users will be interested. On the other hand, in presence of a large
number of queries, running them at high priority may force the CoMo system
to be a simple packet collector, reducing the usefulness of the modules.

5.1 Resource control options

As described above, the prediction of resource utilization is almost impossible
given the different factors that affect it. Therefore, we have no other option than
accurately measuring resource utilization and timely react to overload situations.
We need to identify what “knobs” can be turned to control resource utilization.

In CoMo, resource management is threshold-based. The resource usage of a
CoMo system is monitored continuously in term of CPU cycles, memory usage
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and disk bandwidth. If the usage exceeds the pre-defined high-threshold, the fol-
lowing actions can be taken: (i) sample the incoming traflic for certain modules;
(44) stop some modules; (44%) block incoming queries.

The specific action to be taken should depend on the module priorities. As we
said earlier, most modules can be delayed and run at a later time on the stored
packet trace. The priority of a module should depend on the requested response
time of the potential query that needs the data computed by the module. For
example, a module computing a metric for anomaly detection should have high
priority given that a query for anomalies requires in general a very short response
time.

The module priority should then adapt to the query currently running on
the system as well as on the historical queries that the system has received.
At configuration time, the system administrator will define a static priority for
each module that will then vary depending on how often the data processed by
a module are actually read.

6 Security Issues

There is no doubt that the greatest challenge in providing an open monitoring
service to users consists in enforcing access policies and safeguarding the privacy
of network users.

One static policy applied to all systems is not enough given the large number
of different uses that we envision for the monitoring infrastructure. For example,
the network operator that owns the monitored link may have complete access to
the traffic, including the payload. Other users should instead only be allowed to
view the packet header or even just an anonymized versions of it. Finally, some
queries could be limited to a subset of the users in order to avoid a constant
overload of the system or to increase network traffic (e.g., all queries that require
large data transfers). Hence, a rich and descriptive policy language is needed. The
policy should define which modules can be plugged into the system, which users
can plug modules in, and which users can post queries to the system together
with the type of queries they can post.

6.1 Access policies

The only access points to the system for users is the plug-in interface where new
modules are added and the query interface. However, note that a query always
results in a module being plugged into the system. Therefore, in the rest of this
section we will consider only the case of a user requesting to plug in a module.

The module is described by the two components filter:function. It is possible
to assign access request levels to each component. These access requests levels
indicate the privilege level at which the module has to run (and that has to
match the user access privileges). For example, a filter that specifies “anonymized
packet headers” will have the lowest access request level, while a filter that desires
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to have access to “not anonymized packet payloads” will be marked with the
highest access request level.

Assigning access requests level for the functions of the modules is a much
harder problem. It requires a deep understanding of what the module is comput-
ing and storing to disk. The solution that is often adopted is to allow the function
to perform any computation but to restrict significantly the filter. NLANR, for
example, provides only anonymized packet header traces but does not impose
any condition on what user do with the traces [18]. Unfortunately, this approach
is not appropriate in general. For example, worm signature detection requires
full inspection of the packet stream although the state information it maintains
(worm traffic) has little relevance and would certainly have a low access request
level.

The approach followed by CoMo is to allow to load on the system only
“signed” modules, for which the original developer can be authenticated. Then
the module’s function will inherit the developer privileges. User access privileges
will initially depend on the CoMo system itself: (i) public access system will
allow any user to plug-in modules and query the system; (i¢) restricted system
where only a subset of the users are allowed to plug-in new modules and the
rest of the users can only perform queries on metrics for which a module already
exists; (i44) private access, where only a subset of users can plug-in modules and
query the system. In the future, we envision that each user will have individual
privilege levels that will decide whether a filter:function pair is allowed to run
on CoMo.

6.2 Infrastructure Attacks

So far, we have only addressed the security of the data. We now discuss the pos-
sible attacks on the monitoring infrastructure. We consider two types of attacks:

Denial of service attacks. Attacks in this class may come in the form of
a module that uses a disproportionate amount of resources or that corrupts
the data owned by other modules. The former type of attacks could be dealt
directly with the resource manager and the use of “module black list” to forbid
a module to run again in the system. Also, the use of a sandbox or of signed
modules may help in avoiding this class of attacks and finding out a module’s
real “intentions”. In fact, because modules process incoming traffic, on which
we have little if any control, even a perfectly legal module could be driven into
consuming large amount of resources in response to certain input patterns. In
general this problem is dealt with by the generic resource control mechanisms
discussed in Section b.

The second class of attacks (data corruption) is harder to defend against.
One first immediate solution is to provide memory isolation between modules.
This can be achieved running modules as separate processes or moving some of
the CoMo functionalities in the kernel. This introduces some overhead on the
system but would guarantee that two modules will not interfere with each other.
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Attack on the access policies. This class of attacks include attacks on the
user privileges or on the access request level of a filter or function. For example,
one can envision an attack on the packet anonymization scheme that would allow
a user with low privileges to run a filter with high access level. An attack on the
anonymization scheme could consist in sending carefully-crafted packets to the
system and use a module that captures the anonymized version of those packets
in an attempt to break the anonymization scheme [24].

7 Related Work

The list of software and techniques for active monitoring and network perfor-
mance metrics computation is long. NIMI [20] is the pioneer in the deployment
of active monitoring infrastructures, while CAIDA [2] has made available a large
set of tools for active monitoring.

The area of passive monitoring is much less rich than active monitoring,
mostly because of the deployment constraints of passive monitoring systems
(i.e. active monitoring systems can be deployed at the edge of networks, when
passive monitors must be deployed inside networks). The first generation of
passive measurement equipment has been designed to collect packet headers
at line speed on an on-demand basis. This generation of monitoring systems
is best illustrated by the OC3MON [18], Sprint’s IPMON (8] or NProbe [17]
experience. Pandora [19] allows to specify monitoring components and this way
provides greater flexibility in specifying the monitoring task. However, it differs
from our approach in that it enforces a strict dependency among components
and does not allow to dynamically load/unload some components.

Routers also embed monitoring software such as for example Cisco’s Net-
flow [5]. Netflow collects flow level statistics on router line cards. Given the se-
vere power and space constraints on routers, Netflow cannot store large amount
of records but it exports all the information it capture to an external collector.
This forces network operators to apply aggressive packet sampling (in the order
of 0.1%) to reduce the data transfer rate from the routers.

Recently, the database community has approached the problem of Inter-
net measurements. Several solutions have been proposed that deploy stream
databases techniques. AT&T’s Gigascope [6] is an example of a stream database
that is dedicated to network monitoring. The system support a subset of SQL
but it is proprietary and no measurement data is made publicly available. Other
systems such as Telegraph [4] or PIER [11], IrisNet [10], Aurora [3] address the
problem of continuous and distributed queries and as such are very relevant to
CoMo.

8 Conclusion

We have presented the architecture of an open system for passive network mon-
itoring. We have justified the design choices and indicated the three main open
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issues that are crucial for the success of the monitoring infrastructure: query
engine, resource management and security of the system.

There is a number of other issues that have not been addressed in this paper
but are currently under investigation: (2) coordination of multiple CoMo system
to respond to a query or balance the computation load; (¢4) optimal placement
of CoMo system as well as modules to guarantee visibility on the traffic even in
presence of network failures or re-routing events; (#4%) use of sampling for reduc-
ing the load on the system in a controlled fashion; (¢v) how to port the current
architecture to other hardware systems, such as routers or network processors.
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Abstract. Passive measurements have recently received large attention
from the scientific community as a mean, not only for traffic characteri-
zation, but also to infer critical protocol behaviors and network working
conditions. In this paper we focus on passive measurements of TCP traf-
fic, main component of nowadays traffic. In particular, we propose a
heuristic technique for the classification of the anomalies that may occur
during the lifetime of a connection. Since T'CP is a closed-loop proto-
col that infers network conditions and reacts accordingly by means of
losses, the possibility of carefully distinguishing the causes of anomalies
in TCP traffic is very appealing and may be instrumental to the deep
understanding of TCP behavior in real environments and the protocol
engineering.

Keywords: Internet Traffic Measurements, TCP Protocol, Computer Networks.

1 Introduction

In the last ten years, the interest in data collection, measurement and analysis
to characterize Internet traffic behavior increased steadily. Indeed, by acknowl-
edging the failure of traditional modeling paradigms, the research community
focused on the analysis of the traffic characteristics with the twofold objective of
understanding the dynamics of traffic and its impact on the network elements,
and of finding simple, yet satisfactory, models, like the Erlang teletraffic theory in
telephone networks, for designing and planning packet-switched data networks.

The task of measuring Internet traffic is particularly difficult for a number of
reasons. First, traffic analysis is made very hard by the strong correlations both
in space and time due to the closed-loop behavior of TCP, the TCP/IP client-
server communication paradigm, and the fact that the highly variable quality
provided to the end user influences the user behavior. Second, the complexity
of the involved protocols, and of TCP in particular, is such that a number of
phenomena can be studied only if a deep knowledge of the protocol details is

* This work was founded by the European Community “euroNGI” Network of Excel-
lence.
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exploited. And, finally, some of the traffic dynamics can be understood only if
the forward and backward directions of flows are jointly analyzed.

From what mentioned above, it is clear that, since TCP plays a central role
in the generation of Internet traffic, measurement tools should be equipped with
modules for the analysis of TCP traffic, which do not neglect the occurrence of
all those anomalies that strongly influence TCP behavior. In this context, the
objective of this paper is to propose a new heuristic classification technique of
anomalies that may occur during the lifetime of a TCP connection. In [1] a simple
but efficient classification algorithm for out-of-sequence TCP segments is pre-
sented. The classification proposed in this paper is a modification and extension
of that classification which allows the identification of a number of phenomena
which were not previously considered, such as unneeded retransmissions and flow
control mechanisms.

The proposed classification technique is applied to a set of real traces collected
at our institution. The results show that a number of interesting phenomena can
be observed through the proposed classification, such as the impact of the use
of TCP SACK on the occurrence of unnecessary retransmissions, the relative
small impact of the daily variation of the load on the occurrence of anomalies,
the quite large amount of network reordering.

2 Methodology

The methodology adopted in this paper is a modification and extension of the
one proposed for the first time in [1], in which authors proposed a simple but
efficient classification algorithm for out-of-sequence packets in TCP connections
and presented measurement results within the Sprint IP backbone. Similarly
to what proposed by them, we adopt a passive measurement technique rather
than using active probe traffic. The classification in [1] identifies out-of-sequence
events due to i) necessary or unnecessary segment retransmissions by the TCP
sender, ii) network duplicates, or iii) network reordering. Building over the same
idea, we complete the classification by distinguishing other possible causes of
out-of-sequence or duplicate packets. In particular, we also focus on the cause
that triggered the segment retransmission by the sender. We analyze packet
traces which record packets in both directions of a TCP connection: both data
segments and ACKs are recorded.

Figure 1 sketches the evolution of a TCP connection: connection setup, data
transfer, and connection tear down phages are highlighted. The measurement
point (sniffer) is located in some point in the path between the Client and the
Server. Both the IP layer and TCP layer overhead are observed by the sniffer, so
that the TCP sender status can be tracked. A TCP connection starts when the
first SYN from the client is observed, and terminates after either the tear-down
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Fig. 1. Evolution of a TCP connection and the RTT estimation process.

sequence (the FIN/ACK or RST messages), or when no segment is observed for
an amount of time larger then a given threshold !.

By tracking the segment trace of a connection in both directions?, the sniffer
correlates the sequence number of T'CP data segments to the ACK number of
backward receiver acknowledgments and classifies the segments as,

— In-sequence: if the sender initial sequence number of the current segment
corresponds to the expected one;

— Duplicate: if the data carried by the segment have already been observed
before;

— QOut-of-sequence: if the sender initial sequence number is not the expected
one, and the data carried by the segment have never been observed before.

The last two classifications refer to an anomaly during the data transfer, that can
have been caused by several reasons. We propose a fine heuristic classification of
the anomalies. The classification has been implemented in [6, 7], and then used
to analyze collected data. During the decision process that is followed to classify
anomalies, several variables are used:

RTTin, Minimum RTT: is the estimated minimum RTT observed since the
flow started;

! Given that a tear-down sequence of a flow under analysis is never observed, a timer
is needed to avoid memory starvation; the timer is set to 15 minutes, which is
sufficiently large according to the findings in [2].

% In case only one direction of traffic is observed by the sniffer, the heuristic will not
be applicable.
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Fig. 2. Decision process of the classification of anomalous segments.

RT Recovery Time: is the difference between the time the current anomalous
segment has been observed and the time the segment with the largest se-
quence number has been seen;

AT Inverted-packet gap: is the difference between the observation time of the
current anomalous segment and the previously received one;

RI'O Retransmission Timeout: is estimated sender retransmission timer value
(in seconds) according to [3] as RT'O = maz (1, E[RTT] + 4std(RTT));
DupAck Number of DupAcks: is the number of duplicate ACKs observed on the

reverse path.

Following the flow diagram of Figure 2, we describe the classification heuris-
tic. Given an anomalous segment, the process starts by checking if the segment
has already been seen by comparing the TCP sequence number of the current
segment with the one carried by segments observed so far. Thus, the segment can
be classified as either duplicate or out-of-sequence. In the first case (left branch
of the decision process), the IP identifier field of the current packet is compared
with the same field of the original copy of the packet. If they are the same, then
the packet is classified as Network Duplicate (Net. Dup.). Network duplicates
may stem from malfunctioning apparatuses, routing loops, mis-configured net-
works (e.g., Ethernet LANs with diameter larger than the collision domain size),
or, finally, by unnecessary retransmissions at the link layer (e.g., when a MAC
layer ACK is lost in a Wireless LAN forcing the sender to retransmit the frame).
Compared with the decision process adopted in [1], we classify as duplicate seg-
ments all those duplicate packets with the same IP identifier, regardless of the
AT value. Indeed, there is no reason to exclude that a network duplicate may
be observed at any time, and there is no relation between the RTT" and the time
a network can produce some duplicate packets.
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© When the IP identifiers are different, the TCP sender may have performed
a retransmission. If all the bytes carried by the segment have already been ac-
knowledged, then the receiver has already received the segment, and therefore
this is an unneeded retransmission. The flow control mechanism adopted by
TCP uses false unneeded retransmissions to perform window probing, i.e., to
force the receiver to immediately send an ACK so as to probe if the receiver
window RWND (which was announced to be zero on a previous ACK) is now
larger than zero. Therefore we classify as Flow Control (FC) retransmissions
the retransmitted segments for which the following three conditions hold: i) the
sequence number is equal to the expected sequence number decreased by one,
ii) the segment size is of zero length, and iii) the last announced RWND in the
ACK flow was equal to zero. This is a new possible cause of unneeded retrans-
missions which was previously neglected in [1].

If the anomaly is not classified as flow control, then it must be an unnecessary
retransmission, which could have been triggered because of either a Retransmis-
sion Timer (RT'O) has fired, or the fast retransmit mechanism has been triggered,
i.e., three or more duplicate ACKs have been received for the segment before the
retransmitted one. We identify three situations: i) if the recovery time is larger
than the retransmission timer (RT > RT'O) the segment is classified as an Un-
needed Retransmission by RTO (Un. RTO); ii) if 3 duplicate ACKs have
been observed, the segment is classified as an Unneeded Retransmission by
Fast Retransmit (Un. FR); iii) otherwise, if none of the previous conditions
holds, we do not know how to classify this segment, and therefore we label it
as Unknown (Unk.). Unneeded retransmissions may be due to a misbehaving
sender, a wrong estimation of the RT'O at the sender, or, finally, to ACKs lost
on the reverse path. However, distinguishing among these causes is impossible
by means of passive measurements.

Let us now consider the case of segments that have already been seen but
have not been ACKed yet. This is possibly the case of a retransmission following
a packet loss. Given the recovery mechanism adopted by TCP, a retransmis-
sion can occur only after at least a RT'T, since duplicate ACKs have to traverse
the reverse path and trigger the Fast Retransmit mechanism. Therefore, if the
recovery time is smaller than RT T, the anomalous segment can only be clas-
sified as Unknown?®. Otherwise, it can either be a Retransmission by Fast
Retransmit (FR) or Retransmission by RTO (RTO); the classification be-
ing based on the same criteria adopted previously for unneeded retransmissions.
Retransmissions of already observed segments may be due to i} data segments
lost on the path from the measurement point to the receiver, and to ii) ACK
segments delayed or lost before the measurement point.

Consider now the right branch of the decision process, which refers to out-of-
sequence anomalous segments. In this case, the classification criterion is simpler.
Indeed, out-of-sequence segments can be due to either the retransmission of

% In [1] the authors use the average RTT. However, being each RTT possibly different
than the average RTT" (and in particular smaller), we believe that using the average
RT'T forces a larger amount of misclassification.
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lost segments, or to network reordering. Again, since retransmissions can only
occur if the recovery time RT is larger than RTT,i,, by double checking the
number of observed duplicate ACKs and by comparing the recovery time with
the estimated RTO, we can distinguish retransmissions triggered by RTO, by
FR or we can classify the segment as an unknown anomaly. On the contrary, if
RT is smaller than RT"T,in, then a Network Reordering (Reord) is identified
if the inverted-packet gap is smaller than RTT,,;,. Network reordering can be
due to either load balancing on parallel paths, or to route changes, or to parallel
switching architectures which do not ensure in-sequence delivery of packets [4].

2.1 Dealing with wrong estimates

The classification algorithm uses some thresholds whose values must be esti-
mated from the packet trace itself, which may not be very accurate or even valid
when classifying the anomalous event. Indeed, all the measurements related to
the RT'T estimation are particularly critical, since they are used to determine
the RTT},n, and the RTO estimation. RTT measurement is updated during the
flow evolution according to the moving average estimator standardized in [3].
Given a new measurement m of the RT'T, we update the estimate of the average
RIT by mean of a low pass filter E[RTT|new = (1 — a)E[RTT]o1q + & m where
a (0 < o < 1) is equal to 1/8.

Since the measurement point is not co-located at the transmitter, nor at
the receiver, the measure of RT'T is not available. Therefore, in order to get
an estimate of the RT'T values, we build over the original proposal of [1]. In
particular, denote by RTT (s, d) the Half path RTT sample, which represents the
delay at the measurement point between an observed data segment flowing from
the transmitter, or source, to the receiver, or destination, and the corresponding
ACK on the reverse path, and denote by RT"T'(d, s) the delay between the ACK
and the following segment, as shown in Figure 1. From the measurement of
RTT(s,d) and RTT(d,s) it is possible to derive an estimate of the total round
trip time RTT,

RI'T = RTT(s,d)+ RTT(d,s)

The estimation of the average RIT is not biased, given the linearity of the
expectation operators. Therefore, it is possible to estimate the average RTT by,

E[RTT) = E[RTT(s,d)] + E[RTT(d, 5)|

Moreover, the standard deviation of the connection’s RTT, std(RTT) can be
estimated following the same approach, given that RT'T'(s,d) and RTT(d, s) are
independent measurements, which usually holds.

Finally, given E[RTT] and std(RTT), it is possible to estimate the sender
retransmission timer as in [3]:

RTO = E[RTT) + 4std(RTT)
For what concerns the estimation of minimum RTT, RTT,,;,, we have

RTTmin = min(RTT(s,d)) + min(RTT(d, s))
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In general, this estimator gives a conservative estimation of the real minimum
RTT, as RTTyin < min(RTT) holds. This leads to a conservative classification
algorithm, which increases the number of anomalies classified as unknown, rather
than risking some misclassifications.

2.2 Handling Particular Cases

No RTT Sample Classification. There are some cases in which the RTT
measurement is not available, but an anomalous event is detected. This happens
in particular at the startup of a TCP connection, as no valid RT'T samples may
be available at the very beginning of the connection. Since most of TCP flows are
very short [7], these events are quite frequent and cannot be neglected. Moreover,
the choice of the initial values of RT'O and RT'T,,;, results to be critical, and
inappropriate estimations of these variables may lead to wrong classifications.
We adopt the following approach:

— if no valid RT'T samples have been collected, the heuristic uses RTO = 3s
and RT'Tnin = Dms as default values

— the RT'O estimation is forced to assume values larger or equal to 1s, accord-
ing to [3]

— the RTT}n estimation is forced to be larger than 1ms

Batch Classification. Given that TCP can transmit more than one segment
per RT'T, it may happen that more than one anomalous segments are detected
back-to-back. This occurs, for example, when the TCP sender adopts the SACK
extension and retransmits more than one segment per RTT, or, when packets
belonging to the same window on a path in which packets are reordered, arrive
with “strange” patterns difficult to be identified. In such cases, the measurement
of RT and AT may be wrong and lead to incorrect classifications. We therefore
implement a filter in the classification heuristic that correlates the classifica-
tion of the current anomaly with the classification of the previous segment. In
particular, if the current recovery time RT is smaller than E[RTT] (suggesting
that the segment is belonging to the same window as the previous one) and the
previous segment was not classified as in sequence, we then classify the current
anomalous segment as the previous one.

For example, consider a simultaneous SACK retransmission of two segments
triggered by a Fast Retransmit. The first retransmitted segment is correctly
classified given that three duplicate ACKs have been observed on the reverse
path, and the RT is larger than RT'T,,;,. However, the second retransmitted
segment cannot be correctly classified, given that no duplicate ACK has ever
been observed, and RT' < RT'T. By explicitly considering the classification of the
first segment, it is possible to correctly identify this segment as a retransmission
triggered by Fast Retransmit.
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3 Measurement Results

Our measurements have been gathered from the external Internet edge link of
our institution. Our campus network behaves like an Internet stub, because the
access router is the sole gate to the external network. Our institution counts more
than 7,000 hosts, whose great majority is constituted by clients. Some servers are
regularly accessed from outside as well. We collected all packets flowing into the
access link that connects the campus border router to the GARR network [5], the
nation-wide ISP for research and educational centers. We measured for several
months during several time periods and gathered the most interesting statistics
related to the anomalous traffic. We present only a subset of results, and in
particular:

— from the 6th to the 7th of February 2001. The bandwidth of the access link
was 14 Mbit /s;

— from the 29th of April to the 5th of May 2004. The bandwidth of the access
link was 28 Mbit /s.

3.1 Impactof R1'T,,;, and RTO

We first lead a set of measurements to double-check the impact of the choices
described in Sec 2.1. In particular, we are interested in the impact of the mea-
surement of RTT,,;, and RTO. The first one is involved on the classification of
the network reordering anomalies that may occur when identifying two out-of-
sequence segments separated by a time gap smaller than RTT,,;,. Figure 3 (a)
plots Cumulative Distribution Function (CDF) of the ratio between the inverted
packet gap AT and the value of the RTT,,;, considering only TCP anomalies
classified as network reordering. Measurements referring to 2004 are reported,
and similar results are obtained considering the 2001 dataset. The CDF clearly
shows that AT is much smaller than the RT"T,,;,,. This suggests that the initial
choice. of RTT,,;, is appropriate, and the conservative estimation of RT Ty
does not affect the classification.

Figure 3 (b), reports part of the CDF of the ratio between the actual Recov-
ery Time RT and the corresponding estimation of the RT'O when considering
anomalous events classified as retransmissions by RT'O. Also in this case we re-
port results referring to the 2004 dataset. The CDF shows that RT > RTO
holds, which is a clear indication that the estimation of the RTO is not critical.
Moreover, it can be noted that about 50% of the cases have a recovery time
which is more than 5 times larger than the estimated RTO. This apparently
counterintuitive result is due to the RTO back-off mechanism implemented in
TCP but not considered by the heuristic which doubles the RTO value at every
retransmission of the same segment. Not considering the back-off mechanism
during the classification lead to a robust and conservative approach.
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Fig. 3. (a) CDF of the ratio between the inverted packet gap AT and RTTin. (b)CDF
of the ratio between the recovery time RT and the actual estimation of the RTO.

3.2 Aggregate Results

In the following we report results obtained by running the classification heuristic
over the two datasets we selected and by measuring the average number of
occurred anomalies during the whole time period. The objective is twofold. First,
we quantify the different causes that generated anomalous segment delivery;
second, we double check the heuristic classification. Indeed, it is impossible to
test the validity of the classification algorithm, given that the real causes of the
anomaly are unknown. We therefore run the classification over real traces, and
try to underline some expected and intuitive results that confirm the validity of
the heuristic design.
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Fig. 4. Classification of anomalous events: incoming traffic on the left , outgoing traffic
on the right.

Figure 4 reports the percentage of identified anomalous events during the
2004 period over the total amount of observed segments. Left plot refers to in-
coming traffic, i.e., traffic whose destination host is inside our campus LAN; right
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plot reports measurements on outgoing traffic, i.e., traffic whose destination host
is outside our campus LAN. Each bar in the plot explicitly underlines the im-
pact of the batch classification and of the lack of RT'T samples, as described in
Section 2.1: solid black blocks report the anomalies classified by a normal classi-
fication, while dark pattern blocks report the impact of the batch classification,
and, finally, light pattern blocks report the classification obtained when no RTT
sample was available, i.e., at the very beginning of each flow.

Considering the incoming anomalies classification (left plot), we observe that
there is a large dominance of retransmissions due to RTO expiration and re-
ordering. Fast Retransmit occurs only for a very small portion of the total re-
transmissions. This is related to the characteristics of today data traffic, which
is mainly composed of very small file transfers that cannot trigger Fast Retrans-
mit. This effect is further stressed by the fact that our campus LAN traffic is
mainly made of web browsing applications, whose (short) HTTP requests travel
on the outgoing directions.

A small percentage of unnecessary retransmissions is also present. A rather
large percentage of anomalies that could not be classified but unknown is col-
lected. Inspecting further, we observed that for most of them the recovery time is
smaller than the estimated RTO (therefore missing the retransmission by RTO
classification), but larger than the RTTju, (therefore missing the reordering
classification) and the number of duplicate ACKs is smaller than 3 (therefore
missing the retransmission by FR classification). We suspect that they may be
due to either i) transmitters that trigger the Fast Retransmit with just 1 or 2
duplicate ACKs, or ii) servers with aggressive RTO estimation that triggers the
retransmission earlier than the RTO estimation at the measurement point. Given
the conservative approach that guided the classification heuristic, we prefer to
classify them as unknown rather than misclassifying them.

For what concerns the impact of the batch classification and of the lack
of a valid RTT sample, observe that the first is evenly distributed among all
classification cases, while the latter one has a large impact on the identification
of retransmissions by RT'O. This is due to the lack of valid RTT samples at the
very beginning of the TCP connection, when the sender can only detect packet
losses by RT'O.

When considering the outgoing anomalies (right plot), the heuristic correctly
identifies the anomalies, and neither Network Reordering nor Duplicates are
identified. Indeed, this is quite obvious given that our institution LAN is a
switched Ethernet LAN. In this network, IP packets can be duplicated or re-
ordered only in case of malfunctioning. This confirms the validity and robustness
of the classification heuristic we developed.

Considering the average percentage of total anomalies identified,, we have
that about 4% and 8% of incoming and outgoing traffic respectively is affected
by an anomaly. We will see in the next section that the average values is not
representative at all, given the non-stationaries of the anomalies.

Finally, in order to double check the validity of our heuristic, we split the
flow into three different classes based on their segment length. Short flows (also
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Fig. 5. Classification of anomalous events for different flow length; incoming traffic for

2004 measurements.

called mice in the literature) have payload size (in segments) no longer than 5

segments. Long flows (the so called elephants) have payload size (in segments)
larger than 20 segments, and the middle length flows payload size is larger than 5

segments, but shorter or equal to 20 segments. Figure 5 reports the classification
of the anomalous events split among the three different classes. Incoming segment

classification is considered for the 2004 time period. Solid black refers to short

flows, dark gray pattern refers to middle flows, and light gray pattern refers to
long flows. For the sake of clarity, we omit the further batch or no rtt sample
classification.

As expected, retransmissions due to RTO expiration are distributed among
all flows, while retransmissions due to Fast Recovery are only triggered for long
flows. This is intuitive, as already said, because of the limit in triggering Fast
Retransmit by short flows. The majority of packet reordering affects long flows,
for which the chance to suffer from a reordering is much larger. Neglecting the
network duplicates, flow control and unnecessary retransmissions as they are

very marginal, we observe that the anomalies class

ified as unknown are largely

is an hint that the F[RTT] estimation is
affected by a larger error for short flows, while long flows have the chance to

related to short flows. Indeed, this

get a better estimation of the RT'T and therefore to better classify the anomaly.
This confirms the intuition that the unknown classification is related to possible

different estimation of the RTO at the transmitter and at the measurement

point.

Results relatively to outgoing flows and to the 2001 dataset are very similar

and therefore not reported here.

ime

T

for in

3.3 Behav

We report in this section the results of the occurrence of anomalies in time.

Again, we omit the sub-classification due to batch or no RTT samples for the
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Flg 6. Classification of anomalous events versus time: incoming traffic on the left,
outgoing traffic on the right for 2004 measurements.

sake of clarity. Figures 6 and 7 depict the time evolution of the volume (in per-
centage, normalized on the total flowed traffic in each direction) of anomalous
measured segments classified by the proposed heuristic. Measurements aggregate
anomalies over an interval of time equal to 15 minutes. The detailed classifica-
tion is outlined in colored slices whose size is proportional to the percentage
of that particular event. Top plot refers to the incoming traffic; bottom plot
reports measurements considering outgoing traffic. Figure 6 refers to the three
days evolution of such traffic continuously monitored and classified during the
2004 period, while, similarly, Figure 7 refers to the two day long subset of mea-
surements in 2001.

Apart from the network outage that is evident, the first unambiguous results
is that TCP anomalies are highly non stationary over several time scales. There
are some peaks of very significant magnitude that reach 10% during 2004 and
15% during 2001. Considering the incoming segments, Retransmissions by RTO,
Network Reordering and Unknowns are the largest part of the anomalies, while
TCP Flow control seldom kicks in, and negligible Unnecessary Retransmissions
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are identified. Surprisingly, the typical night and day effect, which is commonly
present on the total traffic volume (and is valid also in the considered link),
is not anymore visible when considering TCP anomalies. Notice also that the
last two measurement days are weekend-days. In particular, the Labour Day is
celebrated on Sunday the 1st of May in Italy. Therefore the link load during that
weekend was particular low. Nonetheless, the RT'O fraction is almost equal to
the one observed during busy hours of weekdays. Only the Network Reordering
seems to disappear. This hints to a weak correlation between link load and TCP
anomalies.

Considering the outgoing traffic (bottom plots of Figure 6 and 7), observe
that the heuristic correctly identifies the anomalies as retransmission by RTO.
Given that hosts in our campus LAN are mainly clients of TCP connections, the
outgoing flow size is very short, and therefore in case of a packet loss, the only
way to recover is to fire the RTO.
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Fig. 7. Classification of anomalous events versus time: incoming traffic on the top,
outgoing traffic on the bottom for 2001 measurements.
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If we compare 2004 and 2001 incoming time plots, it can be noted that
after three years the number of Unnecessary Retransmissions almost disappears.
This fact is explained by the vast popularity of TCP SACK flows that were
only the 21% of total flows during 2001 while it increased to 90% of total flows
during 2004. At the same time, a reduction of the fraction of TCP anomalies is
noticeable comparing 2001 and 2004 measurements. This could be related to the
corresponding increase in the access link capacity, which doubled in 2004.

4 Conclusions

In this paper, we proposed a heuristic technique for the classification of TCP
anomalies. The classification identifies seven possible causes of anomalies and
extends previous techniques already proposed in the literature. We were also
able to quantify the quality of our classification by studying the sensitivity of
our approach in estimating the RTT which strongly influences the proposed
methodology which gathers every flow state information from passive measure-
ments and the quantitative analysis show its effectiveness in the identification
procedure.

The technique was implemented and tested on the external Internet link of
our institution and allowed the observation of a number of interesting phenomena
such as the impact of the use of TCP SACK on the occurrence of unnecessary
retransmissions, the relative small impact of the daily variation of the load on the
occurrence of anomalies, the quite large amount of network reordering anomalies.
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Abstract. Traffic generation is essential in the processes of testing and
developing new network elements, such as equipment, protocols and ap-
plications, regarding both the production and research area. Tradition-
ally, two approaches have been followed for this purpose: the first is based
on software applications that can be executed on inexpensive Personal
Computers, while the second relies on dedicated hardware. Obviously,
performance in the latter case (in terms of sustainable rates, precision in
delays and jitters) outclasses that in the former, but also the costs usually
grow of some order of magnitude. In this paper we describe a software IP
traffic generator based on a hardware architecture specialized for packet
processing (known as Network Processor), which we have developed and
tested. Qur approach is positioned between the two different philoso-
phies listed above: it has a software (and then flexible) implementation
running on a specific hardware only slightly more expensive than PCs.

Keywords: 1P traffic generation, Network Processors, Network performance
evaluation.

1 Introduction

The current Internet is characterized by a continuous and fast evolution, in terms
of amount and kind of traffic, network equipment and protocols. Heterogeneous
equipment, protocols and applications (also referred to as “network elements”),
high transmission rates in most of Internet branches and the need of fast de-
velopment (to quickly fulfil new services’ requirements and to reduce time to
market) are at present the most critical issues in Internet growth. In this con-
text, every network element should be carefully tested before being used in real
networks: an error in a device or a protocol could easily result in technical prob-
lems (e.g., packet losses, connection interruptions, degradation in performance)
and it could lead to significative economic damage in production environments.

Many of the tests on a new network element require the ability to generate
synthetic traffic off-line; such traffic should be sufficiently complex, fast (high-
rates) and, in a word, realistic to cover a good deal of operating conditions. Thus,
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the possibility to create realistic network traffic streams is very useful today, and
it is essential to reduce development times and bugs in new network elements.
Moreover, the availability of good synthetic traffic sources helps researchers in
understanding network dynamics and in designing suitable modifications and
improvements in current protocols and equipment.

The generation of traffic streams is a quite “simple” task in simulated en-
vironments; on the contrary, the generation of real traffic on a testbed setup
involves some critical issues related to precision, scalability and costs. Until now,
two antithetical approaches have been traditionally followed for network traffic
generation. The first one is based on software applications that do not require
specific hardware, but can be executed on general purpose machines, such as
inexpensive Personal Computers (PC). The second one is based on the develop-
ment of specialized hardware.

The characteristics and functionalities of software tools can be very sophisti-
cated but, at the same time, they can maintain a high flexibility level and (often)
offer an open source approach: in other words, they are modifiable and adaptable
to the specific requirements of the experiments to carry out. The main drawback
of this approach is the architecture of the PC, which limits the precision and the
maximum reachable performance; this is a heavy limitation today, with Internet
traffic that increases continuously and network equipment that must manage a
huge amount of traffic (from Gigabits to Terabits per second).

Several techniques can be used in PC-based network traffic generation, de-
pending on the final goal. Quite often, it is useful to generate only a single stream
of IP packets, characterized by the inter-arrival time between two consecutive
packets; this stream can be used to test network equipment such as routers and
switches with standard performance analyses, as those defined in RFC 2544 [1]
and 2889 [2]. Examples of applications oriented to this type of generation are
Iperf [3] and Netperf [4]. These two tools generate IP packets by starting from
a fixed structure and by varying some fields (e.g., the source and destination
addresses, the TOS, etc.); more advanced applications are able to keep into ac-
count, also the behaviour of the transport protocols, by representing the traffic
generation as a set of file transfers over TCP or UDP (see, for example, Har-
poon [5]). All these tools do not care about packet contents; however, when the
element under test is an application (such as a Web server or a DNS), this is
not acceptable. Thus, other tools have been designed with this goal, for example
WebPolygraph [6]. One common drawback of the above cited software tools is
that each of them can generate only a specific type of traffic stream, which is
not representative of the heterogeneous traffic flowing on a generic Internet link.
Software such as Tepreplay and Flowreplay [7] log the traffic on some links and
then generate identical streams, by possibly changing some parameters in the
IP packets. Unfortunately, in this case, the traffic streams are always the same
and the registration of long sequences of traffic requires large amounts of fast
memory.

The second approach, namely the custom hardware devices, is the most pop-
ular solution in the industrial environment. Suitable architectures have been
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designed (often by using also standard components) to minimize delays and jit-
ters introduced in packet generation; here all the functionalities are implemented
“near” the hardware, without the intermediation of a general purpose operating
system (that may be present at a higher level to facilitate the configuration and
the control of the instrument and the management of the statistical data). The
development of such equipment is usually very expensive, based on proprietary
solutions and carried out for professional and intensive use only. Thus, the fi-
nal result is that the tools are configurable, but not modifiable or customizable,
and very expensive. All these elements, together with the high final cost of each
device, make this kind of tools not much attractive, especially for academic re-
searchers or small labs. Examples of such products are Caldera Technologies
LANforge-FIRE [8], CISCO 10S NetFlow [9], Anritsu MD1231A IP/Ethernet
Analyser [10] and SmartBits AX/400 [11].

Starting from these considerations, we have decided to build an open source
traffic generator that could be situated in the middle between the existent ap-
proaches: it should be flexible and powerful enough to be useful in most of the
practical situations, but less expensive than professional equipment. To real-
ize all these objectives we need to work near the hardware, but we also need
to implement all the functionalities in software, to reduce development costs
and make customization effective. Among different technologies we have taken
into account, we found our ideal solution in the Network Processors: these are
devices conceived for fast packet processing, often with the high degree of flex-
ibility needed for implementing the desired algorithms; moreover their cost is
lower than custom hardware devices.

Several Network Processor architectures are available from different man-
ufacturers [12]; we have found the Intel IXP2400 to be the best compromise
between computation power and flexibility. Moreover, this chip is available on
an evaluation board, the Radisys ENP-2611, which represents the cheapest way
to access this kind of Network Processors. Until now, we know only another
similar approach to the problem of traffic generation [13], but it implements a
very simple structure, which is unable to generate realistic traffic. In this work
we describe a structure for a high-speed IP /Ethernet traffic generator based on
the Intel IXP2400 Network Processor that we have developed and tested. The
requirements of this device are to be able to transmit more than 1 Gbps of traf-
fic (to saturate all the Gigabit Ethernet lines of the ENP-2611) and to generate
multiple traffic streams simultaneously, each of them with different statistical
characteristics and header contents. Our aim is to model the more representa-
tive traffic classes in the Internet, such as real-time and Best Effort; moreover,

we would like to have the chance to manage Quality of Service (by using the
TOS field).

In the following, after briefly describing the IXP2400 architecture, we focus
on two main issues. The first concerns the question if the Network Processor can
be effectively utilized for traffic generation: the IXP2400 has been designed for
packet processing, not explicitly for packet generation, and we were not sure that
it can saturate the Gigabit interfaces, as we would like for a high-performance
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tool. The second issue regards the design of an application framework that ex-
ploits the Network Processor architecture to build a flexible tool for traffic gen-
eration. We have named such framework PktGen and, as will described in detail
later, it consists of several applications running on different processors of the
IXP2400. PktGen is very simple to use, as it provides a comfortable user graph-
ical web interface; moreover, it can also be modified without much effort, as it
is mostly written in C. Preliminary tests have been carried out to demonstrate
the correcteness and the performance of such tool.

The rest of the paper is organized as follows: Sect. 2 gives a brief overview
of the Intel IXP2400, whereas the successive Sect. 3 explains how the Network
Processor architecture is used to build a packet generator. Section 4 describes
PktGen in details by analysing all its components, whereas in Sect. 5 we re-
port some performance tests about PktGen and a comparison with UDPGen, a
well-known software PC-based traffic generator. Finally, in Sect. 6 we give our
conclusions and we report some ideas for future work.

2  The IXP2400 Architecture

Figure 1 shows the main components of the Intel IXP2400 architecture and the
relationships among them. The IXP2400, as some other Network Processors,
provides several processing units, different kinds of memory, a standard inter-
face towards MAC components and some utility functions (e.g. hash and CRC
calculation). The “intelligence” resides in the processing units, which can use
the other peripherals though several internal buses.

For what concerns processing, the IXP is equipped with two kinds of micro-
processors which play very different roles in the overall architecture: one XScale
CPU and eight MicroEngines. The XScale is a generic RISC 32-bit processor,
compatible with the ARM V5 architecture, but without the floating point unit.
This processor is mainly used to control the overall system and to process net-
work control packets (such as ICMP and routing messages). Due to its com-
patibility with the industry based standards (ARM), it is possible to use on it
both the Linuz and VaWorks [14] (derived from Windows) Operating Systems
(OS); this is a great advantages as many existent applications and libraries can
be compiled and used on this processor (greatly decreasing development time
and increasing efficiency). For what concerns Linux, two different distributions
are available at the moment: Montavista [15,16], based on a 2.4.18 kernel, and
Fedora [17], with a more recent 2.6.9 kernel.

Accordingly to our aim of building an open-source tool, we have opted for
Linux OS; in particular we have chosen the Montavista distribution, which was
already available at the beginning of the project (Fedora has been released only
recently). This choice enables us to develop software for this processor in stan-
dard C or C++ languages.

The other processing units of the IXP are the Microengines (ME). They
are minimal RISC processors with a reduced set of instructions (about 50),
optimized for packet processing; they provide logical and arithmetic operations
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Fig. 1. The IXP architecture.

on bits, bytes and dwords but not the division nor the floating point functions.
The MEs have access to all the shared units (SRAM, DRAM, MSF, etc.) and
they are used along the fast data path for packet processing; they can be used
in different ways (e.g., in parallel or sequentially) to create the framework that
best fits the computational needs of network equipment.

No operating system is required on the ME, thus no software scheduler is
available for multi-threaded programming. A simple round robin criterion is used
to execute more threads (up to 8) on a ME; the programmer has the burden to
write the code for each thread in a way that periodically releases the control of
the ME to the other ones. Internally, each ME is equipped with specific registers
for at most 8 hardware contexts (corresponding to the threads) and a shared low
latency memory; moreover, some dedicated units are available for specific tasks
(CRC computation and pseudo-random number generation).
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ME programming can be made by assembler language or by microC; the
latter has the same instruction set as C plus some non-standard extensions,
and it makes the learning of the language itself and the programming of the
MicroEngines simpler and faster.

The IXP2400 can use three types of memories: scratchpad, SRAM and DRAM.
The scratchpad has the lowest latency time, it is integrated into the IXP2400
chip itself, but it is only 16 KB in size. The main feature of this memory is the
support for 16 FIFO queues with automatic get and put operations, very useful
to create transmission requests for a transmission driver.

The SRAM and the DRAM are not physically placed internally to the IXP-
2400, but the NP chip provides only the controllers. The SRAM has a lower
latency than the DRAM, but its controller supports up to 64 MB against 1 GB
of the DRAM one. DRAM is usually used for storing the packets, while SRAM
is reserved for the packet metadata, that are smaller but need to be accessed
more frequently than packets themselves.

The last notable component is the Media Switch Fabric (MSF), that is
an interface to transfer packets to/from the external MAC devices. Inside the
IXP2400, the MSF can access directly the DRAM, resulting in high performance
in storing/retrieving packets, while the external interface can be configured to
operate in the UTOPIA, POS-PHY, SPI3 or CSIX modalities.

Finally, we can mention the hash unit, the PCI unit (used to provide a
communication interface towards a standard external PCI bus) and the Control
and status register Access Proxy (CAP), for the management of the registers
used in the inter-process communication.

In our environment the IXP2400 is mounted on a Radisys ENP-2611 devel-
opment board, that includes three optical Gigabit Ethernet ports (for fast-path
data plane traffic), SRAM e DRAM sockets, a PCI connector (to access the
IXP2400 SRAM and DRAM modules) and a further FastEthernet port for “di-
rect” communications with the XScale processor.

A more detailed knowledge of the architectures of the IXP2400 and the
Radisys development board is useless for the purpose of the paper. On the con-
trary, it is interesting to analyse how a standard packet processing phase takes
place in the fast-path of the Network Processor.

Figure 2 shows a standard fast-path structure: packets are received from one
Ethernet interface by a RX driver, passed to the Microengines (and eventually
to the XScale) for the required processing and finally delivered to the TX driver
for transmission over the physical line. The events that occur inside the Network
Processor during this path crossing are the following:

1. A packet is received from the physical interface and delivered to the MSF.

2. The MSF buffers the packet and it notifies the RX driver, running on a
MicroEngine.

3. The RX driver commands the MSF to transfer the buffered packet in the
DRAM; then it creates a metadata structure for that packet, which is in-
serted in the SRAM. An identificator of the packet is put in a specific ring
queue of the scratchpad, for successive processing.
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Fig. 2. A standard IXP2400 fast-path.

4. A Microengine thread gets the packet identificators (queued from the RX
driver) and starts the packet processing phase. The operations that occur on
the packet are application-specific and they may range from a simple routing
between ports to more advanced features, such as firewalling, natting, etc;
these operations can be carried out by a single thread or by multiple threads
(each of them should perform a simple task), and sometime by the XScale.
The latter is usually involved very rarely (e.g., it processes the routing update
packet exchanged between routers or the control information directed to the
Network Processor), as the presence of an operating system enables more
complex operations, but results in slower execution times. During this phase
the data are stored in the SRAM and both the packet data and metadata
could be modified; finally the packet identifier is inserted in a ring queue for
transmission (again in the scratchpad memory).

5. The transmission driver continuously checks the transmission ring queue,
looking for new identifiers of the packets to be transmitted; each time it
finds a new identifier, it gets the metadata from the SRAM and it instructs
the MSF for transmission.

6. The MSF gets the packet from the DRAM and transfers it to the physical
interface for the transmission.

3 Traffic Generation

In order to generate network traffic, the very basic tasks that we need to real-
ize are the creation and transmission of the packets. The first issue to solve is
the choice of where to locate the functions for creating and then transmitting
the packets; in particular the two alternatives are the Xscale processor, which
offers developers a well known environment and programming language, or the
Microengines, faster for this task but less easily programmable.

In this context we have carried out several tests, in which the same algorithm
(which transmits the same 60! bytes sized packet for a given number of times)
has been implemented as:

! The actual packet size is 64 bytes, but the last 4 bytes are the CRC computed and
appended by the PM3386 MAC device located on the Radisys board.
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Table 1. Comparative results for different generation methods.

Generation method |Average pps®rate

From XScale - kernel mode 468 kpps

From XScale - user mode 658 kpps

From Microengine 842 kpps

1. a kernel space application running on XScale, which has been developed by
using the Resource Manager? library;

2. a user space application running on XScale, which uses the “mmaped” mem-
ory to access hardware features;

3. a microcode application running on a Microengine.

In the first and second case the algorithm has been implemented as C code
and compiled by using the available GCC compiler with all the optimizations
enabled. The effort required to develop a kernel module is greater then that
required to build a user space application. However, given the availability of
the Resource Manager library, the overall readability of code results enhanced
with respect to the direct mapped memory usage in the user space application.
On the other hand the Resource Manager library is specifically engineered for
control plane tasks, thus it is not optimized to handle the transmission of packets
efficiently. )

For the third approach we have chosen to implement the algorithm in microC
language, which is certainly easier than microengine assembly, while it preserves
the same potential strength. In this case we were faced with a new programming
model and payed extra time to get a base skill for it. Indeed, the results (Table
1) were not fulfilling the expectations and the attempts to tune the code did not
give effective performance gains.

The main difference between generation from XScale (in both ways) and
from Microengines is that in the first case we write a packet in DRAM for each
transmission, while in the second case we always use the packets already present
in the DRAM: actually, the high latency times of this kind of memory prevent
the XScale code to keep up with higher packet generation rates.

For our purpose, it is more important to send similar packets at high rates
rather than sending potentially completely different packets at low rates. Thus,
we choose to have a set of packets (in the simplest case only one) always present
in memory and to use Microengines to transmit each time one of the available
packets. With this approach we can reach the maximum physical rate for a single
port: 1.488 kpps, which for a packet size of 64 bytes is equivalent to 1 Gbps.

2 Resource Manager is part of Intel IXA Portability Framework; although the IXA is
not supported by the Radisys ENP-2611, in this case we succeeded in using part of
it for our code.

3 Packets per second
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Obviously, transmitting the same packet can be of limited interest (especially
for what regards header field contents, such as the source/destination addresses
and the TOS); moreover, to store a great number of packets differing only for
a few fields (or some combination of them) is not a clever solution. Thus, we
introduced the concept of packet template to indicate a common structure of
packet with a few fields that can be assigned dynamically at each transmission
(according to some rules or some predefined sets of values), while the others have
a fixed value.

We can make the concept of packet template clearer with an example. Sup-
pose we want to generate a stream of UDP packets. Now suppose that we assign
a fixed value to the source IP address and leave the destination IP address un-
specified, since we have a list of possible destination addresses. Without the
template mechanism we would create a duplicate of the same packet for each
destination TP address; instead, with the template mechanism, only one packet
is buffered and the list of possible destination IP addresses has to be passed to
the packet generator software. The same software, at run time, will put one of
those addresses in the packet’s destination IP address field. In this way, a lot of
memory has been saved and can be used for other packet templates.

The great benefit of this model is that we can reach the highest transmission
rate while preserving all the flexibility required for a network traffic generator.
The disadvantage is that all packet templates need to be available in memory
before the generation can start.

This implies that the available physical memory represents an upper bound
to the number of usable packet templates, but this is not a great issue, since the
size of DRAM memory is large enough to store an amount of packet templates
adequate for the characterization of many different traffic streams (the actual
number of packets depends on their size).

4 The PktGen Framework

The IXP2400 architecture is well suited to be used to create a network traffic
generator framework, including both a packet generator engine and a flexible
and intuitive configuration interface. We have realized a software tool including
three main components (see Fig. 3):

— the packet generator, an application written in microC and running on the
MicroEngines, whose main task is the generation of packets with predefined
statistical characteristics; using multiple instances of the application it is
possible to simultaneously generate a set of traffic streams with homogeneous
or heterogeneous characteristics;

— the PktGen core controller, an application running on the XScale, with the
goal to initialize and control the packet generators on the MEs, including
the packet templates to be used;

— a graphical interface, HTML based and accessible by a standard web browser,
used to easily configure the packet generator parameters.
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Fig. 3. Software architecture of PktGen.

At present PktGen is able to generate two kinds of traffic, which we consider
very significant in testing IP-devices; they can be identified as Constant Bit Rate
(CBR) and Best Effort (BE) or bursty streams.

For the BE streams we use a bursty model in which packets are generated in
random-sized bursts with random inter-arrival times. The statistics of the two
random variables can be modified quite simply, by passing the related proba-
bility density functions to PktGen; in our tests, we have used an exponential
density function for both the inter-arrival times and the burst sizes. We think to
introduce more kinds of traffic in the future; the structure of PktGen is flexible
enough to perform this task in a simple and quick manner.

The Packet Generator

The packet generator is a microC code compiled to run on a single MicroEngine
in 4-threads mode. This means that actually there are 4 instances of packet
generators concurrently executing on the same MicroEngine. Multiple instances
of packet generators can run on more MicroEngines without conflicting with
one another; in our configuration 5 MicroEngines are reserved for the packet
generation task, thus we are free to simultaneously use up to 20 packet stream
generators. Indeed, up to 7 MicroEngines can be used for packet generators; one
ME must be reserved to the TX driver.

This PktGen component has been engineered to efficiently handle the gen-
eration of packets for both CBR and BE traffic models. Independently of the
traffic model, the packet generator provides a setup and an operational interface
controlled by the core component. The references to packet templates are for-
warded to the packet generator through the setup interface, while the operational
interface is used to control the generator state (running, stopped).

The two main tasks of the packet generators are the insertion of the variable
fields in packet templates and the generation of random variables for statistical
traffic characterization (inter-arrival times and burst sizes). At present, we have
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chosen to work with 4 variable fields in the packet template: Source and Destina-
tion IP addresses, TOS value and Total Length. Indeed, there is a fifth dynamic
field, the Header Checksum, but it is defined indirectly by the values of the other
fields. Moreover, each of the four instances running on the same MicroEngine is
able to store up to 160 packet template references: thus, we can obtain a great
number of packet patterns that can differ, for example, for payload contents
(protocol type and data).

To enable statistical traffic characterization, a hardware uniform pseudo-
random number generator is used in conjunction with a set of off-line samples
for an arbitrary probability distribution function (that are evaluated by the core
controller at setup time, as explained in the following) to dynamically generate
values for a given probability density function.

The Core Controller

The core controller component of PktGen running on the XScale processor is
built in C language. As shown in Fig. 3, this component is located on top of the
software stack that starts from the Linux kernel. The two major sub-components
are the ME Controller and Random Number Services. The former allows the Pkt-
Gen Core Controller to start, stop and setup packet generators, by encapsulating
all the hardware details (features coming from kernel modules as ME Hardware
Abstraction Library, PM3386 and SPI-3 device drivers) and by interfacing with
the user space libraries provided with the IXP2400 (libizp and libenp2611, see
Fig. 3). The latter is dedicated to handle all the mathematics involved in com-
puting the samples for a given probability density function that are passed to
packet generators and used at run time to give a statistical characterization to
each traffic stream.

The flexibility of changing the probability density function is one of the main
features of PktGen; however, the lack of a floating point unit and the scarceness
of memory make the random number generation one of the most critical issues of
the entire framework. For this reason a few more words on this topic are needed.

By using the graphical interface the user can specify the analytical formula
of any desired density function; the core controller can compute the distribution
function (by means of the libmatheval [18] and gsi* [19] libraries) used to find a
set of values with the inversion method [20]. Such values are first converted into
an integer representation (despite the lack of the floating point unit the XScale
can work with this kind of numbers by means of software libraries, but the MEs
cannot) and then passed to the packet generator that randomly picks up one of
them with a uniform distribution.

The set of values representative of the desired probability density function
must be stored in the SRAM memory, because the latency of the DRAM is too
high. Unfortunately, the SRAM on the Radisys board is only 8 MB; thus we
cannot store a great number of probability samples; the user can choose to use
256 or 64K samples (corresponding to one or two byte per sample).

4 Gnu Scientific Library
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Fig. 4. Testbed 1: Measuring the maximum performance of PktGen.

Clearly, the integer conversion and the use of a limited number of samples (up
to 64K) introduce a precision loss in the final traffic statistical characterization,;
we are still investigating the effects on the traffic generation and looking for
techniques to minimize the errors introduced.

The Graphical Interface

A simple, yet powerful, WEB-based interface is provided to facilitate the use
of PktGen. This interface allows the user to create a different configuration for
each desired traffic profile, to save the configuration for later reuse and to run
simulations.

To ensure fast code development and maintenability we have used the Abyss
HTTP server to provide the graphical interface, while to conform to standard
file formats used by many existent tools we have adopted an XML coding of the
configuration files.

5 Results

The main result of our activity is PktGen itself: it is a proof that our initial
objectives were feasible and we succeeded in achieving them. As a matter of
fact, we were able to fully saturate all the three Gigabit interfaces of the Radisys
board.

Nonetheless, we are interested in a thorough evaluation of the performance
of our tool, expecially for what concerns precision in generation (conformance of
packet flows to the statistical description); most of these tests are planned for
the immediate future, but some of them have been already carried out and can
give an idea of the potentialities of the framework.

The main difficulties we have met concern our lack of a measurement powerful
enough testing our generator. The PC architecture cannot sustain the packet rate
from PktGen and thus no software tools can be used as meters; indeed, we would
need hardware devices that are currently out of the project’s budget.

Thus, we have carried on only a few simple measurements on PktGen per-
formance, and to do this we have written a simple packet meter in microC to
run it on one MicroEngine. This tool can measure the mean packet rate for any
kind of traffic and the jitter for CBR traffic only.
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Fig. 5. Testbed 2: Comparison with generation from UDPGen.
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Fig. 6. Maximum performance of PktGen.

Our measurement tests have been devoted to two main issues: the first was
to evaluate the PktGen maximum performance (see Fig. 4), and the second was
to compare PktGen with a software tool running on a high-end PC (Fig. 5).

The PktGen maximum performance has been evaluated by means of the
testbed shown in Fig. 4, where PktGen runs on one Network Processor and the
other is used as the meter. In the worst case of minimum packet size (64 bytes),
as reported in Fig. 6, we were able to generate a maximum Constant Bit Rate
traffic of 1488.096 kpps, corresponding to 1 Gbps, with a high level of precision:
the maximum measured jitter is below 2% of packet delay interarrival time in
the CBR stream.

In the second testbed, we compared PktGen with a well-known software tool,
namely UDPGen. The latter is used to transmit UDP packets and thus is quite
similar to our application, which, however, works at the IP layer. We can see
from Fig. 7 how PktGen overcomes UDPGen in terms of precision for what
concerns both mean rate and jitter. Again, tests have been carried out for CBR
traffic in the worst case of 64 byte packet size. Finally, it is worth noting that
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Fig. 7. Comparison between PktGen (running on the Network Processor) and UDPGen
(running on a high-end PC) with Constant Bit Rate traffic.

this analysis is limited to a maximum mean rate of 814 kpps, because this is
the peak rate obtainable with UDPGen (whereas PktGen can reach about 1488
kpps).

6 Conclusions and Future Work

We have shown that high-performance traffic generation with a Network Pro-
cessor (in particular with the Intel IXP2400) is possible.

The main result of our activity, namely PktGen, is an open source framework
written mostly in C and is easily customizable by everyone; also the microcode
used in the MicroEngines is quite intuitive and simple to learn. PktGen is also
able to fully saturate the three Gigabit interfaces of the development board (the
ENP-2611), reaching a maximum aggregate packet generation rate of about 4464
kpps (3 Gbps).

We can therefore conclude that our aim is completely achieved: we have
demonstrated how it is possible to build an open source, customizable, high-
speed and precise packet generator without specific hardware; the cost is less
expensive than that of a professional device (the Radisys ENP-2611 costs about
$ 5000).

We consider this only a first important step in this field: in fact, we think
that more work has to be done in this direction.

First of all we have planned to extend the PktGen functionalities to include
also a packet meter, able to collect detailed and precise information on network
traflic streams (mean rate, jitter, packet classification, etc.); this is necessary to
have a counterpart to the generator, with the same noteworthy characteristics
(open source, low cost, high performance and precision).
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The second important goal is to port PktGen to a more performing architec-
ture, for example to the IXP 2800, in order to realize a more and more powerful
traffic generator.

Other minor evolutions are foreseen, such as the introduction of additional
traffic shapes in PktGen, the comparison with professional devices and its uti-
lization in our research activities on Quality of Service, high-speed networks,
and Open Router architecture [21].
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Abstract. Nowadays, networking equipment is realized by using decentralized
architectures that often include special-purpose hardware elements. The latter
considerably improve the performance on one hand, while on the other they
limit the level of flexibility. Indeed, it is very difficult both to have access to
details about internal operations and to perform any kind of interventions more
complex than a configuration of parameters. Sometimes, the “experimental”
nature of the Internet and its diffusion in many contexts suggest a different
approach. This type of need is more evident inside the scientific community,
which often encounters many difficulties in realizing experiments. Recent
technological advances give a good chance to do something really effective in
the field of open Internet equipment, also called Open Routers (ORs). The main
target approached in this paper is to extend the evaluation of the OR forwarding
performance proposed in 1], by analyzing the influence of the control plane
functionalities.

Keywords. Open Router, Linux kernel, IP forwarding performance

1 Introduction

During the past 20 years, Internet equipment has radically changed many times, to
meet the increasing quantity and the complexity of new functionalities [2]. Nowadays,
current high-end IP nodes belong to the 3" generation, and are designed to reach very
high performance levels, by effectively supporting high forwarding speeds (e.g., 10
Gbps). With this purpose, these devices are usually characterized by decentralized
architectures that often include custom hardware components, like ASIC or FPGA
circuits. On one hand, the dedicated hardware elements improve the performance
considerably, while, on the other hand, they limit the level of flexibility. Moreover,
with respects to this commercial equipment, it is very difficult both to have access to
internal details and to perform any kind of interventions that would require more
complex operations than those involved by a configuration of parameters: in this case,
the “closure” to external modifications is a clear attempt to protect the industrial
investment.
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In many contexts the “experimental” nature of the Internet and its diffusion suggest a
different approach. This type of need is more evident within the scientific community,
which often finds many difficulties in realizing experiments, test-beds and trials for
the evaluation of new functionalities, protocols and control mechanisms. But also the
market frequently asks for a more open and flexible approach, like that suggested by
the Open Source philosophy for software. This is especially true in those situations
where the network functions must be inserted in products, whose main aim is not
limited to realizing basic network operations.

As outlined in [1] and in [3] (that report some of the most interesting results obtained
in the EURO project [4]), the recent technology advances give a good chance to do
something really effective in the field of open Internet devices, sometimes called
Open Routers (ORs) or Software Routers. This possibility comes, for what concerns
the software, from the Open Source Operating Systems (OSs), like Linux and
FreeBSD (which have sophisticated and complete networking capabilities), and for
what concerns the hardware from the COTS/PC components (whose performance is
always increasing, while their costs are decreasing). The attractiveness of the OR
solution can be summarized in multi-vendor availability, low-cost and continuous
update/evolution of the basic parts, as assumed by Moore’s law.

The main target approached in this paper is to extend the evaluation of the OR
forwarding performance proposed in [1], by analyzing the influence of the control
plane functionalities. In fact, we have to outline that in a PC-based OR, unlike in
much industrial dedicated equipment, the data and the control plane have to share the
computational resources of the CPU(s) in the system. Thus, our main objective is to
study and to analyze, both with external (throughput) and internal (profiling)
measurement tools, if and how the presence of heavy control operations may affect
the performance level of the IP forwarding process.

The paper is organized as in the following. The next Section describes the architecture
of the open node for what concerns both hardware and software structure. Section III
reports the parameter tuning operations realized on the OR to obtain the maximum
performance. Section IV describes the external and internal performance evaluation
tools used in the tests, while Sections V reports the numerical results of all the most
relevant experiments. The conclusions and future activities are in Section VI.

2 Open Router Architecture

To define the OR reference architecture, we have established some main criteria and
we have used them to a priori select a set of basic elements. The objective has been to
obtain a high—end node base structure, able to support top performance with respect to
IP packet forwarding and control plane elaborations. The decision process, the criteria
and the final selection results are described in some detail in the following, separately
for hardware and software elements. :

2.2 Hardware Architecture
The PC architecture is a general-purpose one and it is not specifically optimized for
network operations. This means that, in principle, it cannot reach the same
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performance level of custom high-end network equipment, which generally uses
dedicated HW elements to handle and to parallelize the most critical operations. This
characteristic has more impact on the data plane performance, where custom devices
usually utilize dedicated ASIC, FPGA, Network Processor and specific internal bus,
to provide a high level of parallelism in the packet processing and exchange. On the
other hand, COTS hardware can guarantee two very important features as the
cheapness and the fast and continuous evolution of many of its components.
Moreover, the performance gap might be not so large and anyway more than justified
by the cost difference.

The PC internal data path uses a centralized 1/0 structure composed by: the I/O bus,
the memory channel (both used by DMA to transfer data from network interfaces to
RAM and vice versa) and the Front Side Bus (FSB) (used by the CPU with the
memory channel to access to the RAM during the packet elaboration). It is evident
that the bandwidth of these busses and the PC computational capacity are the two
most critical hardware elements involved in the determination of the maximum
performance in terms of both peak passing bandwidth (in Mbps) and maximum
number of forwarded packets per second.

For example, a full duplex Gigabit Ethernet Interface makes immediately inadequate
the traditional PCI bus (32 bits with a frequency of 33 MHz). With these high-speed
interfaces we need at least one of the two newest evolutions of this standard, namely
PCI-X and PCI-Express, which can assure the needed overall bandwidth to handle the
traffic of several Gigabit Ethernet interfaces. So, the selection criteria have been very
fast internal busses and a dual CPU system with high integer computational power.

all
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H

Fig. 1. Scheme of the packet path in a PC
hardware architecture.

Fig. 2. Scheme of the Supermicro X5DL8-
GG main board.

With this goal, we have chosen the Supermicro X5DL8-GG main board, mounting a
ServerWorks GC-LE chipset, whose structure is shown in Fig. 2. This chipset can
support a dual-Xeon system with a dual memory channel and a PCI-X bus at 133
MHz, with 64 parallel bits. The Xeon processor has the Pentium 4 core that allows
multiprocessor configurations and Hyper-Threading (HT) capability enabled. It
derives from the Intel NetBurst architecture and it is one of the most suitable 32 bit
processors for high-end server architectures, thanks to its large L2/L3 cache size. In
our tests we used a Xeon version with 2.4 GHz clock and 512 KB sized cache. The
memory bandwidth, supported by this chipset, matches the system bus speed, but the
most important point is that the memory is 2-way interleaved, which assures high
performance and low average access latencies. The bus that connects the North
Bridge to the PCI bridges, namely IMB, has more bandwidth (more than 25 Gbps)
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than the maximum combined bandwidth of the two PCI-X busses (16 Gbps) on each
I/O bridge.

Network interfaces are another critical element in the system, as they can heavily
condition the PC Router performance. As reported in [5], the network adapters on the
market have different levels of maximum performance and a different configurability.
In this respect, we have selected the Intel PRO 1000 XT Server network interfaces,
which are equipped with a PCI-X controller, supporting the 133 MHz frequency and
also a wide configuration range for many parameters, like, for example, transmission
and receive buffer lengths, maximum interrupt rates and other important features [6].

2.b Software Architecture

The software architecture of an OR has to provide many different functionalities:
from the ones directly involved in the packet forwarding process to the ones needed
for control functionalities, dynamic configuration and monitoring. In particular, we
have chosen to study and to analyze a Linux based OR framework, as it is one of the
open source OSs that have a large and sophisticated kernel-integrated network
support, it is equipped with numerous GNU software applications. and it has been
selected in the last years as framework for a large part of networking research
projects.

Moreover, we have also decided not to take into account some software architectures,
extremely customized to the network usage (e.g., Click [7], [8]): even if they often
provide higher performance with respect to the “standard” frameworks, they often
result compatible with few hardware components and standard software tools. For
example, Click provides (by replacing the standard network kernel) a very fast
forwarding mechanism [9], which is realized by polling the network interfaces, but it
needs particular drivers (not yet available for many network adapters), and it is not
fully compatible with many well-known network control applications (e.g.,
Zebra/Quagga). ‘

For what concerns the Linux OR architecture, as outlined in [1] and in [3], while all
the forwarding functions are realized inside the Linux kernel, the large part of the
control and monitoring operations is running as daemons/applications in user mode.
Thus, we have to outline that, unlike most of the commercial network equipment, the
forwarding functionalities and the control ones have to share the CPUs in the system.
In fact, especially the high-end commercial network equipment provides separated
computational resources for these processes: the forwarding is managed by a
switching fabric, which is a switching matrix, often realized with ad hoc hardware
elements (ASICs, FPGAs and Network Processors), while all the control
functionalities are executed by one ore more separated processors.

Let us now go into the details of the Linux OR architecture: as shown in Fig. 3 and
previously sketched, the control plane functionalities run in the user space, while the
forwarding process is entirely realized inside the kernel.

In particular, the networking code of the kernel is composed by a chain of three main
modules, namely receiving API (RxAPI), IP Processing, transmission API (TxAPI),
which manage respectively the reception of packets from the network interfaces, their
IP layer elaboration and their transmission to the network devices. Moreover, the first
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of these modules, the RxAPI, has experienced many structural and refining
developments, as it is a very critical element for performance optimization.

The NAPI (New API) [10] is the latest version of RXAPI architecture, it is available
from the 2.4.22 kernel, and it has been explicitly created to increase the system
scalability, as it can handle network interface requests with an interrupt moderation
mechanism that allows to adaptively switch from a classical interrupt management of
the network interfaces to a polling one.

Monitoring IP Routi QoS M
Control

User Space
Kernel

Rx API . IPRouting
- (NAPT) " Processing 2 EXARL -

Traffic Traffic

Fig. 3. Software architecture of a Linux-based OR.

Another important element of the kernel integrated forwarding architecture is the
memory management. All the kernel code is structured with a zero-copy statement
[10]: to avoid unnecessary and onerous memory transfer operations of packets, they
are left to reside in the memory locations used by the DMA-engines of ingress
network interfaces, and each operation on the packets is performed by using a sort of
pointer to the packet and to its key fields, called descriptor or sk buff. These
descriptors are effectively composed by pointers to the different fields of the headers
contained in the associated packets.

Moreover, the sk _buff data structure allows to realize all the buffers used by the
networking layers, as it provides the general buffering and flow control facilities
needed by network protocols. A descriptor is immediately allocated and associated to
each received packet in the sub-IP layer, it is used in every subsequent networking
operation, and finally de-allocated when the network interface signals the successful
transmission.

The network code of the newest versions of the Linux kernel allows managing the
forwarding process with Symmetric MultiProcessing (SMP) configurations. In fact,
starting from version 2.0 on, the networking architecture of the Linux kernel has been
developed by using a thread-based structure. Moreover, the kernel (>2.4.26) allows
statically associating the elaboration of all the packets, which have to be transmitted
or which have been received by a network interface, to a single CPU. This is a
feasible solution to reduce concurrency effects, like cache contentions/invalidates due
to locks, counters and ring buffer access, which can heavily decrease the average
useful CPU cycles. By the way, as shown in [1], when the forwarding process
involves two network interfaces associated to different CPUs, the packet descriptors,
after that the routing decision has been taken and the egress interface selected, have to
change the associated CPU, and the concurrency effects decrease the useful CPU
cycles and give raise to a heavy performance reduction. Thus, in some particular cases
(e.g., when it is quite likely that packets cross interfaces associated to different
CPUs), increasing the number of CPUs may even decrease the overall forwarding
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performance. For these reasons, to maximize the forwarding performance, it is
reasonable to bind the network interfaces that exchange high amounts of packets
among them to a single CPU.

Moreover, for what concerns the control plane, it is very difficult to populate a list of
control functionalities that have to be probably activated in the OR. In fact, except the
classical IP routing protocols, it is reasonable to suppose that the control plane
functionalities to activate on a router mostly depend on the whole network scenario.
For example, it is quite difficult to fix how many and what kind of functionalities and
of mechanisms (e.g., Flow Access Control, Dynamic Bandwidth Allocator, and so on)
an OR has to activate to effectively support the QoS.

As to the control plane, it is reasonable to suppose that the OR has to support different
types of functionalities: from the implementations of classical routing protocols (RIP,
OSPF, BGP, etc.), which are often used by applying well-known tools like Zebra
[11], Quagga [12] and Xorp [13][14], to the ones related to monitoring modules and
to QoS management applications (e.g., bandwidth allocations and flow access
control). The support to all these functionalities may result in a quite high number of
processes, every so often scheduled and activated, which as a whole may represent a
non-negligible computational load for the OR.

Note that our main objective is not to evaluate the performance of the control plane,
whose functionalities and performance analysis require both a heavy effort and the
usage of sophisticated tools, to emulate large and complex network environments, but
to analyze how its presence may influence the forwarding performance. For these
reasons, in our tests we have decided to not take explicitly into account the real OR
control plane applications, but to use a set of dummy processes to emulate them by
performing a reasonable set of operations (i.e., integer and floating point calculations,
memory allocations, disk writing, etc.). Thus, we have decided to use a very “CPU
hungry” set of always active dummy control processes that can give us a reasonable
idea of the OR performance in a worst case.

3 Performance tuning

As shown in Section V and reported in [1], the computational capacity power appears
to be the only real bottleneck in the packet forwarding process of our OR architecture.
In this context, “computational power” means both the software architecture
efficiency and the characteristics of some hardware components, like the CPUs, the
North Bridge chipset and the RAM banks. In fact, while for medium-large sized
datagrams the OR achieves the full Gigabit/s capacity, the maximum throughput is
limited to only about 400K packets per second in the presence of an ingress flow
composed by 64 byte-sized datagrams, with a standard 2.5 version of the Linux
kernel.

To maximize the forwarding performance, a reduction of the computational
complexity of the OR software architecture is clearly needed. Thus, in this respect, we
have performed the tuning of some driver and kernel parameters and introduced some
interesting architectural refinements.
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For what concerns the driver parameter tuning, we have to take into account that
many recent network adapters [6] allow to change the ring buffer dimension and the
maximum interrupt rates. Both these parameters have a great influence on the NAPI
performance. In this respect, [10] shows that the interrupt rate of network adapters
should not be limited in NAPI kernels and that ring buffers should be large to prevent
the packet drops in the presence of bursty traffic. Note that, as a too large ring buffer
may causes high packet latencies, we have chosen to set the ring buffer sizes to the
minimum value that permits to achieve a good performance level.
For what concerns the kernel parameters, we have decided to over-dimension all the
internal buffers (e.g., IP layer and egress buffers), to avoid useless internal drops of
already processed packets. Another important parameter to tune is the quota value
that fixes, in the NAPI mechanism, the number of packets that each device can
elaborate at every polling cycle.
It is also possible to act on some specific 2.5 kernel parameters, by adapting them to
the specific networking usage: for example, the profiling results in [1] show that the
kernel scheduler operations employ about 4-5% of the overall quantity of
computational resources uselessly. To avoid this CPU time waste, the OS scheduler
clock frequency should be decreased: by reducing its value to 100 Hz, the forwarding
rate improves of about 20K packets per second.
The rationalization of memory management is another important aspect: as
highlighted in the profiling results of Section V, a considerable part of the available
resources is used in the allocation and de-allocation of packet descriptors (memory
management functions). Reference [16] proposes a patch that allows to recycle the
descriptors of the successfully sent packets: the basic idea is to save CPU resources
during the receive NAPI operations, by reusing the packet descriptors inside the
completion queue. The use of this patch can again improve the performance.
Summarizing, our optimized NAPI 2.5.75 kernel image includes the descriptor
recycling patch and the 5.1.13-k1 version of 1000 driver, and it has been configured
with the following optimized values:

I) the Rx and Tx ring buffers have been set to 512 descriptors;

1) the Rx interrupt generation has not been limited;

1) the egress buffer size for all the adapters has been dimensioned equal to 20,000

descriptors;
IV)the NAPI quota parameter has been set to 23 descriptors;
V) the scheduler clock frequency has been fixed to 100 Hz.

4 Testbed and measurement tools

The OR performance can be analyzed by using both internal and external
measurement methods. The external measures can be performed by using both
hardware and software tools, which are outside the OR, and which usually provide
global performance indexes, such as, for the forwarding process, the throughput or the
maximum delay. Internal measures are obtained by using specific software tools
(called profilers) placed inside the OR, which are able to trace the percentage of CPU
utilization for each software modules running on the node.
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Internal measurements are very useful for the identification of the architecture
bottlenecks. The problem is that many of these tools require a relevant computational
effort that perturbs the system performance, and that makes the results not
meaningful. In this respect, their correct selection is a strategic point. We have
verified with many different tests that one of the best tools is Oprofile [17], an open
source code that realizes a continuous monitoring of system dynamics with a frequent
and quite regular sampling of CPU hardware registers. Oprofile allows evaluating, in
a very effective and deep way, the CPU utilization of each software application and
each single kernel/application function running in the system with a very low
computational overhead.

For what concerns the external measurements, to test the forwarding performance we
have chosen an open source software-benchmarking code running on PC. More in
particular, since all the well-known and commonly used traffic generation
applications (like NetPerf [18] or Rude&Crude [19]) do not achieve the scalability
level needed to generate and to measure high packet rates, we have used a kernel level
tool. Tt allows a high performance level, much higher than the classical kind of
software generators and measurers. The latter are simpler and they work nearer to the
hardware, but obviously they have a lower flexibility level. Most of the kernel level
benchmarking codes are based on the same idea: the creation in the reserved kernel
space of one or more packet patterns, and their recycle for multiple transmissions.
Among the different ones available, (we can cite Kernel Generator [20], UDPGen
[21]) we have chosen to use the Click environment with some generation and
measurement modules [10].

Thus, by using the previously cited tools, we have defined a testbed composed by the
OR itself and some other PCs dedicated to traffic generation and measurement. As
shown in Fig. 4, we have also used a 3Com Office Connect Gigabit Switch to
aggregate the traffic generated by 3 PCs on one or more router interfaces and 1 PC to
measure the output traffic.

Open Bouter

3COM Office
Connect Gigabit
Switch iy

Traffic generators

Fig. 4. Scheme of the testbed used for the OR performance evaluation.

5 Numerical Results

In this section, some of the numerical results that were obtained are shown. In
particular, we have decided to report the performance evaluation results in terms of
external and internal measurements for both a single processor and an SMP OR
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software architecture. We have performed several tests for each selected OR
configuration, with and without the activation of the control plane dummy processes,
by increasing the traffic offered load. Since, as outlined in [1], the computational
capacity is the main bottleneck of the OR architecture, we have chosen to perform all
the tests by using a traffic flow with 64 Byte sized datagrams.

Concerning the results reported in this Section, we show two types of indexes:
external throughput (i.e., the throughput crossing the OR), and profiling information,
represented by the CPU percentage used by the different kernel parts. In particular,
about this last type of results, all the kernel functions have been grouped in few
homogeneous sets: CPU idle, scheduler, memory management, IP processing, NAPI,
Tx APIL, IRQ routines, Ethernet processing, Oprofile and Control Plane.

Thus, in the first test session we have used a single processor running a 2.5.75 kernel
with different optimization levels: a standard version, a standard version with the
tuning of driver parameters, and a version that includes the parameter tuning and the
descriptor recycling patch.

As shown in Fig. 5, when the control plane processes are not running, the applied
optimizations allow to nearly double the maximum throughput and to achieve a
forwarding rate of about to 720K packets per second (that corresponds to about half
of the Gigabit capacity). The presence of active control plane processes reduces the
maximum throughput obtainable with all the three adopted versions in a considerable
way. In particular, Fig. 6 shows that, in such environment, the three kernel versions
achieve a maximum throughput value nearly equal to 315K, 415K and 500K packets

per second.
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Fig. 5. Maximum throughput versus traffic Fig.6. Maximum throughput versus traffic

load for different versions of single CPU load for different versions of single CPU

kernel. kernel in the presence of active control plane
processes.

Figs 7, 8, and 9 report the profiling results of the tests without the control plane, while
in Figs 10, 11 and 12 the ones including it are shown. In all these tests, the CPU
resources used by the forwarding process (IP Processing, NAPI, Tx API, Ethernet
Processing and Memory) increase their computational weight proportionally to the
forwarding rate, while the IRQ management operations show a decreasing behaviour,
which depends on the characteristic of NAPI kernels; when the traffic load offered to
the ingress interfaces increases, the NAPI passes adaptively from an interrupt
mechanism to a polling one, by reducing the interrupt rate.

Fig. 8 outlines that the driver parameter tuning causes an increase of IRQ
management contribution. This effect is a clear indication that the driver parameter
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tuning produces a more aggressive behaviour of the network interfaces, which try to
activate the kernel network stack more frequently.

Moreover, the descriptor-recycling patch used in the fully optimized kernel version
allows to reach the best forwarding performance, by reducing to zero the memory
management computational weight (that reaches, in the other kernel versions, nearly
55% of the available CPU resources).
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Fig. 7. Profiling results of the single processor standard kernel version without any processes
active in the control plane. The forwarding rate is shown in Fig. 5.
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Fig. 8. Profiling results of the single processor kernel version with the driver parameter tuning
and without any processes active in the control plane. The forwarding rate is shown in Fig. 5.
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Fig. 9. Profiling results of the single processor fully optimized kernel version (that includes the
driver parametér tuning and the descriptor-recycling patch) without any processes active in the
control plane. The forwarding rate is shown in Fig. 5.

Figs 10, 11 and 12 show that, when there are active processes in the control plane, the
forwarding operations appear to have a very similar behaviour, with a slightly reduced
computational weight with respect to those in Figs. 7, 8 and 9. For what concerns the
control plane, the active processes tend to use few computational resources in the
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presence of a high IRQ rate, while, when the OR gets saturated, they become stable at

a computational weight of about 30-35% of the available resources.
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Fig. 10. Profiling results of the single processor standard kernel version without any processes
active in the control plane. The forwarding rate is shown in Fig. 6.
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Fig. 11. Profiling results of the single processor kernel version with the driver parameter tuning
and without any processes active in the control plane. The forwarding rate is shown in Fig. 6.
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Fig. 12. Profiling results of the single processor fully optimized kernel version (that includes
the driver parameter tuning and the descriptor-recycling patch) without any processes active in
the control plane. The forwarding rate is shown in Fig. 6.

In the second test session we have used a SMP version of the optimized 2.5.75 Linux
kernel (that includes the driver parameter tuning and the descriptor-recycling patch).
In particular, we have chosen to use the following three different kernel

configurations:
[ ]

no CPU assignments: the elaboration of both the packets received or

transmitted by the different network interfaces and the control plane processes
is not bound to a specific CPU. Note that, when there are no CPU-NIC
bindings, the Linux kernel uses the same CPU to process all the packets.
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. NICs on a single CPU: the elaboration of the received or transmitted packets is
bound to CPU 0, while the control plane processes run on CPU 1.

. NICs on different CPUs: the elaboration of the received packets is bound to
CPU 0, while the transmitted ones are processed by CPU 1. The control plane
processes are not bound on a single CPU.

Figs. 13 and 14 report the maximum throughput values obtainable respectively
without and with the active dummy processes on the control plane. Note that, when
the forwarded packets have to be elaborated by two different CPUs (ie., 3™
configuration), the memory concurrency management becomes critical and the
performance of the forwarding process collapse. Moreover, with such configuration
the throughput increases of about 15K packets per second when the control plane
processes are active: in fact, the presence of other running processes in the system
seems to reduce the concurrence of the two CPUs for the kernel reserved memory,
where all the packet descriptors are located.
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Figs. 15, 16 and 17 report the profiling results obtained without control plane, while
Figs. 18, 19 and 20 report the profiling results of the tests while such processes are
active with the three kernel configurations.

By comparing the results obtained with the first configuration (Figs. 15 and 18), we
can note how the operation sets seem to have a behaviour almost similar to the single
processor case: for example, also in this case, when the IRQ management functions
increase their CPU occupancy, the control plane processes lower their performance.
This effect is avoided by using the 2™ kernel configuration: the results in Figs. 19 do
not outline any decay of the performance of control processes. Moreover, this SMP
configuration seems to be the only feasible way to make the performance of the
forwarding process uncorrelated with the one of the control plane.

By observing the profiling results of the 3™ configuration (Figs. 17 and 20), we can
note that the CPU utilization of memory management function rises with respect to
the other SMP case: as previously sketched, this particular effect is caused by a more
critical memory management in the forwarding process, due to the concurrency
between the CPUs to access the kernel reserved memory. Moreover, also the control
plane processes seem to suffer low CPU resources.
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Fig. 15. Profiling results of the SMP fully optimized kernel version (that includes the driver
parameter tuning and the descriptor recycling patch) with the 1% configuration and without any
processes active in the control plane. The forwarding rate is shown in Fig. 13.
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Fig. 16. Profiling results of the SMP fully optimized kernel version (that includes the driver
parameter tuning and the descriptor recycling patch) with the 2™ configuration and without any
processes active in the control plane. The forwarding rate is shown in Fig. 13.
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Fig. 18. Profiling results of the SMP fully optimized kernel version (that includes the driver
parameter tuning and the descriptor recycling patch) with the 1 configuration and with the
processes active in the control plane. The forwarding rate is shown in Fig. 14.
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Fig. 19. Profiling results of the SMP fully optimized kernel version (that includes the driver
parameter tuning and the descriptor recycling patch) with the 2™ configuration and with the
processes active in the control plane. The forwarding rate is shown in Fig. 14.
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Fig. 20. Profiling results of the SMP fully optimized kernel version (that includes the driver
parameter tuning and the descriptor recycling patch) with the 3™ configuration and with the
processes active in the control plane. The forwarding rate is shown in Fig. 14.

6 Conclusion

The main contribution of this work has been reporting the results of a deep activity of
optimization and testing realized on a PC Open Router architecture based on Linux
software, and, more in particular, based on Linux kernel 2.5. The main objective has
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been the performance evaluation (with respect to packet forwarding) of an optimized
OR, both with external (throughput) and internal (profiling) measurements.

The obtained results show that a single processor OR can achieve interesting
performance for what concerns the forwarding process, but, in the presence of active
processes in the control plane this performance can notably decrease. The results
obtained with the SMP forwarding kernel show that, by binding the forwarding
process and the control plane functionalities to different CPUs, the OR can reach a
maximum throughput nearly equal to 550K packets per second, without any
interference (in terms of performance) with the control plane processes.
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Abstract. Wireless sensor networks are often used for environmental mon-
itoring applications. Sampling and reconstruction of a physical field is
therefore one of the most important problems to solve. We focus on
band-limited fields and investigate the relationship between the random
topology of a sensor network and the quality of the reconstructed field.
By reviewing irregular sampling theory, we derive some guidelines on how
sensors should be deployed over a spatial area for efficient data acquisi-
tion and reconstruction. We analyze the problem using random matrix
theory and show that even a very irregular spatial distribution of sensors
may lead to a successful signal reconstruction, provided that the number
of collected samples is large enough with respect to the field bandwidth.

Keywords: sensor networks, field reconstruction, irregular sampling.

1 Introduction

One of the most popular applications of wireless sensor networks is environmental
monitoring. In general, a physical phenomenon (hereinafter also called sensor or
physical field) may vary over both space and time. In this work, we address the
problem of sampling and reconstruction of a one-dimensional, spatial field at
a particular time instant. We focus on a band-limited field (e.g., pressure and
temperature), and assume that sensors are randomly deployed over the area of
interest. Also, nodes can represent each sample with a sufficient number of bits,
so that the quantization error is negligible.

Data are transfered from the sensors to a common data-collecting unit, the
so-called sink node. In this work, however, we are concerned only with acquisition
and reconstruction of the sensor field, and we do not address issues related to
information transport. Thus, although studying the effect of errors and losses due
to data transfer is of great interest, we assume that all data is correctly received
at the sink. Furthermore, we assume that the sensors position are known. This

* This work was supported through the PATTERN project
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implies that nodes are either located at pre-defined positions, or, if randomly
deployed, their location can be acquired.

Our objective is to investigate the relation between the network topology and
the quality of the reconstructed field. More specifically, we aim at identifying the
topology characteristics and, hence, a sample distribution that allows the sink
node to reconstruct the signal of interest with the desired precision. The main
contributions of this paper are the following:

(i) by reviewing irregular sampling theory, we derive some guidelines on the
number of sensors to be deployed and on how they should be spatially spaced
s0 as to successfully reconstruct the measured field;

(i) by analyzing the problem using random matrix theory, we show that even a
very irregular spatial distribution of sensors may lead to a successful signal
reconstruction, provided that the number of collected samples is large enough
with respect to the field bandwidth;

(i11) we identify the theoretical basis to estimate the required number of active
sensors, given the field bandwidth.

2 Related work on data acquisition in sensor networks

To the best of our knowledge, few works have addressed the problem of sampling
and reconstruction in sensor networks. Efficient techniques for spatial sampling
in sensor networks are proposed in [4, 5]. In particular [4] presents an algorithm
to determine which sensor subsets should be selected to acquire data from an area
of interest and which nodes should remain inactive to save energy. The algorithm
chooses sensors in such a way that the node positions can be mapped into a blue
noise binary pattern. In [5], an adaptive sampling is described, which allows
the central data-collector to vary the number of active sensors, i.e., samples,
according to the desired resolution level. The problem of data acquisition is also
addressed in [3], where the authors consider a one-dimension field, uniformly
sampled at the Nyquist frequency by low precision sensors. The authors show
that the number of sensors (i.e., samples) can be traded-off with the precision
of sensors. Finally, the work in [6] proposes to use synthetic data generation
techniques to generate irregular data topology from some available experimental
data. The objective there is to obtain a field model to evaluate sensor network
algorithms.

3 Irregular sampling of band-limited signals

Let us consider the one-dimensional model where 7 sensors, randomly located in
the interval [0, 1), measure the value of a band-limited signal p(t). Let t; € [0,1)
for j =1...,r be the locations of the sampling points ordered increasingly and
p(t;) the corresponding samples.
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A strictly band-limited signal over the interval [0,1) can be written as the
weighted sum of M’ harmonics in terms of Fourier series:

M’

p(t) = Z ax exp(2nikt) (1)

k=—-M'

Note that for real valued signals the Fourier coefficients satisfy the relation aj, =
a_y so that
M
p(t) = Z Pk cos(2mkt + Px)
k=—M"
where aj = pi exp(idy).

The reconstruction problem can be formulated as follows: given v pairs [t;, p(t;)]
for i =1,...,r find the band-limited signal in (1) uniquely specified by the se-
quence of its Fourier coefficients a.

Let the reconstructed signal be

M
Ht) = Z by, exp(2rikt) (2)
k=—M

where the d;, are the corresponding Fourier coefficients up to the M-th harmonic.
In general, the reconstruction procedure will minimize ||p(t) —p(t)||* if M < M’
and gives p(t) = p(t) if M = M’.

Consider the (2M + 1) x r matrix F whose (k, ¢)-th element is defined by

1 . k=—M,....M
(Fg,q = 7 exp(27ikt,) g=1.. 1
the vector & = [a_pz,...,0a0,...,ap]" of size 2M 4 1 and the vector
p = [p(t1),...,p(t:)]*. We have the following linear system
FFla =Fp (3)

where (-)! is the conjugate transpose operator. In the following we will denote
T =FF' and b = Fp.

When the samples are equally spaced in the interval [0,1), ie., ty = (¢—1)/r,
we observe that the matrix F is a unitary matrix (FFT = T = Igp41) * and
its rows are orthonormal row vectors of an inverse DF'T matrix. In this case (3)
gives the first M Fourier coeflicients of sample sequence p.

When the samples ¢, are not equally spaced, the matrix F is no longer unitary
and the matrix T becomes a (2M + 1) x (2M + 1) Hermitian Toeplitz matrix

To TLcc TaMm
-1 To 't T2M—1
T=T =

T_oM e T0

! The symbol I, represents the n by n identity matrix
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where

1 T
(T)kym = Thm = - Zexp(27ri(k —m)ty) kkm=-M...,M (4)
g=1

It follows that the Toeplitz matrix T is uniquely defined by the 4M + 1
variables

1o '
re= - q;exp@mftq) {=-2M,...2M

The solution of (3), which involves the inversion of T, requires some attention
if the condition number of T (or equivalently of F) becomes large. We recall that
the condition number of T is defined as

Amax

>\min

R =

where Apmax and Anin are the largest and the smallest eigenvalues of T, respec-
tively. In practice, matrix inversion is usually performed by algorithms which
are very sensitive to small eigenvalues, especially when smaller than the ma-
chine precision. For this reason in [1] a preconditioning technique is used to
guarantee a bounded condition number when the maximum separation between
consecutive sampling points is not too large. More precisely, by defining wq =
(tg+1 — tg—1)/2 for g = 1...,r, where tg = t, — 1 and £,41 = 1 +¢1, and by
letting W = diag(wi, ..., w,), the preconditioned system becomes

Typa =by

where T,, = FWF! and b,, = FWp. By defining the maximum gap between
consecutive sampling points as

0 = max(ty — tg—-1),
when § < 1/2M, it is shown in [1] that

1+26M\°
<
A(Tw) < (1 —2(5M>

This result generalizes the Nyquist sampling theorem to the case of irregular
sampling, but only gives a sufficient condition for perfect reconstruction when
the condition number is compatible with the machine precision.

In Figure 1 and 2, we give an example of the reconstruction from irregular
samples of a band-limited signal, using (3). In Figure 1, we chose M = 10
and r = 26 and the samples have been randomly selected over the interval
[0,0.8). The signal has been perfectly reconstructed even if large gaps are present
(6 > 0.2). In Figure 2, r = 21 samples of the same signal of Fig. 1 have been taken
randomly over the entire window. Due to the bad conditioning of the matrix T
(i.e., very low eigenvalues) the algorithm failed to reconstruct the signal due to
machine precision underflow.
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Fig. 1. Example of a reconstructed signal from irregular sampling

4 The random matrix approach

We recall that the asymptotic eigenvalue distribution of a HH' matrix where H
is a K X N matrix with independent zero-mean complex random variables with
variance 1/N and fourth moments of order O(1/N?) was given by Mar&enko and
Pastur [2]. In particular, as K, N — oo and K/N — ( the empirical distribu-
tion of HH' converges almost surely to a nonrandom limiting distribution with

density
+ - -z
Ja(z) = (1 —~ %) 6(z) + Vi ;)r;ib )

where a = (1 — /B)2, b= (1 + v/B)? and (z)* = max(0,z). Unfortunately, this
result does not apply to T = FF'! due to the dependence among the elements
of F, nevertheless it is useful for comparison.

As an example, we plot in Figures 3-5 the experimental eigenvalue distri-
bution of T, with r = 600 and M = 100,150, 180 obtained by Monte Carlo
simulation. We compare it with the Martenko—Pastur asymptotic eigenvalue
distribution. We observe that the two distributions have significantly different
shape as @ increases. The bin width is set to 0.1 and prevents from seeing the
behavior of the distribution around zero. However, in all cases, the experiments
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Fig. 2. Example of a badly reconstructed signal due to numerical instability

showed that the minimum eigenvalue is not bounded away from zero as in the
Marcenko—Pastur distribution. This is critical for the condition number of T,
therefore we are interested in evaluating the probability that the minimum eigen-
value is greater than the machine precision, i.e., the probability of correct field
reconstruction.

The dotted curves in Figure 6 show log;, Fi(z), for 8 ranging from 0.1 to
0.8. The curves show an approximately linear behavior for log;, Fi(z) < —1,
for all values of 3. Notice that the machine precision is around 107*¢. Due to
this limitation the dotted curves loose their linear behavior while approaching
x = 10716 (see the case 3 = 0.8). The solid lines in Figure 6 are the tangent

of the c.d.f computed in log;q Fi{x) = —2. By numerical interpolation we have
obtained the following approximation (dashed lines)

logyq Fx(z) == tan(0) log,, z — 0.5 (5)
where 8 = (1.14 — 0.55143)5 which yields

1
Fy (.’L‘) — fﬁxtan(G)
for x — 0.
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Fig. 3. Comparison between the Maréenko—Pastur distribution and the Monte Carlo
experimental distribution for § = 0.34

The c.d.f computed according to the above expression is denoted in the figure
by the dashed lines. The approximation accuracy is evident especially for 5 in
the range from 0.2 to 0.7.

By considering the moment generating function of the eigenvalue distribution
of T
A(s) =E [tr (e°T)]

we were able to compute the following moments in closed form
Ep =1
M
E[\?] = 2—+1

M* M M
EN]=4— -2 +6—+1
T T r

M® 80 M? 44 M? 10M M 28M
3 3 o)
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Fig. 4. Comparison between the Marfenko—Pastur distribution and the Monte Carlo
experimental distribution for 8 = 0.50
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In the limit for M — oo and r — oo with constant 8 = 2M/r we get the
following central moments '

E[(A 1] =0
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Fig. 5. Comparison between the Maréenko—Pastur distribution and the Monte Carlo
experimental distribution for g = 0.60

B[\~ 1)) =28
E[(r - 1)") = 6
B0\ — 1)) = 6 + 56°

B[\~ 1)7) = ' + 26"

391
E[(A =1)% = f° + 55 0* + 1167

We observe how the eigenvalues are concentrated around 1 when 3 is small.
Recall that M is the field bandwidth and r is the number of samples, i.e., the
number of active sensors over the observation area. We are interested in deriving
the eigenvalue distribution as M — oo and r — oo with constant 8 = 2M/r <

1. Indeed, given the eigenvalue distribution we could determine the condition
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Fig. 6. Cumulative density function of A obtained by Montecarlo simulation for some
values of 8. Dotted lines: Montecarlo; solid lines: tangents at log,, Fx(x) = —2; dashed
lines: linear approximation in equation (5).

number of the matrix T, hence the probability of correct field reconstruction.
This will be the next step in our work.

5 Conclusions and Future Work

We considered a large-scale wireless sensor network sampling a physical field,
and we investigated the relationship between the random network topology and
the quality of the reconstructed field. We employed random matrix theory, and
gave the basis to derive the ratio of the field bandwidth to the number of samples
necessary for a successful reconstruction.

In our future research, we need to address several issues. First of all, we would
like to obtain the asymptotic eigenvalue distribution of the matrix employed for
the field reconstruction, so that the condition number, i.e., the probability of
correct field reconstruction can be determined. A two-dimensional field should
be analyzed, and several aspects should be taken into account. For instance, the
fact that sensors can represent the detected information with a limited number
of bits, data (i.e., sample) losses can occur during the information transfer to
the sink, and the sensor locations can be unknown, should all be included in the
analysis. '
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Abstract. In this paper we investigate the relationship between local next hop
selection strategies and their efficiency in terms of both link related metrics, such
as the mean packet delivery fraction, and network related metrics, such as the
energy status of the node elected as relay. In standard geographical forwarding
algorithms the relay selection is usually carried out by means of advancements to-
ward the destination. However, channel attenuation phenomena often make pure
geographical strategies ineffective as the quality of a transmission link is not nec-
essarily deterministically related to the node coordinates. In order to achieve ef-
fective and cost efficient routing solutions, it is therefore crucial to couple ad-
vancements toward the destination with link quality aspects as well as network
related metrics (e.g., node energies). This study is a preliminary step toward the
design of local relay selection rules which jointly account for these aspects and
whose aim is to cut the desired trade-off between delay and cost efficiency.

Keywords: Wireless sensor networks, routing, MAC techniques, cross-layer design,
performance evaluation.

1 Introduction

Geographical routing is a key concept which is very often considered for data forward-
ing in multi-hop wireless sensor networks (WSNs) [1] and Ad Hoc networks [2]. Many
routing solutions, in fact, exploit the concept of maximum advancements toward the
destination [3-6] to effectively route packets in a best effort (greedy) manner. How-
ever, recent empirical measurements [7-9] have proved that the unit disk connectivity
model [10], on which these solutions are based, often fails in real settings. In particular,
channel attenuation phenomena such as e.g. multi-path fading [11], invalidate the unit
disk connectivity assumption, thereby heavily affecting the good results obtained so far
for pure geographical routing schemes. In this work, we remove the unit disk model
assumption, by going in the direction of recent research [12] and studying the impact



174 Distributed Cooperative Laboratories

of a more accurate connectivity model on the metric to be used to implement geograph-
ical forwarding. The impact of fading on geographical random forwarding has been
studied in [13]. Our aim here is to account for real fading statistics and derive exact
formulae to properly weigh the nodes geographical advancements toward the destina-
tion in a faded channel. Subsequently, we use such statistics to drive the relay node
(next hop) election by accounting for the “expected advancements”, that we define here
as the product of the actual geographical advancements and the related packet success
rates [14]. In addition, we also account for the so called network costs, that we use
in the present contribution to model node specific quantities such as residual energies
and/or congestion states. In our framework, link specific costs are accounted for by the
above mentioned expected advancements, whereas node specific costs, such as residual
energies, are taken into account by the network costs.

In the present paper, we propose a novel relay contention scheme, where all nodes
with a good expected advancement metric are first collected; our analytically derived
curves on the optimal expected advancements are used to this end. Subsequently, these
nodes are involved in the relay election phase, which is performed by means of a proba-
bilistic back-off scheme and whose aim is to promote the node with the lowest network
cost. The original aspects of our contribution consist of both the greater accuracy of
our analytical derivations with respect to previous results [12] as well as of the novelty
of the proposed channel contention procedure for the election of the relay node. Our
derivations for the optimal advancement metric are in line with [14]; however, we do
not consider the interference due to out of range nodes, and we also derive the statistics
with a different perspective, i.e., conditioned on the actual advancement of a given node
in the forwarding region. In fact, sensor networks are expected to deal with low traffic
communications and therefore in these scenarios this type of interference is less impor-
tant. We instead still focus on channel fading and its consequences to the achievable
advancements within a given local relay election phase. Our work is also very much in
line with [15], where the authors also stress the importance of keeping the packet er-
ror rate into account in geographical forwarding. The main differences of our approach
with respect to [15] consist in the novel MAC contention procedure that we propose in
Section 4, as well as the new probabilistic filtering procedure that we propose to pick
the nodes with the highest expected advancement within range. Furthermore, we remark
that in our study we explicitly consider the correlation among nodes costs by showing
the impact of this metric on the relay election procedure. To the best of our knowledge,
the cost correlation has never been considered before in the design of contention algo-
rithms for WSNs. However, this is a crucial metric that has to be taken into account
when the objective is to elect “good” relay nodes, where the node goodness might be
related to residual energies, congestion levels as well as data aggregation aspects. In
certain settings, in fact, in order to optimally exploit the network resources it might be
beneficial to elect a next hop which has data to aggregate, in spite of other requirements.

The remainder of the paper is organized as follows: in Section 2 we present the sys-
tem model that will be subsequently considered to carry out our analytical derivations.
In Section 3 we analytically derive the relationship between geographical and expected
advancements. In Section 4 we propose a novel channel contention phase for the local
election of relay nodes while in Section 5 we discuss the impact of the cost correlation
on the relay selection procedure. In Section 6 we report some results by comparing our
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scheme to previously proposed solutions that exploit the pure geographical advance-
ment metric and finally, in Section 7, we report the conclusions of our work.

2 System Model

Throughout the paper we will make the following assumptions:

1. Topology: We model the network as a weighted graph ¢ = (N, £), consisting of a
set A/ of nodes and a set £ of arcs, where we refer to lij e L4, € N, as the link
connecting node ¢ with node j. We consider bi-directional links and we say that
a link between the two nodes 7 and j exists with probability Ps(d;;), where Pg(-)
corresponds to the probability of successfully transmitting a data packet from node
i to node j and is calculated as a function of the distance d;; separating the two
nodes. The characterization of P, (-) is detailed below. For the topology, we assume
that nodes are distributed according to a planar Poisson process with intensity p
users per unit area [16]. That is, the probability of having n € IN devices within an
area A € Rt is given by P(n, p, A) = ((pA)™/n!) exp (—pA).

2. Channel model. for the channel model, we consider both path loss attenuation and
fast fading, which is modeled here by means of the Rayleigh fading statistics [11].
For the sake of illustration, let us refer to the communication between node F (for-
warder) and node N (next hop) in Fig. 1. If the distance between the two nodes
is r, then the probability that node N will receive the packet transmitted by F is
calculated as:

P(r) = Prob{ar™" > b} (N

where 7) is the path loss propagation exponent, usually within the range 1 € [2,4],
a is the fading value for a given packet transmission® and b is a technology de-
pendent threshold used to model the probability that the received signal envelope
is successfully decoded. We further define R as the transmission range value for
which P;(R) = (, where ( is a small probability value. We refer to R as the
maximum transmission range, by probabilistically modeling the fact that for com-
munication distances longer than R the transmitted data is likely to be corrupted.
In practice, we use R to model the minimum acceptable level of QoS (quality of
service). The following analytical framework will rely on this assumption, i.e., the
derived results will be conditioned on assuming R as the maximum transmission
range: nodes placed at longer distances are not considered as possible relay nodes.

3. Radio activities: We allow nodes to periodically switch between awake and sleeping
modes, where they can switch off the radio activity for energy saving purposes. If
we express the duty cycle ., as the fraction of time in which nodes are in the active
state, then at every data forwarding stage the only nodes that can be considered
for data routing are the ones actually awake within the forwarding range R. By
considering independent on/off radio cycles at every node, this fact is modeled
through an equivalent Poisson process of density p,, = pton, Which gives the
average number of awaken nodes per unit area at a given instant.

% We reasonably assume that the attenuation due to fading remains constant during a packet
transmission, but is uncorrelated among subsequent transmission events (block fading model).
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4. Nodes advancements: Consider the node advancement diagram illustrated in Fig. 1,
where we represent a snapshot of the routing process for a given data packet. In par-
ticular, node F has to select a next hop N to act as a relay for the current packet. In
our setting, data forwarding is achieved on the fly, by only exploiting local knowl-
edge about network topology and nodes costs. For what concerns the topology
aspect, F should select the node leading to the maximum expected advancement
toward the sink (destination). For illustration purpose, suppose there are M neigh-
bors lying in the forwarding area (half circle with radius R, toward the sink) and
that their distances from F are (r1,79,...,7ar). Let (21, 22,. .., 2p) be the vector
of projected distances toward the sink. A locally optimal geographical forwarding
is therefore achieved by selecting node 7* such that:

i = argman€{1,27.__7M}{Zsz<rj)} 2)

In fact, in our setting the correct way of dealing with geographical advancements
is to account for expected advancements, which are achieved as z; Ps(r;). Observe
that this leads to a substantially different analysis from the unit disk [10] propaga-
tion model, where transmissions to the nodes placed within the transmission range
are always successful and the only cause of error is packet collision. In the fol-
lowing derivations, we refer to the forwarding area, the half circle with radius R
toward the sink in Fig. 1, as F. It is important to stress that expected advancements
will only be used in the initial phase of the protocol that we propose in the present
paper and with the aim of picking in a distributed fashion the most suitable relay
candidate. Furthermore, in a subsequent contention phase, these nodes will further
contend for the relay election by means of a properly designed backoff algorithm,
where the choice of the relay will be driven by the so called network costs, i.e., by
jointly accounting for nodes geographical advancements and nodes residual ener-
gies, as addressed in the following point. In practice, the choice of the relay is a
two-step process where we first discriminate among nodes with a good expected
advancement metric and we subsequently refine our choice of the relay node by
also accounting for network related aspects such as residual energies. This second
phase is driven by the node costs presented below.

5. Node cost: These are the costs considered in the second contention phase of the joint
MAC/routing protocol that will be presented in Section 4. We define nodes costs
s0 as to encode several aspects of the communication. First of all, they must reflect
geographical advancements, as our objective is to route packets toward the destina-
tion using node coordinates. (Note that in this case we use again the advancement,
which is then considered in both contention phases.) However, it shall be observed
that advancements are not the only quantities to be accounted for. In fact, one may
also think of optimizing other factors such as residual energies and congestion lev-
els. These metrics are indeed important to discriminate among nodes with the same
advancement metric and therefore implement a “network™ efficient choice of the
relay node. This “network consciousness” refers to the fact of jointly accounting
for possibly heterogeneous factors so as to pick the nodes with good advancements
(current communication perspective) but also with other desirable properties (e.g.
residual energies) and this is done with the aim of optimizing the network utiliza-
tion (network perspective). In order to implement the above requirements, here we
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Fig. 1. Diagram for the considered nodes geographical advancement model.

associate a normalized finite cost ¢; to every node i € N, where without loss of
generality ¢; € [0, 1]. Observe that these costs are independent of the link quality
and are node specific. For these costs, we introduce a flexible definition which ac-
counts for both advancement and residual energy aspects. Accordingly and without
loss of generality, in this contribution we will express the costs for the generic node
i € N as follows:

¢ =&(1 — Ei/Eins) + (1 —€)(1 — 2/ R) 3

where £ € [0, 1] is a factor used to weigh the relative importance of the two terms,
FE; is the residual energy reserve at node ¢, Fy;,;; is the initial energy reserve and
z; is the advancement toward the destination associated with node 7. It shall be
observed that in the costs one might also encode further factors such as congestion
levels; we refer here to energy levels only as an example. Further investigation in
this direction is the object of our current and future work.

3 Characterization of Optimal Advancements

Let us refer to Fig. 1. If r is the distance between the sender (F) and a given receiver in
the forwarding area F, its pdf* is derived as f(r) = 2r/R2. Moreover, if Z is the r.v.
governing the projected advancement toward the sink, its pdf conditioned on r is given
by [17]:
0 r<z
fae=y__2__ o<:<r<nR @

Sy

Now, we further define = as the r.v. of the actual advancement &; = z; Ps(r;) for the
generic node ¢ in the forwarding region F. It follows that the cdf associated with =,

* Conditioned on the maximum range R defined as above.
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z;/R

Fig.2. I'(z;, N) by varying N € {3, 5,20} and I"(2;) for pp, = 5.¢ = 0.01,n = 4.

Prob{Z < z}, is given by:

R z/ Ps(7)
Fz(x) = /0 f(r) ; fz(z|r) dzdr = (5)
R .
= % T arcsin {M} dr
0

Moreover, referring to y as the distance between node N and the line connecting F to
the sink (Fig. 1) and applying the uniformity property of the Poisson process we have
that the pdf fy (y|z) conditioned on a given advancement z is:

1
frlyls) = avmE =gz Yminl®) SV S Ymaa(2) ©
0

elsewhere

where Ypin(2) = =V R? — 22 and ypaq(2) = vV R? — 22, Now, if we consider a num-
ber N of users in F, the probability I'(z;, N) that a given device ¢ € {1,2,...,N}
with given geographical advancement z; is the one leading to the highest expected ad-
vancement &« (see Eq. (2)) is obtained as follows:

1 N=1
N-1

Iz, N) = /yymam;;)(mzi)[FE(ZZ'PS<W>>} dy N>1

min (%)

Observe that the above probability is conditioned on z; and N. Moreover, the awake
nodes in F can be modeled through a Poisson distribution with intensity p,». Hence,
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Fig. 3. I'(z;) for pn € {5,20}. Ps(r) is plotted for comparison. ¢ = 0.01, n = 4.

we can use P (1, pon, mR?/2) to average I'(2;, N) over the number of awake nodes N
in F. Finally, we obtain I'(z;) = En[I'(2;, N)] which corresponds to the expected
probability for a given node with advancement z; to be the “best” node in F when the
active nodes in F are Poisson distributed with density pon, .

For illustration, in Fig. 2 we report I'(z;, N) for different values of N, where we
normalize the advancement z; to R. In the figure, we refer to the normalized density p,,
which is defined as the average number of awake nodes in F, i.e., pn, = pon(TR?/2).
As expected, with a fading channel the nodes close to the limit of the coverage range
R are not good candidates to be selected as relays for the packet transmission, as they
will likely lead to small success probabilities (Ps(r) decreases as r — R, see Fig. 3).
On the other hand, if we pick a node ¢ with a small advancement z;, we have that Py (r)
is close to one but again the node is not a good relay candidate as &;(z; Ps(r)) — 0
as z; — 0. Instead, for intermediate values of z;, we have a so called transitional
region [8] where nodes lead to good expected advancements toward the sink. This is
indeed the most reasonable region to consider for the selection of relay nodes in geo-
graphical routing. In the following sections, we will discuss a possible way to exploit
such a probability curve to implement effective relay selection schemes. In Fig. 3, we
report both the success probability curve Ps(z) and I'(z) as a function of the normal-
ized distance x/ R. Clearly, P(z) drops as  — R and this is the reason for which the
often considered [6, 18] maximum advancement within radius metrics does not repre-
sent the optimal relay node selection criterion when fading is taken into account. It shall
be observed that our derivation is an extension of previous results. In fact, differently
from the deterministic and one-dimensional topology considered in [12] we carry out

5 The average has to be carried out for V > 1, as at least node ¢ must exist in F.
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Fig. 4. Packet collision example in the relay node election phase.

the analytical calculation for a two dimensional case with a Poisson planar node dis-
tribution. This has the important advantage that the obtained probability curves, even
if qualitatively in agreement with the results in [12], are more accurate as they reflect
the true two-dimensional stochastic nature of a real forwarding environment and can
therefore be directly used within practical forwarding schemes.

4 Proposal for a Coupled MAC/Routing Geographical Scheme

In this section, we present an integrated MAC/routing solution that exploits the prob-
ability curves derived above to implement an efficient relay node election procedure.
We assume that the sending device has an estimate for the density of awake nodes in its
coverage area, o, Moreover, we assume that every node knows its own geographical
position as well as the geographical coordinates of the sink. The problem to be solved
is to carry out the selection of the relay node by jointly meeting the following require-
ments: 1) the relay node should have a good expected advancement metric, according
to what discussed in the previous section, 2) the selected node should also have a good
network cost metric, 3) the relay selection should be implemented such as to limit, as
much as possible, the number of collisions ¢ associated with the relay election phase.
In order to meet the first requirement, we advocate to use the function I'(-) for imple-
menting a probabilistic filtering of the number of nodes that will participate in the relay
node selection phase. In particular, each node j € F uses an estimate of the network
density p,, to properly select a I'(:) curve and subsequently calculates the probability
of being a good candidate to act as the relay for the current packet transmission; this
probability is derived as I'(z;). Hence, the awake nodes in F decide to participate in
the following contention phase according to the probability I'(z;); we refer to the set of
these nodes as S. Hence, we use such a probabilistic filtering to exclude from the chan-
nel contention those nodes that will likely lead to poor expected advancements. After

6 Reducing the number of collisions corresponds to reducing the delay as well as the energy
wastage in the contention procedure.
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this, we proceed with the actual election of the relay node. Within this second phase,
each node in & calculates its own network cost, i.e., 2 mixture of residual energy and
advancement as expressed by Eq. (3), and exploits this cost to derive the back-off value
to be used in its subsequent access to the channel. In particular, we consider that a node
J € S transmits a message back to the sending node (F in Fig. 1) with a time delay ¢,
which is computed as follows:

tj = CjTl + TjTQ @)

where ¢; € [0,1] is the node cost as defined by Eq. (3), whereas r; is a random num-
ber in U[0, 1], where with U[a, b] we indicate the uniform distribution in the interval
[a,b],a < b. The parameters Ty and T3 can be set to adjust the performance of the
channel contention by cutting the desired tradeoff between collision probability (dura-
tion of the contention) and quality of the solution found (cost of the node elected as
relay). The setting of these parameters as well as their dependence on the cost statistics
are addressed in greater detail in the following Section 5.

As a first step for the study of the contention scheme, we further consider the fol-
lowing two assumptions: 1) first of all, we do not account for the capture effect, i.e.,
we declare a collision whenever the reception of different packets overlaps at the re-
ceiver; 2) the second assumption relates to the carrier sensing, for which we assume
that a node 7 in the forwarding region F can always sense the ongoing transmission of
. another node j in F. Observe that this assumption is reasonable as the sensing range is
in general higher than the transmission range. (If needed, the proposed protocol could
be slightly modified to accommodate the uncommon situation in which assumption 2 is
not verified.) Note that the effect of these two assumptions are a performance decrease
(for point 1) and a performance increase (for point 2). Accurate evaluations by simu-
lation have shown that the net effect is limited. A more detailed study is left for future
research.

To track packet collisions, we refer to the channel propagation delay and to the
minimum time required by the radio circuitry to detect an ongoing transmission as 7
and t4, respectively. Moreover, we express tq = ng/B,, where ng is the number of
subsequent bits to be received in order to detect an ongoing transmission, whereas B,
is the communication bit-rate. If a collision occurs, i.e., the replies of two or more
nodes in S partially overlap (see Fig. 4), then the collision is detected by the sending
node that re-triggers a new contention round. In the new round, the sender also properly
modifies 7} and 7% to decrease the collision probability, as will be discussed below. On
the other hand, if node 7 is the one selecting the smallest backoff ¢; and every other
awake device in the forwarding area picks a back-off time ¢; such that t; > #; 4+ 7+ 14,
Y j € S,J # i, then the packet sent by node ¢ is received by the sending node with
a probability Ps(d), where d is the distance between the sender and node , and all the
scheduled transmissions from any other node j € S, j # 4 are canceled.” The above
procedure is repeated until a relay node is elected. After this, the sender forwards the
current data packet to the selected relay. As an example, in Fig. 4 we plot the diagram
for a collision event where the set S is composed by the two nodes 4 and j. First of all,
the sending node F starts the channel contention by sending a REQ message. This REQ

7 Here, we exploit assumption 2, as every other node in JF is able to sense an ongoing transmis-
sion.
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1=0;

Ap=0;

1 o

Send REQT1(pon, It, T3, Ap);

2: ] )

if (no nodes reply in (T} + T3) seconds) then
Ap = Ap + dp;

. Gotol;

3:
if (collision) then

i— 14+ 1;

Send REQT2(T%, T¥);
Goto 2;

else

Decode REPLY;

| Send data packet;

Algorithm 1: Algorithm executed by the sending node.

triggers every node in'S which independently computes its back-off time as explained
above. Then, as the back-off expires, each node in S sends a REPLY back to F. In the
figure, t; — t; < 7 4 t4 and therefore node j does not have a sufficient time to detect
the ongoing communication,; its transmission after ¢; seconds from the reception of the
REQ will therefore result in a collision at the sending node.

In Algorithms 1,2 and 3, we detail the relay selection procedure discussed above.
Algorithm 1 describes the procedure executed by the sending node (F in Fig. 1). Node F
starts the contention procedure by sending a REQ message of type 1 (REQT1), inclusive
of the estimated node density p,,, of the two parameters 77 and 75 and of a constant
Ap whose meaning will be soon clarified. Each node in S, after receiving a REQT1
packet (Algorithm 2) selects a I'(+) curve depending on the value of p,, contained in the
request and decides to participate to the following contention phase with probability
I'(z;) + Ap, where z; is the nodes own advancement. If all nodes in F decide not to
participate in the subsequent channel contention, then F will receive no REPLY. This
situation should be unlikely as it means that all nodes lie either in a region very close to
the forwarder (node F) or close to the maximum transmission range R. In either case,
in fact, the expected advancements § = zP;(r) are small and therefore lead to small
access probabilities that, in turn, may cause such an “empty” transmission round. If
an empty transmission round is detected, i.e., no REPLYs are received within a time
interval of T + T seconds, node F re-sends a further REQT1 message by inflating
Ap by the fixed quantity §p € [0,1]. After this, every node in JF, upon receiving this
second request, adds Ap to I'(z;), thereby increasing its probability of participating
to the contention. This, on the long run, will force every node in the forwarding area
to take part in the channel contention. We observe that I'(-) is used here to shape the
participation probabilities as a function of the expected advancements toward the sink.
In such a way, we probabilistically advantage those nodes in the transitional region, by
extending the possibility to take part in the channel access to less desirable nodes only
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(pny 25) ~ T'(25);
if (random() < min(I"(z;) + Ap, 1)) then
| access = TRUE;

else
| access = FALSE;

if (access == TRUE) then
t; = ¢; Tt + random() T,

if !(ongoing TX is detected) then
| Send a REPLY after ¢; seconds;

Algorithm 2: On receiving a REQT1(p,,, T¢, T%, Ap) message at node j € S.
random() generates a random number in /[0, 1].

if (access == TRUE) then
t; = 5Tt + random () Ts;
if I(ongoing TX is detected) then
| Send a REPLY after ¢; seconds;

Algorithm 3: On receiving a REQT2(T%, T%) message atnode j € S.

if needed, i.e., if no candidates are found with a good expected advancement. After
having decided to take part in the contention, a node j € S initializes a back-off timer
to ¢; according to Eq. (7) (see Algorithm 2) and, if no ongoing transmission from any
other node is detected, transmits a REPLY back to F as its back-off expires. In the case
of collision (Algorithm 1), F re-resends a REQ message of type 2 (REQT?2), where it
specifies new values for 77 and T5. As will be clarified by the results discussed in the
following section, the adaptation of these two parameters is necessary to decrease the
collision probability when nodes costs are correlated.

5 Some Considerations on the Impact of the Statistical Properties
of the Node Costs

As the aim of this section is to understand the impact of the above introduced parameters
Ty and T5 on the performance of the contention algorithm, we focus here on a simplified
analytical cost model. This is done to derive a meaningful analysis that will drive us in
the choice of these parameters and that will reveal the importance of the degree of
correlation between the costs of the nodes participating in the contention. The insight
gained from this simplified analysis can then be used as heuristics in more general cases.
The more realistic cost model in Eq. (3) will be considered again in the performance
evaluation section.

Assume to have X < N nodes in the set S, where N is the number of devices in
F, and let us refer to c; as the cost associated with node j € S. Moreover, in order to
model the cost correlation among nodes, we assume that the r.v. C; governing the cost
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of node j (c;) is achieved by summing two r.v.s C and §2; as follows, C; = C + 0,
where C' € U[0,1] and £2; € U[—oiE, a(1—C)], @ € [0, 1] and € is the actual value of the
r.v. C. Therefore, the cost of a generic node j € S is given by a common part C, which
is equal for all nodes in S, and an additive random displacement (or disturbance) {2; €
[—a@, a(1—7)], which is independently picked for every node in the set but that depends
(is conditioned) on the actual value of the r.v. C.  in our model is used to represent the
common cost component of nodes in S. Clearly, the limiting cases « = 0 and o = 1
correspond to the fully correlated case, i.e., where all nodes in Sy have the same cost
¢, and to the independent case, i.e., where all costs are uncorrelated, respectively. This
is a simple model that we introduce to mathematically derive a precise relationship
between the cost correlation u and the collision probability P,.;;. We observe that the
model is in general not accurate for every network condition. However, it allows to find
the quantities of interest in analytical form as well as to derive useful insights on the
impact of the cost correlation on the relay selection procedure. We define the correlation
coefficient between any two nodes r, s € S as

E T8l T T s
e, = EIC:Cel —EIC,E(C] ®

Or0s

where 02 = E[(C; — E[C])?]. By standard calculations p, s can be derived as (see
Fig. 5)
(1-o)?

0-arta ®

Hr,s =

Now, for a given device j € S let us refer to 77 and 75 as the r.v.s associated with the
two terms composing the back-offs ¢;T7 and ;15 (see Eq. 7), respectively. Their pdfs
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are given by:

1
fa@=Jan “¢% (10)

0 elsewhere
where Z = [T1(1 — a)(1 =€), T1(1 — &(1 — @))] and
RS [0, T2]

1
fr(z) =< Tp
0 elsewhere

(11)

Moreover, if we refer to 7 as the r.v. 73 + 73, then we have that its pdf is given by the
following Eq. (12) which is the result of the convolution of the two pdfs above:

[min(T1(1 — (1 — @)),z) — max(T1(1 — a)(1 —¢),x — T3))
fr(z) = ohTh
0 elsewhere
(12)
At this point, we are in the position of deriving the collision probability, P,e;. In par-
ticular, for a given number K of nodes in S, for a given correlation value £ and for a
given pair of parameters (717, T%), P.oy in the worst case® is derived as

z€T

T +To K—1

Poyu=1—-K fT(ZL'> l:l - FT(x +7+ td) dz (13)
0

where Fr(x) is the cdf associated with the r.v. 7, whereas 7 and ¢, are the propagation
delay and the time needed to detect an ongoing communication, respectively. By fol-
lowing the same rationale, one can easily derive the joint probability P{success & min}
of having a successful contention, i.e., that a single node will access to the channel, and
that this node is the one with the smallest cost in S. Based on the above analytical
model, in the sequel we present several important results and considerations on the
impact of the cost correlation on both the collision and the success probability.

5.1 Impact of the Cost Correlation on the Relay Election Phase

In the following discussion, we refer to p(S) as the average number of nodes in the set
& and we average P{success & min} and P,y over K, the number of nodes in S)?
and ¢ € U[0,1]. As a first result, in Fig. 6 we report the metric P{success & min} as a
function of the contention parameter 75 for 7o + 77 = 0.2 seconds. As can be observed
from the figure, the cost correlation heavily impacts on the system performance. In fact,
for a given (T, 7T%) pair, P{success & min} is initially decreasing as a function of 4,
whereas when 1 — 1 it starts increasing. It is also to be stressed that the importance
of selecting the minimum cost node decreases with an increasing correlation as, by

8 The worst case performance comes from the fact that in the following equation we assume to
have a collision with probability one whenever more than one user sends a REPLY, i.e., we do
not account for the capture and fading effects.

® This is achieved by considering the nodes in S to be Poisson distributed with the intensity

p(S)-
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Fig. 6. P{success & min} as a function of T by varying the cost correlation y for p(S) = 10
and Ty + T2 = 0.2 seconds.

definition, in such case all nodes in S tend to be equivalent (node costs in the limiting
case 4 = 1 become equal). In Fig. 7, we plot P,y as a function of T; for the same
settings. It is interesting to note that for this metric a good choice is given by T, = 0.2
s (T1 = 0). These plots reflect the impact of the balancing between the two terms in
Eq (7). On the one hand, when costs are independent it is beneficial to emphasize the
first term (c;7%) so as to give priority to the lowest cost nodes. On the other hand,
as costs become correlated it is worth to put more weigh on r;7, so as to decrease
the collision probability, that in this case in naturally increased due to the inherent
degree of similarity among the costs (term c;T1). In other words, the correct balance
between c; T3 and r;T; depends on the desired trade-off between probability of picking
the lowest cost node and collision probability which, in turn, depends on the undetlying
cost correlation structure.

The calculations in Section 5 may therefore be used to derive these metrics and
select the appropriate values of T and 7% depending on our requirements (minimizing
the cost associated with the relay or minimizing the collision probability). Note also
that, in the most general case 77 and T» might be varied between subsequent rounds of
a single relay election procedure (see T} and T4 in Algorithm 1). How these values can
be effectively modified as a function of the round number is left for future research.

6 Performance Evaluation
In this section, we report some preliminary performance results by comparing our new

approach with the GeRaf scheme proposed in [6]. The GeRaf framework consists of an
integrated practical MAC/routing scheme based on pure advancements: its capacity of
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approaching the maximum possible advancements toward the destination makes GeRaf
a good candidate for our investigation. Results are obtained by means of accurate Monte
Carlo simulation where all packet transmissions (requests sent by the forwarder, replies
sent by the candidate relay nodes as well as the final packet transmission to the relay)
are affected by fading. That is, for each packet we calculate the probability of correct
reception according to Eq. (1). A study of GeRaF in the presence of fading has been pre-
sented in [13], where it was shown that the protocol is very robust to slow fading. Here,
we focus on a different case, where we consider the fading channel to be completely
uncorrelated between subsequent transmission/reception events. This is motivated by
the following facts: 1) it represents the worst case scenario for the performance, as we
can not pick a relay node with a good SNR (signal to noise ratio) metric and be sure
that the good link quality will persist up to and including the actual packet transmission
(forwarder ~~ relay), 2) with the latest sensor devices produced so far, due to hard-
ware limitations as well as to the channel contention algorithms, the minimum lapse of
time between subsequent transmissions/receptions is likely in the order of 200 ms, 3)
forward (forwarder ~+ candidate relay nodes) and backward channels (relay nodes ~
forwarder) are likely uncorrelated due to both channel phenomena as well as hardware
asymmetries [19]. Hence, the success probability associated with the transmission of
a REQ by the sending entity to a node in its forwarding region likely differs from the
success probability of the subsequent reply. In this case, we expect the GeRaF proto-
col to suffer since the successive signalling messages in a handshake are independently
affected by propagation effects.
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SCHEME E[z|suc]|E[nis [suc]|E{nrounds |suc] [E[ncont ]| Prasture| E[Z]

GeRaf (N, = 2) 0.463 8.665 3.799 3.835 | 0.272 |0.337
GeRaf (N, = 4) 0.517 7.989 3.754 2.660 | 0.382 [0.319
GeRaf (N, = 8) 0.574 8.461 4.118 1.966 | 0.550 |0.258
New Scheme (§p = 0.05)| 0.301 6.806 3.069 1.827 | 0.003 |0.300
New Scheme (6p = 0.1) | 0.284 6.157 2.639 2.181 [ 0.0005 |0.283
New Scheme (6p = 0.2) | 0.268 5.684 2.328 2.814 | 0.0003 |0.267

Table 1.

For the performance evaluation, we consider the following parameter settings: 77 =
100 ms, Tz = 100 ms, £ = 0.5, € U[0,1], u = 0.01, ng = 128 bits!?, B, = 64 Kbps,
pr. = 20, that is, on average 20 nodes are Poisson distributed over the forwarding region
JF. With these values we verified that, besides the good results that will be illustrated
in the following, our algorithm is also able to promote relay nodes with a small cost.
In fact, the difference between the minimum cost among the nodes in S and the cost of
the node elected as the relay is on average 0.08. Further results on this issue are one of
the main objectives of our future research. For the pure geographical routing scheme,
we consider the version of the GeRaf protocol proposed in [6], by subdividing F into a
given number N, of priority regions, according to the advancement toward the destina-
tion provided by the nodes therein. For the relay election, we consider the probabilistic
contention as in [6], where the nodes in the non-empty region with the highest priority
are the ones contending to act as relay.!! For what concerns the performance metrics,
we consider the normalized advancement (2yjqy ) provided by the relay node, the num-
ber of contention rounds (72,.04n4s) Needed to elect a relay as well as the total number of
packets transmitted (n4,) within the entire relay election procedure, including the trans-
mission of REQ/REPLY messages, collided packets and the final packet transmission
from the forwarder to the relay node. Observe that this last metric is a good indication
of the energy expenditure associated with the transmission of a single packet. More-
over, in each channel contention we account for a maximum of N,,,,, = 10 rounds,
i.e., after N,,q, failed requests (REQs) the relay election procedure is suspended and
a failure is declared. Pyqiiure is used here to represent the failure event probability.
Proiture for the GeRaf scheme is defined similarly, i.e., as the number of packets sent
by the forwarder up to the successful reply from a single node in F (the winner of the
contention). Finally, we also track the number of devices taking part in a single con-

10 Note that the number of bits for carrier sensing depends on the hardware characteristics. Since
we do not make any specific assumption here, we purposely take a conservative value.

! Note that in our case, as the channel is faded, a region is found to be non empty by the for-
warding node if its REQ is correctly decoded by at least one node in the region and if the
subsequent REPLY is correctly received at the forwarder.
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Fig. 8. Complementary cumulative distribution (ccdf) of the number of rounds (nrounds) needed
to elect a relay node, i.e., Prob{n,ounds > n}.

tention round, Ncont. In @ good channel contention algorithm, n.0n: should be limited,
as much as possible, in order to keep the collision probability low.

In Table 1, we report the average values for the above performance metrics, where
with E[-|suc] we indicate the average of the considered metric conditioned on having a
successful relay election (probability 1 — Praiure), i.€., that the relay election is suc-
cessfully accomplished in a number of rounds lower than or equal to Ny,., = 10.
As can be seen from the table, the GeRaf protocol is the one showing the maximum
advancement metric (E[z|suc}). However, it must be observed that this metric is calcu-
lated by considering the cases where the contention is successful. In fact, the expected
advancement [E[z] is given by E[z|suc] x (1 — Pfaijure). As expected, for the GeRaf
protocol an increasing [V, leads to the following consequences: 1) the average number
of devices participating in the relay election (n..0n:) decreases as the size of the priority
region is also decreased, 2) the failure probability increases as the forwarding node tries
to elect a relay among the nodes placed close to the limit of the transmission range, 3)
conditioned on a successful contention, the advancement E[z|suc] also increases for the
reasons illustrated in the previous point. However, as highlighted by the results shown
here, when the channel is faded the maximization of the pure advancement metric has to
be avoided, as the resulting success probability may become very low. In general, in the
present scheme we trade pure geographical advancements for more reliability as well as
a smaller number of packet transmissions (lower energy consumption) for each packet
forwarding. In Fig. 8, we report the complementary cumulative distribution (ccdf) of
the number of rounds needed to elect a relay node, whereas in Fig. 9 we plot the ccdf of
the total number of transmissions (74, ) involved in a single channel contention. These
statistics are conditioned on having a successful contention. As can be observed from
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Fig. 9. Complementary cumulative distribution (ccdf) of the total number of packet transmitted
(n4e) in a single relay election phase (including collided packets), i.e., Prob{n:z > n}.

Table 1 and Figs. 8 and 9, the available parameters (e.g., dp) can be varied in order
to cut the desired tradeoff between advancements, reliability and energy consumption
(number of transmitted packets).

We observe that the £ parameter, which govern the cost-based contention, can also
be set to further improve the advancement metric, this of course will be achieved at the
expense of the residual energy (see Eq. (3)). The study of the effect of this parameter
as well as a the investigation of 1) multi-hop performance of the scheme and 2) impact
of £ on the residual energy of the node elected as relay are the objective of future
work. Finally, we can conclude that the obtained results indicate that our probabilistic
filtering of the active nodes in F is effective in selecting the nodes with a good expected
advancement metric and that the subsequent channel contention is also able to elect the
relay node very quickly and considerably limiting the number of competitors accessing
the channel. While here we highlighted the feasibility as well as the effectiveness of our
approach, we also stress that further results on the setting of various parameters as well
as a deeper investigation of the impact of the cost correlation are needed. These aspects
will be addressed in our future research.

7 Conclusions

In this paper we discussed a novel integrated MAC/routing solution for geographical
routing in wireless sensor networks. Differently from most previous contributions, we
explicitly considered the fading channel statistics and we subsequently proposed a new
method to deal with geographical advancements when the channel is faded. Our frame-
work is based upon a probabilistic filtering of the awake nodes in the forwarding region.
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That is, based on analytically derived curves, we rule out from the contention phase the
nodes that will likely lead to either unsatisfactory advancements or poor link qualities.
In addition, we couple this first filtering mechanism with a novel channel contention
method where back-off timers are set depending on node costs, so as to control the
trade-off between the cost (e.g., residual energy) of the elected relay and the collision
probability, i.e., the delay associated with the channel contention. Finally, we compare
our solution with a recent scheme based on pure geographical advancements showing
that, by taking the fading statistics into account in the relay election, good improve-
ments can indeed be achieved. Moreover, our results confirm that pure geographical
advancement toward the destination is not a good policy to be used in the presence of
independent multi-path fading.
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Abstract. In this paper we describe a semi-probabilistic routing approach
designed to enable content-based publish-subscribe on highly dynamic
networks, e.g., mobile, peer-to-peer, or wireless sensor networks. We
present the rationale and high level strategy of our approach, and then
show its application in a link-based graph overlay as well as in a broadcast-
based sensor network. Simulation results confirm that, in both scenarios,
our semi-probabilistic approach strikes a balance between entirely de-
terministic and entirely probabilistic solutions, achieving high reliability
with low overhead.

Keywords: Epidemic Algortihms, Publish/Subscribe, Peer-to-peer, Sensor
Networks

1 Introduction

Modern distributed applications exhibit increasing degrees of dynamicity, as ev-
idenced by the emergence of mobile computing, peer-to-peer networks, and wire-
less sensor networks. Programming distributed applications becomes therefore
increasingly complex. In this context, publish-subscribe middleware is advocated
by many as a viable solution thanks to its simple programming interface, and to
its inherently decoupled interaction paradigm.

Publish-subscribe middleware is organized as a collection of client compo-
nents, which interact by publishing messages and by subscribing to the classes
of messages they are interested in. The core component of the middleware, the
dispatcher, is responsible for collecting subscriptions and forwarding messages
from publishers to subscribers. In the content-based incarnation of this publi-
sh-subscribe model, the filtering of relevant events is specified by the subscriber
using predicates on the event content (e.g., using regular expressions and logic
operators), therefore providing additional expressiveness and flexibility.

However, the potential of the publish-subscribe model can be fully unleashed
in dynamic scenarios only if the underlying system is compatible with their
requirements. Unfortunately, mainstream systems are typically geared to large-
scale settings, and therefore focus on a distributed implementation of the event
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dispatcher—typically organized as a tree-shaped overlay network for improved
scalability—but provide few or no mechanisms for dealing with topological re-
configuration. Moreover, these systems typically base their routing decisions on
information that is disseminated deterministically—a strategy that, in a highly
dynamic environment, is likely to frequently lead to stale routes.

The alternative approach described in this paper departs from the main-
stream along two dimensions. First of all, we do not rely on the existence of
a tree overlay, but only on the ability of a dispatcher to communicate with its
neighbors. Moreover, our routing strategy exploits deterministic information only
in the immediate vicinity of the subscriber, resorting to probabilistic forward-
ing otherwise. As our simulation results show, this semi-probabilistic approach
strikes a balance between a fully deterministic approach (efficient, but not very
resilient to reconfigurations) and a fully probabilistic one (very resilient to re-
configuration but characterized by a higher overhead).

The paper is structured as follows. Section 2 discusses the motivation and
rationale behind our approach. Section 3 first illustrates the high-level idea un-
derlying our semi-probabilistic approach, and then shows in detail how to exploit
it in two different network scenarios: the first characterized by link-based commu-
nication on a graph-shaped overlay network, and the other by broadcast-based
communication in a wireless sensor network. Section 4 reports on the evaluation
through simulation of the aforementioned protocols, in their respective scenar-
ios. Section 5 places our work in the context of related efforts. Finally, Section 6
ends the paper with brief concluding remarks.

2 Rationale and Motivation

In the application scenarios we target, the connectivity among hosts, and there-
fore dispatchers, can change freely and frequently. This characteristic is typical
of mobile ad hoc networks, peer-to-peer networks, and wireless sensor networks.
Earlier work on topological reconfiguration of publish-subscribe from our re-
search group successfully tackled the problems posed by the topological recon-
figurations occurring in this scenarios [13], e.g., showing that it is possible to rec-
oncile routing information [22] and recover events lost during reconfiguration [9]
efficiently. However, these efforts still assumed the availability of an underly-
ing tree-shaped overlay network, as the vast majority of available content-based
publish-subscribe systems relies on this assumption to provide high scalability.
Nevertheless, this assumption is likely to be challenged when dynamicity is high.
In fact, not only the tree maintenance protocols are likely to cause considerable
overhead, but the very structure of the tree, providing exactly one route among
any two dispatchers, is ill-suited to provide reliability.

In the work described here, instead, we abandon the tree-shaped overlay net-
work and simply assume that the dispatchers are able to communicate with their
neighbors. The notion of neighbor clearly depends on the network characterizing
the application scenario at hand, and in this paper we consider two very com-
mon scenarios, representative of the kind of dynamicity we address. The first one
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agsumes the existence of a graph-shaped overlay network, like those often char-
acterizing peer-to-peer networks. In this scenario, the neighbors of a dispatcher
are defined by its links on the overlay. Instead, the second scenario relies solely
on the existence of wireless broadcast communication, and therefore defines the
neighbors of a dispatcher in terms of its communication range. While this as-
sumption encompasses several scenarios, in this paper we focus preminently on
wireless sensor networks.

Besides the assumptions about the network, however, the defining feature
of our approach is its peculiar approach to routing. Conventional content-based
publish-subscribe systems adopt a deterministic routing strategy, where events
are routed according to the information disseminated at subscription time. An
example is the widely adopted subscription forwarding strategy [7], where a
subscription is sent to all the dispatchers along the tree, and events follows the
reverse path from the publisher to the subscriber. A direct application of this
strategy on a graph overlay would frequently create loops, and is therefore im-
practical. Moreover, we contend that virtually any fully deterministic strategy
is going to experience severe drawbacks in the highly dynamic scenario we tar-
get, where routing information quickly becomes stale. At the other extreme,
probabilistic approaches like epidemic (or gossip) algorithms [4,14] are known
to satisfy many of the aforementioned requirements in the context of multicast
communication. Inspired by the spreading of diseases, these algorithms forward
information at random towards a small subset of available nodes, and rely on the
availability of multiple routes to ensure that the “infection” carrying the infor-
mation extends to a sufficient percentage of the receivers. Epidemic algorithms
essentially trade the absolute guarantees provided by deterministic approaches
for probabilistic ones, yielding in turn increased scalability and resilience to
change, as well as reduced complexity. Unfortunately, these algorithms are well-
versed for group communication or broadcast, where a message must be sent to
all the members of a predetermined set of intended recipients. Instead, in our
scenario subscribers can be a small fraction of the overall dispatcher network;
moreover, each subscriber may be subscribed to a different set of subscriptions.
In this case, a purely epidemic approach generates unnecessary overhead, since
it proceeds by “blindly” infecting all the network.

In the rest of this paper we describe a semi-probabilistic routing strategy
that borrows from both the aforementioned approaches to provide reliable and
efficient routing in the context of content-based publish-subscribe. On one hand,
we still maintain deterministic information about subscriptions but only in the
vicinity of a dispatcher, therefore reducing the likelihood of loops and yet pro-
viding accurate—albeit limited—information for routing events. On the other
hand, in the portion of the network where this localized information is unavail-
able we complement it with probabilistic routing decisions, by forwarding events
at random towards neighbors. Essentially, we use an epidemic approach com-
plemented by deterministic information. The former addresses reconfiguration,
while the latter reduces indiscriminate propagation by “steering” events towards
the subscribers. As we demonstrate in Section 4, our mix of deterministic and
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probabilistic routing enables high reliability and low overhead in both the sce-
narios considered in this paper.

3 Semi-probabilistic Routing

In our semi-probabilistic approach, routing is governed by two parameters. The
subscription horizon ¢ represents the number of hops a subscription is prop-
agated away from the subscriber. Therefore, in the area of radium ¢ around
a subscriber, all dispatchers are aware of its interests. Instead, the parameter
T represents the event propagation threshold, which determines to what extent
events are disseminated in the network. The higher the value of 7, the higher
the number of copies of an event that are forwarded by a dispatcher.

In a nutshell, our approach works as follows. When an event gets routed
through the network, the local subscription table of the dispatcher is examined
at each hop. If it contains some subscription coming from subscribers nearby
and ¢ # 0, the event is forwarded towards them. Otherwise, the decision about
whether to forward the event and to what extent is taken at random, based on
the value of 7. If ¢ = 0 no subscription is ever transmitted by the subscriber
node, and therefore our approach degenerates in an entirely probabilistic one.

Clearly, a real protocol is slightly more complex. In the rest of this section we
describe how the high level strategy we just described is instantiated into real
protocols for the two network scenarios we mentioned in the previous section. The
presentation is kept concise due to space constraints: more details are available
in [10,11].

3.1 Link-based Communication: Graph Overlay

In this section we describe how our approach can be exploited in the context of
link-based communication. In particular, we assume here that communication
takes place along the links of an undirected graph-shaped overlay network. We
further assume that the overlay network layer is able to inform our protocol when
the connectivity changes, i.e., when a new link appears or an old one vanishes.

Base Routing Scheme

Subscription Propagation Propagation occurs similarly to subscription for-
warding. When a subscription request is issued by a dispatcher, the correspond-
ing message is forwarded to all of its neighbors, which update their subscription
tables accordingly. If ¢ = 1, no further action is taken. Otherwise, each dis-
patcher forwards the subscription message to all of its neighbors, except the one
who sent the message. A subscription is never forwarded twice along the same
link, unless an unsubscription occurs in between the two. Differently from sub-
scription forwarding, however, the subscription tables maintain information not
only about which subscription was received on which link, but also about the
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distance of the subscriber, ranging between zero (for a local subscription) and
¢. Figure 1 shows the layout of subscriptions for a case where ¢ = 1.

Topological reconfigurations, i.e., the appearance of a new link or the van-
ishing of an existing one, must induce a proper reconfiguration of subscription
information. However, this is easily accomplished by relying on (un)subscription
operations, as discussed in [22]. When a dispatcher detects the presence of a new
link, it simply sends a subscription message along that link. Similarly, when a
link vanishes, the dispatcher behaves as if it received an unsubscription mes-
sage for all patterns associated to that link. These (un)subscriptions are then
propagated based to the extent determined by ¢.

Event Propagation FEvent propagation is where probabilistic decisions may
come into play. Upon receiving an event, in principle' the following processing
occurs. First, the subscription table is inspected for subscriptions matching the
event. If a match is found, the event is routed along the link associated to the
subscription. Subscriptions selection is prioritized according to ¢: an event is
forwarded based on a subscription at distance d only if there is no matching
subscription at distance d — 1. As we verified through simulation, this strategy
reduces the likelihood of forwarding the event along a stale route.

This step is iterated until the number of
links used for propagation is greater than f.
If the number of matching subscriptions is
not sufficient, the propagation threshold is
met by forwarding the event along as many
links as needed to reach f, randomly selected
among those that have not been used in the
current forwarding step. The only exception
is constituted by links associated to subscrip-
tions at distance d = 1; a matching event is
forwarded along all of these links, regardless
of the propagation threshold. The rationale
is the fact that subscriptions at d = 1 repre-
sent the most accurate routing information,
and the most direct route towards the cor-
responding subscribers. Finally, it is impor-

Fig. 1. Semi-probabilistic rout-
ing with ¢ = 1 and 7 = 0.5.
Numbered circles represent dis-
patchers. A colored circle around
a dispatcher denotes it as a sub-

tant to note that, during the overall process,
an event is never forwarded twice along the
same link.

Figure 1 shows an example. Let us as-
sume that 7 = 0.5 and that an event match-
ing both subscriptions is published by dis-
patcher 0. This dispatcher has only one link
and no subscription information: therefore,
the event gets forwarded to dispatcher 1 as
this is the only alternative. At dispatcher 1,

scriber. The short colored arrows
represent subscription informa-
tion, and indicate the forwarding
path for matching events. Dis-
patcher 0 publishes an event that
gets forwarded either determin-
istically (double-headed thick ar-
rows) or probabilistically (single-
headed thick arrows).

! This sequence of steps serves only for illustration purposes: a number of optimizations

are possible in reality.
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two links are available. Nevertheless, the link towards 3 is associated with sub-
scription information: it is therefore selected for forwarding and no further action
is taken since the threshold is met. At dispatcher 3, the event is delivered lo-
cally. Moreover, the links towards 2, 4 and 6 are all viable routing options, and
the event must be forwarded along f = 2 links. No deterministic information is
available, therefore the decision is done entirely at random. The figure shows the
case where the event is forwarded towards 2, where it stops propagating, and
6. There, the same situation occurs, with the links towards 5 and 8 as viable
options. The figure shows the case where 5 is selected. At this dispatcher, the
presence of deterministic information “captures” the events and steers it towards
9, where it gets locally delivered.

It is interesting to note that, at each hop, an event may be routed according
to different criteria. As we already mentioned, “holes” in the dissemination of
subscription information are bypassed by relying on random selection of links.
However, the very nature of content-based systems is an asset for our routing
approach, because an event matching multiple subscriptions may leverage of a
bigger set of subscription information during its travel. Again, this is exemplified
in Figure 1, where the event not only is routed by a mixture of deterministic
and non-deterministic decisions, but deterministic ones (i.e., the hops from 1 to
3, and from 5 to 9) are generated by different subscriptions.

Additional Protocol Details

Dealing with loops With reference to Figure 1, a choice of ¢ = 2 would have
created a routing loop among the nodes 4, 5, 7, and 9. Loops can be detected
easily by relying on a unique identifier for every event, trivially implemented
using the identifier of the event publisher and the value of a counter incremented
at the publisher each time it publishes an event. Therefore, an event received is
actually propagated by a dispatcher only if it has never been received before.

More sophisticated loop avoidance and detection algorithms are available
in the literature. However, on one hand they are likely to be impractical in the
highly dynamic scenario we target, while on the other hand they would introduce
a lot of complexity in our algorithm, which instead we want to keep as lightweight
as possible.

Avoiding unnecessary propagation In Figure 1, we note how event for-
warding does not really stop at dispatcher 9, since there is no way to know that
no other subscriber exists in the system. Without a way to stop forwarding,
events would be forwarded indefinitely—more precisely, until a loop is detected.
Indefinite propagation is dealt with by attaching a time-to-live (TTL) field to
each event message, and by decrementing its value at every hop. When an event
is duplicated at a dispatcher along multiple routes, all the copies retain the same
TTL. Therefore, an event is propagated only if its TTL is greater than zero.

A more refined mechanism consists of associating different TTLs to the two
form of routing we exploit, therefore defining a deterministic TTL (TTLy) and a
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probabilistic TTL (TTLy,), each limiting only the corresponding routing compo-
nent. With this scheme, propagation ceases when both TTL values reach zero.
The advantage of this scheme is that it provides a direct way to control both
aspects of propagation, therefore enabling a more accurate tuning of the perfor-
mance of our approach.

3.2 Broadcast-based Communication: Wireless Sensor Networks

In this section we show how to adapt our approach for a wireless sensor network
scenario. In the following we assume wireless broadcast is the only communica-
tion media used, and also assume that each (active) sensor takes part in routing,
regardless of whether it is currently interested in publishing or subscribing.

Base Routing Scheme

Subscription Propagation When the application running on a node issues a
subscription, our protocol broadcasts the corresponding filter. This information
is rebroadcast by the subscriber neighbors to an extent defined by the subscrip-
tion horizon ¢. In the link-based approach, ¢ was measured as the number of
hops travelled by a subscription message along the links of the graph overlay.
Here, instead, ¢ represents the number of times the subscription message is
(re)broadcast. Moreover, in Section 3.1, we exploited the standard technique of
dealing with (un)subscriptions explicitly, by using control messages propagated
whenever a node decides to (un)subscribe. The same technique is used to deal
with appearing or vanishing links, by treating the disappearing endpoint as if it
were, respectively, subscribing or unsubscribing. Here, we use a different strat-
egy that associates leases to subscriptions, and requires the subscriber to refresh
subscriptions by re-propagating the corresponding message?. If no message is
received before a lease expires, the corresponding subscription is deleted.
Clearly, there are tradeoffs involved. Without a leased approach the (un)sub-
scription traffic is likely to be significant, due to the need to reconcile routing
information whenever a link appears or disappears. The leased approach remark-
ably reduces the communication overhead, by removing this need. On the other
hand, if subscriptions are stable, bandwidth is unnecessarily wasted for refresh-
ing leases. However, in sensor networks the former case is much more likely to
happen than the latter, since nodes typically alternate work and sleep periods
to save energy. Moreover, the combination of leased subscriptions and broadcast
communication remarkably simplifies the management of the subscription table,
and drastically reduces the associated computational and memory overhead. In
the previous section, to properly reconcile subscription information upon con-
nectivity changes, we kept a different table for each value of ¢, where each row
contained the subscription filter and the link the subscription referred to. Here,
instead, all we need is to store the subscription filter together with a timestamp

2 Optimizations are possible, e.g., to broadcast the subscription hash, and transmit
the entire one only if missing on the receiving node.
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used for managing leases. Differentiating according to ¢ is no longer needed,
since subscriptions simply expire, and broadcast removes the need for maintain-
ing information about links.

Event Propagation In the link-based approach, the event propagation thresh-
old 7 controls the effectiveness of event routing by specifying a fraction of the
links available at a given dispatcher. Nevertheless, here we assume broadcast
communication, therefore this parameter assumes a different meaning. When an
event is received® for which a matching filter exists in the subscription table, the
event is simply rebroadcast. On the other hand, if no matching subscription is
found, the event is rebroadcast with a probability 7. The parameter 7, therefore,
still limits the extent of propagation, but more indirectly than in Section 3.1, as
it comes into play only when no deterministic information is available.

The effectiveness of our approach is clearly proportional to the number of
forwarders F, i.e., the neighbors receiving and retransmitting an event. In ab-
sence of deterministic information, in our approach F' = 7 -7 holds, being 7
the number of neighbors. As a consequence, a small value of 7 (e.g., in sparse
networks) must be compensated by increased values of 7.

Moreover, using a link abstraction the event always got routed along the
fraction of links mandated by 7, here instead we have a non-zero probability that
none of the neighbors will rebroadcast the event. More precisely, in absence of
deterministic information, if n is the average number of neighbors, the probability
of stopping the propagation of the event is (1 — 7)". If no subscriber is in the
immediate vicinity of the event publisher and 7 is small, there is a significant
possibility that event propagation immediately stops. To ensure that a reasonable
amount of event messages are injected into the network, we mark event messages
with a flag stating whether they have been just published or instead they already
travelled through the network. In the first case, the receiver behaves as if 7 =1
and rebroadcasts the event in any case. This mechanism guarantees that at
least 1 copies of the event message are injected in the network and propagate
independently.

Additional Protocol Details

Dealing with Collisions Wireless broadcast is subject to packet collisions,
which occur when two or more nodes in the same area send data at the same
time. Since in our approach the propagation of subscriptions and events both
rely on wireless broadcast, it becomes crucial to reduce the impact of collisions
and avoid wasting precious energy on useless retransmissions.

TinyOS [16] adopts a very simple scheme to recover from collisions where,
after a broadcast message has been sent, the sender waits for an acknowledg-
ment from at least one of its neighbors. If none is received before the associated
timeout expires, the message is resent. The evident weakness of this solution is

3 Clearly, events that have already been processed and that are received again because
of routing loops are easily discarded based on their identifier.
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that it does not take into account the actual number of neighbors. If only one
neighbor received and acknowledged successfully the message, the transmission
is assumed successful, regardless of the possibly many nodes that did not receive
the message. Moreover, it does not try to limit in any way the number of colli-
sions. More sophisticated MAC protocols has been proposed in literature [21] but
none is currently supported by the Crossbow MICA2 [1], our target platform.

Therefore, we conceived a simple yet effective solution that decreases signif-
icantly the number of collisions, without requiring any synchronization among
nodes. The idea can be regarded as a sort of simplified TDMA protocol where
each node, upon startup, sets a timer whose value is a global configuration pa-
rameter. Sending messages (i.e., subscriptions and events) takes place only upon
timer expiration, while receiving is in principle always enabled. Since each node
in the network bootstraps at a different time, it is highly unlikely that two nodes
in range of each other end up with synchronized timers. The simulations in Sec-
tion 4 show that this trivial idea goes a long way in drastically reducing the
amount of collisions.

Avoiding Unnecessary Propagation In Section 3.1 we limited the propa-
gation of events using a T'TL. However, our simulations showed that this solution
is much less effective with broadcast propagation. In fact, even when an event
travels for a small number of hops, the number of nodes it reaches is great, and
therefore the impact of TTL is limited.

To address this issue, we modified slightly the retransmission strategy we
just described. Let us assume a node A waiting to broadcast an event e hears
one of its neighbors, say B, transmitting e before A’s timer expires. If the set
of A’s neighbors partially overlaps with B’s neighbors, it is likely that most
of A’s neighbors receive the event from B’s transmission, therefore making A’s
broadcast largely useless. Some of A’s neighbors may not hear about e from
B but, given the epidemic nature of our algorithm, they are very likely to get
it through other routes. Based on this observation, in our approach (which we
called delay-drop) we would simply let A safely remove e from its transmission
queue. In doing this, not only we limit propagation—our initial rationale for this
modification—but also reduce communication and therefore save battery power.
A downside of this approach is a potentially higher latency, as the event may
go through longer routes before reaching its recipients. Nevertheless, in principle
this delay-drop mechanism could be only one of many alternatives specified at
the application or middleware layer, therefore enabling to tradeoff latency for
overhead as needed.

4 Evaluation
In this section we report about the evaluation through simulation of our ap-

proaches in a wired, link-based scenario as well as a wireless, broadcast-based
one. The original and complete evaluations can be found in [10,11].
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The metrics we analyze are event delivery rate and overhead. The former
is defined as the ratio between the number of subscribers that should receive
a given event and those who actually get it. The overhead is constituted by
subscription messages and by event messages that are either duplicated, never
received by a subscriber, or routed along unnecessarily long routes. These con-
tributions are difficult to separate, and in any case do not provide significant
insights. Therefore, we analyze overhead by simply plotting the overall number
of messages flying in the system.

In our simulations, an event is represented as a randomly-generated sequence
of integers, determined using a uniform distribution. An event pattern associ-
ated to a subscription is represented by a single number. An event matches a
subscription if it contains the number specified by the event pattern in the sub-
scription. Each dispatcher is subscribed to two event patterns, drawn randomly
from the overall number of patterns available in the system. For each event, the
percentage of receivers is about 10% of the overall number N of dispatchers in
the system as this is a commonly accepted “rule of thumb” for content-based
systems (see e.g., [8]). Finally, simulations are run with dispatchers continuously
publishing events on a network with stable subscription information, i.e., where
no (un)subscriptions are being issued.

4,1 Graph Overlay

In this section we evaluate the protocol described in Section 3.1 over a graph
overlay network. The graph is built with a constant degree | = 5, to eliminate
as much as possible the bias induced by a random shape. To accommodate
dynamicity, however, the actual number of links of a dispatcher is allowed to
vary between [ — 1 and [ + 1. A topological reconfiguration consists of a link
breakage, followed by the appearance of a new link. Graph repair is performed
after a time interval (that we set to 0.1s) modeling the delay necessary to the
underlying layers to find the replacement link. When a link breakage occurs,
our simulator looks for two nodes with a degree lesser than or equal to [, to
maintain the average degree as steady as possible. Likewise, a link is selected
for removal only if its endpoints’ degree is greater than or equal to [. The time
between two reconfigurations is p = 0.03s and since a link is always replaced after
0.1s the system is undergoing continuous and frequent reconfiguration®. Also, we
initially set TTL=o0 to first analyze the behavior of the system without limiting
event propagation. Each simulation was run 10 times with different seeds and
the values averaged. Simulations were run with the OMNeT++ discrete event
simulator [26].

4 Each reconfiguration involves two dispatchers, the link endpoints. At 300 reconfig-
urations per second, with a network size of N = 300 each dispatcher changes two
neighbors per second. Since our simulations are run for over two seconds, at least 4
neighbors out of 5 get replaced.
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Fig. 2. Event delivery and overhead in a network with reconfigurations every p = 0.03s.

Network Size We first analyze the performance of our approach when the
size of the system grows in a setting where the network topology undergoes
reconfiguration. The left chart in Figure 2 shows the event delivery rate for a
configuration with an event propagation threshold 7 = 0.25 and a subscription
horizon varying between ¢ = 0 (purely probabilistic}) and ¢ = 3. The chart
evidences that indeed deterministic information boosts delivery, which almost
doubles when moving from a purely probabilistic routing to one with a 1-hop
subscription information, while there is no appreciable difference against ¢ > 1.
The reason for the overlapping of these latter curves is that, unlike ¢ = 1, they
are subject to the limitation on propagation set by 7.

It is worth noting that, as discussed in [11], the performance of our semi-
probabilistic routing on a static topology is similar to the one we just described.
Indeed, the perturbation induced by dynamicity is easily absorbed by the proba-
bilistic component of routing and by the redundancy of the graph. Moreover, as
known from probabilistic algorithms, the continuous restructuring of connectiv-
ity among dispatchers effectively helps spreading information, by allowing nodes
to suddenly become in contact with a different set of neighbors, and spread
messages from another point.

The overhead is shown in the right chart of Figure 2. The upper bound
is provided by flooding (7 = 1), which is not plotted because it generates an
extremely high number of messages (e.g., 11,882,777 at N = 400). Therefore,
Figure 2 shows that our overhead is extremely far from the upper bound. Indeed,
more deterministic information (¢ > 1) enables savings up to 35% w.r.t. pure
probabilistic and ¢ = 1. We also verified that higher values of 7 quickly bring
the system to 100% delivery. This is clearly true for flooding. Also, 7 = 0.5
already brings all the curves to full delivery except for ¢ = 0, which remains
at about 96%. Nevertheless, in this latter case the overhead is five times higher
w.r.t. to the case with 7 = 0.25 and ¢ = 1 (around 5.5 million messages instead

400
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Fig. 3. Event delivery and overhead in a network with reconfigurations every p = 0.03s
and a fixed number of receivers.

of 1.6 at N = 400). The relative performance among the curves with 7 = 0.5 is
unchanged, with ¢ > 1 providing the smaller overhead.

Looking at Figure 2, one could notice how delivery drops as the scale in-
creases. Nevertheless, it is worth noting that in the charts above we assume
that each dispatcher added to the system is also a publisher emitting 5 events
per second, and that the fraction of receivers for each event is always 10% of
the dispatchers in the system. Instead, both the dispatcher’s degree [ and the
event propagation threshold 7 remain constant: the fanout f (i.e., the number
of links along which events are forwarded) therefore remains constant as well.
As a consequence, while the number of dispatchers and receivers increases the
ability of the system to spread messages decreases. In a real deployment setting,
the increase in scale should be compensated by increasing f, i.e., by intervening
either on 7 or . In [11] we showed how increasing the degree to [ = 9 boosts de-
livery which becomes close to (and for ¢ = 1 exactly) 100%, due to the ability to
spread messages over more links. On the other hand, the overhead is also largely
increased and reaches the same order of magnitude of the configuration with
! =5 and 7 = 0.5. This is not surprising, since the product 7 - [, which defines
the number f of links available for routing and therefore ultimately constrains
the effectiveness of routing, is roughly the same in both scenarios.

Density of Receivers vs. System Scale To evaluate how the density of
receivers in the network affects our strategy we studied a scenario where the
number of dispatchers (still all publishing at 5 event/s) is increased while the
number of receivers per event (10 in our case) remains constant. The density of
receivers therefore decreases linearly, from 20% for N = 50 down to 2.5% for
N = 400. This scenario elicits new issues w.r.t. the one we examined previously.
With a constant density of receivers and a growing scale, we need to increment
the number of forwarded events to reach a larger set of receivers, and therefore
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increasing the fanout is a viable solution. Instead, here the number of receivers
does not change: therefore, what we are assessing is how “selective” is our routing
towards the receivers.

Results are in Figure 3, with the same simulation parameters as in Figure 2.
The chart shows both the event delivery and the number of forwarded events
divided by the number of published events, where the latter characterizes the
effort, in terms of forwarded events, required to deliver a single event to a fixed
set of receivers in a growing network®.

Figure 3 shows that a high fanout (r = 0.5) always achieves high delivery
but basically saturates the network by reaching almost every dispatcher, thus
increasing the traffic linearly with scale. However, even in this case deterministic
information (¢ = 3) achieves some savings, as it enables a more selective routing.
Instead, a lower fanout (7 = 0.25) yields a very different behavior. Event delivery
is a lower than with 7 = 0.5, since the probability to reach a receiver depends
on the product of the probabilities to select the right neighbor at each hop—
which in turn depends on fanout, f = 1 in this case—and therefore decreases
as the routes connecting publishers to receivers become longer. However, while
this negative effect is evident for pure probabilistic routing, it is almost entirely
compensated in terms of delivery by the deterministic information available when
¢ > 0, which reduces the reliance on random forwarding by “steering” forwarded
events more efficiently through the network. This increased efficiency is mirrored
in the overhead chart, where the number of forwarded events per published event
still increases, due to the longer routes towards receivers, but this time remains
well below a linear trend.

Limiting Propagation As we discussed in Section 3.1, introducing a TTL en-
ables considerable savings in overhead. Clearly, low TTL values may constrain
propagation too much, and negatively impact event delivery. In our simulation
scenario we found out that with T'TL=14 the event delivery with ¢ > 0 remains
about the same, while the purely probabilistic routing gets about 20% worse.
This is not surprising, given that the deterministic component leads to signif-
icantly shorter routes, and therefore is not affected significantly by the TTL.
Moreover, the overhead drops considerably, as we expected. For ¢ > 1, overhead
is reduced of about 8%, while for the others reduction is around 30%.

The use of two different values TTLg and TTL, we mentioned in Section 3.1
enables further optimizations, as shown in Figure 4 for TTLg =10 and TTL, =8.
Differently from the chart we showed thus far, this one represents a single run
plotted against (simulated) time, and N = 300. The values for TTLg and TTL,,
enable only minor—albeit positive-—variations over the single TTL=14. Instead,
the tradeoff in terms of overhead is profoundly different. The overhead of ¢ > 1
is slightly increased, but justified by the small increase in the delivery rate. On
the other hand, the overhead of ¢ = 1 is greatly improved, dropping from about
820,000 messages to about 640,000 (more than 20% less), while ¢ = 2 and ¢ = 3

5 We do not consider the traffic generated by (un)subscriptions since in our heavy
publishing scenario it is negligible w.r.t. the number of events.
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Fig. 5. Event delivery on a dynamic tree topology (from [22]).

are at about 680,000 and 730,000, respectively. This configuration makes routing
with ¢ = 1 more appealing than in earlier scenarios, making it a valid alternative
to ¢ = 2. A different choice for TTL, and TTL,, e.g., further increasing the gap
between the two, would favor routing with ¢ > 1.

Stability of Event Delivery Figure 4 enables us to evidence also another in-
teresting phenomenon whose generality goes beyond the use of T'TL, that is, the
event delivery is quite stable over time. This is particularly relevant especially if
compared against similar results obtained by approaches that rely on a tree as
in Figure 5. Although the comparison is entirely qualitative, since the simulators
and scenarios differ, it is worth observing how event delivery has wide and very
frequent changes, ranging from 100% down to 40%. The reason for the remark-
able improvement of our approach can be attributed to the use of a graph and
the ability to exploit alternative routes thanks to its probabilistic component.
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4.2 Wireless Sensor Networks

In this Section, we report about the performance of the approach described in
Section 3.2 using TossiM [18], the simulation tool provided with TINYOS [16].
TossIM emulates all the operating systems layers and therefore works by reusing
directly the code deployed on the sensor nodes—Crossbow’s MICA2 motes [1]
in our case. Here, we report only results for 7 = 0.5, as it yields the best tradeoff
in our simulations. Each simulation run lasted 60 simulated seconds, with an
extra second devoted to “booting” the network, as performed automatically
by TossiM. Transmission occurs by using our simple delay technique to avoid
collisions. The impact of this technique, as well as of its delay-drop variant, is
analyzed later in this section. Simulations are performed on a stable network,
except for the analy