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Chapter 1

Introduction

Since you are reading this, you probably have some interest in knowing more
about how science works. Perhaps you have been intrigued by news reports
about science but dissatisfied with their superficiality. You may be a young
person wondering about a possible career in science. You may even be a prac-
ticing scientist curious about how I will present a topic that is already quite
familiar to you.

I hope to stimulate a diverse group of readers, but my main goal is to tell
some stories about science that are richer in detail than most science reports
in the popular press. Thus I am writing for people who may have great inter-
est in science but little or no technical training and who get most of their in-
formation about science from the news media. If you are a beginning biology
student, I hope this book whets your appetite for more detailed study of the
principles that underlie these stories. If you are a teacher, I hope you find
some examples that help you engage your students in thinking more deeply
about science. If you are doing research in one of the areas I discuss, you will
undoubtedly think of important details I should have included or different
points I should have emphasized, but I hope you conclude that my translation
of your story for a nontechnical reader is accurate and fair. Why am I writing
a book primarily for readers who learn about science from reading or listen-
ing to the news, while also hoping that those who use textbooks, reference
materials, or in-depth research will find valuable ideas in these pages?

Science stories are regular features of the daily news, although usually not
as prominent as stories about war and peace, politics, economics, and espe-
cially sports and entertainment. In its coverage of science, my local news-
paper, the Reno Gazette-fournal, is probably fairly typical of newspapers in all
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but the largest cities in the United States. I haphazardly selected 13 issues,
published between 2 August and 2 September 2002 to examine its coverage
of science.! After excluding stories that simply reported new cases of West
Nile virus, a series of stories about a cancer cluster in a small town near Reno,
and the weekly health section, I found 15 science stories, for an average of
about one per day. Most of these stories were about human health and nutri-
tion, with headlines such as “Study: Gingko Fails to Give Your Memory a
Boost,” “New Research Suggests Less Genetic Risk for Breast Cancer,” “Ex-
perts: Cloned Animals Might Be Safe to Eat,” and “Putting Caffeine on Skin
Lowers Risk of Cancer in Lab Mice.” Others were about geology (“Earth
Getting Fatter around the Equator”), global climate change (“Severe Weather
Not New, Will Happen Again, Scientists Say”), and evolution (“Researchers:
Chimps May Have Survived AIDS Epidemic”). The stories ranged in length
from about 100 to 900 words.

Most of these articles were based on newly published papers in scientific
journals that caught the attention of science journalists or were promoted by
the researchers or their institutions because they were thought to be of some
general interest. Another major source of science stories in the popular press
is reports released by government agencies or commissions, as in the report
about cloned animals being safe to eat. Such stories typically describe some
new discovery (“Putting Caffeine on Skin Lowers Risk of Cancer in Lab
Mice”) or a study that overturns prevailing wisdom (“New Research Suggests
Less Genetic Risk for Breast Cancer”). The fundamental problem with al-
most all of these stories is that they emphasize the conclusions of researchers
but give scant attention to the methods used to reach these conclusions.
There may be a brief explanation of a key piece of evidence but rarely any
discussion of the assumptions made in interpreting this evidence (Rensberger
2000). The reason for this weakness is simply lack of space or time to develop
the details of the stories. Science often gets only cursory attention in the
media because it competes for attention with many other topics.

There are several unfortunate consequences of the approach to science
often taken in the news media. First, it reinforces the belief that science is a
unique activity and scientists are fundamentally different from the rest of hu-
manity. This belief can be called the cult of the expert. It is rooted in the as-
sumption that a great deal of technical training is necessary to become a sci-
entist, and therefore scientists are the only ones who can truly understand
what other scientists do. Based on the cult of the expert, the role of the news
media is to transmit pronouncements of scientists to the general public. Nei-
ther reporters nor consumers of news are responsible for evaluating these
pronouncements. Instead, when different scientists make contrasting pro-
nouncements, the issue is which scientist has the strongest credentials, and
therefore should be considered most credible, or which scientist is the maver-
ick challenging an orthodox view, and therefore should be favored because of
his or her status as an underdog.

The cult of the expert has a second negative consequence: news about sci-
ence can be confusing when successive stories about a topic report different
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conclusions. For example, a headline one month might say “Red Wine Pro-
tects the Heart,” while several months later we might read “New Evidence
Shows Red Wine Bad for Health.” These stories are probably reporting dif-
ferent types of studies of different groups of people done by different re-
searchers. Which conclusion should we believe? The most recent, simply
because new research always trumps older research? The study done by a
member of the National Academy of Sciences because of the reputation of
that senior scientist? On a more practical level, should we drink more red
wine or less?

A third unfortunate consequence of science reporting is that readers miss
the fun and excitement that were part of the discovery process when stories
focus on the end results. To be sure, there are many popular books about sci-
ence and some in-depth stories in magazines and newspapers that emphasize
the quest for a solution to a problem, but most standard news stories are too
short to say much about the scientific process. If they mention the excitement
of discovery, it’s usually in the context of an interview with one of the investi-
gators rather than an explanation of the process of gathering and evaluating
evidence. This may enable readers to appreciate the joy of discovery, but it
doesn’t encourage them to become actively engaged.

Finally, typical news stories about science don’t prepare readers to think
more deeply about scientific issues. These stories provide lots of information
but little education, although they could provide both if they focused more
on the scientific process leading to new results. By taking some of the mys-
tery out of science, this would benefit not only individuals who read the news
regularly but also society in general. For example, it might promote more ra-
tional discussion of social and political decisions that relate to science.

One of my primary motivations for writing this book is to present a more
accurate image of science than you would get if you relied exclusively on the
news media to keep up with scientific progress. In particular, I will use several
contemporary stories in biology and medicine to try to deflate the cult of the
expert by describing some of the nitty-gritty details of the thought processes
and research methods used by the key players. Modern science is undoubt-
edly complex, but I believe that many aspects of this complexity are accessible
without extensive technical training. Only you can judge whether this belief
is justified.

News about science is often confusing because different kinds of evidence
point in different directions. It’s not yet clear, for example, whether the net
effects of a daily glass of red wine are beneficial or detrimental. But this un-
certainty is an inherent result of the fact that scientific knowledge grows by
fits and starts in unpredictable directions, more like a rambling house with
rooms added as the need arises than like an edifice whose final form can be vi-
sualized by the original architect. The essence of science is not some nuggets
of information about the natural world but rather an ongoing process for
gradually learning how the world works, with occasional breakthroughs in
the form of major discoveries. At any given time, the understanding of a phe-
nomenon is likely to be incomplete, with conflicting explanations and evi-
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dence. Scientists have learned to tolerate such uncertainty and even relish
the challenges it offers. Nonscientists will have a better appreciation of the
strengths and limitations of science if they can adopt similar attitudes about
unresolved scientific issues. The most serious challenge for both scientists
and nonscientists is how to make practical decisions in light of ambiguous
scientific evidence. This challenge applies to both personal choices about
health and nutrition and choices society must make about environmental
regulations and other public policies. I will argue that ignoring the scientific
uncertainties is not an effective strategy for making these kinds of decisions.

Perhaps my most important goal is simply to show you the pleasure that
can be had from thinking rigorously and critically about how scientists try to
solve problems. I've selected some stories that I think will capture your at-
tention because they are about fascinating natural phenomena, such as dwin-
dling populations of frogs or the prodigious memory abilities of food-storing
birds, or about issues that may be of intense personal interest, such as the
causes of cancer. But my underlying goal is to draw you into each story be-
cause of the topic itself and then have you discover that the real excitement is
in the various approaches of researchers in answering key questions. I hope to
show you “why science should warm our hearts,” in the words of the philoso-
pher Colin Tudge (2002).

I’ve scolded the news media for giving an incomplete and inaccurate pic-
ture of science. However, I see this book as a supplement to daily news about
science, not an alternative. Many science journalists do an excellent job, es-
pecially when they have an opportunity to write longer stories about topics
that they have investigated in depth. Even the brief reports of scientific
progress that are staples of the daily news are an important source of infor-
mation for general readers. But one goal of this book is to help you read fu-
ture stories about science in the popular press with more understanding and
insight. Even if the author of a story doesn’t tell you much about the assump-
tions of a study or the methods used to test an idea or hypothesis, you may be
able to make some educated guesses about these things and interpret the
story with an appropriate mixture of enthusiasm and skepticism.

HOW SCIENCE WORKS

One aspect of modern science that contributes to the cult of the expert is the
assumption that science depends on complex technology, so it is hopeless for
someone without technical training to try to understand the details of the
scientific process. It is certainly true that scientists working today have amaz-
ing pieces of equipment that make it possible to do things that the previous
generation could only dream about and the one before couldn’t even imagine.
For example, the Human Genome Project, in which the entire genetic code
of human beings was determined, would not have been possible without the
development of automated sequencing machines for reading the information
in long strands of DNA. The human genetic code consists of about 30,000
genes distributed among 24 different chromosomes. The letters of this code
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are the four nucleotide bases of DNA, and each gene consists of a unique se-
quence of these bases. In humans, the total number of nucleotide bases on the
24 chromosomes is about 3 billion. Two groups published first drafts of the
human genetic code in February 2001: a private company called Celera Ge-
nomics and a public consortium of scientists from various universities and
government agencies. The private company used 300 DNA sequencers,
which cost $300,000 each, plus powerful supercomputers to analyze the data
from the sequencers to produce their draft of the human genome in fewer
than 3 years (Pennisi 2001; Lorentz et al. 2002).’

"This example could be multiplied many times, but there are still opportuni-
ties to make discoveries the old-fashioned way, by using simple observations.
To be sure, this traditional approach depends on hard work, perseverance,
detailed knowledge to provide a context for interpreting new observations,
and sometimes good luck. For example, Philip Gingerich, Hans Thewissen,
and others found a series of fossils in Pakistan and Egypt during the last 30
years that clearly established how whales evolved from even-toed ungulates,
the group of mammals that includes cows, sheep, hippos, and related species
(Thewissen 1998; Sutera 2000; Wong 2002). Their research involved field-
work under very challenging conditions, both environmental and political;
painstaking preparation of the fossils; then visual comparison of the various
specimens. The sequence of intermediate forms between terrestrial mammals
adapted for running and marine mammals with no external limbs, nostrils on
the tops of their skulls, and other adaptations for living in water is a truly
amazing illustration of an important evolutionary transformation, yet dem-
onstration of this transformation was primarily a low-tech effort.?

These apparently very different stories about deducing the genetic code of
humans and describing the evolutionary transformation from ungulates to
whales have some common features despite their different reliance on com-
plex technology. These common features are mainly ways of thinking about
problems, that is, mental tools rather than technological tools. These mental
tools are fundamental components of the scientific process, which make sci-
ence an especially productive way of solving problems. I believe that this as-
pect of how science works is accessible to anyone willing to exercise his or her
brain, regardless of technical background. Therefore, I use examples that il-
lustrate some of the basic analytical methods that underlie all areas of science,
rather than examples that show the contribution of gee-whiz technology.

A bit more consideration of the Human Genome Project may help clarify
this point. Although decoding enormous quantities of DNA required the de-
velopment of automated machines and computers capable of analyzing large
amounts of data, it also depended on thorough understanding of the struc-
ture of DNA and clever experiments to tease apart how DNA molecules are
synthesized. The design of these experiments was no different in principle
than the design of any experiments in biology and medicine, even ones in
which results could be obtained by simple observation of experimental sub-
jects, such as human volunteers in medical experiments. Designing critical
experiments to discriminate clearly among alternative hypotheses is essen-
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tially the same process whether the hypotheses are about effects of vitamin C
on colds (Chapter 2) or about the structure of molecules such as DNA, al-
though experiments on the latter may require highly specialized equipment
for obtaining and analyzing results. By telling some scientific stories that
don’t involve complex technology, I hope to give you some tools for under-
standing the scientific process that can be applied much more broadly to ad-
ditional examples, including those in which technology plays a larger role.

PLAN OF THE BOOK

Scientists use two fundamental approaches for answering questions about na-
ture, including human nature: nonexperimental methods involving pure ob-
servation and measurement, and experimental methods involving manipula-
tion of natural processes. The key words in this sentence are “pure” and
“manipulation” because observation and measurement are critical elements
of both experimental and nonexperimental studies. In both types of studies, a
comparative framework is usually important for interpreting results. In med-
ical experiments, for example, responses to a new treatment (experimental
manipulation) in one group of people might be compared to responses in a
control group that did not receive the treatment. In nonexperimental studies,
health might be compared in two groups of people with different habits, such
as smokers and nonsmokers.

Chapter 2 uses several studies of the health effects of vitamin C and simi-
lar compounds to illustrate both nonexperimental and experimental approaches
in medical research. Experimental studies in medicine are called randomized,
double-blind trials and are often considered the “gold standard” in such re-
search. I introduce this approach by discussing two experiments to test the
effects of large doses of vitamin C on the common cold. These examples il-
lustrate some of the basic decisions that must be made in designing any ex-
periment, such as what to use as a control treatment for comparison with the
experimental treatment and how to measure responses to the treatments.

Studies of the effects of vitamin C on the common cold demonstrate some
of the pitfalls of designing effective experiments. Although the hypotheses
being tested in these experiments were straightforward, the procedures were
relatively simple, and the analyses of results were uncomplicated, certain as-
pects of the experiments contributed to uncertain conclusions. I use these
studies to illustrate experiments in medicine because their flaws are as in-
formative as their strengths.

In Chapter 2 I also introduce purely observational studies of the long-
term effects of vitamin C and similar compounds on aging. One of the key
studies asked whether elderly people in Basel, Switzerland, with high levels
of vitamin C in the blood had better memory abilities than people with lower
levels of vitamin C. In this example, different levels of vitamin C in the blood
reflected dietary differences among subjects over long periods of time and
possibly genetic differences affecting the metabolism of vitamin C. This and
related examples illustrate the ambiguities that arise in interpreting results of
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nonexperimental studies, which are often more problematic than the pitfalls
of interpreting experimental results. However, these examples also show that
some kinds of questions don’t lend themselves to an experimental approach.
I revisit this theme in Chapter 8, which compares experimental and non-
experimental studies of the effects of caffeine on blood pressure. Short-term
effects were studied with some well-designed experiments, but understand-
ing the consequences of a lifetime of coffee use required a purely observa-
tional approach.

I compare experimental and observational methods in several other chap-
ters also. Chapter 3 describes the special challenges and rewards of using ex-
periments to study animal behavior, in particular the ability of dogs to iden-
tify individual human beings by smell. Chapter 4 shows how observations in
natural environments, laboratory experiments, and field experiments can be
integrated to answer ecological questions. Chapter 5 returns to a topic in ani-
mal behavior, the spatial memory abilities of food-storing animals. These
abilities were tested in a set of clever laboratory experiments with nutcrack-
ers, which complemented observations of the behavior of the birds in nature.
In addition, comparative studies of the brains of various species provided in-
sight about the neurological basis of spatial memory. These comparative
studies were purely observational, like studies of the long-term effects of caf-
feine on blood pressure, but the context of the comparisons was much differ-
ent. In the caffeine studies, researchers were trying to understand differences
in health among people who differed in coffee use and other habits; in the
neurological studies related to spatial memory, researchers were trying to
understand differences among species that have existed for thousands of gen-
erations. Nevertheless, the nonexperimental nature of both types of research
produces similar challenges in drawing definitive conclusions.

In addition to illustrating how experiments can be designed to test hy-
potheses in animal behavior, Chapter 3 has two other themes. First, it com-
pares the use of evidence to answer scientific and legal questions. I return to
this topic in Chapter 10. Second, Chapter 3 introduces a quantitative ap-
proach to evaluating the strength of evidence for or against an hypothesis.
For example, we might hypothesize that a particular person committed a
crime. Some evidence might include identification of the suspect by a trained
police dog in a lineup or DNA of the suspect that matches DNA extracted
from blood found at the crime scene. Under some circumstances, the strength
of such evidence can be analyzed precisely enough to come up with a numeri-
cal estimate of the likelihood of guilt or innocence. But the results of these
calculations can also be surprising. Chapter 3 describes the assumptions of
this approach and discusses its merits and limitations.

Chapter 4 tells two stories about frogs, one about trying to find the cause
of high frequencies of leg deformities and one about trying to understand
widespread population declines. I use the word “story” deliberately to em-
phasize how understanding these two problems developed through a sequence
of observations and experiments, with results along the way leading to new
hypotheses that were tested in further studies. One of my primary goals in
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Chapter 4 is to show how the integration of results from naturalistic obser-
vations, laboratory experiments, and field experiments can be a powerful ap-
proach to rapid progress in biology. By contrast, reliance on a single method
such as controlled laboratory experiments can lead to dead ends. In addition
to illustrating the complementary strengths of observational and experimen-
tal methods in ecology, the examples in Chapter 4 are important case studies
in conservation biology.

Chapter 5 continues exploring the interplay between experimental and
observational approaches, but it has a more important objective. Several au-
thors have pointed out the benefits of developing and testing competing hy-
potheses for a phenomenon. For example, some species of animals store large
amounts of food in widely dispersed locations in preparation for a season of
food scarcity. How do animals find their stored food weeks or months later?
Several possible mechanisms can be imagined, ranging from using smell to
detect stored items (which may be invisible because they are buried) to re-
membering specific locations of the stored food. Chapter 5 discusses a set of
simple but ingenious experiments to discriminate among these and other hy-
potheses. I use this concrete example to illuminate some fundamental philo-
sophical principles about constructing and testing alternative hypotheses and
about the roles of positive and negative evidence in science.

Chapters 6 and 7 don’t focus as closely on observational and experimental
methods as the other chapters, but they develop some ideas about causation
that are important in interpreting studies in biology. I return to a medical ex-
ample in Chapter 6: how the risk of getting cancer is influenced by genetic
and environmental factors. This chapter was motivated by contrasting news
accounts that appeared in July 2000 of a large Scandinavian study of cancer
incidence in twins. One account highlighted the importance of genetic
contributions to cancer risk; the other emphasized the importance of envi-
ronmental factors. [ was surprised that these stories, which appeared in major
U.S. newspapers, could present such different interpretations of the same sci-
entific study, so I read the original report in the New England Journal of Medi-
cine. This led to the main theme of Chapter 6: the complex and diverse ways
in which causal factors can interact to influence biological processes. I won'’t
give away the conclusion about the roles of genetic and environmental fac-
tors in cancer here because the fascinating details are important for fully ap-
preciating this conclusion.

"This example was an important stimulus for me to write this book. It made
me think about how science is presented in the press and whether it might be
useful to elaborate on several recent news stories to show how science really
works. I found that I could use different stories to illustrate various funda-
mental points about scientific methods, and eventually I had an outline for
the book.

Chapter 7 continues to explore the complexities of causation, using differ-
ent hypotheses about the causes of aging to illustrate a central theme—that
biological phenomena have complementary causes at multiple levels: bio-
chemical, physiological, genetic, developmental, environmental, and evolu-
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tionary. This theme contrasts with that of Chapter 5, which shows the power
of testing alternative, competing hypotheses to answer questions in biology.
But the hypotheses considered in Chapter 5 are all attempts to explain the
behavioral mechanisms by which birds and rodents find food that they store;
that is, they are all explanations at the same level. In Chapter 7, I discuss
mechanistic hypotheses about the biochemical and physiological causes of
aging, as well as hypotheses about environmental factors that contribute to
aging, genetic and developmental aspects of aging, and evolutionary reasons
for aging. These kinds of hypotheses at different levels are not alternative ex-
planations in the sense that if one is correct, the others must be false. Instead,
all of these levels of causation must be considered for a full understanding
of aging and of biological phenomena in general. Furthermore, progress in
understanding at one level, such as mechanisms of aging, can stimulate prog-
ress in understanding at other levels, such as evolutionary reasons for aging.

Chapter 8 uses some studies of the effects of coffee on blood pressure and
on cancer that nicely illustrate the tradeoffs between experimental and purely
observational research in medicine. This chapter also introduces the key role
of replication in scientific research and describes a method that is commonly
used to determine whether multiple studies of the same question give consis-
tent answers. This quantitative approach to combining results from different
studies is called meeta-analysis. Many news stories about medical and nutri-
tional research actually report the results of such statistical summaries of ex-
perimental or observational studies of a topic, without identifying them as
meta-analyses or explaining how the authors of the summaries reached their
conclusions. Because of the widespread use of meta-analysis in medicine and
nutrition, as well as in education, sociology, and other branches of the social
sciences, I believe it is useful to understand the basic elements of this method.

Chapter 9 explores another basic conceptual tool of science, the use of
quantitative models to help crystallize ideas and hypotheses. The primary ex-
ample in this chapter is the possible effects of global climate change on the
occurrence of malaria in various parts of the world. Many people are in-
tensely interested in predicting the likely consequences of global climate
change during the next 50 to 100 years. These consequences include many
changes in natural environments, as well as potential effects on human
health. Because the global climate system is extremely complex, quantitative
computer models have played a key role in developing predictions about the
extent and possible consequences of climate change. This is a topic for which
it is tempting to defer to the experts who use these models. However, the
predictions of the models have significant implications both for personal
lifestyles and for national and international policies about energy use and
other environmental issues. Furthermore, these predictions have been hotly
contested by some scientists, which has promoted confusion about global cli-
mate change among politicians and members of the general public. There-
fore, it’s important to have a basic understanding of these models so that
those without technical training can make intelligent judgments about the
associated controversies.
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There are various approaches to modeling, and a major goal of Chapter 9
is to compare two very different kinds of models of the future distribution of
malaria. These models have contrasting strengths and limitations. By giving
you an opportunity to compare two such models, I hope to demystify the
process of modeling by showing how the predictions of any model are linked
to the assumptions used in making it. My intention is not to contribute to
your possible distrust of abstract models in general but to help you develop
some tools for discerning the strongest points of particular models, as well as
their most significant weaknesses. The process of comparing two different
models should be an effective way to do this.

In Chapter 10 I elaborate on several threads that are initiated in the ques-
tions considered in earlier chapters. Most of the questions do not have final
answers despite good and productive research directed toward them, partly
because of their nature: human health (Chapters 2, 6, 7, and 8), animal beha-
vior (Chapters 3 and 5), and global ecology (Chapters 4 and 9) are inherently
complex because of the great diversity of factors that can influence them and
the variability in responses to these factors that exists in humans and other
species. The lack of definitive answers to questions discussed in this book also
reflects the fact that science is an ongoing process in which the most impor-
tant sign of progress is often that results of an experiment or observational
study lead to a new set of questions. This is part of what makes science excit-
ing and rewarding for scientists, but it entails an important dilemma: how do
we make the best practical and even ethical decisions based on incomplete
scientific knowledge? Science impinges on many of the decisions that indi-
viduals and society in general must make. But there is often a fundamental
tension between the tentativeness of scientific conclusions and the necessary
finality of some of our practical and ethical decisions.

Science is only one way of gaining understanding of the world, albeit an
especially powerful way. How does the scientific approach compare to other
approaches, such as art and religion? What are the strengths and limitations
of these different approaches? What do they have in common? On a more
practical level, how does the use of evidence by scientists and lawyers differ?
I take up these kinds of questions in Chapter 10 to explore the scope of sci-
ence in the larger context of the multiple ways in which we, as humans, deal
with the world.

Finally, in Chapter 10, I discuss the interplay between two key traits of sci-
entists, curiosity and skepticism. In many ways these are contrasting human
traits: consider the pure boundless curiosity of a young child and the unmiti-
gated distrust of an old curmudgeon, for example. But the key to success as a
scientist is often maintaining a delicate balance between these two traits. In
this book I hope to encourage both the curiosity and skepticism of readers
who are not trained as scientists. I believe this will help you read and inter-
pret science news with greater understanding and pleasure and make more
satistying personal decisions about issues affected by developments in science
based on knowing more about how science works.
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RECOMMENDED RESOURCES

In addition to the references for specific information and ideas in each chap-
ter that are collected at the end of the book, I provide a few recommended
readings and online resources at the end of individual chapters. These in-
clude articles and books that I found especially valuable and current web sites
that deal with critical thinking and the scientific process. Some of the books
published in the 1990s and earlier are little gems, packed with insight, that
deserve more attention than they’ve received; I promote them unabashedly.

Best, J. 2001. Dammned lies and statistics: Untangling numbers from the media,
politicians, and activists. University of California Press, Berkeley. Best il-
lustrates the importance of a critical approach to statistics reported in
the news media.

Coggon, D., G. Rose, and D. J. P. Barker. 1997. Epidemiology for the uniniti-
ated, 4th ed. http://bmj.com/epidem/epid.html (accessed April 3, 2003).
'This site, sponsored by the British Medical Fournal, is a good source of
basic descriptions of different ways of designing research and analyzing
results of research in medicine. The general principles apply broadly to
all kinds of research in biology.

Herreid, C. F,, and N. A. Schiller. 2003. National Center for Case Study
"Teaching in Science. http://ublib.buftalo.edu/libraries/projects/cases (ac-
cessed November 30, 2002). Herreid and Schiller advocate a case study ap-
proach to teaching science and provide many examples at this web site.

Paulos, J. A. 1995. A mathematician reads the newspaper. Basic Books, New York.
"This is a delightful little book about a great variety of ways that mathe-
matical ideas appear in the news media.

Rensberger, B. 2000. The nature of evidence. Science 289:61. Rensberger’s ar-
ticle was an important stimulus for writing this book.


http://bmj.com/epidem/epid.html
http://ublib.buffalo.edu/libraries/projects/cases

Chapter 2

Do Vitamin C and Other
Antioxidants Benefit Health?

Using Observational and Experimental
Studies to Test Medical Hypotheses

Linus Pauling was a creative and prolific chemist who was awarded two
Nobel Prizes: the Chemistry Prize in 1954 for fundamental work on the
structure of molecules and the Peace Prize in 1963 for articulating the dan-
gers of nuclear proliferation. He might have become the only person to re-
ceive three Nobels if he had beaten Watson and Crick in deducing the struc-
ture of DNA. Late in his long life, Pauling became a proponent of the
multiple health benefits of large daily doses of vitamin C. I remember hear-
ing Pauling lecture about vitamin C to a large and enthusiastic audience at
the University of Nevada, Reno, in 1985, when he was 84 years old. He was a
persuasive advocate who used charm and humor, as well as an arsenal of data
and anecdotes, to deflect criticism. He summarized his ideas in a book called
Vitamin C and the Common Cold, first published in 1970. Many books of nutri-
tional advice for the general public have been published, but his has had a
staying power matched by few others. One reason may be that Pauling’s
stature as a scientist gave his ideas automatic credibility. Pauling’s expertise
in biochemistry makes it tempting to accept his views about vitamin C un-
critically, but it is not necessarily wise to do so. His ideas have stimulated
many attempts to test various hypotheses about the beneficial effects of vita-
min C, and this research illustrates the strengths and limitations of purely
observational, as well as experimental, approaches to medical questions. By
looking closely at the evidence yourself, I hope you will see the value, as well
as the pleasure, that comes from carefully dissecting a scientific problem.
Inadequate intake of vitamin C leads to a disease called scurvy, whose
symptoms include dry skin; poor healing of wounds; bleeding from the skin,

14
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joints, and gums; and unusual fatigue. Scurvy was especially prevalent among
sailors on long sea voyages. Although vitamin C deficiency as the specific
cause of scurvy was not discovered until 1911, the British navy learned in the
late 1700s that it could easily be prevented by eating fresh fruits and vegeta-
bles. Scurvy is uncommon in developed countries today except among alco-
holics and individuals who are mentally ill or socially isolated.

It only takes about 10 milligrams (mg) of vitamin C per day to prevent
scurvy. The daily intake recommended by the Food and Nutrition Board of
the U.S. National Academy of Sciences is 90 mg for males and 75 mg for fe-
males (Food and Nutrition Board 2000). These values are sufficient to pre-
vent scurvy, even if a person did not ingest any vitamin C for a month, and
may have other health benefits not specifically documented by the Food and
Nutrition Board, but they are well below levels that are widely believed to be
beneficial. For example, my personal physician recommends a vitamin C sup-
plement of 500 mg/day to slow aging and protect the heart and vascular sys-
tem, and a recent survey showed that two-thirds of people in the United
States who sought medical care for colds believed that vitamin C alleviated
their symptoms (Braun et al. 2000). What evidence exists for these and other
purported health benefits of large doses of vitamin C?

Many researchers have reported such evidence from various types of stud-
ies, so vitamin C is a good example to introduce the array of methods that can
be used to learn how health and disease are influenced by diet, as well as by
different medical treatments. A critical evaluation of the present state of
knowledge should provide a foundation for sensible interpretation of future
studies that are reported in the press, especially if we focus on the strengths
and limitations of various methods that can be used to answer questions
about diet and health because these fundamental methods will be used in fu-
ture studies as well.

ANTIOXIDANTS AND AGING

Although Linus Pauling did not discuss the possibility that vitamin C might
protect against mental deterioration associated with aging in Vitamin C and
the Common Cold, this possibility has become one of the most popular reasons
for taking large daily doses of vitamin C and other antioxidants such as vita-
min E and beta-carotene (B-carotene). The rationale is rooted in the chemi-
cal reactions of these compounds with reactive oxygen species. Cells of living
organisms contain energy factories called mitochondria, which carry out the
final steps in the conversion of energy to a form that can be used to do the
work of the cells. These steps require oxygen, which we obtain by breathing.
The process is quite efficient, but small amounts of oxygen are converted to
byproducts such as hydrogen peroxide, ozone, nitric oxide, superoxide radi-
cals, and hydroxyl radicals. These substances are called reactive oxygen spe-
cies because they are derived from oxygen and react readily with essential cell
constituents such as DNA, proteins, and lipids. By altering these constituents,



16 How Science Works

reactive oxygen species may cause mutations that lead to unrestrained cell di-
vision and growth, that is, cancer, or they may cause cell death and thus con-
tribute to disease (Evans and Halliwell 2001).

Cells have various natural mechanisms to protect them from these effects,
but damage from reactive oxygen species may accumulate over time, contribut-
ing to the gradual deterioration called aging (see Chapter 7 for a discussion of
this and other hypotheses about aging). Vitamins C and E and B-carotene are
called antioxidants because they interact with reactive oxygen species, thus
reducing the potential for damaging reactions of these substances with DNA,
proteins, and lipids in cells. Because the brain has a high rate of oxygen use
and abundant lipids in the cell membranes that form connections between
cells, brain cells may be particularly vulnerable to the damaging effects of re-
active oxygen species. Therefore, it is quite reasonable to hypothesize that in-
creased amounts of antioxidants in the diet might protect against the mental
deterioration of aging.

One common way of designing medical and nutritional research is called a
prospective design. 'This is illustrated by a long-term study of residents of Basel,
Switzerland, begun in 1960. Suppose we hypothesize that antioxidants pro-
tect against memory loss with aging. One way to test this hypothesis would
be to initiate a study of young to middle-aged individuals who differ in their
use of antioxidants or their blood levels of antioxidants before decreased mem-
ory ability associated with aging is expected to occur. Ideally, this group
would represent a random sample of a population of interest and few subjects
would drop out of the study before its conclusion, which might be many
years later. This is a prospective study because we are looking forward in
time to make a prediction about a future outcome (increased memory loss)
that may result from a current condition (low intake of antioxidant com-
pounds). A group of Swiss researchers led by W. J. Perrig tested the memory
abilities of 442 participants in the Basel study in 1993, when they were be-
tween 65 and 94 years old (Perrig et al. 1997). Antioxidant levels had been
measured in the blood of these individuals in 1971, independently of any as-
sessment of their memory ability. Therefore, this qualifies as a prospective
study.

Researchers at the National Cancer Institute (NCI) did a classic prospec-
tive study of the health effects of smoking in the 1960s (Giere 1997), which
provides a model for other researchers, such as the Swiss group that studied
antioxidants and memory. From more than 400,000 men who volunteered
for the smoking study, the researchers selected about 37,000 smokers and an
equivalent number of nonsmokers for comparison. The key strength of this
large-scale study was that each smoker was paired with a nonsmoker, and
members of these pairs were similar in obvious characteristics such as age and
ethnic group, as well as a host of other characteristics that might influence
health, ranging from religion to the average amount of sleep per night. Not
surprisingly, the death rate of smokers after only 3 years was twice that of
nonsmokers.
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There are several pitfalls of prospective studies compared to the kinds of
randomized experiments that have been used to study the effects of vitamin
C on the common cold, as described later in this chapter. One of the most
significant risks in a prospective study is that individuals being compared may
differ in other factors besides those hypothesized to produce an effect. If the
frequency of the effect differs between two groups, such as smokers and non-
smokers, the reason for this difference may not be the factor the study was
designed to test but another factor that also differs between groups, often
called a confounding factor. This is why the extensive matching of smokers
and nonsmokers was so important in the study by the NCI: it was an attempt
to minimize the possibility that differences in death rates could be due to con-
founding factors. This matching required a massive effort to recruit 400,000
volunteers to get 74,000 subjects for intensive study. Of course, in principle,
it’s impossible to measure and control for all conceivable confounding fac-
tors. However, it would obviously be both unethical and impractical to study
the health effects of smoking experimentally, by randomly assigning individ-
uals to smoke or not smoke for many years and then measuring their survival
rates.

The study of antioxidants and aging by Perrig’s group differed from the
NCI study because the subjects in the former were not divided into two
groups but varied along a continuous scale in their blood concentrations of
vitamin C, vitamin E, and B-carotene. This variation was evidently not due
to differences in the use of vitamin supplements by the subjects because only
about 6% stated that they used supplements, and these individuals did not
necessarily have high levels of the vitamins circulating in their blood. One of
the most interesting results of this study was that blood plasma levels of each
of these vitamins in 1971 were strongly correlated with plasma levels in the
same individuals in 1993. This might reflect dietary differences among indi-
viduals that remained consistent for more than 20 years or genetic differences
that affected how vitamins are processed and stored in the body.

Perrig’s group used five standard tests of memory performance. One of
these was fairly obscure and had no relationship with blood levels of antioxi-
dants, but the other four were more useful in testing this relationship. -
plicit memory, or priming, was tested by showing subjects a picture containing
several familiar objects on a computer screen,' then showing the subjects in-
dividual pictures of 15 of these familiar objects randomly interspersed with
15 new objects. On average, subjects named familiar objects 17% faster than
new ones simply because of the priming effect. Free recall was tested by asking
the subjects to name as many of the objects in the initial picture as possible
after a 20-minute delay. On average, subjects recalled 8.2 objects. Recognition
was tested after the free-recall assignment by showing a picture containing
some old objects from the initial picture and some of the new objects that
were used in the priming phase. Subjects were asked to identify the objects
that were in the initial picture, and the researchers calculated an index of
recognition ability based on the number of correct choices and errors. Fi-
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nally, sernantic memory was tested by asking subjects to define 32 words; the
average subject got 19.6 definitions correct.

The essential results of this study can be summarized in a set of correlation
coefficients, which express the relationships between each of the antioxidants
(and a few other physiological measurements of the subjects) and each of the
memory tests. There are 45 of these correlation coefficients because there were
five memory tests done in 1993 and nine physiological measurements, which
included levels of vitamin C, vitamin E, and B-carotene, measured in 1971
and 1993, and blood pressure, cholesterol, and ferritin (an iron-containing
compound that may reverse the antioxidant effects of vitamin C), measured
in 1993.

If we wish to make our own interpretation of the results of the study,
rather than simply rely on the authors’ conclusion that “ascorbic acid [vita-
min C] and B-carotene plasma level are associated with better memory per-
formance” (Perrig et al. 1997:718), we need to consider what can really be
learned from correlation analysis, as well as the limitations of this fundamen-
tal statistical tool. The correlation coefficient measures the relationship be-
tween two variables, such as blood plasma level of B-carotene and ability to
recognize objects seen recently, on a scale from —1 to +1. The best way to
think about the meaning of this coefficient is to visualize the relationship
graphically. If two variables are completely unrelated, then the correlation
coefficient equals 0. Figure 2.1A illustrates this pattern (more accurately, lack
of pattern). In other words, Figure 2.1A shows what the relationship between
plasma level of B-carotene and recognition ability would look like if there
were no relationship between these two variables.

By contrast to the random cloud of points shown in Figure 2.1A, which
corresponds to a correlation coefficient close to 0, a perfect linear relation-
ship between two variables would have a correlation coefficient of +1 if
larger values of one variable corresponded to larger values of the other (Fig-
ure 2.1C) or —1 if the reverse were true.

What does the relationship between the plasma level of B-carotene and
the recognition ability of the 442 elderly subjects actually look like in com-
parison to the reference patterns shown in Figure 2.1A and 2.1C? The re-
searchers didn’t provide their raw data, but they stated that the correlation
coefficient for B-carotene measured in 1993 and recognition ability measured
in 1993 was 0.22. Figure 2.1B illustrates a relationship between two variables
that are correlated at a level of 0.22.?

Does Figure 2.1B make you skeptical of the association between B-carotene
and memory ability claimed by Perrig’s group? Although I made these graphs
to help you think critically about the results of this study, I hesitate to en-
courage undue skepticism because, as an ecologist, I frequently work with re-
lationships that are just as messy. Chemists, molecular biologists, and even
physiologists are used to working with relationships that look like Figure
2.1C, and they regularly scoff at data that look like Figure 2.1B. On the other
hand, ecologists, psychologists, and medical scientists have learned how to
deal with patterns like Figure 2.1B because they are interested in phenomena
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that are influenced by many different factors. If a single response variable
such as recognition ability is plotted against a single explanatory variable
such as B-carotene, it would be surprising to obtain a relationship as tight as
that in Figure 2.1C because of the many other factors that may also influence
recognition ability. Much of the scatter in Figure 2.1B is probably due to
variation in these other factors: age, sex, education of the subjects, and so on.

In fact, we can go beyond simply visualizing the data and ask the following
question: what is the chance of obtaining a correlation coefficient as large as
0.22 if we measure two variables that are truly independent of each other in a
group of 442 individuals? This probability can be estimated by randomly
generating two sets of unrelated data with 442 items in each set, pairing the
items in the two sets arbitrarily and calculating the correlation coefficient be-
tween them, repeating this process many times, and counting the number of
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times that the correlation coefficient is greater than 0.22 in these randomiza-
tion trials. When I did this numerical experiment, I got no correlation co-
efficients greater than 0.22 in 1,000 trials, implying that the probability of
getting a correlation coefficient as large as 0.22 by chance is less than 1 in
1000. This very low probability enabled Perrig’s group to claim a “statisti-
cally significant” association between plasma level of B-carotene and the
recognition component of memory ability.

Recall that Perrig and his colleagues measured nine physiological variables
and five aspects of memory performance. How does the correlation coeffi-
cient of 0.22 for recognition ability with plasma level of B-carotene in 1993
compare to the other 44 correlation coefficients among these variables? I pur-
posely picked the relationship between recognition ability and B-carotene to
graph in Figure 2.1B because it had the highest correlation. The next highest
value was 0.16 for semantic memory ability with plasma level of vitamin C in
1993, and there were 11 correlation coefficients in all that Perrig’s group
judged to be statistically significant because probabilities of getting these val-
ues by chance if the variables were 7ot related were less than 5%.° There were
no significant correlations between the plasma level of vitamin E and the
scores on any of the memory tests. Five of the significant correlations in-
volved B-carotene—for levels measured in 1993 with free-recall ability,
recognition ability, and semantic memory and for levels measured in 1971
with the latter two aspects of memory. Since the memory tests were only
done in 1993, it’s noteworthy that 1971 levels of B-carotene were correlated
with these aspects of memory measured 22 years later. There were three sig-
nificant correlations for vitamin C—for levels measured in 1993 with free-
recall ability and semantic memory and levels measured in 1971 with seman-
tic memory. The other three significant correlations involved cholesterol
with one component of memory ability and ferritin with two components.

These results seem consistent with the authors’ conclusion that vitamin C
and B-carotene enhance memory performance, but there is one further com-
plication that we need to consider before accepting this interpretation. To set
the stage, imagine flipping a coin 10 times. What are the chances that the
coin would come up heads every time? This probability can be readily calcu-
lated as 0.5'° = 0.1%. Now imagine that 100 people each flip a coin 10 times.
What are the chances that at least one of these people gets 10 heads? This
probability turns out to be about 10%.* In other words, unlikely events may
occur, given enough opportunities. With this in mind, let’s reconsider the
tull set of 45 correlation coefficients between physiological measurements
(including blood levels of antioxidants) and components of memory ability
reported by Perrig’s group. Suppose each of the nine physiological variables
was independent of each of the five memory variables. In this hypothetical
situation with no real relationships between antioxidant levels and memory
ability, what would be the chances of getting correlation coefficients as high
as those actually observed? I wrote a small computer program to simulate this
thought experiment and found that there was about a 12% probability that
the maximum correlation coefficient in a set of 45 would be greater than 0.14
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(the three largest correlation coefficients for the actual data of Perrig’s group
were 0.22, 0.16, and 0.14). In 80% of 1,000 trials with my program, at least
one correlation coefficient in a set of 45 was greater than 0.10 (this was the
level judged to be statistically significant by Perrig and his colleagues). The
results of Perrig’s group are still meaningful because they got 11 correlation
coefficients greater than 0.10 out of the 45 that they tested, whereas I never
got more than six and typically only one or two in my simulation with ran-
dom data. However, the simulation shows why we should be cautious in in-
terpreting large sets of correlation coefficients, especially when relationships
are likely to be influenced by several unmeasured variables (look again at the
scatter in the relationship between the plasma level of B-carotene and recog-
nition ability shown in Figure 2.1B). In fact, there is a statistical tool mar-
velously named the “sequential Bonferroni technique” that was designed to
deal with the problem raised in this paragraph (Rice 1989). Applying this
technique to the 45 correlation coefficients presented by Perrig’s group
shows that we can only be confident that two of the correlations represent
real relationships between plasma levels of antioxidants and components of
memory: the relationship between B-carotene measured in 1993 and recog-
nition memory and the relationship between vitamin C measured in 1993
and semantic memory.’

I’'ve expounded at length on correlation analysis only to reach a somewhat
dissatisfying conclusion: although we shouldn’t embrace the conclusions of
Perrig’s group wholeheartedly, neither can we categorically dismiss the hy-
pothesis that antioxidants enhance memory performance. My ulterior motive
for this extended discussion was to give you some insight about the workings
of this widely used statistical technique. But there is a more fundamental
problem with the data provided by Perrig and his colleagues that is rooted in
the fact that they used a prospective design rather than a controlled experi-
ment. Recall that the Swiss subjects in this study varied in their blood levels
of antioxidants because of some unknown combination of factors not deter-
mined by the researchers: they may have had genetic differences that influ-
enced their ability to absorb or retain particular vitamins, they undoubtedly
had different diets, and so on. How might these other factors influence the
results? The analyses discussed so far don’t provide a way to answer this ques-
tion, so Perrig’s group used another statistical method called regression,
which allowed them to consider multiple explanatory variables simultane-
ously. They did three regression analyses, using free-recall ability, recogni-
tion ability, and semantic memory because each of these components of
memory was correlated with one or more antioxidant measures in the initial
correlation analysis. I'll illustrate these regression analyses with semantic
memory because these results were clearest.

Perrig’s group essentially wanted to know if the correlations between
scores on the vocabulary test of semantic memory and blood plasma levels of
antioxidants could be attributed to other variables that might also be corre-
lated with levels of these antioxidants. Therefore they used educational level,
age, and sex as additional explanatory variables together with plasma levels of
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vitamin C and B-carotene in their regression. If, for example, more educated
subjects tended to have higher plasma levels of vitamin C and better seman-
tic memory than less educated ones, the association between vitamin C and
semantic memory might simply be an artifact of the relationship between
education and these two variables. Not surprisingly, they did discover that
subjects with more education did better on the vocabulary test. Younger sub-
jects also performed better, but there was no difference between males and
females. However, the regression analysis made it possible to statistically
control for the effects of these variables; that is, to ask what the relationship
between vitamin C or B-carotene and semantic memory would be if age and
level of education were fixed.

Perrig’s group found that these relationships were still significant even
when controlling for education, age, and sex. Under these conditions, the
probability that the correlation between plasma level of vitamin C and se-
mantic memory ability was due solely to chance was 3.4%, compared to less
than 0.1% in the initial correlation analysis, which didn’t account for educa-
tion, age, and sex. For B-carotene and semantic memory, the probability that
the correlation was due to chance was 3.5% when education, age, and sex
were controlled. Perrig’s group got similar results for B-carotene and recog-
nition ability but no significant relationships between vitamin C and recogni-
tion ability or between any of the antioxidants and free-recall ability.

Regression is more powerful than simple correlation analysis for revealing
patterns in data collected in prospective studies because we can consider sev-
eral variables simultaneously in regression, but regression analysis doesn’t
overcome the fundamental limitation of these kinds of nonexperimental
studies. This limitation is that there may be unmeasured factors that account
for variation in a response variable (e.g., an aspect of memory ability), as well
as variation in a factor that we do measure (e.g., blood level of vitamin C or
another antioxidant), producing an artifactual relationship between the fac-
tor we are interested in and the response variable.

In the case of the elderly Swiss population studied by Perrig and his col-
leagues, a causal relationship between antioxidants and memory ability seems
more plausible because of the known physiological effects of antioxidants on
cells, but it’s certainly possible that some other factor, unmeasured by the re-
searchers, was the real reason for differences in memory performance among
the subjects. For example, individuals may have had higher levels of vitamin
C and B-carotene in their blood because they consistently ate more fruits and
vegetables, but some other component of this diet caused differences in per-
formance on memory tests. Or perhaps differences in socioeconomic status
or lifestyle caused both differences in dietary intake of antioxidants and dif-
ferences in memory ability, creating a spurious relationship between plasma
levels of antioxidants and performance on memory tests. The possibilities
can be multiplied almost endlessly. In considering only education, age, and
sex as possible confounding variables, Perrig’s group wasn’t very thorough in
investigating alternative explanations for differences in memory ability among
their elderly subjects. Contrast this study with that by the National Cancer
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Institute of mortality associated with smoking, in which at least 23 additional
explanatory variables besides smoking itself were considered. Although the
results of Perrig’s group are interesting, they fall far short of being conclusive
evidence that antioxidants are beneficial for cognitive performance.

Mohsen Meydani (2001) of Tufts University reviewed studies of the ef-
fects of antioxidants on cognitive abilities of older people in an article pub-
lished in Nutrition Reviews. In addition to the study by Perrig’s group of el-
derly people with normal cognitive function, Meydani discussed several
studies of individuals with Alzheimer’s disease and vascular dementia.® Two
of these studies used a different design that is even more problematic than the
prospective design of the study by Perrig’s group, although it is quite com-
mon in medical research. This is a case-control design in which subjects who
already have a particular condition, such as a disease, are compared to a set of
control subjects without the condition. In this situation we are trying to de-
duce the cause of the disease by identifying factors that differ between cases
and controls. This may involve simply measuring physiological or other char-
acteristics of the two groups at the time of the study or asking individuals
about their past habits (e.g., smoking) or potential exposure to environmen-
tal toxins. For example, A. J. Sinclair and four colleagues (1998) studied plasma
levels of antioxidants in 25 patients with Alzheimer’s disease, 17 patients
with vascular dementia, and 41 control subjects without evidence of either
disease. The control subjects were similar in age to those with Alzheimer’s
disease and vascular dementia, but surprisingly the groups were not matched
for sex: 36% of the diseased individuals were females, but 59% of the control
individuals were females. Sinclair’s group found that average plasma levels of
vitamin C were about the same in patients with Alzheimer’s disease as in con-
trols but were 22% less in those with vascular dementia. Conversely, vitamin
E levels were 14% less in patients with Alzheimer’s disease than in controls.
Sinclair’s group concluded, “Subjects with dementia attributed to Alzheimer’s
disease or to vascular disease have a degree of disturbance in antioxidant bal-
ance which may predispose to increased oxidative stress. This may be a po-
tential therapeutic area for antioxidant supplementation” (1998:840).

This study dramatically illustrates some of the fundamental weaknesses of
the case-control design compared to prospective designs and experimental
studies. Even if the relationships between plasma levels of antioxidants and
dementia reported by Sinclair’s group are biologically meaningful, there is no
way to tell from their data if low vitamin C contributed to vascular dementia,
and low vitamin E to Alzheimer’s disease, or if these low levels were conse-
quences of the diseases. The cases studied were not a random sample of in-
dividuals with Alzheimer’s disease and vascular dementia but were patients
in a particular medical facility in England, and there is no way of knowing
whether or not these individuals are representative of any particular popula-
tion of people with dementia. In case-control studies, there are ample oppor-
tunities for bias in the selection of controls. For example, in the research by
Sinclair and his colleagues, the control group had more females than did the
group with dementia, suggesting that individuals in the control group were
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chosen mainly for convenience rather than to match cases and controls as
closely as possible. Even without conscious bias, it’s extremely difficult to se-
lect an appropriate control group in a case-control study because there is a
host of potential confounding factors that should be matched between the
cases and controls. Such matching is essentially impossible with the small
sample size of the study by Sinclair and his colleagues. More important, just
as with nonexperimental prospective studies, there is always the possibility
that unmeasured or even unimagined variables account for differences in dis-
ease between cases and controls.

In his 2001 review, Meydani concluded that antioxidants protect against
deterioration of cognitive ability with age and that taking high doses of sup-
plements such as vitamin E might be beneficial to forestall this symptom of
aging. I've discussed two of the studies that led to this conclusion, primarily
to illustrate the limitations of nonexperimental studies in answering ques-
tions about human health. The other research described by Meydani includes
experimental studies with animals and even an experimental study of vitamin
supplementation for Alzheimer’s patients, but it is no more convincing than
the two studies that I considered in detail. For example, the authors of the ex-
perimental study of Alzheimer’ patients had to do major statistical contor-
tions to find a relationship between treatment with large doses of vitamin E
and rate of deterioration of the patients (Sano et al. 1997).

Therefore, Meydani’s conclusion is questionable despite the plausibility of
the proposed mechanism by which antioxidants might help preserve brain
function. Nevertheless, my point is not so much to debunk the widely be-
lieved notion that antioxidants protect against aging (I myself take 400 units
of vitamin E daily, just in case) but rather to set the stage for discussion of a
contrasting research strategy that is often considered the gold standard of
medical research: randomized, double-blind, experimental trials. For ex-
amples of this approach, I'll use tests of the hypothesis that large doses of
vitamin C minimize the severity of common colds. After describing two ex-
amples, I'll return to the general issue of experimental versus nonexperimen-
tal approaches in medicine and cast a more positive light on the kinds of non-
experimental studies that we’ve considered so far.

DOES VITAMIN C PROTECT AGAINST THE COMMON COLD?

The hypothesis that vitamin C is beneficial in preventing or treating colds
has been tested in dozens of experiments dating back to at least 1942. This
hypothesis is a natural candidate for experimental testing because effects of
supplemental vitamin C should be manifested fairly rapidly in reduced inci-
dence or severity of colds if the hypothesis is true. By contrast, cognitive im-
pairment with age may be a long-term consequence of multiple factors, in-
cluding use of antioxidant vitamins, that act over decades of life. It’s generally
not feasible to design rigorous experimental studies on these time scales, so
other kinds of evidence have to be used to test hypotheses about long-term
effects.
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Linus Pauling (1970) discussed a handful of experimental studies that were
done before 1970 in his book Vitamin C and the Common Cold (see also Paul-
ing 1971). However, the reports of these studies have various problems that
make them poor examples for our consideration. The most important prob-
lem is that the original reports don’t include key information about experi-
mental design, statistical analyses, or numerical results, so they can’t be thor-
oughly evaluated. Therefore, I'll start with an influential study by Thomas
Karlowski and five colleagues at the National Institutes of Health (NIH) and
reported in the Fournal of the American Medical Association (FAMA) in 1975
(Chalmers 1975; Karlowski et al. 1975). This is a good illustration of the ex-
perimental approach, not because it was a flawless study, but for exactly the
opposite reason: it had a cardinal flaw, as the authors themselves recognized
once the study was underway. In fact, Thomas Chalmers, who was director of
the Clinical Center of NIH in the 1970s and one of the authors of the 74MA
article, reported that he was “more proud of it than almost any other that I
have published” (Chalmers 1996:1085), partly because the NIH researchers
identified the flaw and were able to account for it in their interpretations of
the results.

The general hypothesis that vitamin C helps fight colds actually comprises
two specific hypotheses: that taking high doses of vitamin C on a regular
basis helps prevent colds and that taking high doses of vitamin C at the first
signs of a cold reduces its length and severity. In other words, vitamin C may
have a prophylactic effect, by preventing colds, and/or a therapeutic effect, in
treating colds. Both of these hypotheses were tested by the NIH group.

Karlowski and his colleagues recruited 311 volunteers for their study from
among 2,500 NIH employees. About 600 of these employees indicated will-
ingness to participate, but about half were excluded for various reasons such
as health problems that might be exacerbated by taking large supplemental
doses of vitamin C, pregnancy, or unwillingness to refrain from taking vita-
min supplements outside of the study. The researchers began the study in
late summer to capitalize on the fact that frequency of colds in the Washing-
ton, D.C,, area increases in fall and winter. They planned to continue it for 1
tull year, but participants gradually dropped out, so it was ended after 9
months, when the total number of participants fell below 200. A small but
significant aspect of the research design was that this stopping rule was de-
cided beforehand. If this had not been the case, the researchers could have
been accused of stopping the study when the results were most favorable to
their preferred hypothesis.

Standard procedure in studies like these is to compare a group of subjects
who receive a treatment with a control group of subjects who do not receive
the treatment. In this case, treatment refers to a regimen of vitamin C cap-
sules provided to the subjects with instructions about when to take them, but
the term “treatment” has very general application in experimental studies to
represent any experimental manipulation. A key part of designing an experi-
mental study is to decide on appropriate controls. For example, it’s conceiv-
able that the simple act of taking a pill daily might affect the occurrence or
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severity of colds, regardless of the contents of the pill. In other words, there
might be psychological benefits of the treatment unrelated to the physiologi-
cal effects of vitamin C itself. But the researchers were really interested in
whether vitamin C specifically could protect against colds. Therefore, they es-
tablished a control group that received placebo capsules instead of capsules
containing vitamin C. More specifically, the vitamin C capsules contained 500
milligrams (mg) of vitamin C and 180 mg of lactose (milk sugar), whereas the
placebo capsules contained 645 mg of lactose. The authors of the NIH study
candidly state that the choice of lactose as the placebo was a hasty decision,
necessitated by the desire to start the study within a few months of the time it
was conceived. This turned out to be a fateful decision, as well as a hasty one.

Since Karlowski and his colleagues wanted to test both the prophylactic
and therapeutic effects of vitamin C on the common cold, they divided their
subjects into four groups. Members of each group were given two sets of cap-
sules: maintenance capsules and supplemental capsules. They were instructed
to take six of the former daily and six of the latter when they caught colds.
For the first group, both types of capsules were placebos. For the second
group, the maintenance capsules were placebos but the supplemental cap-
sules contained vitamin C. The third group was the opposite of the second:
vitamin C in maintenance capsules but placebos as supplemental capsules.
The fourth group had vitamin C in both maintenance and supplemental
capsules. For subjects receiving vitamin C in either maintenance or supple-
mental capsules, the dose was 3 grams (g) per day (6 capsules X 500 mg). For
subjects who received vitamin C in both maintenance and supplemental cap-
sules, the dose was 3 g/day when they did not have colds and 6 g/day when
they did.

The most important feature of an experiment such as this is that subjects
were randomly assigned to each of the four groups. This design is called a ran-
domized trial, in contrast to the prospective and case-control designs de-
scribed earlier. Randomization helps overcome the fundamental dilemma of
nonexperimental designs—that other variables besides the one of interest
may account for the results of a study. For example, suppose the NIH re-
searchers had asked subjects to volunteer specifically to be in a group of their
own choosing: the double-placebo group if they were skeptical of the hy-
pothesis, the double-vitamin C group if they believed the hypothesis, or one
of the intermediate groups if they weren’t sure. The results of such an experi-
ment would be impossible to interpret because any number of other factors
might differ between these self-selected groups and be associated with differ-
ent tendencies to choose the vitamin C treatment, as well as different suscep-
tibilities to colds, thus compromising any interpretation of a beneficial effect
of vitamin C. For instance, younger employees of NIH might be more skep-
tical of vitamin C than older ones, so more likely to select the placebo treat-
ment, but younger employees might also be more susceptible to colds be-
cause frequency of colds typically decreases as people get older. So this
“experiment” would show that those who took vitamin C got fewer, milder
colds than those who took the placebo, a bogus conclusion.
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The problem illustrated by this hypothetical example is essentially the
same as that in the Swiss study of antioxidants and memory ability (Perrig et
al. 1997). In that case, subjects differed in plasma levels of antioxidants be-
cause of individual differences in many potential factors: genetics, diet, age,
sex, and lifestyle. We couldn’t say with any assurance that differences in
memory ability were due to differences in plasma levels of antioxidants or
differences in one or more of these other confounding variables. In a ran-
domized trial, the process of randomly assigning subjects to treatment and
control groups helps alleviate this uncertainty because average values of po-
tentially confounding variables are likely to be similar in treatment and con-
trol groups, especially with moderate to large sample sizes. This is a simple
consequence of the randomization process. Imagine picking two softball
teams from a pool of 100 men and 100 women. If we randomly select people
for the two teams, they will probably have similar numbers of men and
women. If, instead, we were picking a treatment and control group for an ex-
periment, the same principle would apply.

I need to mention two other aspects of the design of this study that are
common in medical and nutritional experiments before describing the results.
First, this was ostensibly a double-blind study. This means that the subjects
were not supposed to know whether they got vitamin C or placebo capsules
for either their maintenance or supplemental supply, and the researchers
were not supposed to know which treatment group subjects belonged to when
they treated the subjects or recorded their symptoms. The purpose of the
double-blind approach is to reduce the possibility that preconceptions of ei-
ther subjects or researchers could bias results. If subjects knew they were tak-
ing vitamin C and believed in its efficacy, they might tend to downplay the
symptoms of any colds they got. The same goes for researchers who are re-
cording results. Second, the study relied partly on the subjects’ own assess-
ments of their health. They reported the number of colds they had and how
long they were, whereas the researchers determined the severity of 20 differ-
ent cold symptoms experienced by the subjects when they visited the clinic to
get supplemental capsules containing either vitamin C or a placebo.

The average number of colds during the 9 months of the study was quite
similar in the subjects taking a maintenance dose of 3 g of vitamin C and
those taking a maintenance dose of placebo: 1.27 versus 1.36. This difference
of 0.09 more colds per person in the placebo group was not statistically sig-
nificant because the probability was greater than 50% that it could have been
due to chance alone. One way to appreciate this is to notice that subjects with
the same maintenance treatment but different supplemental treatments also
differed by at least 0.09 in frequency of colds. This difference between sup-
plemental treatments was 0.11 for those with the placebo maintenance treat-
ment (the left pair of bars in Figure 2.2A) and 0.15 for those with the vitamin
C maintenance treatment (the right pair of bars in Figure 2.2A). Yet supple-
mental capsules should have had no effect on the frequency of colds because
they weren’t given to the subjects until affer they came down with a cold, and
they were only given for 5 days so they should not have affected the likeli-
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hood of getting another cold weeks or months later. Therefore, these differ-
ences in cold frequencies associated with the supplemental treatment must
have been due to chance, suggesting that the difference of similar magnitude
between the maintenance treatments was probably also due to chance.

The story about potential therapeutic benefits of vitamin C is much more
interesting. Karlowski’s group (1975) found that colds lasted an average of
7.14 days for subjects in the double-placebo group (i.e., placebo as both their
daily maintenance treatment and their supplemental treatment when they
got colds), 6.59 days for subjects taking vitamin C either daily or as a supple-
ment but not both, and 5.92 days for subjects taking vitamin C daily when
they were well and as a supplement when they were ill (Figure 2.2B). These
results suggest a small but significant benefit of vitamin C in reducing the
length of colds, by about 0.5 days for an intake of 3 grams per day and by a
little more than 1 day for an intake of 6 grams per day. In addition, several
symptoms were less severe in subjects taking vitamin C than in those taking
the placebo.

Perhaps you've already guessed the problem with these results. Because
the NIH researchers organized the study hastily, they used a placebo that
tastes sweet (lactose), whereas vitamin C tastes sour. The pills were provided
in capsules, so this wouldn’t be a problem if they were swallowed whole,
but. . . over the nine months of the study, some participants evidently couldn’t
resist the temptation to bite into their capsules to try to determine which
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group they belonged to. In other words, the double-blind was compromised.
The researchers learned of this problem early in the study (some participants
simply told them they had tasted the capsules and identified them). There-
fore the participants were given a questionnaire at the end of the study that
asked them to guess whether they had been taking vitamin C or the placebo.
About 54% had guessed their daily maintenance treatment; 77% of these
guesses were correct. About 40% had guessed their supplemental treatment;
60% of these guesses were correct.

When the NIH researchers examined the results separately for subjects
who did not guess either their maintenance or supplemental treatment and
subjects who guessed one or both of these treatments, a striking pattern
emerged (Figure 2.3). For the nonguessers, there was no difference in the du-
ration of colds between those who got a double-placebo treatment, a single
dose of 3 g of vitamin C during their colds from either maintenance or sup-
plemental capsules, or a double dose of 6 g of vitamin C during their colds
(Figure 2.3A). For the guessers, there was a clear reduction in the length of
colds for those receiving 3 g of vitamin C and a further reduction for those
receiving 6 g (Figure 2.3B). For this analysis, the guessers, called “unblinded
subjects” in Figure 2.3B, include those who guessed one or both of their
treatments correctly and those who were wrong. This illustrates an apparent
placebo effect: if a patient thinks he or she is getting a treatment, there is a
psychological benefit comparable to any direct physiological benefit that the
treatment may have. In this case, the results suggest that individuals who
thought they were receiving a placebo had longer colds than those who thought
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they were receiving vitamin C, regardless of which treatment they were actu-
ally getting.

This study illustrates one of the major pitfalls of experimental research:
the difficulty of setting up and maintaining a suitable control group. In this
case, comparison of the vitamin C treatments with the placebo controls was
complicated because some subjects guessed which group they were in. Kar-
lowski and his colleagues concluded that a large daily dose of vitamin C did
not prevent colds (Figure 2.2A) and that taking vitamin C during a cold did
not shorten the cold (Figure 2.3A) or reduce the severity of cold symptoms
(data not shown). These conclusions were based on analyzing a subset of their
data—those for subjects who were truly in the dark about which of the treat-
ment or control groups they belonged to. The researchers also found intrigu-
ing evidence for a placebo effect (Figure 2.3B), a problem that still bedevils
medical research (Hrébjartsson and Getzsche 2001).

Despite its flaws, this 1975 study was well received by the medical estab-
lishment, probably because the authors were affiliated with the National In-
stitutes of Health and the study was published in one of the premier medical
journals in the United States. Nevertheless, the conclusions have been criti-
cized by advocates of the beneficial effects of vitamin C. The most recent and
most detailed critique was written by Harri Hemild (1996), a scientist with
the Department of Public Health at the University of Helsinki in Finland.
Hemili has been an avid booster of the vitamin C hypothesis in a series of ar-
ticles published in the 1990s. All of these articles involve reviews of previous
studies, in some cases with reanalyses of the original data. To illustrate
Hemild’s approach, the title of his 1996 article in the Fournal of Clinical Epide-
miology in which he criticized the NIH research is “Vitamin C, the Placebo
Effect, and the Common Cold: A Case Study of How Preconceptions Influ-
ence the Analysis of Results.” In this article, Hemild misrepresents some of
the results of Karlowski’s group and misinterprets other results, but he does
raise one interesting issue. He suggests that the shorter and less severe colds
of subjects who guessed correctly that they were getting vitamin C might be
due to the fact that vitamin C really did reduce the duration and severity of
colds, which in turn enabled the subjects to guess their treatment correctly.
In other words, the placebo effect isn’t the cause of an artifactual relationship
between vitamin C intake and milder colds but rather a consequence of a real
relationship between vitamin C and milder colds. This idea illustrates the
complexities of disentangling cause-effect relationships in medicine, which
will be explored further in Chapter 6. In theory, Hemilid’s hypothesis could be
tested by comparing characteristics of colds in subjects who were getting vi-
tamin C and guessed correctly that they were getting vitamin C and in sub-
jects who were not getting vitamin C but guessed that they were. The NIH
researchers considered making this comparison in their original article, but
didn’t believe the sample sizes in these subgroups were sufficient.

The second author of the NIH study was Thomas Chalmers, who was di-
rector of the Clinical Center of NIH when the study was conducted. In intro-
ducing this study, I quoted Chalmers’s expression of pride in the work. This
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quotation came from his one-page rebuttal to Hemild’s six-page critique.
Chalmers concludes his rebuttal as follows: “In summary, I resent the time
that I have had to devote to this author’s biased defense of his late mentor’s
[Linus Pauling] infatuation with ascorbic acid. It may be that a properly
done, unbiased, and updated meta-analysis’ of the RCTs [randomized con-
trolled trials] should be carried out, but I think it would be a waste of time”
(1996:1085). It’s rare to see such candid expression of emotion in the technical
scientific literature, although strong feelings held by proponents of different
hypotheses can sometimes be glimpsed at scientific meetings.

There have been numerous experimental tests of the effects of vitamin C
on the common cold since the early 1970s. One consistent result is that tak-
ing large daily doses of vitamin C in an effort to prevent colds is futile. Even
Hemild agrees with this conclusion, although he thinks it may be possible
that vitamin C has a prophylactic benefit for people who are physically stressed
or suffer from borderline malnutrition. Experimental studies have provided
more support for the hypothesis that taking high doses of vitamin C at the
beginning of a cold reduces its duration and severity, although even in this
case there is a lot of variation in results of various studies. In particular, Robert
Douglas and his colleagues (2001) recently reported a suspicious pattern of
greater apparent beneficial effects of therapeutic doses of vitamin C in more
poorly designed studies. However, all of the experimental studies of vitamin
C and the common cold have not yet been thoroughly and systematically re-
viewed, so we can’t reach a definitive conclusion. Nevertheless, I'd like to
briefly describe one of the most recent experimental studies to contrast some
of its methods with those of the NIH study in the early 1970s. Then I'll make
some concluding general points about the role of experiments on human vol-
unteers in medical research.

Carmen Audera and three colleagues (2001) at the Australian National
University (ANU) in Canberra studied the therapeutic effects of vitamin C
on the length and severity of colds in the staff and students of ANU in 1998 -
1999. They solicited volunteers much as the NIH researchers did and used
similar criteria for selecting subjects. Since Audera’s group was interested
specifically in testing the therapeutic effects of vitamin C, subjects were in-
structed to take medication only at the onset of a cold. Specifically, when
they experienced two of several typical cold symptoms for at least 4 hours, or
“four hours of certainty that a cold is coming on” (2001:360), they started
taking the pills they had been given and did so for the first 3 days of the cold.

In this study, the placebo tablets contained 0.01 grams of vitamin C, and
the dose was three tablets, or 0.03 g/day for 3 days. There were three addi-
tional treatment groups. One received 1 g of vitamin C per day for 3 days;
one received 3 g of vitamin C per day; and one received BioC, containing 3 g
of vitamin C per day plus four other substances thought to alleviate cold
symptoms (e.g., rose-hip extract). The advantage of using a small dose of vi-
tamin C in the placebo was that the taste of these tablets was apparently in-
distinguishable from that of the tablets for the three treatment groups that
received much higher doses, yet the small dose was far below a level that ad-
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vocates of vitamin C believe would be necessary to treat colds. Instead, this
small placebo dose was comparable to the minimum daily requirement of vi-
tamin C to prevent scurvy. In fact, only 17% of the subjects guessed their
treatment group, and the majority of these guesses were incorrect. Contrast
this figure with the much higher percentage of subjects who guessed their
treatment group in the NIH study, in which lactose was used as the placebo.

As in the NIH study and in any true experiment, the subjects were ran-
domly assigned to the four treatment groups. One problem of the study was
that a fairly large number of participants dropped out before reporting any
colds. The authors don’t say whether dropouts were more likely to be stu-
dents or staff at ANU. However, the numbers of colds for which data were
collected were comparable in the four treatment groups, suggesting that sub-
jects in each of the four groups were equally likely to drop out of the study. A
second and more serious problem was that the subjects were responsible for
initiating their own treatment and for recording the severity of their cold
symptoms. How might this bias the results? If subjects in different treatment
groups were similarly accurate or inaccurate in recording their symptoms, re-
liance on the subjects themselves to record the data shouldn’t produce sys-
tematic differences between the treatment groups. For example, if there was
a tendency to exaggerate symptoms, this should increase the average severity
score to the same extent in all four groups, so the differences among groups
should be the same as if the symptoms were not exaggerated. One of the pur-
poses of random assignment of subjects to treatment groups in this study was
to minimize the likelihood that some groups had more hypochondriacs than
others, that is, to ensure that the average tendency to exaggerate symptoms
was similar in all four groups. However, the study might have been compro-
mised if subjects didn’t initiate self-treatment soon enough, even if there were
no differences in this lag time among groups. In fact, the average time be-
tween the beginning of cold symptoms and taking the first dose of medica-
tion was 13.4 hours, in contrast to the 4 hours specified in the instructions.
This average time didn’t differ among groups, but a vitamin C advocate
could argue that a high dose needs to be taken at the very beginning of a cold
to be effective, so to have a fair test of the vitamin C hypothesis, the first dose
should be taken much sooner than 13 hours after the beginning of cold
symptoms.

Based on data for 184 colds in 149 subjects, Audera’s group found no
therapeutic benefits of vitamin C. The average length of colds was actually
shortest for subjects in the placebo group, and the cumulative index of sever-
ity at 28 days after the cold started was second lowest in the placebo group
(Figure 2.4). However, there were no statistically significant differences
among groups in these summary measures or in any more specific measures
such as duration of nasal symptoms, throat symptoms, or systemic symptoms
(e.g., fever, headache, and achiness). As suggested in the previous paragraph,
this study was not foolproof, but it seems to provide fairly persuasive evi-
dence against the hypothesis that large doses of vitamin C can be used suc-
cessfully to treat the common cold. More important, comparing this study
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Figure 2.4. Average duration of cold symptoms (A) and average severity score (B) for
subjects in four treatment groups in a study at Australian National University (Audera
et al. 2001). The treatments were given during the first 3 days of colds. The dose of
0.03 grams per day represents the placebo; the dose of 3 grams plus additives repre-
sents “Bio C,” which contained bioflavenoids, rutin, hisperidin, rose hip extract, and
acerola in addition to 3 grams of vitamin C. Subjects rated the severity of cough,
nasal, throat, and systemic symptoms on a scale of 1 to 3 each day; B shows the cumu-
lative total of these scores after 28 days. This time period incorporates the full lengths
of the longest colds. The vertical bars show 95% confidence intervals, a standard
index of variability among individuals (see Chapter 8). For each group, the probabil-
ity is 95% that the true average lies within the 95% confidence interval. The large
overlaps in these confidence intervals implies that the differences among treatments
are not significant.

with the NIH test of the same hypothesis illustrates many of the subtle prob-
lems that can arise in conducting nutritional or medical experiments with
human volunteers.

While I was completing the first draft of this chapter, two articles about
other treatments for the common cold appeared in my local newspaper on
successive days. The first was a front-page story that announced “New Drug
Could Be Common Cold Cure.” The drug is called pleconaril and was tested
in a randomized, controlled trial much like the experimental tests of vitamin
C. The pharmaceutical company that developed the drug applied for ap-
proval from the U.S. Food and Drug Administration (FDA) to sell it, but in
March 2002 an Advisory Committee to the FDA recommended that further
studies be done before approval was granted.® Enough pleconaril to treat one
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cold would sell for about $40, much more than the cost of vitamin C—if vi-
tamin C were effective. The news report made no mention of all of the pre-
vious research on vitamin C but simply stated, “Scientists have developed the
first [emphasis mine] medicine proven to reduce the length and severity of
the common cold” (Reno Gazette-fournal, 18 December 2001). Pleconaril ap-
parently works by directly attacking rhinovirus, the most common cause of
the common cold. The second article touted the benefits of unfiltered beer
for treating cold symptoms. This sounds to me like the best approach of all.

ADVANTAGES AND DISADVANTAGES OF OBSERVATIONAL
AND EXPERIMENTAL STUDIES

In this chapter, we’ve examined both nonexperimental and experimental
studies to test various purported health benefits of vitamin C and other anti-
oxidants. Although we’ve seen that experimental studies have pitfalls, I've
emphasized their advantages, which make them the gold standard of medical
research for good reason. However, we shouldn’t simply dismiss the role of
prospective studies, case-control comparisons, and other kinds of nonexperi-
mental designs in medical research. These kinds of studies can provide essen-
tial information when experimental studies are impractical or unethical. For
example, no one seriously doubts that smoking has multiple bad conse-
quences for human health, yet much of the evidence for this belief comes
from large-scale, long-term comparisons of smokers with matched groups of
nonsmokers. In this case, matching subjects for as many potential confound-
ing variables as possible has been a reasonable substitute for randomly assign-
ing “volunteers” to smoke or refrain from smoking for several years. Indict-
ment of smoking as the most significant controllable health risk has been
reinforced by the fact that many different studies of diverse groups of people
have all pointed to the same conclusion. Furthermore, experimental and non-
experimental studies often provide complementary kinds of evidence to an-
swer questions not only in medicine but in other biological sciences as well.
I'll illustrate the process of marshaling multiple types of evidence to answer
biological questions in Chapter 4, using two recent ecological examples.
Unfortunately, the culture of science sometimes leads to excessive valua-
tion of experimental methods. There is a fascinating example of this in the
case of a disease of newborns called persistent pulmonary hypertension. With
conventional medical treatment (CT'), only 20% of patients survived this
disease. In the late 1970s, a group at the University of Michigan (Bartlett et
al. 2000) began testing a new treatment called extracorporeal membraneous
oxygenation (ECMO) in which the patient’s blood is passed through a heart-
lung machine outside the body for several days. They were able to increase
survival rate to 80%, but weren’t completely confident of this seemingly
dramatic success. Perhaps their patients differed in some unknown way from
the earlier group of patients, and this difference rather than their new treat-
ment accounted for the difference in survival. Therefore, they designed a
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small randomized trial to compare ECMO to CT. Because the new treatment
seemed so successful and they wanted to make it available to as many patients
as possible, they used a randomization method called “randomized play the
winner.” The treatment for the first baby suffering from persistent pulmo-
nary hypertension was to be determined completely randomly; that is, there
would be 50% probability that it would receive CT and 50% probability that
it would receive the new therapy. If the treatment was successful, its probabil-
ity would be increased for the next baby. As it happened, the first baby was
assigned the new ECMO treatment and survived whereas the second baby was
assigned CT and died. By this time, according to the prespecified protocol
for randomization, the probability of assigning a baby to the new treatment
was 75% and to the old treatment was 25%. The next 10 babies received the
new treatment and all survived; the results of the study were reported in 1985
as 11 survivors of the 11 babies treated by ECMO and 1 death of the one baby
treated by CT.

"This study was severely criticized by other researchers because only one
patient received CT, so a follow-up study with a standard randomization
scheme similar to that used in the vitamin C studies was designed and carried
out (Ware 1989; Royall 1991). There were nine patients in the ECMO treat-
ment group, all of whom survived, and 10 patients in the control group that
received CT, six of whom survived. This example raises a wrenching ethical
dilemma. Do you think the deaths of four infants who received CT in this
final randomized trial were “necessary” in some sense to demonstrate conclu-
sively the value of the new treatment? Or do you think the medical commu-
nity should have been satisfied with the initial comparative data in which the
control group was not randomly selected but was simply made up of patients
born before the new treatment was developed? How would your answers dif-
fer if the benefits of a new treatment weren’t so dramatic? Seemingly dry and
technical aspects of scientific methodology sometimes have profound practi-
cal and ethical implications.
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Chapter 3

Can Police Dogs Identify Criminal
Suspects by Smell?

Using Experiments to Test Hypotheses
about Animal Behavior

We know from our everyday experience with pets that animals have different
sensory abilities than humans. In many cases, it’s obvious that these sensory
abilities far exceed our own. Even the most casual observers, for example,
would soon realize that their dogs live in a world dominated by odors and
that they can detect and distinguish odors unknown to the owners. Indeed,
some of the most fascinating stories in biology involve the discovery of spe-
cialized sensory abilities in particular types of animals that are totally lacking in
humans. A classic example is Donald Griffin’s (1986) discovery of echolocation
by bats. Many bats emit streams of high-frequency sounds, well above the
highest frequency that we can hear. These sounds bounce off objects in the
environment, and the bats use the resulting pattern of echoes to navigate
under pitch-black conditions at night. They also use echolocation to locate
their prey, such as moths and other flying insects. This is an exquisite adapta-
tion for success for a highly mobile, nocturnal, aerial predator of small prey
that are also highly mobile.

The excitement of Griffin’s discovery arises from the fact that, as humans,
our primary tools for learning about the world are our own sensory abilities
of taste, touch, smell, and especially hearing and vision. This has always been
the case and is still largely true, despite the complex machinery for collecting
and analyzing data that we associate with modern science (after all, the out-
put of the machines generally has to be looked at or listened to by people in
order to be interpreted). Because we depend on our limited sensory abilities
for doing science, learning about sensory abilities of other animals that differ
qualitatively or quantitatively from our own is particularly challenging. In
the case of echolocation, European scientists discovered in the late 1700s that
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blinded bats could navigate in a room but bats whose ears were plugged with
wax could not. Griffin repeated these experiments in the 1940s but was able to
use new acoustic equipment to record the high-frequency sounds of the bats,
finally solving the mystery of how bats navigate that had intrigued the Euro-
pean researchers 150 years earlier.

Donald Griffin (1986) describes his discovery of echolocation in a won-
derful book for a general audience called Listening in the Dark. It’s a tale of
imagination, invention, and the design and execution of critical experiments.
I'll use an example that is somewhat less exotic but especially well suited to il-
lustrating the experimental method. It is the opposite of the echolocation
story because it is about the /imzits of the olfactory abilities of dogs, which are
often assumed to be virtually unlimited . Rather than inspiring our awe that
animals can do something that we never imagined would be possible, such as
navigate by echolocation, this story about the sense of smell in dogs shows how
common knowledge can sometimes get ahead of scientific evidence, with sig-
nificant practical consequences. In debunking the health benefits of vitamin
C in Chapter 2 and the olfactory abilities of dogs in this chapter, I don’t want
to leave you with the impression that experiments are always used to discredit
popular hypotheses. The next chapter will illustrate the positive role of ex-
periments combined with other kinds of evidence to evaluate hypotheses.

THE MYTHIC INFALLIBILITY OF THE DOG

Humans have appreciated the olfactory abilities of dogs since antiquity and
have developed various breeds to capitalize on these abilities. The use of dogs
to assist in hunting is the oldest and probably most familiar example, but
trained dogs are also used in various law enforcement tasks such as tracking
fugitives and sniffing out narcotics. For example, James Earl Ray, who was
convicted of killing Martin Luther King, Jr., escaped from the Brushy Moun-
tain State Penitentiary in Tennessee but was tracked by two bloodhounds and
quickly returned to prison. Dogs are also used by the police to identify sus-
pects in lineups. Just as human witnesses to a crime may be asked to select a
matching suspect from a lineup, a trained dog may be given a tool or piece of
clothing from a crime scene to smell and then be presented with a lineup that
includes a suspect and several other people. If the dog shows by its behavior
that the odor of the suspect matches that of the object from the crime scene,
testimony to this effect by the dog’s handler is typically admissible in a trial.
In fact, Andrew Taslitz reported in 1990 that thousands of these lineups have
been done in the United States since 1920, contributing to convictions for
robbery, rape, and murder and sentences up to life imprisonment or death.
What is the legal basis for admitting evidence from scent lineups in trials?
According to Taslitz, this basis is remarkably weak, at least in the United
States. Most courts use four criteria, which were developed for deciding the
validity of tracking and simply transplanted to scent lineups: that the dogs
should belong to a breed “characterized by acuteness of scent and the power
to discriminate among individual human beings” (1990:120), that they be
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trained for tracking, that there be evidence of their reliability in tracking, and
that there be other evidence independent of the dogs that is consistent with
the scent identification. In many cases, convictions have been based primarily
on scent identification by trained dogs, with additional evidence being only
circumstantial. In practice, courts have relied almost exclusively on the
claims of handlers about the abilities of their dogs. For example, in one rob-
bery case, a handler testified that a tracking dog named Bobby was 100% ac-
curate in training, as well as in four previous criminal cases. Both the original
court and an appeals court accepted this testimony as “ample proof of relia-
bility to justify admitting the results of Bobby’s tracking” (1990:55).

Taslitz suggests that the faith of judges and juries in scent identification by
dogs is rooted in a kind of mystical belief in man’s best friend. Our culture
has numerous legends, as well as true stories, attesting to the loyalty of dogs.
In Homer’s Odyssey, for example, Odysseus returns home after 20 years and is
recognized by his aged dog Argus, who dies in the process of greeting his
master. Argus probably recognized Odysseus after this long absence at least
partly by smell. Because dogs are known for their loyalty, honesty, and in-
tegrity, we tend to accept evidence based on scent identification by dogs rela-
tively uncritically. By contrast, imagine using cats, with their reputation for
deviousness, in this way.

Because of “the mythic infallibility of the dog,” in Taslitz’s (1990:20) words,
defense lawyers have so far been unsuccessful in persuading courts to apply
the Frye Rule to evidence from tracking or scent lineups. The Frye Rule
states that a scientific principle should be well established and generally ac-
cepted by scientists in the appropriate field for expert testimony based on
that principle to be used as evidence in court. The purpose of the Frye Rule
is to prevent juries from being swayed by the testimony of experts when the
scientific foundation for that testimony is weak or nonexistent. In several
cases, defense attorneys have argued that convictions should be overturned
because the Frye Rule was not applied to the testimony of dog handlers.
Judges have given various reasons for denying this argument, including the
claim that such identification is not based on science, so the Frye Rule
doesn’t apply. This is clearly faulty logic. The olfactory abilities of dogs are
subject to experimental testing, and a few such experiments have in fact been
done (Brisbin et al. 2000). What is the evidence that trained dogs can recog-
nize unique odors of individual people and use this ability to accurately iden-
tify subjects in lineups?!

In an interesting study with twins, Peter Hepper (1988) tested the hy-
pothesis that humans have individual odors that can be recognized by dogs.
Hepper was particularly interested in the role of genetic and environmental
factors in causing people to have different odors. Therefore, he used three
sets of twins in his experiments. The first set consisted of male fraternal
twins that were 2 to 3 months old. These twins were genetically different but
had a common environment because they were being raised in the same
home. In particular, they ate the same foods, so any effect of diet on body
odor should have been the same for both members of a pair. The second set
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consisted of male identical twins? that were 2 to 3 months old. These twins
were not only genetically identical but also shared a common environment.
The third set consisted of male identical twins that were between 34 and 50
years old, lived separately, and ate different foods. These twins were geneti-
cally identical but had different environments.

Four dogs were thoroughly trained in scent discrimination before being
used in the experiments. This doesn’t mean that the dogs learned how to dis-
tinguish between two similar scents; if they had an ability to discriminate, it
was probably innate. Instead it means that the dogs were trained to show by
their behavior that they were making a choice. The basic protocol was to
wash each of the subjects with the same soap, then carefully rinse off the soap
(presumably the adult subjects washed themselves). Four T-shirts for each
pair of twins were also washed with the same detergent. Each twin then wore
one T-shirt for 24 hours and a second T-shirt for the next 24 hours. Finally, a
dog was presented with a T-shirt scented by one person, then given a choice
between the second T-shirt worn by that person and one of the T-shirts worn
by his twin. The dog’s handler did not know which was the correct match.

The results of this experiment suggest that dogs can use either genetic or
environmental factors to discriminate between people. The average percentage
of correct choices was 89% for the infant fraternal twins sharing a common
environment, 49% for the infant identical twins sharing a common environ-
ment, and 84% for the adult identical twins living in different environments.
Since the dogs were choosing between two T-shirts in each trial, they should
have been able to get 50% of their choices correct just by chance. The 49%
rate of success at distinguishing twins with the same genes and same environ-
ment is not different from chance performance, suggesting that the dogs got
no useful cues for discrimination in this situation. This provides a baseline
for comparison with the other two types of trials, where performance of the
dogs was significantly better than chance. For the trials with adult identical
twins, environmental differences such as diet must have been the basis for
discrimination by the dogs. For the trials with infant fraternal twins, genetic
differences must have been the basis for discrimination because infant identi-
cal twins could not be distinguished.?

Are these results sufficient to validate the use of dogs to identify suspects
in scent lineups? Not by a long shot, for at least four reasons (not including
the fact that 2-month-olds rarely commit crimes). First and least important,
Hepper tested only four dogs, so we can’t say if their abilities are common or
unusual among dogs in general (this is least important because Hepper did
show that sozze dogs have remarkable abilities to discriminate human odors).
Second, the success rates were impressive, but the performance of the dogs
was not perfect even after intensive training. Dogs made mistakes in identifi-
cation 11% of the time in trials with infant fraternal twins and 16% of the
time in trials with adult identical twins. Error rates of this magnitude that re-
sulted in convictions of innocent people would be unacceptable. Third, dogs
used in forensics often have to compare an odor from one body part of a per-
petrator (e.g., head odor on a hat left at the crime scene) with an odor from
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another body part of a suspect in a lineup (the suspect and several control indi-
viduals use their hands to apply scent to a test object such as a metal cylinder).
In Hepper’s experiments, odors all came from the torsos of the twins. Just as
individuals may differ in smell, various body parts of the same individual may
also differ. Can dogs be trained to ignore this anatomical variation and detect
a component of the olfactory signal that’s common to all body parts of an in-
dividual, if such a common signal exists? Finally, Hepper’s experiment differs
from real-world forensic practice in that a suspect in a lineup may not be the
same as the perpetrator of a crime. If this is the case, a dog given an object
from a crime scene to sniff should pick no one from the lineup because no
odors of these people would match the smell of the object from the crime
scene. In Hepper’s experiment, by contrast, one of the T-shirts presented to
the dog was always a correct choice.

I. Lehr Brisbin and Steven Austad (1991) did a small experiment to see
how the ability of dogs to distinguish between the scents of two different in-
dividuals was affected by the body parts that supplied the scents. They used
three dogs and modeled their procedure after that used in competitions au-
thorized by the American Kennel Club. In these competitions, dogs are re-
quired to select metal and leather dumbbells scented by their handlers’ hands
when given a choice between these and dumbbells scented by the judge’s
hand. This differs from forensic practice in an important way because we
might expect that it would be easier for dogs to distinguish between the fa-
miliar odors of their handlers and the unfamiliar odors of judges than be-
tween the odors of various people in lineups, which would all be equally un-
familiar. This means that the experiment of Brisbin and Austad gives the
benefit of the doubt to the hypothesis that dogs can generalize across body
parts to identify individuals. If their dogs were able to do this, it might be be-
cause the handlers’ odors were so familiar, which would provide only weak
evidence that dogs could generalize in scent lineups. However, if the dogs
used by Brisbin and Austad were not able to generalize, it seems unlikely that
dogs could do so in the more challenging circumstances of the lineups.

The dogs were trained by using standard guidelines of the American Ken-
nel Club for obedience training of “utility dogs” for at least 6 months, then
further trained in the specific procedures used by Brisbin and Austad in their
experiments. In each trial, two scented dumbbells were placed on a board
about 10 feet from the dog and handler while the dog and handler were fac-
ing in the opposite direction. When the dumbbells were in place, the dog and
handler were instructed to turn around to face the board. The handler gave
the dog a command to go to the board. Sniffs of each of the dumbbells were
recorded, as well as which dumbbell was retrieved. The experimenters posi-
tioned the dumbbells in such a way that the handler didn’t know which was
the correct choice.

The dumbbells were scented by having a person hold a dumbbell in his or
her hand for 30 seconds or using tongs to position the dumbbell in the inte-
rior crook of the elbow and having the person hold it tightly there for 30 sec-
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onds. Several types of trials were conducted. First, the dogs had to choose be-
tween (1) a dumbbell scented by the handler’s hand and one with no human
scent or (2) a dumbbell scented by the handler’s elbow and one with no
human scent. The dogs had no trouble with these discriminations, averaging
93% correct in the first case and 86% correct in the second case. The dogs
also had little trouble in the second type of trial, distinguishing a dumbbell
scented by the handler’s hand from one scented by a stranger’s hand, which is
comparable to the task used in obedience competitions. Success rates of the
three dogs were 69%, 70%, and 90%, for an average of 76%. However, when
given a choice between a dumbbell scented by their handler’s elbow versus
one scented by a stranger’s hand, the dogs were less successful. Success rates
were 70%, 57%, and 46%, and the average of 58% was not significantly dif-
ferent from the chance performance of 50%. Since the dogs were trained to
identify the hand odors of their handlers, they may have been confused by
differences between elbow odors of their handlers and hand odors of strangers.
It is interesting that they could distinguish elbow and hand odors of their
handlers, with an average success rate of 78%.

In a nutshell, these results suggest that different body parts of the same
person have different odors. This shouldn’t be surprising, although the fact
that the elbow and hand of the same arm smell differently may be a bit curi-
ous. More important, the results suggest that dogs do not automatically gen-
eralize from one body part of an individual to another to discriminate be-
tween two people with individually distinctive odors, if the dogs are trained by
using standard methods. It’s quite conceivable that a training regime could be
devised to improve the performance of dogs in this task, but present methods
that are used not only to train dogs for competitions sponsored by the Amer-
ican Kennel Club but also for scent identification in police work are not ade-
quate. This undermines one of the fundamental assumptions of the use of evi-
dence from scent lineups in court.

A group of researchers led by Ray Settle of the Police Dog Training School
in Preston, England, developed and tested a training routine that they thought
might be more effective than standard methods of training dogs to general-
ize across body parts in identifying individuals (Settle et al. 1994). Settle’s
group used seven dogs of various breeds. They collected body scents from
more than 700 volunteers from various schools, a local business, and a nurs-
ing home. Each volunteer was given four pieces of cotton cloth that had been
washed and placed in a glass jar. The volunteer was asked to place each piece
of cloth on a different part of his or her body for 30 minutes, then replace the
scented cloths in the jar. The choice of body parts to be scented was up to the
volunteers.

The dogs were tested by giving them one cloth from one of the volunteers
to sniff and then either presenting them with a group containing another
cloth scented by the same volunteer plus five cloths scented by five other vol-
unteers or presenting them with six steel tubes that had been held by volun-
teers for 5 minutes. These procedures are similar to those used in actual scent
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lineups, at least in Europe. Handlers trained their dogs in a series of progres-
sively more difficult discriminations. For example, in an early step in train-
ing, the dogs had to identify a scented cloth when it was placed in the train-
ing room with five others that had been washed and handled with tongs, so
they had no human scent. In successive steps, the dogs had to discriminate a
target scent from one other human scent, then two others, and so on. Train-
ing lasted for 9 months.

After this regimen, the dogs were correct 80% of the time on average in
the first type of test, in which they had to discriminate among six cloths
scented by different people, and 85% of the time in the second type of test, in
which they had to discriminate among six steel tubes handled for 5 minutes
by different people. In each case, since one of the six choices matched the tar-
get scent, we would expect the dogs to be correct one-sixth of the time (17%)
purely by chance. Accuracy of 80 to 85% is much better than chance perform-
ance, implying that the dogs really had learned to distinguish individual human
odors in a situation similar to that used in actual police lineups. Furthermore,
Settle and his colleagues suggested that the dogs were identifying individuals
regardless of whether or not the body part used as a source of the target scent
was the same as that used in the lineups.

These results of Settle’s group are inconclusive, however, because the vol-
unteers who provided cloths scented by four different parts of their bodies
handled all of the cloths and placed them together in a closed glass container
that was returned to the experimenters. In handling the cloths, hand odors
may have been transferred to them; in keeping them in closed containers for
up to 4 days, odors may have been transferred among them. This means that
the odors on four cloths prepared by the same volunteer were probably more
similar to each other than, for example, the odors on the dumbbells held in
the hand and the elbow by a subject in the experiment of Brisbin and Austad
(1991). Because of this likely odor contamination in the study by Settle and
his colleagues, it may have been easier for the dogs to match a target scent to
one of the scents in the lineup than if it had come from a distinctly different
part of the body than the part used to create the lineup. Therefore, this study
doesn’t restore much faith in the validity of evidence from scent lineups, be-
cause it doesn’t convincingly show that dogs can generalize from one body
part to another to distinguish odors from different people, even though the
training used by Settle’s group was more extensive than that normally given
to police dogs.

"The most extensive and most recent set of experiments dealing with scent
identification by dogs in police lineups was done by Gertrud Schoon for her
dissertation at the University of Leiden in the Netherlands.* She is affiliated
with the Department of Criminalistics and Forensic Science and the Ethol-
ogy Group of the Institute of Evolutionary and Ecological Sciences at the
university, indicating that she has broad training and diverse interests. Real
progress in science often comes from people who bring a new perspective to
a long-standing problem. In this case, Schoon’s background in ethology (ani-
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mal behavior) may have helped her to find creative ways of dealing with some
of the practical problems of forensic science that we’ve been discussing.

Schoon (1996, 1997, 1998) examined several aspects of scent identification
to find ways to improve the training of dogs and the operation of scent line-
ups, but I will discuss just one part of her work that addresses one of the most
important pitfalls of these lineups. This is the possibility that a dog will
falsely accuse a suspect by selecting the suspect’s scent from a lineup when
this scent does not match the target scent from an object left at a crime scene.
Unlike all the experiments described so far that used a match-to-sample design,
in which an odor matching the sample was always present in the array with
which the dogs were tested, in the complicated real world of police investiga-
tions innocent suspects are sometimes arrested. In this case, the correct
choice of a dog would be to select none of the odors in a lineup because none
would match that from the crime scene. But there are various factors that
might work against dogs making this response. They might select the odor
that was closest to the odor on the target object, even if it wasn’t identical. In
fact, when human witnesses to crimes are shown pictures of several potential
subjects, they tend to pick one that looks most similar to the person they saw
at a crime scene, even if that person was not actually there (Wells et al. 2000).
In scent lineups, the control scents often come from police officers who may
be familiar to the dog, so the dog may pick the odor from the lineup that is
least familiar, regardless of whether it matches the scent of the target object.
The handler may believe the suspect is guilty and therefore reward the dog
for making any selection at all. If the lineup consists of a suspect and several
control individuals, none of whom are known to the handler, the handler may
pick out the likely suspect by using visual cues and communicate this identi-
fication to the dog unconsciously.’ Even if the lineup consists of objects like
metal cylinders that were scented by using standardized methods, the handler,
who is likely to be a police officer familiar with the case, may believe the sus-
pect is guilty and therefore unconsciously encourage the dog to choose one of
the cylinders when the correct response if the suspect was really innocent
would be no choice. To date, Schoon is the only researcher who has rigorously
tested the possibility of false identification of suspects based on dogs and scent
lineups.

Schoon did her experiments with six tracking dogs that were trained for
police work in the Netherlands. Each dog was used in 10 trials. In each one, a
target scent was prepared by having a volunteer police employee treat an ob-
ject as if it had been found at a crime scene. These objects were screwdrivers,
wrenches, pistol buttplates, sweatshirt cuffs, and scent samples from the seat
of the volunteer’s car. In preparing these target scents, the volunteers were
acting as if they were the perpetrators of a crime.

"To prepare odors for scent lineups, Schoon gave volunteers two glass jars
with six stainless steel cylinders in each. The volunteers were instructed to
handle the cylinders in each jar for 5 minutes. In addition, one of the volun-
teers handled a piece of polyvinyl chloride (PVC) tubing, providing a “check”
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scent that was used as described below to be sure the dogs didn’t have an in-
herent preference for one of the odors in the lineup but were really making a
choice based on matching an odor in the lineup to a target odor. For each
trial with a dog, one volunteer was designated as a suspect. In half of the tri-
als with each dog, this “suspect” was the same as the “perpetrator” who had
scented the objects from a hypothetical crime scene; in the remaining trials,
the suspect and perpetrator were different people.

Each trial consisted of four tests of discrimination in which seven scented
cylinders were laid out for a dog. One cylinder had the scent of the suspect,
one cylinder had the scent of the person who provided the check scent, and
the other five cylinders had scents of five other volunteers that Schoon called
decoys. In the first two trials, the dog was allowed to smell the check scent on
the PVC tubing, then shown the lineup of seven cylinders. In this case, the
correct choice was to select the cylinder scented by the person who made the
check scent. If the dog made the wrong choice in either of these tests, it was
disqualified for that trial. For example, the dog might be disinterested in
working that day and make no choice, or it might select the suspect’s scent,
indicating a preference for that scent even though it didn’t match the check
scent. In these cases, Schoon believed it was invalid to test the dog’s ability to
compare a perpetrator’s and suspect’s scent. One of her pragmatic sugges-
tions is that police departments begin using this kind of performance check
in actual lineups.

After these two trials, the check scent was removed from the lineup and
the dog was given the scented object made by the person pretending to be the
perpetrator. Then it was given two tests with six scented cylinders—one
scented by the simulated suspect and five scented by decoys. Recall that in
half of the trials with each of the six dogs, the suspect was the same as the per-
petrator, whereas in the other half the suspect and perpetrator were different,
and the handler did not know which trial was which. Since there were five
types of objects, there were 10 trials per dog, for a total of 60 trials.

The performance of the dogs in this experiment was not particularly im-
pressive. In 30 of the 60 trials, the dogs were disqualified because they made
errors in the check tests. In the remaining trials in which the suspect was the
same as the perpetrator, the dogs correctly selected the scent of the suspect in
four trials, they selected a decoy’s scent in five trials, and they made no selec-
tion in two trials, for a success rate of 4/11, or 36%. In the trials in which the
suspect was not the same as the perpetrator, the dogs correctly made no se-
lection in nine cases, they selected the suspect’s scent in one case, and they
selected a decoy’s scent in nine cases, for a success rate of 9/19, or 47%. It’s
interesting that the dogs made some choice in a majority of these trials, sug-
gesting that it may have been difficult for them to resist picking one item
from the lineup even when there was no match to the scent on the object
from the hypothetical crime scene. However, the effective error rate was only
1/19, or 5%, because in nine cases the dogs selected a decoy, who would pre-
sumably be known to be innocent in a real lineup. These estimates assume
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that the conditions of this experiment with simulated suspects and perpetra-
tors are representative of actual forensic practice. Also, the estimates are not
very precise because they are based on a small number of successful trials
with only six dogs.

INTERPRETING EVIDENCE

Ignoring the limitations of its small sample size, what can we learn from this
study? There are two categories of errors that can occur in methods used to
match suspects to evidence from a crime scene, whether this evidence be
fingerprints, tissue samples containing DNA, eyewitness accounts, or odors
on objects identified by dogs. These errors are false positive identification, in
which an innocent suspect is convicted because of an incorrect match be-
tween the evidence and the suspect, and false negative identification, in
which a guilty suspect is acquitted because of failure to make a match be-
tween the evidence and the suspect. The general principle of jurisprudence,
that a person is considered innocent until proven guilty beyond a reasonable
doubt, implies that the first type of error is considered more serious than the
second, at least in contemporary Western society. McCauliff (1982) surveyed
171 judges and found that the most common interpretation of “beyond a rea-
sonable doubt” was that the chance of false positive identification was 10%.
"This means that innocent suspects might be convicted as frequently as 10% of
the time, or, said another way, that conviction is reasonable if the likelihood
of guilt is greater than 90%. Of course, in our legal system of trial by jury, the
ultimate determinant of the meaning of “beyond a reasonable doubt” is the
collective opinion of the jurors.

Before applying these ideas to the problem of scent identification, I'd like
to discuss a seemingly different but in fact perfectly parallel problem, which
is easier to analyze because fewer assumptions are necessary. Consider a diag-
nostic test for a disease, such as the occult-stool test for colorectal cancer in
which blood in the stool is used as an indication that a person might have
cancer in the lower portion of the digestive tract (Hoffrage et al. 2000). We
can summarize the values needed for our calculations in a 2 X 2 table in
which the two columns represent people with and without the disease and
the two rows represent positive and negative results of the test ("Table 3.1).
The sensitivity of the test is 50%; that is, if a person has the disease, the
chance of a positive test result is 50%. This means that the occult-stool test
misses 50% of the cases of colorectal cancer. These are false negatives, repre-
sented by the value of 0.5 in the lower-left cell of the table.

The upper-right cell of the table shows the probability of a false positive
test result: an occult-stool reading that indicates colorectal cancer in a person
who does not actually have the disease. This probability is only 3%. In other
words, for a person who is not afflicted with colorectal cancer, the chances
are 97% that the occult-stool test would correctly be negative. But the most
important issue is how to interpret a positive test result for someone whose
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Table 3.1. The occult-stool test for colorectal cancer.

Disease Status of Individual

Does Not Have
Has Colorectal Cancer Colorectal Cancer
Positive 0.5 0.03
Results of Occult-Stool Test Negative 0.5 0.97

Values in the first column are probabilities of positive and negative test results for people with colorectal
cancer; values in the second column are probabilities of positive and negative test results for people who do not
have colorectal cancer (Hoffrage et al. 2000).

disease status is not known. Stated more personally, if your doctor did an
occult-stool test and reported a positive result, what are the chances that you
have colorectal cancer?

Based on the top row of Table 3.1, you might assume that your chances of
having colorectal cancer in this case are pretty high because the probability
of a positive test result in a person with colorectal cancer is much larger than
the probability of a false positive (0.5 versus 0.03). However, the significance
of this depends on the frequency of colorectal cancer in the general popula-
tion, which is only about 0.3% (Hoffrage et al. 2000). Why is this important?
The easiest way to see how this information affects the analysis is to imagine
applying the probabilities in Table 3.1 to a large, hypothetical group of
people. Suppose we consider a group of 10,000. If this group is representative
of the general population, 30 would have colorectal cancer. Of these 30, 15
would have a positive occult-stool test and 15 would have a negative test,
based on the first column of Table 3.1. Of the remaining 9,970 people who do
not have colorectal cancer, we expect there to be about 299 who would have
false positive tests (0.03 X 9970). These numbers are shown in Table 3.2.
Looking at the first row of Table 3.2, we see that the expected total number

Table 3.2. Test results and disease status of 10,000 hypothetical individuals,
where the frequency of colorectal cancer is 0.3%.

Disease Status of Individuals

Have Do Not Have
Colorectal Cancer  Colorectal Cancer  “Totals
Positive 15 299 314
Results of Occult-Stool Test Negative 15 9,671 9,686
Totals 30 9,970 10,000

I constructed this table by first subdividing the total of 10,000 individuals into 30 with colorectal cancer
and 9,970 without colorectal cancer because 0.3% of 10,000 = 30 and 10,000 — 30 = 9,970. For those with
colorectal cancer, half would be expected to have a positive occult-stool test and half would be expected to have
a negative test based on Table 3.1, producing the values of 15 in the first numerical column here. For those
without colorectal cancer, 3% would be expected to have a positive occult-stool test based on the upper-right
cell in Table 3.1, and 3% of 9,970 = 299. Summing across the first row gives 314 positive tests among 10,000
people. Only 15 of these positive tests (5% of 314) would occur in people who actually have colorectal cancer.
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of positive test results is 314, of which only 15 are actually associated with
cancer. That is, only about 5% of people with a positive occult-stool test
would actually have colorectal cancer, and you might be fortunate enough to
be in the 95% without cancer, despite a positive test. Even though the likeli-
hood of a false positive result for an individual without colorectal cancer is
relatively small (3%) compared to the likelihood of a correct positive result
for an individual with cancer (50%), the number of people without cancer is
so much larger than the number with cancer that most positive test results
occur in people without cancer.

Now let’s return to scent identification by dogs. The results of Schoon’s
research are summarized in Table 3.3, which has the same format as Table 3.1.
The critical question is similar to that for diagnostic testing for colorectal
cancer: if a dog identifies a suspect as having an odor matching that from a
crime scene, what is the probability that the suspect is guilty? Just as in the
cancer example, we need more information than the values shown in Table
3.3 to answer this question. In the cancer example, the additional informa-
tion was the frequency of colorectal cancer in the population. The parallel in-
formation for the scent-identification example would be the number of po-
tential suspects for the crime. If we assume that only one person committed
the crime and that there are 10 possible suspects, the proportion of suspects
that is guilty is 1/10, or 10%, just as the proportion of people with colorectal
cancer is 30/10,000, or 0.3%. Unfortunately, for most crimes it’s not very
clear how many potential suspects there are. However, imagine one of those
classic murder mysteries on an estate in the English countryside. The owner,
an eccentric bachelor, has 10 servants (the gardener, the butler, the cook,
etc.). He invites 10 guests for a weekend of hunting. On Saturday evening,
the owner is discovered murdered. A handkerchief with no identifying marks
has been left on the floor of the library where the owner’s body is found. The
local constable brings his trained dog to match the scent of the handkerchief
to that of one of the suspects. It’s obvious that one of the 10 servants or 10
guests committed the dastardly deed, so the calculations can be made just as
in the cancer example (to keep things reasonably simple, we’ll assume that

Table 3.3. Scent identification by dogs in lineups based on
Gertrud Schoon’s (1998) research.

Status of Suspect
Guilty Innocent
(Suspect = Perpetrator) (Suspect # Perpetrator)
Positive (suspect
Identification selected) 0.36 0.05
by Dog Negative (suspect
not selected) 0.64 0.95

Values represent the proportion of trials in which the dogs made correct choices (the upper-left and lower-
right cells), in which they failed to identify a guilty suspect (false negatives in the lower-left cell), and in which
they incorrectly identified an innocent suspect (false positives in the upper-right cell).
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there was only one murderer). These calculations are shown in Table 3.4.
The bottom row shows the 20 total suspects divided into two groups, one
guilty person and 19 innocent ones. The first column of Table 3.3 remains
the same in Table 3.4 because we assume there is only one guilty person. But
the values in the second column of Table 3.3 are increased in Table 3.4 be-
cause there are 19 innocent suspects who might be falsely identified by the
dog. Specifically, the values in the second column of Table 3.3 are multiplied
by 19 to get the second column of Table 3.4. This implies that if the dog se-
lects a suspect (the top row of Table 3.4), the chance that the suspect is guilty
is only 27% (0.36/1.21 = 0.27). Even though the probability of a false posi-
tive (0.05) is much lower than the probability of correctly picking the guilty
person (0.36), there are so many more opportunities for the dog to select an
innocent suspect than the guilty person (19 versus 1) that the likelihood that
it will pick an innocent person is 73 %.

Most criminal cases in which a scent lineup might be used aren’t as straight-
forward as this because the total number of possible suspects isn’t known.
However, there is often other evidence that links a particular suspect to a
crime. At least in theory, this other evidence can be used to estimate the like-
lihood that the suspect is guilty, independently of whether a dog selects the
suspect’s scent from a lineup. This is called the prior probability of guilt; that is,
the probability of guilt before taking into account the results of the scent
lineup. In the example of the English murder mystery, the prior probability
of guilt is 1/20, or 5%, for each suspect because there are exactly 20 suspects
and we have no other evidence pointing toward any one of the 20. This prior
probability is represented in the last row of Table 3.4. In the scent lineup, the
constable’s dog matches the scent of one of the suspects to the odor on the
handkerchief left by the victim’s body. Because trained dogs really do have
some ability to identify individual humans by smell, this increases the likeli-
hood that the suspect identified by the dog is guilty. After the lineup, the so-

Table 3.4. An application of Schoon’s (1998) results on accuracy of scent
identification by dogs.

Status of Suspect

Guilty Innocent
(Suspect = Perpetrator) (Suspect # Perpetrator) Totals

Positive (suspect

Identification selected) 0.36 X 1 =0.36 0.05 X 19 = 0.95 1.31
by Dog Negative (suspect
not selected) 0.64 X 1 =0.64 0.95 X 19 = 18.05 18.69
Totals 1 19 20

We assume that there are 20 possible suspects, 10 servants and 10 guests, only one of whom is guilty of
murdering the owner of an English country estate. This provides the totals in the bottom row. The totals for
each column are multiplied by the appropriate probabilities in each cell of Table 3.3 to get the values in this
table, which can be used to compute the probability that an innocent suspect is mistakenly identified as guilty.
This probability is 0.95/1.31 = 0.73.
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called posterior probability of guilt is 27%. This is a substantial increase over
the 10% prior probability of guilt, but it is far short of the standard expressed
by the phrase “beyond a reasonable doubt.”

Suppose we wanted to be 90% sure of blaming the correct person for the
crime. How many suspects would we have to exclude based on other evidence
so that the posterior probability of guilt following scent identification by the
dog was greater than 90%? The best we can do is to reduce the pool of sus-
pects from the original 20 to two, based on other evidence. In this case, after
the dog picks one of these suspects, the posterior probability that this suspect
is guilty is 88%: not quite reaching the standard for establishing guilt beyond
a reasonable doubt .

In practice, other evidence besides scent identification is often qualitative
and not easily converted into the prior probabilities used in this example.
However, if Schoon’s results on the abilities of trained dogs to match human
scents are accurate, the method of scent lineups doesn’t seem to have much
credibility. Even in the ideal and unlikely situation that other evidence re-
duces the pool of potential suspects to two, there is still about a 12% chance
that the dog would pick the wrong suspect from a lineup.

Let’s consider a parallel situation in which these kinds of calculations are
helpful but actually validate a common forensic method rather than casting
doubt on it. This is the well-known use of DNA to match suspects to blood
or tissue samples found at a crime scene (Gomulkiewicz and Slade 1997). We
can set up tables just like Tables 3.3 and 3.4 to show the calculations. With
current technology, the likelihood of missing a match between a truly guilty
suspect and a sample of that suspect’s DNA from a crime scene is very low,
certainly less than 0.5% and perhaps in principle equal to zero. This is a false
negative or false mismatch, shown in the lower-left cell of Table 3.5. The
probability of a false positive depends on four factors: the possibility that an
innocent person shares the same DNA profile as the perpetrator of the crime
for the regions of DNA that were analyzed, the possibility of laboratory error
such as contamination of a sample, the possibility that the innocent person
left his or her DNA at the crime scene but did not commit the crime, and the
possibility that a DNA sample from the innocent person was planted at the
crime scene. If the latter three possibilities can be ruled out, the probability
of a false positive ranges from one in 100,000 to one in 1 billion, for suspects
who are not relatives of the perpetrator of the crime.® Because brothers, for ex-
ample, share 50% of their DNA, the likelihood of a false positive is as high as
0.26 for an innocent suspect who is the brother of the actual criminal. For
"Table 3.5, I assume that the pool of potential suspects includes only unrelated
people, and I use an intermediate value for the probability of a false positive
identification of one in 10 million.

Applying these values to the murder at the English country estate (and
assuming that the mysterious handkerchief has blood on it that does not
match that of the victim), Table 3.6 shows that the likelihood of guilt of a
suspect whose DNA profile matches that of the blood on the handkerchief is
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Table 3.5. Identification of suspects based on blood or tissue samples containing DNA
collected at a crime scene.

Status of Suspect

Guilty Innocent
(Suspect = Perpetrator) (Suspect # Perpetrator)

DNA Collected Matches Suspect 0.995 0.0000001
¢ Crime Scen Does Not Match
! € eene Suspect 0.005 0.9999999

The values in the table are the probabilities that DNA collected at the crime scene (1) matches that of the
suspect if the suspect is guilty (the upper-left cell), (2) matches that of the suspect if the suspect is innocent (a
false positive result in the upper-right cell), (3) does not match that of the suspect even though the suspect is
guilty (a false negative result in the lower-left cell), and (4) does not match that of the suspect if the suspect is
innocent (the lower-right cell). These values were derived from a review of the use of DNA evidence in court

by Gomulkiewicz and Slade (1997).

0.995/0.9950019, which is greater than 99.99%. Even if the pool of potential
suspects was much larger than 20, DNA evidence may be quite persuasive,
provided factors like sloppiness in lab techniques or planting evidence at the
crime scene can be excluded.

However, there may be situations in which even DNA evidence is not as
conclusive as might be assumed. Suppose the only evidence available is DNA
from a crime scene. The FBI and other law enforcement agencies have data-
bases of DNA profiles for large numbers of individuals who have had various
encounters with the legal system. The sizes of these databases are increasing
daily. If the authorities have no other evidence, they may scan the database to
see if there is a profile that matches that of the DNA from the crime scene. If
there are 5 million profiles in the database and we assume that the guilty per-
son is one of those 5 million, we would substitute 5 million for the overall
total in the bottom right cell of Table 3.6. In this case, with one guilty person

Table 3.6. An application of DNA identification to a murder in an English country estate.

Status of Suspect

Guilty (Suspect  Innocent (Suspect

= Perpetrator) # Perpetrator) Totals
DNA Collected Matches Suspect 0.995 0.0000019 0.9950019
at Crime Scene Does Not Match
Suspect 0.005 0.9999981 1.0049981
Totals 1 19 20

As in Table 3.4, we assume that there are 20 possible suspects, only one of whom is guilty. This provides
the totals in the bottom row. The totals for each column are multiplied by the probabilities in the appropriate
cell of Table 3.5 to get the values in this table, which can be used to compute the probability that an innocent
suspect is mistakenly identified as guilty based on DNA evidence. This probability is 0.0000019/0.9950019,
which is much less than 1%, if the assumptions about the use of DNA evidence discussed in the text are correct.
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and 4,999,999 innocent suspects, the upper-right cell of the table would be-
come 0.0000001 X 4,999,999 = 0.5. Therefore the top row of the table
would be changed to 0.995, 0.5, and 1.445. Given a match between DNA
from a crime scene and DNA from one of the 5 million individuals in the
database, the probability of guilt for that particular individual would be
0.995/1.445, or 66%. Just as in the example of the occult-stool test for col-
orectal cancer, in which such a small proportion of the population has the
disease that most false positive tests occur in healthy people, there is a sub-
stantial likelihood of a false positive result if DNA from a large number of in-
nocent people is screened to find a match to DNA collected at a crime scene.

DNA evidence is certainly a powerful tool in forensic identification, but it
can be misused in several ways, including the kind of fishing expedition de-
scribed in the last paragraph (Roeder 1994). Although the calculations often
depend on assumptions that can’t be verified (e.g., that the total number of
possible suspects is known), this is a valuable exercise because it introduces a
systematic way of thinking about the credibility of evidence.

In this chapter we’ve examined several experiments dealing with the olfac-
tory abilities of dogs in the context of forensic work. These experiments were
not ideal in design and execution, but perhaps they are more valuable for
learning some of the basic elements of experimentation because of their flaws
than more rigorous experiments would have been. It might seem that it
would be easy to study the behavior of dogs experimentally because they are
so much more familiar to us than other animals, but in fact studying trained
dogs means working with their handlers as well, and this can complicate ex-
periments significantly.

Although the limited experimentation that has been done to date, mostly
by Gertrud Schoon, casts doubt on the validity of scent lineups in “proving”
that a suspect committed a crime, some of the other work that trained dogs
do is still credible. This includes finding people buried by avalanches or col-
lapsed buildings, sniffing out hidden narcotics, and tracking fugitives. Also,
dogs clearly have the sensory ability to identify odors specific to individuals
and thus determine if a suspect in a scent lineup has the same odor as an item
from a crime scene, although not infallibly. The key is to devise a training
method that enhances the accuracy and reliability of this identification.

Finally, this chapter illustrates a quantitative method for evaluating evi-
dence. I used examples ranging from diagnostic tests for disease to matching
DNA from a crime scene to DNA of a suspect, but this method has even
broader applicability to hypothesis testing in general. In many cases, we may
not have all the information necessary to apply this method. However, using
this approach as a framework for thinking about the meaning of evidence can
help us develop an appropriate level of skepticism about how scientific infor-
mation is used in practical matters, as well as in basic research. The results of
this approach are sometimes surprising, as in some of the examples we dis-
cussed. If jurors were better educated about these ideas, we would all benefit
from more rational judicial proceedings.
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Chapter 4

Why Are Frogs in Trouble?

Complementary Observations
and Experiments to Test
Hypotheses in Ecology

In August 1995, a group of students visited a pond in southern Minnesota on
a class field trip. Tadpoles in the pond had just undergone metamorphosis to
become juvenile northern leopard frogs, which were dispersing away from
the pond to begin the terrestrial phase of their normal life cycle. However, a
large percentage of the frogs had missing or deformed hind legs. This discov-
ery by sixth-, seventh-, and eighth-graders and their new teacher was not the
first report of deformed frogs in North America, but it sparked a great deal of
public attention and led to large-scale research efforts to understand what
was happening. These efforts were motivated by concerns that the deformi-
ties might have been caused by a new environmental contaminant that could
also be damaging to people.

A parallel story about frogs in trouble played out in the 1990s, although it
lacked the drama and intrigue of the tale of frog deformities told by William
Souder (2000) in A Plague of Frogs: The Horrifying True Story. In 1989, scien-
tists studying amphibians and reptiles gathered at the First World Congress
of Herpetology, held in Canterbury, England. Reports by researchers study-
ing individual populations of frogs and salamanders in various parts of the
world led amphibian specialists at the conference to suspect that there might
be a consistent worldwide pattern of decline and extinction of amphibian
species. This hypothesis was initially challenged by some ecologists. Many
amphibian populations experience wide fluctuations in population size, and
most of the data showed population declines for only a few years, so critics
said that apparent declines may have been only temporary. By the late 1990s,
however, additional data had convinced almost all herpetologists of the real-
ity of global declines. This story, like that of limb deformities in frogs, made
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the newspapers but seemed to be of more concern to biologists than to the
general public, probably because the human implications were less direct
than the possibility that a toxic compound in water caused deformities and
might affect human health. However, population declines and extinction of
amphibians could be an early warning sign of human impacts on natural en-
vironments without indicating a specific health problem for humans (Blaustein
and Wake 1995).

“Muddy-boots” biologists vigorously tackled the problem of characteriz-
ing these two phenomena. Basic questions about the prevalence of deformi-
ties in frogs and the status of amphibian populations in general could only be
answered by field biologists willing to tromp around in ponds and swamps
year after year. Although biologists with these propensities are relatively
fewer than in the heyday of natural history a century ago, their contributions
are essential for solving problems like these. As descriptive data accumulated,
several hypotheses about the causes of deformities and of declining popula-
tions emerged. For each phenomenon, the main alternative hypotheses had
markedly different implications for humans. The two major hypotheses for
frog deformities were that they were caused by parasites or by a toxic chemi-
cal in the environment. If parasites were the culprit, there would be no reason
for direct concern about human health because the kinds of parasites that can
cause limb deformities in frogs are not transmitted to humans, although para-
sites might be a symptom of wetland degradation that could have adverse
long-term consequences. However, toxic chemicals in wetlands are also likely
to be in water supplies used by people. Chemicals that cause abnormal devel-
opment of frogs could affect reproduction and development of humans be-
cause the basic biochemical processes are similar in all vertebrates.

In the case of population declines, one general hypothesis was that there is
no common cause for all populations of amphibians that are threatened or
endangered. In one area, habitat destruction might be the critical factor; in
another, an introduced species of fish might be preying on frog larvae; in yet
another, pollution might be the key. If societies and governments around the
world can be convinced that conserving amphibians and other species is worth-
while, this hypothesis implies that different kinds of action will be required in
different areas. The second general hypothesis was that global climate change
is a common underlying cause of most recent declines and extinctions of am-
phibian populations. This hypothesis doesn’t minimize the importance of a
broad-scale approach to conservation: protecting habitats, controlling intro-
duced species, and reducing pollution. But if true, it emphasizes the addi-
tional importance of limiting emissions of greenhouse gases that contribute
to global climate change. Advocates of this hypothesis suggest that the world-
wide decline of amphibian populations that has been documented in the past
20 years is an early symptom of pervasive effects of global climate change on
natural environments.

These two stories about the troubled lives of amphibians illustrate the use
of complementary kinds of evidence to evaluate hypotheses. In particular, the
combination of key experiments with critical natural observations can be an
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especially powerful approach in science. In Chapter 2, I discussed both non-
experimental and experimental evidence relating to the hypothesis that vita-
min C has various benefits for human health. But this example wasn’t as suit-
able as the examples to be discussed in this chapter for showing how
researchers integrate observational and experimental evidence in testing hy-
potheses. In addition, the amphibian examples illustrate some of the rewards
of fieldwork in biology.

WHAT CAUSES LIMB DEFORMITIES IN FROGS?

The 1995 discovery of deformed northern leopard frogs by Minnesota school-
children inspired a large number of researchers to start searching for the cause
of this phenomenon. Some of these researchers had worked on amphibians
for years; others brought different kinds of expertise to the problem. This
group generated several hypotheses, but two seemed the most credible—that
deformities were caused by a parasitic flatworm called a trematode or by a
type of chemical called retinoic acid that is related to vitamin A. Attention
quickly focused on these hypotheses for two major reasons. First, previous
work had shown that trematodes were associated with deformities in a popu-
lation of frogs in California, and high doses of retinoic acid were known to be
powerful teratogens in humans and other animals (teratogens are compounds
that cause abnormal development).! This background information gave these
two hypotheses a higher level of plausibility than some of the others, which in
turn encouraged researchers to devote more effort to testing these hypothe-
ses. Second, the parasite and retinoic acid hypotheses were specific enough
that researchers could figure out reasonable ways to test them.?

Most work on retinoic acid had been done by developmental biologists in
the laboratory. Workers such as Susan Bryant and David Gardiner at the
University of California at Irvine used amphibians as a model system to
study the development of limbs in vertebrates. One powerful way to study
what happens in normal development is to use chemical or mechanical treat-
ments that produce abnormal development, and Bryant and Gardiner had
pioneered this approach by using retinoic acid and many other means to alter
limb development in amphibians (Souder 2000). But credibility of the retin-
oic acid hypothesis for the occurrence of limb deformities in natural popula-
tions of frogs depends on identifying a possible source of increased concen-
trations of retinoic acid in the wetlands where deformed frogs are found.
Researchers quickly settled on a widely used insecticide called methoprene,
which prevents metamorphosis of larval insects into adults. Methoprene was
licensed for use in the United States in 1975 as a substitute for DDT" and
other chlorinated hydrocarbons that were banned a few years earlier. Scien-
tists assumed that methoprene was much safer than chlorinated hydrocarbons
because it breaks down rapidly and because it acts by mimicking a hormone
that is specific to insects. But frogs and other vertebrates aren’t immune to its
effects because one of the breakdown products of methoprene is a compound
that interacts with molecular receptors for retinoic acid in the membranes of



56 How Science Works

vertebrate cells. And, indeed, high doses of methoprene cause limb abnor-
malities in mice.

This effect makes the retinoic acid hypothesis a strong candidate to ex-
plain the increased frequency of limb deformities that began to be seen in
natural populations of frogs in the 1990s. However, G. T. Ankley and several
other scientists with the United States Environmental Protection Agency
(EPA) did a laboratory experiment with northern leopard frogs that cast doubt
on the hypothesis. They exposed batches of eggs to various concentrations of
methoprene in the presence and absence of ultraviolet light, which might in-
duce the breakdown of methoprene into a form that functions like retinoic
acid. Although high doses of methoprene caused severe developmental ab-
normalities and death of all tadpoles, methoprene did not produce hind limb
abnormalities specifically (Ankley et al. 1998).

What about the parasite hypothesis? How could trematodes possibly cause
limb abnormalities in frogs? Many parasites have complex and fascinating life
cycles, with various stages that infect different kinds of hosts. Some kinds of
parasites infect humans, with devastating consequences for individuals and
societies. For example, about 200 million people in tropical areas around the
world are afflicted with schistosomiasis, a disease that can produce perma-
nent damage to the bladder, liver, other intestinal organs, and sometimes the
brain. Schistosomiasis is caused by a trematode that infects people who bathe
or wade in water containing the parasite, for which snails are the intermedi-
ate host. Parasite eggs released in the urine or feces of humans are picked up
by snails, where they develop through several stages and eventually form lar-
vae that are released into the water. The larvae burrow through the skin of
humans, where they migrate to blood vessels in the abdominal organs and be-
come adults. The adults release eggs, completing the cycle.

Trematodes that infect frogs have a similar life cycle, again with snails as
an intermediate host and, in some cases, fish as an alternative vertebrate host
(unlike schistosomiasis, these parasites don’t infect people). Most frogs lay
their eggs in water, and the eggs hatch into tadpoles. The tadpoles remain in
the water to feed and grow, and they eventually metamorphose into frogs,
which leave the water to live on land. Larvae of trematode parasites infect
tadpoles by burrowing under the skin, and some species have a particular
propensity to do so near the base of the hind limbs. When a clump of these
larvae collects near the bud of a developing limb, this can disrupt normal
development of the limb by interfering with the information transmitted be-
tween cells in the developmental process. In fact, Stanley Sessions and S. B.
Ruth (1990) simulated the production of abnormal hind legs in frogs and
salamanders by inserting glass beads in the limb buds in the same positions at
which they found concentrations of trematode larvae. In short, when scien-
tists began to think about possible causes of high frequencies of abnormalities
in frogs, the parasite hypothesis had a good deal of plausibility.

Pieter Johnson and three colleagues (1999) thoroughly tested the parasite
hypothesis by combining critical experiments in the laboratory with trench-
ant observations in the field. Johnson was an undergraduate at Stanford Uni-
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versity when he began his studies of limb deformities in Pacific treefrogs. His
group found Pacific treefrogs at 13 ponds near Stanford. Deformed frogs
were present at high frequencies in four ponds; moreover, an aquatic snail
that is the intermediate host for a trematode parasite called Ribeiroia was
present in the same four ponds, and only in these ponds. Johnson’s group also
found larvae of the trematodes in frogs in all four ponds.

The researchers didn’t directly contrast the parasite hypothesis and the
retinoic acid hypothesis. However, they tested the water from two of the
ponds with deformed frogs for pesticides, PCBs, and heavy metals, and found
none. More important, because no chemical assay of water can test for all
possible contaminants, Johnson’s group collected 200 eggs of Pacific treefrogs
and brought them into the lab with water from the same ponds. These eggs
hatched, and the resulting tadpoles metamorphosed into frogs without limb
abnormalities.

These field data implicated a particular trematode parasite, Ribeiroia, as a
cause of limb deformities in Pacific treefrogs, but Johnson’s group wanted to
test this hypothesis more rigorously. Therefore they designed an experiment
to infect tadpoles with Ribeiroia in the laboratory. They collected treefrog
eggs from a river in northern California where there had been no reports of
abnormalities. When the eggs hatched, the resulting tadpoles were kept indi-
vidually in aquaria containing commercial spring water, which presumably
was free of parasites and pesticides. Johnson’s group used four basic treat-
ments: no exposure to Ribeiroia larvae (a control treatment), light exposure
(16 parasites), moderate exposure (32 parasites), and heavy exposure (48 par-
asites). These levels represented the range in numbers of larvae that they had
found infecting frogs in nature, contributing to the realism of their labora-
tory experiment.

Johnson and his colleagues found no deformities among the 31 frogs that
developed from tadpoles in the control treatment, but they did find deformi-
ties in a majority of frogs exposed to 16 parasites as tadpoles and virtually
all frogs exposed to 32 or 48 parasites. Furthermore, the types of deformi-
ties were similar to those seen in natural populations of Pacific treefrogs in
ponds with Ribeiroia. In natural populations, 95% of deformities involved the
hind limbs, and 53 % of these involved extra legs. In experimental treatments,
all observed deformities involved the hind limbs. Extra legs accounted for
32% of deformities in the light-exposure treatment, 44% in the moderate-
exposure treatment, and 55% in the heavy-exposure treatment. Two details
of these results should increase our confidence that this experiment was a re-
alistic simulation of what occurs in nature: the fact that the range of deformi-
ties seen in the experiment was similar to that seen in frogs in the field, and
the fact that the likelihood of developing extra hind legs increased with the
degree of exposure to parasite larvae in the lab.

Johnson’s group used two other treatments in their experiment that were
particularly revealing. In one, they exposed tadpoles to another species of
trematode called Alaria; in the second, they exposed tadpoles to both Ribeiroia
and Alaria. What was the purpose of these treatments? In their field sampling,
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Johnson’s group had found other parasites, including Alaria, that were infect-
ing frogs, but Ribeiroia was the only parasite concentrated around the base of
the hind legs. Therefore, if Ribeiroia was the specific cause of limb deformi-
ties, the researchers predicted that infection of tadpoles by Alaria in the lab
wouldn’t cause deformities. On the other hand, if deformities were simply a
general response to stress that could be induced by various factors, Alaria
should cause deformities in the lab. In fact, even though the researchers used
almost twice as many larvae of Alaria as in the heavy-exposure treatment with
Ribeiroia, there were no limb deformities in frogs exposed as tadpoles to
Alaria alone and there was a similar number in frogs exposed to both parasites
as in frogs exposed to Ribeiroia alone. In the lab experiments, as in the field,
Alaria infected tadpoles but were not concentrated in the pelvic region.

"This study by a group of young biologists is a nice illustration of integrat-
ing field observations and laboratory experiments to test an hypothesis. A
consistent and coherent story about relationships among Pacific treefrogs,
parasitic trematodes, and snails as alternative hosts of the trematodes emerges
from the research by Johnson’s group. The study leaves some questions
unanswered, however. One of the most intriguing is, Why do Ribeiroia larvae
burrow into the pelvic region of tadpoles to become concentrated near the
hind limb buds, when other trematode parasites do not have this behavior?
Stanley Sessions and S. B. Ruth (1990) suggested that this might be an evolu-
tionary adaptation of the parasite to increase its likelihood of transmission to
other vertebrate hosts. If the parasite causes frogs to develop missing or de-
formed hind legs, this should make these frogs more vulnerable to predators,
which would themselves become infected after eating the frogs. This hypoth-
esis has not been thoroughly tested.

A second question left unanswered by Johnson’s study is, How much can
we generalize from these results on Pacific treefrogs in California? After all,
the initial concern about limb deformities in frogs came from observations of
different species in Minnesota and other places far removed from California.
It’s possible that retinoic acid or some other chemical causes deformities in
various species of frogs in the former sites, whereas parasites cause deformi-
ties in Pacific treefrogs in California. Unfortunately, it’s more difficult to
come up with universal solutions to problems in ecology than in molecular
biology. However, Pieter Johnson and nine other researchers (2002) recently
described results of a survey of 101 sites in five western states in which they
examined about 12,000 amphibians of 11 species for various kinds of defor-
mities. Ribeiroia was always found at sites where one or more species of am-
phibians had a high frequency of deformities, but Ribeiroia was usually absent
where frequencies of deformities were low in all species. The snails that are
the intermediate hosts of Ribeiroia were also more abundant at sites where
amphibians were infected with the trematodes. Johnson’s group also mea-
sured the concentrations of 61 different herbicides and insecticides at their
sites. Only a few sites had measurable concentrations of any of these pesti-
cides, and there were no relationships between pesticide concentrations and
abnormalities in amphibians.
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A third interesting set of questions raised by Johnson’s study is this: If para-
sites cause deformities in Pacific treefrogs or other species, are there environ-
mental factors that have changed to cause an increase in the abundance of
parasites or in the sensitivity of frogs, so that the frequency of limb deformi-
ties in natural populations has increased dramatically in recent years? If so,
what are these environmental factors? Joseph Kiesecker (2002) of Pennsylva-
nia State University provided a possible answer to these questions in a study
that was especially persuasive because it linked field and laboratory experi-
ments, this time with wood frogs in Pennsylvania. Kiesecker did his field ex-
periment at six ponds, three of which contained the pesticides atrazine and
malathion, due to agricultural runoff, and three of which did not contain
measurable amounts of these pesticides. He placed young tadpoles in mesh
cages at each pond. Some of these cages were covered with fine mesh that
prevented trematode parasites from entering and infecting the tadpoles, and
some cages had coarser mesh that did not prevent the parasites from enter-
ing. Tadpoles developed limb deformities in all cages that allowed parasite
access, but the frequency of deformities was substantially greater in the
ponds that received agricultural runoff. In a complementary lab experiment,
he exposed tadpoles to pesticides plus trematode parasites, pesticides alone,
parasites alone, or neither pesticides nor parasites. The highest frequency of
deformities occurred in the treatment with both parasites and pesticides, and
analysis of blood samples suggested that the pesticides might weaken the im-
mune system of the tadpoles, making them more vulnerable to the parasites
that actually cause deformities.

"The most sobering aspect of Kiesecker’s results is that atrazine and mala-
thion contributed to hind limb deformities in frogs at concentrations low
enough to be classified as safe for drinking water by the Environmental Pro-
tection Agency (EPA). Although the direct cause of these deformities was a
parasite that doesn’t infect humans, it may be that very low concentrations of
these pesticides compromise our own immune systems, as suggested by Kies-
ecker for wood frogs. Another recent study, by Tyrone Hayes of the Univer-
sity of California at Berkeley, implicates atrazine independently of parasites
in a different kind of abnormality in frogs. Hayes and his colleagues (2002)
found that 36% of male leopard frogs exposed as tadpoles to 0.1 parts per bil-
lion of atrazine in the laboratory developed abnormal testes. Many of these
males were feminized as adults; that is, they produced eggs, as well as sperm.
Atrazine is the most widely used herbicide in the United States, and the EPA
allows 30 times as much atrazine in drinking water as Hayes’s group used in
their experiment. Other research has shown that atrazine can induce synthe-
sis of female sex hormones in male fish, reptiles, and mammals, so these new
data on frogs have raised alarms, although other researchers have not yet
been able to replicate the effects of very low levels of atrazine found by Hayes
and his colleagues.

In this section I have focused on studies of the parasite hypothesis because
they integrated field observations and laboratory experiments. This is a pow-
erful approach because it combines the rigorous elements of a well-designed
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experiment with the realism of studying phenomena under natural condi-
tions. Although the parasite hypothesis initially seemed to have fewer impli-
cations for human health than the alternative hypothesis, that deformities
were caused by toxic pollutants in wetlands, the recent research by Kiesecker
suggests that two specific pesticides might interact with parasites to cause
frog deformities. The full implications for human and environmental health
of this epidemic in North America are still unclear, but many researchers
continue to study the problem and there will undoubtedly be substantial
progress in understanding the ramifications of developmental abnormalities
in wild populations of amphibians in the near future.

WHAT CAUSES AMPHIBIAN POPULATIONS TO DECLINE?

Much work has also been done on the more comprehensive issue of world-
wide declines in amphibian populations. To review, two general hypotheses
for these declines could be considered umbrella hypotheses because each can
take many specific testable forms. The first general hypothesis is that each
case of a population that has become rare or extinct has its own set of causes
and should be investigated independently of other cases. The second is that
these worldwide declines of amphibian populations have a common under-
lying cause in some aspect of global environmental change. According to the
first hypothesis, many specific factors can affect amphibian populations: habi-
tat destruction, pollution, introduced species that prey on native amphibians
or compete with them, and so on. Although declining populations are wide-
spread, this doesn’t implicate a common cause, but rather illustrates the many
different ways in which humans can affect natural environments to the detri-
ment of amphibians and other species. Advocates of the second hypothesis
don’t deny that all of these factors influence amphibian populations; in fact,
almost everyone sees habitat destruction as the primary reason that many
amphibian populations are in jeopardy. However, these advocates also sug-
gest that some aspect of environmental change that has global scope exacer-
bates the danger.

One important consequence of these different views is practical. If causes
are all localized, solutions must be localized as well. Conservationists must
work on many fronts, in many different ways, to preserve amphibians. How-
ever, if there is a common global cause for declines, such as global warming,
solutions will require broadly based global action in addition to local initiatives.
"This is a more challenging problem. Beyond this practical implication is an
additional philosophical issue. There is tension within ecology in general be-
tween a viewpoint that seeks broad generalizations to explain fundamental
phenomena and one that emphasizes the uniqueness of each species in every
environment. Are there generalizations to be found in ecology that are com-
parable in scope to Einstein’s theory of relativity or Darwin’s theory of evo-
lution by natural selection? Or must ecologists be satisfied with collecting
case studies from which no generalizations emerge?
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There are about 4,000 species of amphibians (frogs, toads, and salaman-
ders), but only a small fraction has been studied in enough detail to deter-
mine if their populations are declining. There certainly are dramatic ex-
amples of precipitous declines and extinctions of some species. One classic
case is the golden toad, a stunningly beautiful species that was discovered in
the highlands of Costa Rica in 1964. Golden toads occupied only a few square
miles of cloud-forest habitat in the Monteverde Reserve. They were abun-
dant in this small area as recently as 1987 but declined from 1,500 animals in
that year to only one in 1988 and 1989. No golden toads have been seen since
1989, despite the fact that they lived in a nature reserve protected from overt
disturbance and intensively studied by tropical ecologists. Another example is
the gastric-brooding frog in Australia. Females of this species swallow their
own eggs, then fast for six weeks while the eggs hatch and develop into baby
frogs in their stomachs. This species was discovered in 1973, was reported to
be abundant in the Cannondale Ranges of Queensland in 1976, and had dis-
appeared by 1980 (Sarkar 1996).

Are these representative examples or unusual cases? A group of researchers
led by Jeft Houlahan (2000) of the University of Ottawa scoured the litera-
ture and surveyed herpetologists to find as much data as possible on changes
in sizes of amphibian populations over time. These are called time-series
data, and they come from field biologists who visit the same sites year after
year and estimate the numbers of animals present.* Houlahan’s group found
such data for 936 populations of 157 different species of amphibians that had
been collected by more than 200 researchers. When they published their
analyses of these data in 2000, this was the most complete set of time-series
data for amphibians that anyone had examined.

Most of these time series were relatively short. The average was seven
years and the longest was 31 years. Nevertheless, the researchers reported
that most populations were declining and that 61 of them had become extinct
while they were being studied (extinction of a population does not necessar-
ily imply extinction of the species to which it belongs because most species
are represented by many different populations). Amphibian populations were
declining in all regions of the world, although almost 90% of the time series
available to Houlahan’s group were from western Europe and North Amer-
ica. Another indication of increasing threats to amphibian populations is that
87 North American species were classified as threatened or endangered in
1998, compared to 38 in 1980.

If there is a common characteristic of amphibian populations that are los-
ing ground, it is that they tend to occur at relatively high elevations. Much of
the detailed research that has gone beyond simply documenting population
declines to try to understand their causes has been done in the Cascade and
Sierra Nevada mountain ranges of the western United States, although recent
work in the highlands of Central and South America and Australia has broad-
ened understanding of the problem. To illustrate the integration of experi-
mental and observational approaches in ecology, I'll describe a set of studies
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by Andrew Blaustein and his students and colleagues in the Cascade Range of
central Oregon. Like the research by Johnson on limb deformities in Pacific
treefrogs, Blaustein’s work shows the productive synergy that can exist be-
tween field observations and critical experiments. In the course of long-term
field studies on several species of amphibians, which he began in the late
1970s, Blaustein developed a series of hypotheses for population declines that
he tested with carefully and cleverly designed field experiments.

Blaustein and his colleagues (1994a) focused on three species that breed in
lakes at relatively high elevations in the Cascades: Pacific treefrogs, Cascades
frogs, and western toads (Figure 4.1). After mating, females of all three spe-
cies lay their eggs in shallow water at the edges of lakes. Western conifer
forests are not particularly dense, so the eggs get plenty of sunlight as they
hatch and begin to develop into tadpoles. Historical records beginning in the
1950s indicate that at least 90% of the eggs of each species typically survived
through metamorphosis each year. This continued through the early phase of
the intensive studies by Blaustein’s group, but in the mid-1980s survival of
the eggs of Cascades frogs and western toads declined dramatically to less
than 50%. Egg survival has remained low through the present for these two
species but stayed as high as it was in the early years for Pacific treefrogs.

Frogs and toads are exposed to mortality from many different sources dur-
ing the various stages of their life cycle. A female may lay hundreds or thou-
sands of eggs each year during her lifetime, only two of which have to survive
to reproductive maturity on average to maintain a stable population. From
this perspective, it may not matter whether 10% or 90% of eggs survive
through metamorphosis; if mortality of adults is low enough, a population
could be stable or grow rapidly in size even with high egg mortality. There-
fore, we can’t just assume that the dramatic decrease in survival of eggs after
the mid-1980s translated into population declines for Cascades frogs and
western toads; we need to examine this directly by looking at population data
for adults. In fact, both species did decline, to the point that they became can-
didates for listing as threatened species by the U.S. Fish and Wildlife Service.
Pacific treefrogs, on the other hand, maintained healthy populations through
this same period.

These contrasting patterns of egg mortality and population dynamics in
three species of amphibians illustrate why ecology is such a rich source of
questions for scientific study. What differences in the biology or environ-
ments of the species could account for the fact that Pacific treefrogs are doing
well but the other two species are in trouble? There are many possibilities,
but the initial observation of a difference leads to a powerful strategy for at-
tacking the problem. Imagine that herpetologists observed an increase in egg
mortality in all species of amphibians. It would be difficult to know where to
start in searching for a cause of this phenomenon. However, if egg mortality
increases in some species but not in others, our search for a cause can be nar-
rowed down to factors that differ among the species. For example, if the spe-
cies laid eggs in different types of habitats, some feature of the habitat would
be a strong candidate for the cause of differential mortality. In fact, Pacific
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Figure 4.1. Pacific treefrog
(Hyla regilla, top), Cascades frog
(Rana cascadae, middle), and
western toad (Bufo boreas, bot-
tom). Photographs taken by
Grant Hokit and used with his
permission.

treefrogs, Cascades frogs, and western toads occur together in some lakes and
all three species tend to lay eggs in shallow water at the edges of these lakes,
yet great differences in mortality of eggs occur. This suggests that some as-
pect of the biology of the species, rather than of the environments where they
occur, accounts for the differences in mortality.

One of the first things Blaustein did when he began to notice increased
mortality of eggs of Cascades frogs and western toads was to bring eggs and
lake water to his laboratory at Oregon State University to see how success-
tully the eggs hatched and developed into tadpoles. If there was a new pollu-
tant or some other chemical change in the water that was particularly detri-
mental to these two species, it could explain the increased mortality of eggs
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after 1985. Furthermore, this mechanism would be reflected in reduced sur-
vival of eggs in the laboratory also, as long as the eggs there were kept in
natural lake water. But Blaustein and his colleagues (1998) got greater than
99% survival in this simple lab experiment, implying that polluted lake water
wasn’t the problem.

If bad water wasn’t causing egg mortality, what differences between the
natural environment and the lab environment might be candidates? Fairly
early in the process of studying this problem, Blaustein hypothesized that in-
creased exposure to ultraviolet radiation in the 1980s might be the culprit. A
specific type of ultraviolet radiation called UV-B can be very damaging to
cells and tissues; this is what causes sunburn in humans, for example. The
UV-B kills or damages cells by altering the chemical structure of DNA and
proteins. The ozone layer in the upper atmosphere absorbs much of the UV-
B in sunlight, but a variable proportion of this radiation reaches Earth’s sur-
face, depending on season, time of day, cloud cover, and other factors. Re-
lease of chlorinated fluorocarbons, which used to be used as cooling agents in
refrigerators, has depleted the ozone layer. The most dramatic example is the
ozone hole that develops over Antarctica each year, but ozone has also been
depleted at temperate latitudes over the northern hemisphere (Christie 2000).

In developing the UV-sensitivity hypothesis for increased mortality of
amphibian eggs, Blaustein and his colleagues (1995) reasoned that these eggs
were relatively transparent, meaning that they would absorb more ultraviolet
radiation than if they were opaque; they were often laid in shallow water in
open areas subject to full sunlight for many hours of the day; and egg mortal-
ity typically occurred at relatively high elevations, where the intensity of
solar radiation is high. The fact that eggs developed normally in the labora-
tory was consistent with the UV-sensitivity hypothesis, but it was not conclu-
sive because many other factors besides exposure to ultraviolet radiation
would differ between the lab bench and the outdoors. Blaustein decided that
a key test would be to alter the exposure of eggs to UV, so he designed a field
experiment to do this. The plan was to expose some sets of eggs to normal
conditions in the field, including normal levels of UV radiation, and protect
other sets of eggs from UV.

Blaustein’s group (1998) has done this experiment at numerous sites with
at least eight species of amphibians, including frogs, toads, and salamanders,
but I'll focus on the work with Pacific treefrogs, Cascades frogs, and western
toads. The UV-sensitivity hypothesis leads to two basic predictions. If it is
true, protecting eggs of Cascades frogs and western toads from ultraviolet ra-
diation should increase survival rates. However, this treatment shouldn’t
make a difference for Pacific treefrogs because their survival rates are high
even when exposed to natural levels of UV.

The experimental design was straightforward, although the logistics of
conducting the experiment at remote sites in harsh weather during early
spring were challenging (Blaustein, 1994, gave a personal account of the plea-
sures and perils of fieldwork in an article published in Natural History).
Blaustein’s group built a large number of enclosures in which to place eggs in
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the field. These were boxes made of Plexiglass for the sides and fine-mesh
screening on the bottom. Each enclosure was about 15 inches square and al-
most 3 inches tall. The researchers used three types of enclosures to imple-
ment three treatments. They used boxes with no tops for a control treatment;
eggs in these boxes would be exposed to normal levels of sunlight. For the
treatment with reduced UV exposure, they used boxes with mylar filters on
top, which blocked 100% of the incident UV-B radiation. Finally, they used
boxes with acetate filters on top as a third treatment. These filters only
blocked about 20% of the UV radiation; this treatment was used as a control
for any effect that covers might have on the development of eggs separate
from the ability of mylar filters to block UV.

The experiment consisted of placing 150 eggs of a single species in an en-
closure and monitoring these eggs until all of them had either hatched into
tadpoles or died. Blaustein and his colleagues (1994a) did the experiment at
four lakes in central Oregon. All three species were studied at Three Creeks
Lake, and each species was studied individually at one other lake. For each
species at each site, they used 12 enclosures, four for each treatment. In other
words, they used two kinds of replication in their research. Each treatment was
replicated four times for each species at each site, and each species was stud-
ied at two sites. Replication of treatments at one study site is important as a
way of assessing the effect of random variation in other environmental fac-
tors compared to variation in the manipulated factor. Suppose you used only
three enclosures for western toads at Three Creeks Lake and found that egg
survival was higher in the enclosure with the mylar filter than in the two con-
trol enclosures. This might be due to the blocking of UV radiation by this fil-
ter, as predicted by the UV-sensitivity hypothesis. But it might also be due to
the fact that, by chance, this particular enclosure had been placed in a more
favorable location along the shore of the pond than the other two enclosures.
With only one enclosure with UV blocked and one of each type of control,
there would be no way to know for sure. But if the treatments are replicated
and randomly interspersed at the study site, the various replicates of each
treatment should experience a range of the environmental conditions that
characterize the site. By comparing the variation in egg survival between treat-
ments to the variation among replicates within each type of treatment, Blaustein’s
group could measure the effect of the treatment relative to the effects of
other environmental factors that might affect egg survival. This in turn en-
abled them to assess the importance of UV exposure for survival of the eggs.

"This kind of replication of treatments at a single site is common in eco-
logical field experiments. Replication of an experiment at different sites is less
common but also valuable as a way of testing the general validity of the ex-
perimental results. If Blaustein’s group had done an experiment with one
species at a single site and got results consistent with the UV-sensitivity
hypothesis, a skeptic might argue that there was something peculiar about
that site that made eggs of the species studied particularly sensitive to UV. If
results are unique to one species at one site, they are less interesting than if
they are found more widely.
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The results of this experiment were unambiguous. Protection from UV
radiation increased the survival of western toad eggs from less than 60% to
about 85% at both sites where they were studied. There were similar im-
provements in survival of Cascades frog eggs, but eggs of Pacific treefrogs
had survival rates greater than 95% in control enclosures, as well as in enclo-
sures protected from UV. These results are consistent with the differences in
survival under natural conditions that Blaustein’s group had observed in the
years before they did their experiment. Evidently, something about the biol-
ogy of Pacific treefrogs protects their eggs from UV damage, whereas similar
amounts of ultraviolet radiation cause eggs of the other two species to die.
What difference between the species could account for their differential sen-
sitivity to UV?

Blaustein collaborated with molecular biologist John Hays to answer this
question. Organisms have mechanisms for repairing damage to the DNA in
their cells. One of these mechanisms involves an enzyme called photolyase,
and Hays had been studying how photolyase works in another amphibian,
the African clawed frog, that is used widely in laboratory studies. Having de-
veloped techniques to measure photolyase in eggs of this species, it was
straightforward to measure the enzyme in eggs of the three species Blaustein
was studying in the field. Hays found that photolyase activity in eggs of Pa-
cific treefrogs was six times as great as in eggs of western toads and three
times as great as in eggs of Cascades frogs (Blaustein et al. 1994a). It’s not
clear why there was this difference between the three species since all of them
lay eggs in shallow water with high exposure to solar radiation. Nevertheless,
the difference is congruent with the observed differences in egg survival
under natural conditions and with the results of the field experiment done by
Blaustein and his colleagues.

"This research was criticized on various grounds. Some of these criticisms
reflected misunderstanding of the experimental design. For example, the
Canadian herpetologist Lawrence Licht (1996) wrote a letter to Bioscience en-
titled “Amphibian Decline Still a Puzzle” in response to a rebuttal by Blaustein
and his colleagues (1995) of an earlier critique by Licht (1995). In his letter,
Licht stated, “I also understand an attempt was made to control all variables
but UV-B transmission, yet unfortunately, temperature was not controlled
and remains a major problem” (Licht 1996:172). This complaint misses the
point of the experiment and overlooks a fundamental strength of field experi-
ments in general. In fact, the only variable that was controlled by the use of
different kinds of filters on the tops of the enclosures was UV-B transmission.
Other environmental variables such as temperature varied naturally among
enclosures. The real question asked by the field experiment is, Can egg sur-
vival be improved by blocking UV radiation, even when other factors vary
within the normal ranges that occur in the natural environments in which
eggs are laid? If so, this is strong support for the UV-sensitivity hypothesis
because the effect of blocking UV is apparent not only in very specific, con-
trolled conditions used in a laboratory experiment but also in the variable
conditions that typically occur in nature.
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The most significant criticism of the work by Blaustein’s group was that
they didn’t have measurements of ultraviolet radiation at their study sites to
show that increased mortality of eggs in the mid-1980s corresponded to in-
creases in amounts of UV radiation at that time. However, Blaustein didn’t
think of the UV=-sensitivity hypothesis until after egg mortality started to in-
crease, and it was impossible to go back in time and measure UV before this
happened. In addition, it would have been difficult to collect data on the pre-
cise amount of UV to which eggs were exposed because this can vary minute
by minute as clouds pass overhead, a tree branch swaying in the wind tem-
porarily shades a clutch of eggs, or some other event alters the amount of
sunlight hitting the water. In any case, the lack of long-term data on levels of
UV radiation in the Oregon Cascades does not invalidate the key results
of Blaustein’s experiments in which exposure of eggs to UV was manipulated
in enclosures by using protective filters.

The field experiment by Blaustein’s group suggests that ultraviolet radia-
tion contributes to egg mortality in some species of amphibians, although it
doesn’t conclusively show that increased UV radiation in the mid-1980s caused
the dramatic increase in egg mortality in natural populations that the re-
searchers observed at that time. It also doesn’t explain the mechanism by
which ultraviolet radiation influences the viability of eggs. It’s possible that
UV kills eggs directly, by damaging proteins and DNA in the cells of em-
bryos as they develop. Alternatively, it may be that UV acts indirectly to in-
crease egg mortality by making the eggs more susceptible to another mortal-
ity factor. For example, UV-B radiation has detrimental effects on immune
responses of vertebrates, so perhaps it contributes to amphibian mortality by
making developing embryos more sensitive to pathogens.

In fact, at about the time the researchers were doing their field experiment,
they also documented the impact of the fungus Saprolegnia ferax on eggs of
western toads at Lost Lake (Blaustein et al. 1994b). This fungus is a major
pathogen of fish throughout the world but had rarely been found in amphib-
ians. Blaustein’s group monitored breeding by western toads at Lost Lake in
1992. There were 208 females in the population that year, and all laid their
eggs in two huge masses in an area of about 15 X 30 feet between April 26 and
April 29. This concentrated breeding and egg laying is characteristic of west-
ern toads. Blaustein’s group estimated that about 2.5 million eggs were laid,
and they first noticed fungus on some of the eggs on April 28. One week later,
at least 70% of the eggs were dead, and the ultimate mortality rate was 95%.

These observations, together with their experimental work raising eggs
in enclosures with differential exposure to ultraviolet radiation, led Blau-
stein’s group to design a new experiment to compare the effects of UV radi-
ation and Saprolegnia on mortality of amphibian eggs. Since the initial ex-
periment showed that UV exposure could increase egg mortality and the
observations at Lost Lake in 1992 strongly implicated Saprolegnia, the re-
searchers were particularly interested in whether these two factors had a syn-
ergistic effect on egg mortality, with UV radiation increasing the sensitivity of
the eggs to the pathogenic fungus.
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Kiesecker and Blaustein tested this hypothesis in an experiment reported
in 1995. The design paralleled that of the test of the UV-sensitivity hypothe-
sis alone that we have already considered: they tested three species of am-
phibians, each at two sites, and they used three types of enclosures, one with
a UV-blocking filter, one control with an open top, and one control with a
clear top that transmitted UV radiation. But they did these experiments in
plastic wading pools containing natural lake water that were placed on the
adjacent shore. Half of the pools were inoculated with a culture of Saprolegnia
fungus; half were treated with an antifungal compound to destroy any Sapro-
legnia that might have been naturally present. They used a total of 24 pools
for each species at each site: four containing enclosures with UV-blocking fil-
ters and inoculated with fungus, four containing enclosures with UV-blocking
filters and the antifungal compound, four containing open enclosures and in-
oculated with fungus, and so on. This is called a factorial experiment because
they were testing all combinations of two factors. The first factor was the
presence or absence of Saprolegnia; the second factor was exposure to UV.
This is a standard type of experimental design for testing whether different
factors have independent or synergistic effects on a process of interest.

For western toads at Lost Lake, Figure 4.2 shows that the presence of the
fungus reduced egg survival from about 95% to 85% when the eggs were not
exposed to UV, but from 95% to 50% when eggs were exposed to UV. Ultra-
violet exposure alone apparently didn’t cause decreased survival of western
toad eggs at this site; exposure to the fungus alone caused a moderate de-
crease in survival under conditions of the experiment, and this negative effect
of the fungus was greatly exacerbated by UV light. These results are consis-
tent with the synergistic hypothesis. Kiesecker and Blaustein found a similar
pattern for western toads at Three Creeks Lake and for Cascades frogs at two
sites. For Pacific treefrogs, however, only the fungus affected the survival of
eggs, as Kiesecker and Blaustein had predicted based on the higher concen-
tration of photolyase, which protects against UV damage in Pacific treefrogs
(Figure 4.2).

The story has gotten more complex and more interesting with this evi-
dence that UV radiation and a pathogenic fungus interact to produce a syn-
ergistic effect on survival of eggs of western toads and Cascades frogs. But the
question of what changed in the 1980s to result in decreased egg survival and
declining populations still hasn’t been resolved. It might be that the fungus
has always been present, but exposure to UV radiation increased because of
the thinning of the ozone layer in the atmosphere or some other factor. Or it
could be that there was no significant change in exposure to UV radiation,
but the fungus was introduced to places like Lost Lake when hatchery-reared
fish were released in the lake. Or both of these things may have occurred.
Testing these possibilities required looking at historical observational data
because Blaustein’s group was trying to explain something that had already
occurred.?

Kiesecker and his colleagues presented some revealing data to help resolve
this issue in an article published in the journal Nature in April 2001. They
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Figure 4.2. Effects of a pathogenic fungus, Saprolegnia, and exposure to
ultraviolet radiation on average survival of eggs of three species of am-
phibians at three lakes in the Cascade Range of central Oregon. The
filled bars show results for enclosures covered by UV-blocking filters;
the open bars show results for control enclosures covered by UV-trans-
mitting filters. There was another set of control enclosures with no
covers; the results for these enclosures were similar to those for enclo-
sures with filters that transmitted ultraviolet radiation. Modified with
permission from Figure 1 of “Synergism between UV-B Radiation and a
Pathogen Modifies Amphibian Embryo Mortality in Nature,” by J. M.
Kiesecker and A. R. Blaustein, Proceedings of the National Academy of Sci-
ences USA 92:11,049-11,052, copyright ©1995 by the National Academy
of Sciences.

studied western toads from 1990 through 1999 at several sites in the Cascade
Range, finding much better survival of eggs laid in deep water than in shallow
water (Figure 4.3A). Virtually all mortality of the eggs was attributed to in-
fection with fungus. Survival was probably greater in deep water because UV
radiation doesn’t penetrate very deeply in water, whereas UV exposure in
shallow water decreases the resistance of eggs to infection by the fungus. In-
deed, in an experiment complementing this primarily observational study,
Kiesecker and his colleagues placed eggs in enclosures covered by UV-blocking
filters and in control enclosures at three depths in Lost Lake. They found
high and equivalent survival in the two types of enclosures at depths of 50
centimeters and 100 centimeters but much lower survival in the control en-
closures than in the enclosures with a UV-blocking filter at 10 centimeters.
They also found that the intensity of UV-B radiation dropped off steadily
from the surface of the water to a depth of 100 centimeters.
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A second pattern found by Kiesecker’s group was that the average depth at
which female western toads laid eggs in lakes in the Cascades was closely re-
lated to the amount of precipitation during the previous winter (Figure 4.3B).
Winter precipitation, in turn, was related to the severity of El Nifio condi-
tions the previous summer (Figure 4.3C). Climatologists have suggested that
one consequence of global climate change might be increased frequency and
intensity of El Nifio conditions. Thus Figure 4.3, from the article by Kies-
ecker and his colleagues (2001), suggests a possible link between global cli-
mate change and declining amphibian populations: climate change may have
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produced more extreme El Nifio events, which caused lower snowfall in the
Cascades, which caused water depth to be less around the edges of ponds
where amphibians laid their eggs, which exposed the eggs to more UV radia-
tion during development, which increased the likelihood that the eggs would
be killed by a fungus. Combined with all the other sources of natural mortal-
ity on the amphibians during their life cycle, this caused populations to de-
cline. The scenario developed by Kiesecker’s group from the correlations in
Figure 4.3 doesn’t preclude the possibilities that thinning of the ozone layer
or release of hatchery fish infected with Saprolegnia into high-elevation lakes
in the Cascades also contributed to declining populations of western toads.
But it illustrates a mechanism by which global climate change might ad-
versely affect local populations of amphibians. Since increased UV radiation
and the fungus are both necessary for large reductions in egg survival (Figure
4.2), it seems likely that population declines are a response to local factors, as
well as to global changes.

My purpose in this chapter has been to show how carefully designed ex-
periments combined with critical observations of patterns in nature can help
answer ecological questions quite convincingly. Lab experiments can be use-
tul, as in the study by Pieter Johnson and his colleagues (1999) on the effects
of trematodes on limb deformities in Pacific treefrogs. Well-designed field
experiments have a great deal of power to test the effects of particular factors,
such as ultraviolet radiation, against a background of natural environmental
conditions. And experiments in ecology, rarely persuasive on their own, re-
quire complementary information ranging from detailed understanding of
the natural history of focal species to correlations between species character-
istics and environmental factors. This key role of nonexperimental data was
illustrated by both of the examples discussed in this chapter.

Obviously, neither limb deformities in amphibians nor widespread de-
clines of amphibian populations are completely explained by the research of
Johnson, Blaustein, Kiesecker, and their colleagues (Blaustein and Kiesecker
2002; Blaustein and Johnson 2003). For example, some declining amphibian
populations in the tropics occur in densely shaded habitats; UV exposure
can’t be part of the explanation for these declines. Therefore, although an ef-
fect of global environmental change on amphibians in the Pacific Northwest
seems likely, whether or not there is a common contributing factor to most
declining populations worldwide cannot yet be answered. Final answers in
science are difficult to achieve, especially in fields like ecology, which deal
with very diverse and complex systems. But this contributes to the challenge
of doing science, which captivates most active researchers.
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Chapter 5

How Do Animals Find Stored Food?

Strong Inference by Testing
Alternative Hypotheses

In 1964, John Platt published a famously provocative article in the journal
Science in which he developed a blueprint for success in science called strong
inference and used molecular biology and high-energy physics to illustrate
rapid progress through the systematic use of this process. According to Platt,
strong inference is a process in which multiple alternative hypotheses are pro-
posed to answer a question, and then experiments are designed to discriminate
clearly among contrasting predictions of these hypotheses. If researchers are
creative enough to come up with a complete set of plausible hypotheses and
clever enough to design an efficient set of experiments to eliminate all but
one of them, questions can be answered quickly and researchers can move on
to the next step in trying to understand a phenomenon.

Platt’s concept of strong inference was built on the writings of Sir Karl
Popper, an influential British philosopher during the middle of the twentieth
century, and 'T. C. Chamberlin, an American geologist who was active around
1900. Popper argued that hypotheses can never be proven true because it’s al-
ways possible that a different hypothesis would lead to the same set of predic-
tions. Therefore, scientists should focus on disproving hypotheses. If we are
unsuccessful in disproving an hypothesis after many rigorous attempts, we
may have more confidence in it, although it’s impossible to ever be absolutely
sure that the hypothesis is correct. The essence of Popper’s (1965) argument
is that attempts to disprove hypotheses are more powerful than attempts to
find evidence consistent with them. Chamberlin (1890) published an article
entitled “The Method of Multiple Working Hypotheses” in which he dis-
cussed the psychological benefits of considering alternative hypotheses at the
same time. By not being fully committed to a single, favorite hypothesis, in-
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dividual scientists would be better able to maintain objectivity about evi-
dence relating to something they were trying to explain.

Platt’s article was provocative because he contrasted the rapid progress of
molecular biology and high-energy physics to the lack of progress in fields
whose practitioners do not rigorously apply strong inference. Although he
didn’t name names, Platt was fairly blunt in his criticism of unproductive, tra-
ditional approaches: “Unfortunately, I think, there are other areas of science
today that are sick by comparison, because they have forgotten the necessity
for alternative hypotheses and disproof. Each man has only one branch—or
none—on the logical tree, and it twists at random without ever coming to
the need for a crucial decision at any point” (1964:350). Platt concluded by
suggesting that government agencies that fund scientific research invest in
“the man with the alternative hypotheses and the crucial experiments” rather
than “the man who wants to make ‘a survey’ or a ‘more detailed study’”
(1964:352).

Ecologists and conservation biologists argued heatedly about the applica-
bility of strong inference to their fields through the 1980s, but proponents
and opponents of Platt’s prescription for doing science seem to have since
reached a rapprochement. Few would deny the advantages of systematic and
rigorous evaluation of alternative hypotheses. At the same time, the ecologi-
cal world is truly more complex and diverse than the molecular world, which
means that sweeping generalizations about ecological problems, such as the
causes of declining amphibian populations (Chapter 4), are less likely to exist
than generalizations about the structure and function of DNA, for example.
Like ecology, medical science has a kind of complexity that is qualitatively
different from that of molecular biology. In ecology, this complexity comes
from the tremendous diversity of species and ecosystems that exist on Earth;
in medicine, the complexity comes from the fact that each individual person
is genetically unique and has a unique history of interacting with his or her
environment. This complexity, arising from diversity, limits the effectiveness
of Platt’s approach in both ecology and medicine. Nevertheless, there are ex-
amples of the successful use of strong inference in ecology and medicine, and
I would like to describe one of my favorites in this chapter.

FOOD STORAGE BY CLARK’S NUTCRACKERS

Clark’s nutcrackers (Figure 5.1) are members of the crow family found in
conifer forests in the mountains of western North America. They depend on
seeds of pines and other coniferous trees during winter, when little else is
available to eat, as well as in spring and summer, when they feed these seeds
to nestlings and fledglings.! One of the most remarkable characteristics of
Clark’s nutcrackers is their food-hoarding behavior. They harvest seeds and
carry them up to 10 miles before burying them on wind-swept ridges and other
sites that remain free of snow for much of the winter, even at high elevations.
Noutcrackers have a specialized pouch under the tongue in which these seeds
are carried. During the fall period of seed availability, an individual bird may
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Figure 5.1. A Clark’s nutcracker making a cache of pine seeds. This drawing
was done by Marilyn Hoff Stewart and is reprinted with permission from
Food Hoarding in Animals by S. B. Vander Wall, copyright ©1990 by the Uni-
versity of Chicago Press.

store as many as 30,000 seeds in 6,000 different caches! Caches of each indi-
vidual are intermingled with those of many other nutcrackers in common
storage areas several square miles in size (Vander Wall and Balda 1977).
Most of this information about the natural history of Clark’s nutcrackers
comes from observations by Russ Balda and his student Stephen Vander Wall
at Northern Arizona University in the 1970s. Vander Wall and Balda repre-
sent a long and rich tradition in biology of those who find their motivation
for doing science in a deep and abiding love of nature. As children, many have
spent every available moment outdoors; when they go to college and discover
that they can do the same thing in their careers, they cannot believe their
good fortune. Many other factors motivate people to become scientists (see
Chapter 10), but this boundless curiosity about the natural world has been
one of the most productive. In fact, this story, which begins with two field bi-
ologists who are following nutcrackers around in the San Francisco Moun-
tains of Arizona, eventually leads to remarkable new discoveries about brain
structure and function in laboratories at Oxford University and elsewhere.
Vander Wall’s observations of the hoarding behavior of Clark’s nutcrackers
led him to wonder how they relocate their caches. The supply of stored food
that birds made in the fall was clearly very important both for survival over the
winter and for reproduction in the next spring. The birds invested a great deal
of time and energy in storing seeds in the fall, making several lengthy trips
each day for several weeks from stands of pifion pine, where seeds were har-
vested, to the storage areas. Caches seemed to be carefully buried in the soil
so they would not be readily visible. In thinking about how Clark’s nutcrack-
ers might find these buried caches, Vander Wall imagined five alternative hy-
potheses. This approach followed the model that Chamberlin had suggested
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in 1890 and that Platt had advocated in 1964 in his famous article on strong
inference, although Vander Wall wasn’t deliberately following the guidelines
set out by these two authors. Here are Vander Wall’s hypotheses:

1. Random search: Nutcrackers may dig randomly in storage areas and
recover cached seeds by chance in the process.

2. Directed random search: This is a modification of the first hypothesis.
Perhaps nutcrackers bury seeds in particular kinds of locations and
use random search in these kinds of locations to find the caches. If
so, this would be more efficient than randomly searching for caches
in many different kinds of locations.

3. Olfactory cues: Buried seeds may emit odors or other cues that nut-
crackers can detect while walking on the ground.

4. Microtopographic cues: Birds alter the surface of the soil when burying
seeds. They find buried seeds by searching for these small-scale
changes in topography produced in the process of caching.

5. Spatial memory: As described by Vander Wall (1982:85), this hypoth-
esis means that “nutcrackers remember the precise location of each
cache using visual cues.” Since individual birds make thousands of
caches, some of which they recover months later, this hypothesis im-
plies remarkable memory ability.

Vander Wall (1982) used a series of laboratory experiments to discriminate
among these hypotheses. He did the experiments with four captive Clark’s
nutcrackers in a large flight cage with solid walls, a wire-mesh roof, and about
3 inches of soil in which the birds could cache pifion pine seeds. He placed
about 70 objects (rocks, logs, shrubs, and vertical perches) in this arena to
serve as visual cues for the birds, in case they needed such cues to remember
the locations of their caches (Figure 5.2). The birds moved freely around the
cage in searching for food, although only two of the four subjects cached
seeds during the experiments.

The key to testing the five hypotheses was to recognize that they make
contrasting predictions. For example, one basic prediction of the spatial
memory hypothesis is that birds should be able to recover their own caches
but should not be able to find those made by other birds or by an experi-
menter unless they observe the caches being made. If any of the other hy-
potheses is correct, however, birds should be able to locate caches made by
other birds or an experimenter. They might use olfactory or microtopo-
graphic cues at the cache site to do so, or they might simply use random
search or directed random search.

In his first experiment, Vander Wall gave each of the caching birds (named
Orange and Red, based on the colors of their leg bands) several opportunities
to cache seeds over a period of about 2 weeks. After Orange had made 150
caches and Red had made 177, Vander Wall removed 50 and added 102 of his
own at different locations, so there was a total of 379 available caches when
he began tests of the birds’ ability to locate caches. The purpose of removing
some of the caches initially made by Orange and Red was to see if they would
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search in those locations anyway. If they did, this would be strong evidence
against the olfactory and microtopography hypotheses and in favor of the
spatial memory hypothesis.

The two noncaching birds, Green and Blue, were released into the arena
during some of the bouts in which Orange or Red cached seeds, but Orange
never saw Red cache and vice versa. Since Green and Blue did not cache,
Vander Wall wanted to see if they would be more successful at finding caches
they observed being made by Orange or Red than at finding caches made by
Orange or Red when Green and Blue were absent. In tests of the ability of
the birds to find buried seeds, Vander Wall first let the two noncaching birds
search together in the arena for a total of 6 hours over 2 days. Then the two
caching birds, Orange and Red, searched individually for several hours on the
next 2 days. Caches that were removed by Green or Blue on days 1 and 2
were not available to Orange and Red on days 3 and 4, so if Orange and Red
were using memory to relocate their own caches, they might search in a site
that was already empty.

There were dramatic differences in the searching strategies and success
rates of the noncaching and caching birds. All birds probed the soil with their
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bills, but the noncaching birds often probed unsuccessfully near pebbles, large
objects, or depressions in the surface, whereas caching birds usually went di-
rectly to cache sites before probing. Green and Blue found 52 caches in 563
probes, for an overall success rate of about 9%, whereas Orange and Red
found 52 caches in 140 probes, for a success rate of 37%. However, many of
the unsuccessful probes of Orange and Red were at sites where caches had al-
ready been removed, either by the experimenter before the recovery tests or
by Green or Blue. If these probes are counted as successes, since the birds
were searching where there should have been caches, the overall success rate
increases to 71%.

Orange found 63 of its own cache sites but none of those made by Red,
whereas Red found 61 of its own cache sites and three made by Orange. Nei-
ther of these caching birds found any of the caches made by Vander Wall
himself. By contrast, the two noncaching birds found 11 caches that had been
made by Orange, 30 that had been made by Red, and 11 that had been made
by Vander Wall. Both the foraging behavior of the birds and their patterns of
success imply that the caching birds were using different strategies for find-
ing buried seeds than the noncaching birds. The results strongly suggest that
spatial memory was used by the caching birds to relocate their own caches.
For the noncaching birds, spatial memory was evidently not important be-
cause these birds found more of the caches made by Orange and Red when
their caching was not observed by Green and Blue than when caching was ob-
served. Green and Blue also found several caches made by the experimenter,
who had placed these caches without being seen by the birds.

Vander Wall used the results for the noncaching birds to discredit the ran-
dom search hypothesis, as well as the spatial memory hypothesis. This required
calculating the probability of detecting a cache by probing in a random loca-
tion and comparing this to the success rate of the noncaching birds. At the
beginning of the recovery portion of the experiment, there were 379 caches
in an area of about 75 square meters. The area of each cache was about 2
square centimeters, and the area excavated in a probe was also about 2 square
centimeters. Therefore the probability of hitting any part of a cache with one
probe was about 0.4%.? This probability is much lower than the actual 9%
success rate of the noncaching birds, implying that these birds were either
using some specific cues at cache sites or limiting their search to areas in the
arena that had higher densities of caches.

Vander Wall designed a second experiment to test the hypothesis that
Clark’s nutcrackers use microtopographic cues to help locate caches. After
completion of the first experiment, the two caching birds made additional
caches in the arena, and Vander Wall made some caches himself. He then
carefully raked one half of the arena to erase any marks on the soil surface
that might have been made either by the birds or by himself while caching
seeds. If microtopographic cues are important in locating caches, the birds
should have been more successful in the unraked control portion of the arena
than in the raked experimental portion.

As in the first experiment, the two noncaching nutcrackers were allowed
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Figure 5.3. Locations of caches and probes in search of caches made by Clark’s nut-
crackers in relation to large objects (see Figure 5.2) in Vander Wall’s arena. The open
circles show the percentages of caches at various distances from large objects: 0 to 5
centimeters (cm), 5 to 10 cm, and so on. The solid circles show the percentages of
probes for caches at these distances. The bars show the percentages of the total area of
the arena at these various distances from large objects. Modified with permission from
Figure 3 in “An Experimental Analysis of Cache Recovery in Clark’s Nutcracker” by
S. B. Vander Wall, Animal Behaviour 30:84—94, copyright ©1982 by Elsevier Science.

to search for caches before the two caching birds. One of them had a higher
proportion of successful probes on the control portion of the arena than on
the experimental portion, but the other did not. However, both were more
successful at finding recently made caches (less than 3 days old) than older
caches (6 to 24 days old). They found 13% of recent caches and 3.4% of older
caches in the control area. This difference suggests that the birds used micro-
topographic cues at cache sites to help locate caches because these cues would
degrade with time, making older caches less apparent than more recent ones.

The results of this experiment provided some support for the directed
random search hypothesis, as well as the microtopographic cues hypothesis.
Figure 5.2 shows the array of objects, such as logs and rocks, that Vander
Wall placed in the arena to make it more similar to a natural environment.
The two caching nutcrackers made most of their caches within 20 centime-
ters of these objects, and the two noncaching birds did most of their digging
close to the objects as well (Figure 5.3). Vander Wall used the results in Fig-
ure 5.3 to estimate a predicted success rate of 1.8% if noncaching birds were
using directed random search in experiment 2, which was similar to the over-
all success rate of 1.6% for these two birds in the whole arena.

After the two noncaching birds searched for buried seeds in the arena in
experiment 2, the birds that had made the caches were given an opportunity
to do so also. Their proportion of successful probes was quite a bit lower in
the experimental half of the arena than in the control half, suggesting that
raking the soil surface had affected their searching behavior. Just as in experi-
ment 1, they probed at several sites where caches had been removed by the
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noncaching birds. Vander Wall’s detailed observations hinted that the birds
might have been confused by the discrepancy between their memory of spe-
cific cache locations and the absence of microtopographic cues at these loca-
tions in the experimental half of the arena: “Birds would frequently approach
a cache site and look at the disturbed [raked] soil surface while hopping from
side to side, backwards or in a small circle. The head was occasionally turned
toward large objects. After one or two probes near the cache site, the seeds
were usually found” (1982:89).

The results of the first two experiments were inconsistent with the hy-
pothesis of random search because success rates were much higher than they
would have been if based solely on random search. Noncaching birds ap-
peared to rely on searching near objects where caches were usually made (di-
rected random search) and on microtopographic cues to locate recent caches
made by caching birds. Caching birds used spatial memory to relocate their
own caches and attended to microtopographic cues, although these weren’t
essential. There was no evidence that olfactory cues emanating from the
caches themselves were used by the birds because the caching birds did not
dig up caches made by others and because raking half of the arena decreased
the ability of noncaching birds to locate caches (raking eliminated micro-
topographic cues but shouldn’t have affected olfactory cues). With this back-
ground, Vander Wall designed a third experiment to further test the spatial
memory hypothesis. This was the kind of clever, critical experiment that Sir
Karl Popper and John Platt would have appreciated because it provided a
conclusive test of the hypothesis.

Vander Wall used just the two caching birds in the third experiment. After
allowing each of them to make caches in the arena, he moved all large objects
in one half of the arena 20 centimeters (about 8 inches) to the right. He then
smoothed out the depressions where these objects had been but avoided dis-
turbing the caches or the surface of the soil. As a control, objects in the other
half of the arena were not moved. The birds were much more successful at
finding caches in the control portion of the arena (73% of probes were at
cache sites) than in the experimental portion (16% of probes were at cache
sites). More important, 69% of the errors in the experimental portion of the
arena were about 20 centimeters to the right of cache sites, whereas only
about 11% of errors in the control portion of the arena were similarly dis-
placed. Since Vander Wall had moved the large objects in the experimental
half of the arena 20 centimeters to the right after caching but before recov-
ery, this pattern of errors strongly supports the hypothesis that the nutcrack-
ers were using these objects as visual cues to help them remember the loca-
tions of their caches.

STRONG INFERENCE AND INDIVIDUAL VARIATION IN BEHAVIOR

You may be skeptical of this evidence that Clark’s nutcrackers are able to use
spatial memory to relocate seed caches since Vander Wall tested only four
birds and only two of these made caches in the arena. Researchers are often
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concerned about having adequate sample sizes to test hypotheses rigorously,
but the importance of this depends on the nature of the hypothesis and the
outcome of the experimental test. For example, Chapter 8 discusses tests of
the hypothesis that caffeine causes elevated blood pressure in humans. There
was a great deal of individual variation in the responses of subjects to caf-
feinated versus decaffeinated coffee, so researchers found it necessary to test
a fairly large number of subjects in order to get precise estimates of effects on
blood pressure. The problem was different in this example of food hoarding
by Clark’s nutcrackers because Vander Wall was testing a different kind of
hypothesis: that birds could find caches by using spatial memory. In the blood
pressure example, there was a continuous range of possible responses to caf-
feine, and the problem was to test enough subjects to get an accurate and pre-
cise estimate of the average response. In the cache recovery example, the
response was dichotomous: either birds could use spatial memory to find
caches or not. If Vander Wall could clearly show that even one bird had this
specialized and sophisticated cognitive ability, he would have produced inter-
esting new knowledge.

There were two potential pitfalls in Vander Wall’s study with only four
birds. If none of them had cached in captivity, he couldn’t have tested the hy-
pothesis. If some of the birds had cached but there was no evidence that they
used spatial memory to relocate caches, this would not be strong grounds for
refuting the spatial memory hypothesis because the artificial conditions of
the experiment might have impeded this ability. In fact, two birds did cache
and several aspects of their cache recovery behavior were consistent with the
spatial memory hypothesis. The most impressive match between the results
and the hypothesis was that the errors made by the birds when large objects
in the arena were shifted were precisely what would be expected if the birds
had been using these objects as landmarks.

It’s worth comparing these experiments to the study described in Chapter
3, in which Schoon (1998) tested the ability of trained dogs to identify odors
in police lineups that matched odors left at crime scenes. In Schoon’s experi-
ment, some dogs didn’t perform adequately in preliminary trials, suggesting
that they weren’t motivated to perform in the trials that counted. These were
comparable to the two birds in Vander Wall’s experiment that didn’t cache in
captivity. But even the dogs that passed the preliminary trials in Schoon’s
study were not very successful in the trials that counted. More important,
Vander Wall designed his experiment so that the pattern of errors, as well as
the overall success rate under different conditions, could be used to test the
spatial memory hypothesis. Therefore, Vander Wall was able to reach a de-
finitive conclusion about the spatial memory abilities of his subjects, whereas
in Schoon’s case the best we could say is that different training methods or a
different experimental design might validate the use of dogs in forensic iden-
tification but that current evidence doesn’t support this use.

It seems clear that at least two Clark’s nutcrackers can use spatial memory
to find their caches. Perhaps these were very unusual birds, and Vander Wall
was incredibly lucky that two of the four birds he captured for his experiment
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had this ability. This seems highly unlikely, especially considering the fact
that Clark’s nutcrackers make thousands of caches in nature, that these caches
are interspersed with those made by other individuals, and that they are re-
covered months later. This is a situation in which spatial memory would be
very valuable, so it’s not plausible that the ability would be limited to just the
two birds that Vander Wall happened to capture for his experiments.

This example differs in three important respects from Platt’s (1964) de-
scription of strong inference based on the history of molecular biology and
high-energy physics that I described at the beginning of this chapter. First,
the hypotheses considered by Vander Wall to explain cache recovery by
Clark’s nutcrackers were not mutually exclusive. Second, Vander Wall found
significant individual variation among four birds in how caches were found.
"Two birds, which did not make their own caches, relied on directed random
search and microtopographic cues to find caches made by others. Two birds,
which did cache, relied primarily on spatial memory but were also influenced
by microtopographic cues.?

These first two differences between Platt’s analysis and Vander Wall’s
work reflect the complexity of problems in ecology (and medicine) compared
to those in molecular biology and physics. Despite this complexity, Vander
Wall successfully used critical experiments to compare alternative hypothe-
ses. This strong inference approach not only advanced the understanding of
food hoarding but also produced the first definitive evidence that some birds
have impressive spatial memory abilities.

The third difference between Vander Wall’s work and Platt’s description
of strong inference was more fundamental. Platt’s version of strong inference
was based on Popper’s (1965) philosophy of falsificationism, in which hy-
potheses can never be “proven” true but only falsified. In Platt’s view, a pro-
ductive approach in science is to consider a set of alternative, mutually exclu-
sive hypotheses; design experiments to falsify each of them; reject all but one
of the hypotheses based on the results of these experiments; and build a new
set of hypotheses to refine the one that could not be rejected. Vander Wall’s
experiments enabled him to reject some of his hypotheses about how Clark’s
nutcrackers locate cached seeds, but also provided strong positive evidence for
the spatial memory hypothesis. This approach—not simply trying to falsify
hypotheses but also doing experiments to confirm hypotheses—seems to be
more common in science than Platt or Popper would like, and Vander Wall’s
work shows that it can be very productive.

OTHER TESTS OF SPATIAL MEMORY IN FOOD-HOARDING ANIMALS

Vander Wall’s pioneering studies of Clark’s nutcrackers have been extended
in several ways. Russ Balda, Alan Kamil, and their students have continued to
study Clark’s nutcrackers and related species of jays in large enclosures. In
one experiment, they asked how long Clark’s nutcrackers could remember lo-
cations of cached seeds (Balda and Kamil 1992). They used 25 birds, each of
which made approximately 21 caches in an indoor arena with a surface area of
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30 by 50 feet. The birds cached in sand-filled cups placed in 330 holes drilled
in the plywood floor of the arena. Each bird cached individually and was
tested with only its own caches in place. As in Vander Wall’s experiment,
Balda and Kamil placed numerous large objects in the arena to serve as land-
marks. Following caching, the birds were divided into four groups to be
tested for spatial memory at 11 days, 82 days, 183 days, or 285 days after the
caches were made.

Balda and Kamil found that the birds in their experiment were more suc-
cessful in recovering caches than would be predicted by random search at all
time intervals, including 285 days, although birds that had to remember
cache locations for 285 days made more errors than birds in the other three
groups. The long-term spatial memory demonstrated by Balda and Kamil in
this experiment is consistent with the natural history of Clark’s nutcrackers,
which harvest some caches in spring and summer that were made in the pre-
vious autumn. This experiment also illustrates some refinements in tech-
nique over Vander Wall’s earlier experiment. Balda and Kamil tested many
more birds, all of which cached. They used a larger arena and provided small
cups as specific sites for caching rather than allowing them to cache anywhere
in the entire arena. The latter setup, which had been used by Vander Wall,
was criticized on the grounds that birds might not remember specific cache
locations but instead would consistently cache at specific distances and direc-
tions from objects in the environment and then search at those sites when
they were recovering caches. The design of Balda and Kamil precluded this
possibility because the cups in which birds were able to cache were at variable
distances and directions from landmarks in the arena. This design has been
used in most subsequent laboratory studies of food hoarding by other species.

Various researchers have shown in more than 100 studies that several
other species of birds and mammals use spatial memory to recover their food
caches (Krebs 1990; Shettleworth 1990). These species include other mem-
bers of the crow family such as pinyon jays, scrub jays, gray jays, and north-
western crows; members of the tit family such as black-capped chickadees in
North America and marsh tits in Europe; and seed-eating rodents such as
gray squirrels, chipmunks, and kangaroo rats.* Brief description of a few
studies will give you the flavor of this research. Balda and Kamil (1989) com-
pared the spatial memory ability of three species of jays and Clark’s nutcrack-
ers. They predicted that pinyon jays and Clark’s nutcrackers would have bet-
ter spatial memory than scrub jays and Mexican jays because the former two
species spend winters at higher elevations in harsher climatic conditions and
are more dependent on cached pine seeds to survive. Under standard labora-
tory conditions, the researchers found that pinyon jays and Clark’s nutcrack-
ers were indeed more successful at remembering locations of their caches
than scrub jays and Mexican jays.

Researchers have used observations and experiments in the field, as well as
laboratory experiments in arenas, to test spatial memory abilities of animals.
For example, Hutchins and Lanner (1982) reported that Clark’s nutcrackers
dig directly through snow to recover caches, suggesting that they use remem-
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bered landmarks rather than local microtopographic cues, which would be
obliterated by snow cover. Stevens and Krebs (1986) did a clever field experi-
ment to test the spatial memory of marsh tits near Oxford in England. They
placed leg bands with tiny magnets on birds and then allowed the birds to
harvest seeds from a feeder and cache them. Then they positioned magnetic
detectors connected to small clocks near each of 135 caches and 60 control
sites where the birds had not stored seeds. In 3 days, the detectors recorded
32 visits to cache sites and no visits to control sites. During the first 12 day-
light hours after storage, the marsh tits recovered 91% of the seeds at caches
they visited. After that time, their success rate declined to 20% because many
caches had been stolen by rodents or other birds.

Just as two of the nutcrackers in Vander Wall’s experiment used micro-
topographic cues to find caches made by other birds, rodents use olfaction, as
well as spatial memory, to locate caches. Mammals in general and rodents in
particular have more acute senses of smell than most birds, at least for seeds,
and several researchers have shown that some rodents can use olfaction to
find seeds buried several centimeters deep in the soil. This means that caches
made by birds and rodents are vulnerable to pilferage by other rodents. How-
ever, Vander Wall (1998) found in a series of laboratory and field studies that
the ability of rodents to locate buried seeds by smell depends on the moisture
content of the soil. Immediately following rain, caches may be very apparent
to several species of rodents; as the soil dries out, caches become difficult to
smell. Rodents such as kangaroo rats that are adapted to arid environments
require less soil moisture to smell buried seeds than rodents such as chipmunks
that live in less arid environments. Vander Wall (2000) has used a double-
labeling technique, in which pine seeds are labeled with a radioactive isotope,
so they can be found in the soil by a Geiger counter, and with an indelible
number, so they can be identified individually, to show that some rodents con-
tinuously rearrange their caches. For example, one chipmunk might use smell
to find a cache made by another animal, then dig it up and rebury it else-
where, giving it an extra edge in recovering it later through spatial memory.

SPATIAL MEMORY AND THE BRAIN

In discussing how animals relocate their food caches, I have focused on Van-
der Wall’s experiments with Clark’s nutcrackers because they illustrate the
use of strong inference and creative thinking in designing a critical experiment
to discriminate among alternative hypotheses. You’ve seen several examples
of the experimental approach in Chapters 2—4, but this food-hoarding ex-
ample is especially attractive because it provides persuasive evidence of the
use of spatial memory by Clark’s nutcrackers. Vander Wall’s experiments
were not perfect, but they were convincing enough to persuade many other
researchers to do follow-up studies of Clark’s nutcrackers and other species
that showed beyond reasonable doubt that some animals have impressive
abilities in the use of spatial memory.
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Some kinds of questions aren’t as amenable to experimental approaches as
questions about foraging behavior and spatial memory abilities. For example,
species such as Clark’s nutcrackers and other kinds of jays differ in how much
they cache seeds and in spatial memory ability. Are there corresponding dif-
ferences in the brains of these species? If so, these neurological differences
could be interpreted as adaptations to different environmental challenges
that have evolved over many generations. But the evolution of these adapta-
tions cannot usually be directly studied through experimentation because it
happens over very long periods of time. Instead, evolutionary biologists use
an approach called the comparative method.

Comparisons are a fundamental tool in testing hypotheses in both experi-
mental and purely observational research. Experiments, for example, almost
always involve comparison of a treatment and control group, as illustrated
in all of the chapters so far. When the comparative method is used in nonex-
perimental research, comparisons are made between different individuals of
the same population, different populations of the same species, or different
species—with no experimental manipulations applied to these entities. Hy-
potheses about adaptation are commonly tested by seeing if differences in
one trait are related to differences in another trait or to differences in the en-
vironments where the individuals, populations, or species live. For example,
Eisenberg and Wilson (1978) measured the brain sizes of 225 species of bats.
Not surprisingly, they found that species with larger average body size tended
to have larger brains. However, when they divided their sample into insect-
eating bats and fruit-eating bats, they found a more interesting pattern: fruit-
eating bats had larger brains than insect-eating bats of similar body size. They
suggested two possible explanations: (1) fruit-eating bats might benefit from
remembering where concentrations of ripe fruit occurred in their home ranges
at different times of year, requiring enlarged brains, or (2) insect-eating bats
might benefit from minimizing the sizes of their brains so they could maneu-
ver more easily while flying and thus have greater success at catching insects.
This correlation of a morphological characteristic of various species of bats
(brain size) with a behavioral trait (food habits) led to two evolutionary hy-
potheses about the possible advantages (and disadvantages) of large brains
that could be tested by more detailed comparative studies.

Platt’s (1964) program of strong inference relies heavily on devising and
conducting critical experiments to discriminate among alternative hypothe-
ses. Does this mean that strong inference is limited to fields in which experi-
mental tests of hypotheses are feasible? I think not. One way to marry strong
inference and the comparative method is to use multiple comparisons of dif-
ferent groups of animals in different situations to test a common set of hy-
potheses. Although any one of these comparisons might be compromised by
the possibility of an alternative explanation, it’s unlikely that all of the com-
parisons would be compromised in this way. Therefore, if different compara-
tive studies are consistent with the same hypothesis, this provides strong
evidence for the hypothesis, especially if the comparative studies are quite
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Figure 5.4. Dashed lines show the position of the hippocampus in the brain of a red
squirrel (top) and a chickadee (bottom). The drawings on the left show top views,
with the front of the brain at the bottom; those on the right show side views, with the
front of the brain at the left. The brains of the two species are not drawn to the same
scale. Reprinted with permission from “Neurobiological Bases of Spatial Learning in
the Natural Environment: Neurogenesis and Growth in the Avian and Mammalian
Hippocampus” by D. W. Lee, L. E. Miyasato, and N. S. Clayton, NeuroReport 9:R15—
R27, copyright ©1998 by Lippincott Williams & Wilkins.

diverse. I'll illustrate this by describing several tests of a recent hypothesis
about neurological foundations of spatial memory.

Birds and mammals have a distinctive region of the brain, called the hip-
pocampus, that is involved in storing and using spatial memories (Figure 5.4).
It is shaped roughly like a sea horse, which the Greeks called hippokampos.
Until about 1980, brain researchers universally believed that all nerve cells in
the brain form during prenatal or early postnatal development and that no
new nerve cells form in adult brains. In 1981, however, Fernando Nottebohm
showed that new nerve cells are produced each spring in the region of canary
brains that controls song learning during the breeding season. Although this
process of nerve cell regeneration doesn’t occur in most of the brain, the hip-
pocampus is another region in which new nerve cells can be produced
throughout life. This suggests that individuals who make greater use of spa-
tial memory might develop larger hippocampi.
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A study of cab drivers by Eleanor Maguire and her colleagues (2000) at the
University College of London may illustrate this relationship. Maguire’s
group studied cabbies in London who train for approximately 2 years before
taking several challenging exams, which test their knowledge of thousands of
locations and optimal routes between them at various times of the day. The
researchers used a procedure called magnetic resonance imaging (MRI) to
measure the size of the hippocampus in 16 male taxi drivers and 50 other
men. A specific portion of the hippocampus was larger on average in the taxi
drivers than in the men with other professions. In addition, taxi drivers with
more experience had larger hippocampi than drivers with less experience,
consistent with the hypothesis that extended use of spatial memory promotes
cell division in the hippocampus. Another technique, the positron emission
tomography (PET) scan, allows visualization of the parts of the brain that are
active during a particular task. This showed a concentration of activity in the
rear of the hippocampus when taxi drivers were figuring out the best routes
between sites in London.

"This study of cab drivers illustrates a comparative approach to differences
among individuals belonging to the same population. The researchers tested
the hypothesis that humans can respond to unusual demands on their spatial
memory by adjustments in the size and functioning of a part of the brain
thought to play a key role in storing and using spatial memories. The results
are intriguing, although far from conclusive, because there are many other
differences between cab drivers and other people in the same city besides the
fact that the former have to rely more on spatial memory than do most
people. Cab drivers might also be more stressed or exposed to higher levels of
carbon monoxide or smog than the average person, which could affect their
brains (Nicola Clayton, personal communication). This is another illustra-
tion of the difficulties of interpreting correlational data, which I introduced
in Chapter 2.

If food-storing animals have well-developed spatial memory abilities, they
should also have larger hippocampi than closely related species that don'’t
store food. Several researchers have tested this prediction, including John
Krebs at Oxford University, David Sherry at the University of Toronto, and
Lucia Jacobs at the University of California at Berkeley. The basic technique
in these studies was to dissect the brain; cut it into very thin cross sections;
stain these sections with a dye that highlights nerve cells; identify the bound-
ary of the hippocampus on each section, based on the size and type of cells
present; measure the area of the hippocampus in each section; and convert
area to volume by accounting for the width of each section. Krebs and Sherry
(Krebs et al. 1989; Sherry et al. 1989) studied the brains of many different
species of birds. Since these species differed greatly in body size and in total
size of the brain, the researchers compared the species in terms of the relative
size of the hippocampus, defined as the proportion of the forebrain that was
occupied by the hippocampus (the forebrain, one of the major sections of the
brain, handles sensory input and controls muscular activity). In making this
comparison, the researchers were essentially asking how much brain tissue
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was allocated to spatial memory tasks, performed in the hippocampus, com-
pared to other tasks performed in other parts of the forebrain.

Krebs, Sherry, and their colleagues found that the relative size of the hip-
pocampus was larger in food-storing birds than in species that do not store
food. The most informative comparisons were for closely related species with
similar behavior and ecology except for the use of food hoarding. For ex-
ample, marsh tits weigh about 11 grams and have a hippocampus that occu-
pies about 14.3 cubic millimeters, whereas great tits weigh 20 grams and have
a hippocampus of only 11.2 cubic millimeters. The whole brain of great tits is
quite a bit larger than that of marsh tits, in keeping with the larger body size
of the former. In marsh tits, which store food, the hippocampus is 5.3% of
the volume of the forebrain. In great tits, which do not store food, the corre-
sponding value is 3.3%. In other words, the relative size of the hippocampus
is about 60% greater in marsh tits than in great tits. Similar differences exist
for storing and nonstoring members of the crow family.

In all of the food-storing bird species that have been studied neurologi-
cally, individuals scatter hoard by making numerous caches at widely dis-
persed locations in their home ranges. In small mammals, by contrast, there
are two major patterns of food hoarding: scatter hoarding and larder hoard-
ing, in which items are stored in a central location in the home range, often a
large burrow. Jacobs and Spencer (1994) took advantage of this diversity to
make a comparison with an interesting twist. Merriam’s kangaroo rats are
primarily scatter hoarders, and bannertailed kangaroo rats are larder hoard-
ers. This may be related to the fact that the latter are about three times as
large as the former and can defend seeds stored in their burrows against pil-
ferage by the smaller species. The relative volume of the hippocampus is
about 20% larger in Merriam’s kangaroo rats than in bannertailed kangaroo
rats, consistent with the fact that the former would be more dependent on
spatial memory to relocate their numerous, scattered caches.

Marsh tits and great tits have had separate evolutionary histories for a
very long time, as have Merriam’ kangaroo rats and bannertailed kangaroo
rats, so these results are consistent with the hypothesis that larger hip-
pocampi have evolved in species that make greater use of spatial memory in
their foraging behavior. However, species with relatively large hippocampi
may differ from related species with smaller hippocampi in several behavioral
traits besides scatter hoarding, so the interpretation that a large hippocampus
is adapted to the spatial memory requirements associated with recovering
stored food is not foolproof. Support for this hypothesis is strengthened,
however, by the fact that a relationship between hippocampus size and food-
hoarding behavior was found in various types of birds, as well as in kangaroo
rats. It seems unlikely that a parallel set of behavioral differences, independ-
ent of food hoarding, could exist between species with large and small hip-
pocampi, given the wide range of variation in behavior that exists between
the different bird species studied (jays and tits) and between these birds and
kangaroo rats. For example, all of the bird species are active in the daytime,
whereas the kangaroo rats are nocturnal; many of the bird species are monog-
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amous, whereas the kangaroo rats are not monogamous; and so on. In addi-
tion, the comparison for kangaroo rats was between two species that store
food in different ways, not between storing species and nonstoring species, as
in the bird studies. The kangaroo rat results imply that there is a specific as-
sociation between the size of the hippocampus and a type of food storage that
would benefit from good spatial memory, not simply a generalized relation-
ship between the size of the hippocampus and the presence or absence of
food hoarding.

The association between an enlarged hippocampus and enhanced spatial
memory was reinforced by a recent study by Vladimir Pravosudov and
Nicola Clayton (2002) at the University of California at Davis in which they
compared two populations of black-capped chickadees, one from Alaska and
one from Colorado. They argued that food caching would be more impor-
tant for winter survival in the harsher environment of Alaska than in Col-
orado, where food is presumably more abundant and more predictably avail-
able. Therefore, they predicted that chickadees from Alaska would cache
more food, would recover caches more efficiently by using spatial memory,
and would have larger hippocampi than chickadees from Colorado. They
tested these predictions with captive birds from the two environments kept
in the same conditions in the laboratory, and their results were consistent
with all three predictions.

The hippocampus has been the focus of other fascinating comparative re-
search in recent years. This research broadens support for the hypothesis that
situations in which good spatial memory would be advantageous promote the
evolution of larger hippocampi. Steven Gaulin and his colleagues studied
two small rodents called meadow voles and pine voles (Gaulin and Fitzgerald
1986; Jacobs et al. 1990). Meadow voles have a polygynous mating system, in
which one male mates with several females (and some males don’t mate at
all). Males have larger home ranges than females, and one male’s home range
usually overlaps that of several females. This is a typical pattern of mating
and space use in rodents. By contrast, pine voles have a monogamous mating
system, and each male-female pair shares a small home range. These differ-
ences between the two species suggested to Gaulin and his coworkers that
male and female pine voles might have similar requirements for spatial mem-
ory ability, whereas male meadow voles might rely on spatial memory to a
greater extent than females in order to navigate their larger home ranges and
keep track of when the different females living there were receptive to mat-
ing. Indeed, male meadow voles have larger hippocampi than female meadow
voles, but male pine voles have the same size hippocampi as female pine voles.
Furthermore, male meadow voles learn to navigate a standard laboratory
maze more quickly than female meadow voles, but there is no difference in
learning ability between male and female pine voles.

Just so you don’t make a premature generalization about sex differences in
the size of the hippocampus based on the meadow vole results, the pattern is
reversed in shiny cowbirds. These birds are nest parasites, which lay eggs in
the nests of several other species of birds. Suitable host nests are often well
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hidden, so relocating them after an initial survey of the possibilities may re-
quire good spatial memory. In shiny cowbirds, only females select potential
host nests, and females have larger hippocampi than males. In screaming
cowbirds, however, both females and males inspect potential host nests, and
there is no difference between sexes in the size of the hippocampus (Re-
boreda et al. 1996). Thus whether there are sex differences in the size of the
hippocampus and, if so, whether males or females have larger hippocampi ap-
pear to depend on how species use spatial memory. All of these comparative
studies of different species, different populations of the same species, and dif-
ferent sexes within a species are consistent with the hypothesis that hip-
pocampi are larger in cases in which requirements for good spatial memory
are greater. This diverse evidence illustrates how comparative research can
produce strong inference even when experimental approaches aren’t feasible.

CONCLUSIONS

In this chapter I considered various aspects of spatial memory in animals,
ranging from behaviors linked to the use of spatial memory in food-storing
animals to a region of the brain associated with that ability. I discussed in de-
tail a study of Clark’s nutcrackers by Stephen Vander Wall that illustrated the
advantages of considering multiple alternative hypotheses and designing criti-
cal experiments to discriminate among them. I also discussed more briefly
some applications of the comparative method to help elucidate evolutionary
relationships between brains and behavior. Although it is often more difficult
to design and execute critical experiments to test alternative hypotheses in
ecology and medicine than in such fields as molecular biology and high-energy
physics, there are many other good examples besides the study by Vander
Wall. There are also numerous examples of applications of the comparative
method to studying adaptation, many of which provide inferences about al-
ternative hypotheses that are just as strong as in well-designed experiments.

Besides illustrating these two fundamental methods of testing hypotheses
by experimentation and by systematic comparison of different species, I used
this chapter to tell a story about how scientific understanding develops. The
story began with basic observations of the natural history of Clark’s nut-
crackers, which led to a question about how they relocate the thousands of
caches they make each fall. This question led Vander Wall to design a clever
but relatively simple set of experiments to test five potential answers to the
question. The story continued as researchers realized that food-hoarding
animals would be good models for studying various aspects of spatial mem-
ory, including the neurological basis for memory. This led to comparative
studies of the size of the hippocampus in species that differ in their food-
storing behavior and eventually to comparisons linked to other kinds of be-
havioral variation. Science often follows such a tortuous path, with each new
discovery leading to new questions that may take researchers in exciting new
directions.
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Chapter 6

What Causes Cancer?
The Complexities of Causation

On 13 July 2000, the Washington Post described a new study of cancer inci-
dence in twins in a front-page story with the headline “Cancer Study Down-
plays Role of Genes.” On the same day, the New York Times’s headline was
“Genes May Cause 25% of 3 Major Cancers.” Surprisingly, these two stories
were based on the same technical report by a group of Scandinavian scientists
that appeared in the New England Journal of Medicine on that day. What can
we make of these different interpretations of the same scientific study? A
careful reader of the Washington Post might conclude that environmental fac-
tors have broader scope in causing cancer than suggested by well-established
examples such as smoking and lung cancer. A conscientious reader of the New
York Times might conclude just the opposite. And a masochistic reader of
both newspapers might be left with a good deal of confusion. A detailed look
at this example will illustrate several aspects of the scientific process. This
chapter won’t completely alleviate the possible confusion by providing a de-
finitive answer to the question of what causes cancer. However, I hope to use
the multiple meanings of this seemingly simple question to illuminate a fun-
damental challenge of doing science, as well as one source of the enchant-
ment of science.

The twin study by Paul Lichtenstein of the Karolinska Institute in Stock-
holm and his Swedish, Danish, and Finnish collaborators (Lichtenstein et al.
2000) was newsworthy because it included data on 44,788 pairs of twins, four
times as many as any previous analysis of cancer incidence in twins. The re-
searchers were able to amass such a large amount of data because of the de-
tailed genealogical and medical records that have been maintained in these
Scandinavian countries over a long period of time. For example, part of their
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sample included 10,503 pairs of twins of the same sex, recorded in the Swed-
ish Twin Registry, who were born in Sweden between 1886 and 1925 and were
still alive in 1961.

Data on twins are appealing for researchers interested in distinguishing
the roles of environmental and hereditary factors in disease because of the
possibility of comparing incidences of various diseases in monozygotic (iden-
tical) and dizygotic (fraternal) twins.! Because monozygotic twins share 100%
of their genes and dizygotic twins share 50% of their genes, a disease with a
strong hereditary component should be more common in monozygotic twins
of afflicted individuals than in dizygotic twins of afflicted individuals. In fact,
debate about the relative importance of nature versus nurture in causing can-
cer has a long and rancorous history, though not as rancorous as the parallel
debate about nature, nurture, and human intelligence. In the case of cancer,
the new study by Lichtenstein and his colleagues had the potential to make a
significant contribution toward resolving this debate. However, their analyses
and interpretations were strongly challenged by Neil Risch (2001), Colin Begg
(2001), and others. These critiques were not reported in the popular media,
but the nature-nurture controversy continues, at least behind the scenes.

SOME COMPLEXITIES OF CAUSATION

Before we can try to make sense of these different interpretations of inci-
dences of cancer in twins and the implications of this work for the relative
roles of genetic and environmental factors, we need to consider some histori-
cal and philosophical background. One way to answer the question “What
causes cancer?” is to say that basic research in cellular and molecular biology
over the past 25 years has established beyond the shadow of doubt that the
cause of cancer 75 genetic. This bold statement is based on work in hundreds
of laboratories around the world that has revealed fundamental differences
between cancer cells and normal cells and produced an understanding of the
mechanisms that cause normal cells to become cancerous. To make a long
story very brief, the cause of cancer at the molecular level is mutations in
DNA that disrupt the mechanisms that normally regulate cell division and
growth. Several of these mutations are typically required to convert a lineage
of normal cells into a full-fledged tumor capable of growing aggressively and
spreading to other tissues. Most cancers are associated with old age because
the development of cancer is a multistep process, with each step dependent
on a mutation that occurs with low probability. Remarkably, most malignant
cancers probably originate from a single cell that sustains an initial mutation,
setting the lineage that arises from that cell on a path of increased cell divi-
sion and eventual uncontrolled growth (Varmus and Weinberg 1993; Wein-
berg 1996).

Much of the mystery surrounding cancer has been eliminated through the
development and clever application of new techniques in cellular and molecu-
lar biology. However, the molecular answer to the question of what causes
cancer is not completely satisfying. For example, this mechanistic model of
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cancer doesn’t explain why some individuals get cancer and others do not.
Smoking greatly increases the risk of developing several kinds of cancer, but
not all smokers get cancer. Is smoking more likely to trigger cancer in some
individuals because they inherit a susceptibility to carcinogens in tobacco?
Are there other factors in the environments of smokers that act in combina-
tion with tobacco smoke to cause cancer? Or are smokers who don’t develop
cancer just lucky, like lottery winners? Answering these kinds of questions
opens up more opportunities for prevention and treatment of cancer than
simply understanding the molecular basis for the disease.

It appears that the causes of cancer are more complex than suggested by
our simple-sounding question. However, the reasons for this are more funda-
mental than the fact that cancer is a complex, multifaceted set of at least 120
diseases, involving different types of cells and having different treatments
and likely outcomes. The same kinds of complexities arise in considering the
causes of most biological phenomena. In fact, the nature of causation has
been a major concern of philosophers for centuries. I won’t outline this long
history but rather will make some general points about how scientists think
about causation before I return to the twin study. These general points will
also be useful for other examples in later chapters.

A common working assumption in science is that every effect has a single
cause. One reason that practicing scientists frequently make this assumption
is that it’s easier to think about discrete, single causes of phenomena than
about complex, multiple, interacting causes. This assumption has also been
of great practical value because it has stimulated the design of critical studies
to test specific, focused hypotheses about causation. One good general ex-
ample is the use of Koch’s postulates to test the hypothesis that a particular
disease is caused by an infectious organism. Robert Koch was a leading micro-
biologist of the nineteenth century who proposed the following criteria for
establishing infectious causation of disease: (1) the hypothetical infectious
agent should be isolated from individuals with the disease, (2) the infectious
agent should be grown in pure culture, (3) the culture should be shown to
cause disease in humans or laboratory animals, and (4) the infectious agent
should be isolated from these subjects. Early researchers used this protocol
with great success to discover the microbial agents that cause diseases like an-
thrax, tuberculosis, and syphilis (Carter 1985). However, this approach de-
pends on the assumption that a particular microorganism is the single cause
of the disease.

The assumption that a phenomenon has a single cause has two compo-
nents: that the purported cause is necessary for the phenomenon to occur and
that the purported cause is sufficient for the phenomenon to occur. Thus there
are two fundamental ways in which causation may be more complex than is
often assumed. First, a particular factor may be necessary but not sufficient to
produce an effect. This means that if the factor is not present the effect will
not occur, but other factors are also required to produce the effect. For ex-
ample, cancer typically requires multiple mutations of different regions of
DNA in the cell, including mutations of genes that promote cell division and
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growth and of genes that normally suppress division and growth. The second
possibility for multiple causation is that a factor may be sufficient but not
necessary to produce an effect. This means that the presence of the factor
guarantees the effect (the factor is sufficient) but its absence does not (other
factors can also produce the effect). For example, acute intermittent por-
phyria may be caused by an inherited genetic condition that interferes with
the production of hemoglobin, the protein that carries oxygen in the blood.
Its most common symptoms are anemia, intermittent but extreme abdominal
pain, and mental disturbance. More commonly, however, the disease is caused
by lead poisoning, which affects a different step in the process of hemoglobin
synthesis.

Another way in which multiple factors may influence phenomena is that
individual factors may have partial effects, so the total response is stronger if
two or more factors are present than if only one is present. Risk factors that
influence diseases often follow this model. For example, smoking, diet, stress,
high blood pressure, and lack of exercise all increase the risk of coronary ar-
tery disease. An important complication that arises from this form of causa-
tion is that the effects of multiple factors may not be independent, but instead
the factors may interact in complex and subtle ways (Hilborn and Stearns
1982). I'll use a classic ecological example to illustrate this point. This ex-
ample is useful because it was possible to take a rigorous experimental ap-
proach, unlike studying interactions between various risk factors that might
influence cancer in humans.

In the early part of the 1900s, botanists began to wonder what accounted
for geographic variation in the size and appearance of plants that grow in dif-
ferent natural environments. For example, a wildflower called yarrow, with
teathery, fernlike leaves and round, flat clusters of small white flowers, grows
in sunny spots at a wide range of elevations. Yarrow plants found at high
elevations in the Sierra Nevada of California are much shorter than those
found in the foothills. Does this variation reflect genetic differences between
populations of yarrow at different sites? Or is the variation simply a direct
consequence of the effects on plant growth of environmental factors such as
length of the growing season, average temperature, available moisture, or soil
nutrients?

"To answer these questions, Jens Clausen and his colleagues (1948) at the
Carnegie Institution of Washington did an extensive series of experiments at
various sites in California in the 1940s. They first collected seeds from popu-
lations at various elevations and grew them in a common garden at Stanford.
Then they selected approximately 30 plants from each of the populations in
this garden and divided these plants into three parts, or clones. One clone of
each plant was replanted at Stanford, the second clone was planted in a com-
mon garden at Mather in the central Sierra Nevada, and the third clone was
planted in a common garden at Timberline, near Tioga Pass in Yosemite Na-
tional Park. Mather is at 1,400 m (4,600 ft) elevation in dense conifer forest;
Timberline is at 3,050 m (10,000 ft) elevation near the treeline. Clausen’s
group followed these plants for 3 years. The most striking result was that
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clones from the Mather population survived much better when planted at
Mather than when planted at Timberline, but clones from the Timberline
population survived better when planted at Timberline than when planted at
Mather (Figure 6.1A). Of the plants that survived, Mather clones were much
shorter at Timberline than at Mather, whereas Timberline clones were simi-
lar in height at the two sites (Figure 6.1B).

These results suggest that genetic differences between the two sources of
plants affected growth because plants from the two sources had different sur-
vival probabilities and grew to different heights in the same common garden.
But environmental factors also influenced growth because each type of clone
responded differently to the different environments of the two common gar-
dens. Most important, however, genetic and environmental effects on growth
were not independent because plants from Timberline clones outperformed
plants from Mather clones in the Timberline garden but did much worse than
plants from Mather clones in the Mather garden (Figure 6.1). This illustrates
a genotype-environment interaction: the genetic characteristics of Timberline
plants that enabled them to do well at high elevation apparently contributed
to very poor survival at lower elevations. Genotype-environment interactions
will become important in interpreting the story of cancer in Scandinavian
twins that is the main focus of this chapter.

There is one more complexity in the concept of causation that is especially
relevant for biological phenomena: the idea that causes operate at different
hierarchical levels so that a cause at one level is not an alternative to a cause at
a different level but is complementary to causes at other levels. I have already
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hinted at this idea by suggesting that the cause of cancer at the cellular-
molecular level is well understood compared to causes at the level of the indi-
vidual organism, that is, risk factors that make some individuals more likely
to get cancer than others. Chapter 7 is dedicated to exploring levels of causa-
tion in detail, but it is worth keeping the general idea in mind as you read the
rest of this chapter.

GENES AND CANCER: TWO EXAMPLES

So, what 75 the cause of cancer? It should be clear from the last several pages
that this question doesn’t have a single, simple answer. A lot has been learned
about cancer, especially at the cellular and molecular level. Many kinds of
cancer can now be detected in early stages, broadening the range of treat-
ment options and improving prognoses. But cancer remains one of the main
causes of death, especially in developed countries. What factors increase the
likelihood that an individual will experience the sequence of mutations in a
cell line in a specific type of tissue that will eventually lead to cancer? In par-
ticular, what role do a person’s inherited genes (genetic causation) play com-
pared to his or her environment in increasing the risk? In terms of levels of
causation, we need to learn more about inherited and environmental factors
to complement the knowledge that has been gained through recent research
on cellular and molecular factors.?

There are several examples of specific genes that are inherited and greatly
increase a person’s probability of acquiring certain forms of cancer. The best-
understood is retinoblastoma, a rare childhood disease in which tumors form
in one or both eyes (Murphree 1997). Retinoblastoma occurs about once in
every 20,000 to 30,000 live births. The disease is caused by a mutated form of
a tumor-suppressor gene called RB, which is located on the thirteenth of the
24 unique types of chromosomes in human cells.> The typical form of this
gene (RB") limits cell division (i.e., suppresses tumor formation); the mutant
form does not. Since all cells in an individual except mature sperm and eggs
contain two copies of each chromosome, a cell may have two copies of the
typical form of the RB gene (symbolized RB*RB™), one copy of the typical
form and one copy of the mutated form (RB*RB™), or two copies of the mu-
tated form (RB“RB™). One copy of RB* is sufficient to regulate cell division,
so only an RB™RB~ cell is likely to form a tumor. A child may inherit RB*
from each parent, but in the process of the eye’s development, one retinal cell
may experience two spontaneous mutations that change each copy of RB* to
RB~, producing a tumor that arises from the doubly mutated cell. Because
the mutation rate is very low, about one in 1 million to one in 10 million cell
divisions, the frequency of so-called sporadic cases arising from these somatic
mutations is also relatively low, about one in 50,000 live births.* This process
invariably produces a tumor in only one eye, or unilateral retinoblastoma.

A child may also inherit an RB~ gene from one parent. The parent may
have suffered from retinoblastoma or simply may be a healthy carrier of the
RB~ gene. Alternatively, there may have been a mutation converting RB* to
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RB~ in the production of sperm or eggs in the parent’s gonads (in most cases,
this occurs in the production of sperm by the father, and the likelihood in-
creases with his age). This child can be symbolized by RB*RB~, indicating
the types of RB genes that occur on the two copies of chromosome 13 in all
the cells of his or her body. In this case, only one additional mutation is re-
quired in a retinal cell to produce retinoblastoma. Therefore, a child who in-
herits one RB~ gene has about a 90% chance of developing retinoblastoma,
and two-thirds of the time tumors will develop in both eyes.” If the parent
suffered from retinoblastoma or is a carrier, each child has about a 45% prob-
ability of getting the disease (the chance of inheriting the gene times the
chance of developing retinoblastoma if the gene is inherited equals 50% X
90% = 45%). On the other hand, if there was a mutation in the sperm or egg
that produced the child with retinoblastoma, the probability that siblings of
this child will be afflicted is very low; however, the probability that offspring
of the child will be afflicted is 45% for each offspring (Draper et al. 1992).

Fortunately, if diagnosed early, retinoblastoma can be treated successfully
so that patients may keep their vision, live normal lifespans, and have chil-
dren. Effective treatments that preserve vision and minimize the chance of
metastasis of the tumor to other organs are relatively recent, however. In the
past, there would have been strong natural selection against the RB~ gene be-
cause few people with retinoblastoma would have survived to reproduce;
most cases of the disease probably resulted from new mutations. Medical ad-
vances have weakened this selection against RB, leading to the prediction
by the human geneticists Vogel and Motulsky (1997) that the overall inci-
dence of the disease might increase from one in 25,000 to one in 10,000 live
births over the next 10 generations. In fact, the World Health Organization
has reported that retinoblastoma has increased in prevalence over the past
few decades (Murphree 1997), consistent with the prediction of Vogel and
Motulsky.

Breast cancer is another form of cancer for which there are specific genes
that greatly increase risk (Newman et al. 1997; Steel 1997). This is the most
common form of cancer in women, each woman having about an 11% proba-
bility of developing breast cancer at some time during her life. The primary
genes associated with increased risk are BRCAI and BRCA2 (BReast CAncer 1
and 2). Women who inherit one copy of a mutant form of BRCAI or BRCA?2
have about a 70% chance of developing breast cancer by age 70; these mutant
forms of the BRCA genes also increase the risk of ovarian cancer in women, as
well as prostate cancer and breast cancer in men. As with retinoblastoma, a
second, somatic mutation in the breast tissue itself is required for a carrier of
a mutant form of BRCAI or BRCA2 to develop breast cancer. The typical
forms of these genes presumably function as tumor suppressors, just like
RB™, although the molecular details aren’t as clear for breast cancer as they
are for retinoblastoma. Although the inheritance of these two genes has been
well established through the analysis of pedigrees, so that risks to sisters and
daughters of people who carry mutant forms of BRCAI or BRCA2 can be ac-
curately predicted, only about 5 to 10% of breast cancer cases can be attrib-



What Causes Cancer? 99

uted to these specific genes. Therefore, the cause of this common form of
cancer is unknown in most cases.

Mutant forms of RB, BRCAI, and BRCA2 have large effects, in the sense
that they greatly increase susceptibility to particular types of cancer. Because
of these large effects, scientists have been able to discover the chromosomal
locations of the genes, isolate the genes and determine their DNA sequences,
and learn something about their functions. However, many other genes may
individually make small contributions to cancer risk. In these cases, the de-
tailed studies of family pedigrees that have been fundamental for developing
an understanding of genes with large effects on cancer aren’t useful because
few cases are likely to show up in any individual pedigree. Instead, large-scale
surveys of twins such as the one by Lichtenstein and his colleagues (2000),
may reveal the magnitude of the cancer risk due to genes with small individ-
ual effects, although not their mechanisms.

CANCER IN TWINS

I began this chapter by describing the different spins on the Lichtenstein
study given by different newspapers, with the Washington Post emphasizing
environmental contributions to cancer risk and the New York Times empha-
sizing genetic contributions. What did Lichtenstein’s group actually say?
Here are the conclusions of their article in the New England Journal of Medi-
cine: “Inherited genetic factors make a minor contribution to susceptibility to
most types of neoplasms. This finding indicates that the environment has the
principal role in causing sporadic cancer. The relatively large effect of heri-
tability in cancer at a few sites (such as prostate and colorectal cancer) sug-
gests major gaps in our knowledge of the genetics of cancer” (2000:78). This
seems more consistent with the Washington Post interpretation of the study
than with the New York Times version, except that Robert Hoover of the Na-
tional Cancer Institute summarized the work in an editorial in the same issue
of the New England fournal of Medicine as follows: “Although environmental
effects may predominate, the findings with regard to heritability are note-
worthy . . . estimates of the proportion of susceptibility to cancer that was
due to heritable effects ranged from 26 percent to 42 percent for cancer at the
five common sites” (2000:135). To understand these different interpretations
of the twin study of Lichtenstein and his colleagues, we need to look at the
actual data.

"To review, Paul Lichtenstein and eight coauthors from Sweden, Denmark,
and Finland analyzed data for about 45,000 pairs of twins. About 35% of
these were monozygotic, thus genetically identical, and 65% were dizygotic,
sharing 50% of their genes on average. The total incidence of all forms of
cancer was about 12%. Both twins had cancer in 1,291 pairs, one or the other
had cancer in 8,221 pairs, and neither had cancer in 35,276 pairs. Assuming
that the simple fact of being a twin doesn’t increase or decrease the risk of
cancer compared to people who aren’t twins, we can use these data to com-
pute a standard statistic of epidemiology called relative risk. Let’s use breast
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Table 6.1. Breast cancer in female twins in Sweden, Denmark, and Finland as reported
by Lichtenstein and colleagues (2000).

Twin Has Twin Has
Had Cancer Not Had Cancer

Monozygotic Twins

Focal Individual Has Cancer 84 505

Focal Individual Does Not Have Cancer 505 15,780

Totals for Monozygotic Twins 589 16,285

Probability of Breast Cancer 84/589 = 0.143 505/16,285 = 0.031
Dizygotic Twins

Focal Individual Has Cancer 104 1,023

Focal Individual Does Not Have Cancer 1,023 28,552

Totals for Dizygotic Twins 1,127 29,575

Probability of Breast Cancer 104/1,127 = 0.092 1,023/29,575 = 0.035

cancer in women who are monozygotic twins to illustrate this calculation.
The relative risk of getting breast cancer for a woman in this situation is her
probability of getting breast cancer if her twin has already been diagnosed
with breast cancer divided by her probability of getting breast cancer if her
twin has not been so diagnosed. These probabilities are 0.143 and 0.031, re-
spectively, so relative risk is 0.143/0.031 = 4.6 (‘Table 6.1). This means that a
woman’s chance of getting breast cancer is 4.6 times as great if she has a
monozygotic twin with breast cancer than if she has a monozygotic twin
without breast cancer.

Let’s pursue this example a little further. First, what is the relative risk of
getting breast cancer for dizygotic twins of women with breast cancer com-
pared to women who have monozygotic twins with cancer? For the former,
the relative risk is 0.092/0.035 = 2.6, considerably less than the value of 4.6
for monozygotic twins (Table 6.1).° The greater relative risk for individuals
who share 100% of their genes with a breast cancer victim than for individu-
als who share only 50% of their genes with a breast cancer victim implies that
genetic factors contribute to breast cancer. However, in a detailed molecular
study of a small subset of their monozygotic twins, Lichtenstein and his col-
leagues found that only two of 12 pairs who both had breast cancer carried
mutant forms of BRCAI or BRCA2, specific genes known to cause breast can-
cer. Therefore, there must be other unknown genes that also influence the
risk of acquiring breast cancer.

Second, how do relative risks associated with genetic factors compare to
relative risks for nongenetic factors? Here are a couple of examples. The rel-
ative risk for a woman who experienced menarche (her first menstrual period)
before age 12 is about 1.3 times that of a woman who experienced menarche
after age 15. The relative risk for a woman who had her first pregnancy after
age 24 is about 1.6 times that of a woman who had her first pregnancy before
age 20. The relative risk for a woman who was never pregnant is about 1.9
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Figure 6.2. Relative risks of developing five common types
of cancer. Relative risk is the probability of developing
cancer if the twin has cancer divided by the probability of
developing cancer if the twin does not have cancer. Data
from Lichtenstein et al. (2000).

times that of one who was pregnant before age 20. These and related values
for risk are part of a general pattern, suggesting that women who experience
more menstrual cycles during their lives (early menarche, late menopause,
and few pregnancies) are somewhat more likely to get breast cancer than
those who experience fewer cycles. Finally, the relative risk of breast cancer
for women who have one or more alcoholic drinks per day is 1.4 times that
for women who don’t drink (Steel 1997).7

In the Scandinavian twin study, there were only five of 28 types of cancer
for which there were more than 10 pairs in which both twins were affected:
lung cancer, stomach cancer, colorectal cancer, breast cancer in women, and
prostate cancer in men. For all five of these common forms of cancer, relative
risks were higher if someone had an afflicted monozygotic twin than if some-
one had an afflicted dizygotic twin (Figure 6.2). These results provide fur-
ther hints that genetic factors contribute to increased risk of cancer, but they
are unsatisfying in at least two respects.

First, twins share not only genes but also common environments to a
greater extent than unrelated individuals. The fact that a person’s relative risk
of developing cancer is substantially greater than one if the person has a twin
with cancer could be due to shared genes or shared environmental factors be-
tween the two individuals, although the greater relative risks for monozygotic
twins than for dizygotic twins implicate genetic factors more directly. Sec-
ond, and more generally, this analysis doesn’t compare the risks due to ge-
netic factors and environmental factors, for which a more detailed analysis of
the data is necessary. In particular, I will describe how a quantitative model of
the situation can help us think about the relative contributions of genetic and
environmental factors to the causation of cancer.
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ANALYZING GENETIC AND ENVIRONMENTAL CONTRIBUTIONS TO CANCER RISK

In developing their model, Lichtenstein’s group imagined that there are
many genes that may influence the risk of developing a specific form of can-
cer, each with a small individual effect on total risk. This is a standard
approach in a field called quantitative genetics. The approach has been very
successful in helping to predict the effects of selection for increased milk pro-
duction by cattle or egg size of chickens, not to mention selection for bristle
number and other characteristics of fruit flies in laboratory experiments. A
classical human example of this approach is analysis of genetic contributions
to height. Tall parents typically have taller than average children and vice
versa; that is, the height of parents and offspring is correlated. This suggests
some genetic basis for stature in humans, although environmental factors
such as nutrition certainly play a role as well. No one has identified a specific
gene that makes a person tall or short. Instead, geneticists assume that many
genes influence height, each with a small individual effect. If A and a are al-
ternative forms of one gene, B and b are alternative forms of another gene,
and so on, and if the forms indicated by capital letters tend to promote more
growth in height than the forms indicated by lowercase letters, a person car-
rying the genes AABBCCDDEEFFGG is likely to be taller than a person
with AabbCCddeeFfGG, who is likely to be taller than a person with aabbc-
cddeeffgg. The remarkable thing about this type of analysis is that it can help
us estimate the relative contributions of genetic and environmental factors to
variation in a trait such as height in a population, even though we have no
idea about what specific genes influence height, what their physiological ef-
fects are, or even how many genes are involved.

Think about a well-defined population of individuals, such as adult males
of Swedish ancestry living in Sweden. These individuals will vary in height,
perhaps from about 1.5 meters (5 feet) to 2.1 meters (7 feet). This variation is
called phenotypic variance because it refers to an aspect of physical appearance,
or phenotype. Swedish males also vary in their genotypes, or genetic compo-
sition, as illustrated above. This variation with respect to height is called
genetic variance. In addition, while they were growing up, the members of the
population will have encountered a host of different environmental factors
that influenced their eventual height. The variation in these factors is called
environmental variance, and in principle the total phenotypic variance can be
partitioned into genetic and environmental components:

Phenotypic variance = genetic variance + environmental variance.

These components of phenotypic variation can be subdivided in various
ways. For studying similarity of traits in twins, it is useful to divide the envi-
ronmental variance into shared and nonshared environmental factors. For ex-
ample, twins share the common environment of their mother’ uterus during
gestation, as well as environmental factors they experience while growing up
together in the same household, such as similar exposure to secondhand
smoke if one of their parents is a smoker. They also experience a large num-
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ber of different environmental factors, ranging from the fact that they de-
velop in different positions in the uterus, so even their gestational environ-
ments aren’t completely identical; to the fact that they are treated differently
by parents, siblings, and others as children; to the many differences that
occur when they go their own ways as adults (these later differences presum-
ably don’t influence height but may influence susceptibility to cancer). There-
fore, we can rewrite the equation for phenotypic variance as

Ve=V.+V.+ 1,

where I, = phenotypic variance, V. = genetic variance, V. = shared or com-
mon environmental variance, and V/, = nonshared environmental variance.
The key idea from quantitative genetics used by Lichtenstein’s group to
estimate the relative contributions of genetic and environmental factors to
susceptibility to cancer is that these components of phenotypic variability are
related to correlations between relatives in their phenotypic values. I intro-
duced correlation analysis in Chapter 2 in describing relationships between
antioxidant levels in blood and memory ability (see Figure 2.1). In the case of
cancer, the data in Table 6.1 can be expressed as correlations in the risk of
getting breast cancer between monozygotic twins or dizygotic twins. These
correlations are 0.366 and 0.255. In one respect, these values are simply one
way of expressing the greater similarity in risk of developing cancer for
monozygotic twins than for dizygotic twins. As we’ve already seen, another
way to show this is to compare relative risks, which are 4.6 for monozygotic
twins and 2.6 for dizygotic twins. The advantage of using relative risks is that
these figures are easy to interpret as the increase in the probability of getting
cancer if your twin has cancer compared to the probability if your twin
doesn’t have cancer. The advantage of using correlations is that relative con-
tributions of genetic and environmental factors to risk can be estimated, as
long as we keep in mind the assumptions that underlie the calculations.
Appendix 1 shows how genetic and environmental contributions to varia-
tion among individuals in cancer risk can be estimated from correlations in
risk between monozygotic and dizygotic twins. Using this method, Lichten-
stein’s group estimated that 27% of the variation in the risk of breast cancer
among female Scandinavian twins was due to genetic factors, 6% was due to
shared environmental factors, and 67% was due to environmental factors
unique to each individual. Figure 6.3 shows that estimates of these compo-
nents for the five common forms of cancer were fairly similar. The estimated
contributions of genetic factors ranged from 26% for lung cancer to 42% for
prostate cancer, the estimates for shared environmental factors were all gen-
erally small, and the estimates for nonshared environmental factors were be-
tween 58% and 67%. Thus Lichtenstein’s group concluded, “Inherited ge-
netic factors make a minor contribution to susceptibility to most types of
neoplasms. This finding indicates that the environment has the principal role
in causing sporadic cancer” (2000:78). However, the results also justify
Hoover’ editorial summary in the New England fournal of Medicine that esti-
mates of the role of genetic factors in causing common forms of cancer were
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Figure 6.3. Estimated percentage contributions of genetic
factors, environmental factors shared between twins, and
environmental factors unique to individual twins to the
risk of acquiring cancer for Scandinavian twins. Data from
Lichtenstein et al. (2000).

“noteworthy.” The genetic contributions were all substantially less than
those due to nonshared environmental factors, but they were significantly
greater than zero for colorectal cancer, breast cancer in women, and prostate
cancer in men.

ALTERNATIVE PERSPECTIVES ON CAUSES OF CANCER

This Scandinavian twin study got immediate attention in the popular press
but no follow-up stories, although subsequent scientific contributions criti-
cized the interpretations of Lichtenstein’s group on various grounds. The cri-
tiques are interesting because they illustrate some fundamental points about
the analysis of causation, which is the underlying theme of this chapter. Sev-
eral commentators disagreed with the central conclusion of Lichtenstein’s
group that environmental factors are of primary importance in causing com-
mon forms of cancer. The arguments of these critics were intended to under-
mine not only this specific conclusion of the Scandinavian twin study but also
the widespread opinion among cancer researchers that environmental factors
are much more significant than genetic factors in causing cancer. For ex-
ample, in a 1996 review, the Harvard Center for Cancer Research attributed
only 5% of cancer deaths in the United States to hereditary factors. By con-
trast, 30% of cancer deaths were attributed to tobacco and 30% to dietary
factors and obesity, with smaller percentages for a variety of other environ-
mental factors. This group concluded that basic changes in lifestyle might
prevent more than half of cancer deaths in the United States (Colditz et al.
1996, 1997).

The belief that cancer is caused primarily by environmental factors is
based on several kinds of evidence besides family studies like that of Lichten-
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stein and his colleagues. First, there is a huge amount of comparative data on
incidences of particular forms of cancer in people exposed to various envi-
ronmental factors. The classic example is, of course, the much greater inci-
dence of lung cancer and many other kinds of cancer in smokers than in non-
smokers, but there are many other examples. Eating excessive amounts of
saturated fat increases the risk of colorectal cancer. Frequent sunburns, espe-
cially during childhood, increase the risk of skin cancer later in life. Exposure
to toxic chemicals can cause various forms of cancer.

A second kind of evidence for the importance of environmental factors is
that rates of specific forms of cancer in ethnic populations typically approach
rates in host countries in a few generations, even though rates in countries of
origin may have been quite different. For example, the risk of breast cancer
for third-generation Japanese women in the United States is comparable to
that for Caucasian women in the United States, but about four times as great
as the risk for Japanese women in Japan. Three generations is too little time
for significant changes in the frequencies of genes that influence susceptibility
to breast cancer, implying that environmental differences between the United
States and Japan must account for most of this large difference in risk.?

In contrast to the traditional belief that cancer is caused primarily by envi-
ronmental factors, the recent success of the Human Genome Project has
spurred enthusiasm for finding specific genes that contribute to cancer risk.
The search has been facilitated by technological advances associated with the
project and with progress in molecular biology more generally. This search
has had several successes, such as identification of the genes BRCAI and
BRCA?2, which have major effects on the risk of breast cancer. The search has
not been uniformly successful, however. For example, BRCAI and BRCA2 ac-
count for at most 10% of the cases of breast cancer, and two genes recently
implicated in prostate cancer account for a similarly low percentage of cases
of this disease. Thus there are two competing themes in contemporary re-
search on causes of cancer: one that emphasizes environmental factors and
the preventability of many forms of cancer, another that emphasizes genetic
factors and development of treatments rooted in a detailed understanding
of the genetics and molecular biology of the disease. Does the Scandina-
vian twin study provide strong support for the environmental perspective in
this general controversy, or are the conclusions of Lichtenstein’s group com-
promised so much by their assumptions that the study doesn’t help resolve
the conflict?

LIMITATIONS OF THE SCANDINAVIAN TWIN STUDY

Several aspects of any scientific study should be evaluated to assess its credi-
bility. For an observational study, we need to consider potential limitations
in the data, as well as problems with the models and assumptions used to
draw conclusions. I'll focus mainly on the latter, but I'll comment briefly on
the former with respect to the Scandinavian twin study. You already know
that this was by far the largest study to date of cancer incidence in twins. De-
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spite the impressive sample size, however, there were only enough data to es-
timate genetic and environmental contributions to risk with confidence for
five common types of cancer. There is no good reason to doubt the accuracy
of the data themselves in terms of correct identification of twins and diag-
noses of cancer. However, one potential problem was pointed out by the ge-
neticist Neil Risch (2001): many of the twins were monitored for a limited
period of time and were not particularly old when the data were tallied for
analysis. For example, about 29% of the twins were born in Sweden between
1926 and 1958, were still alive in 1972, and were followed from 1973 through
1995. This is only 22 years in which to be diagnosed with cancer, and the
twins born in 1958 were only 37 years old in 1995. Many of these twins
might still get cancer. In fact, the total incidence of cancer in this group was
only 4.5%. By contrast, the Danish twins were born between 1870 and 1930
and followed from 1943 through 1993. The youngest of these twins was 63 in
1993. Therefore there was a much greater opportunity for cancer to develop
in this group than in the Swedish group, and the total incidence of cancer in
the Danish sample was 21%. Almost 60% of the complete sample from Swe-
den, Denmark, and Finland consisted of twins who had not yet been exposed
to anything near their total lifetime risk of acquiring cancer. The additional
cases of cancer that develop in these twins in future years could change esti-
mates of genetic and environmental contributions to risk in either direction,
depending on how many of the cases occur in both members of monozygotic
pairs, both members of dizygotic pairs, and single members of the two types
of pairs. As the study continues and more of these twins are diagnosed with
cancer, Lichtenstein’s group will be able to make increasingly accurate esti-
mates of lifetime risks and therefore of genetic and environmental contribu-
tions to risk. However, Risch argues convincingly that the present data are
inconclusive—which illustrates how difficult it can be to do meaningful
large-scale, long-term studies. Almost 45,000 pairs of twins is a large number
to keep track of but not enough to say much about most forms of cancer; 22
years is a long time to keep track of them but not long enough to thoroughly
study a disease that can take a very long time to develop.

Risch’s second main criticism of the study by Lichtenstein’s group was
more fundamental, as well as more abstract. He argued that the basic model
used by the Scandinavian group to analyze their data was inappropriate. This
model assumes that many different genes have small additive effects on sus-
ceptibility to each type of cancer. The combination of genes carried by an in-
dividual determines his or her position on a scale of liability or risk. Liability
cannot be directly measured, but the model assumes that there is a threshold
of liability such that a value above it leads to a specific type of cancer and a
value below it does not. An alternative model favored by Risch is that suscep-
tibility is determined by a small number of genes that may have large indi-
vidual effects but are relatively uncommon in human populations, so that one
person is very unlikely to carry more than one of these genes. Unfortunately,
the data from the Scandinavian twin study are inadequate to distinguish be-
tween these two models. Nevertheless, Risch’s analysis illustrates that con-
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clusions in science arise from an interplay between theory and data. Quite
different conclusions may result from different models applied to the same
data. If Risch’s model is valid, for example, the Scandinavian twin data might
implicate a larger role of genetic factors in causing cancer than suggested by
Lichtenstein’s group. In general, Risch’s approach is rooted in the research
program that focuses on hunting for specific identifiable genes that con-
tribute to cancer. Indeed, he begins his article with a tribute to the Human
Genome Project: “Last June, human genome scientists announced comple-
tion of . .. a rough draft of the human genome sequence, ushering in a new
era of human molecular genetics. This accomplishment was heralded with
great fanfare and with predictions of a significant impact on the understand-
ing and treatment of . . . cancer” (Risch 2001:733).

GENETIC AND ENVIRONMENTAL FACTORS AS INTERACTING CAUSES OF CANCER

Let’s assume that the model used by Lichtenstein and his colleagues as a
foundation for their analysis is valid. Are there any problems with their appli-
cation of this model? I described several assumptions of the model when I
initially explained it, but I didn’t discuss the most important assumption—
that genetic factors and environmental factors that influence risk are inde-
pendent of each other; that is, there is no interaction between a person’s
environment and genotype that affects the likelihood of developing cancer.
Without this assumption, it would have been impossible to estimate the con-
tributions of genetic factors, environmental factors shared between twins,
and nonshared environmental factors. But this is a big assumption, so we
should think about whether it’s reasonable or not. We know from the yarrow
example earlier in the chapter (Figure 6.1) that genetic and environmental
factors may interact in determining the phenotype of an organism: yarrow
plants adapted to high elevations survived better than plants adapted to low
elevations in a common garden at high elevation, but the opposite occurred
in a common garden at low elevation. Is there any evidence for a similar kind
of interaction for cancer?

In fact, cancer researchers have devoted a good deal of attention to gene-
environment interactions. One way in which these interactions might work is
that individuals could differ genetically in their ability to metabolize particu-
lar carcinogens. For example, various forms of genes code for enzymes in-
volved in the breakdown of compounds in tobacco, alcohol, and food, as well
as organic solvents used in industrial processes. Some forms of these enzymes
are more effective than others, suggesting that there is genetic variation for
the ability to detoxify carcinogens in these substances. This means that two
individuals might have similar histories of smoking but different risks of de-
veloping lung cancer, depending on whether or not they carried genes that
coded for effective detoxification enzymes. Ataxia telangiectasia is an example
in which researchers have identified specific genes that increase susceptibility
to a particular environmental factor (Swift et al. 1991). This is a recessive dis-
ease, meaning that an individual has to have two copies of the rare, defective
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form of the gene to be affected. The disease involves serious neurological de-
fects, heightened sensitivity to ionizing radiation, and risks of developing
leukemia and other forms of cancer that are 100 times as great as risks in the
general population. A person with one copy of the defective form and one
copy of the normal form of the gene has no overt symptoms of disease but has
a somewhat elevated risk of developing cancer (e.g., a relative risk of 3.9 for
breast cancer). Furthermore, this risk appears to depend on exposure to radi-
ation. What causes cancer in this case, carrying the ataxia telangiectasia gene
or being exposed to radiation? The data suggest that neither factor alone in-
creases risk, but the two acting together can do so; that is, risk depends on a
gene-environment interaction. To generalize from these examples, it has
been estimated that gene-environment interactions may be involved in 80%
of cases of the common forms of cancer (Linet 2000; see also Willett 2002).

If gene-environment interactions are important in many types of cancer, the
percentages calculated by Lichtenstein’s group for risks due to genetic factors,
environmental factors shared between twins, and nonshared environmental
factors are nonsensical. Their model without gene-environment interactions
forces these percentages to add up to 100%, but if gene-environment inter-
actions exist, the sum may be much greater. In this case, estimating relative
contributions of genetic versus environmental factors is meaningless. Richard
Peto illustrated this point with a simple example in a letter to the New En-
gland Journal of Medicine in response to the article by the Scandinavian re-
searchers (Peto 2000). Everyone knows that AIDS is caused by a virus called
HIV. But imagine that some subset of the human population has an altered
form of a gene that codes for the receptor on the surface of cells that is used
by HIV to gain entry into the cells. These people would be immune to HIV
because the virus particles wouldn’t recognize their altered receptor mole-
cules and therefore wouldn’t be able to enter their cells and become inte-
grated into their nuclear DNA, causing AIDS. In this scenario, we could say
that 100% of AIDS cases are due to an environmental factor, HIV, but also
that 100% of cases are due to a genetic factor, having the gene that codes for
the typical form of receptor molecules on the surfaces of cells that can be
used by HIV. This situation represents a case in which two factors, one envi-
ronmental and one genetic, are each necessary but not sufficient to cause a
disease. This is one of several forms that gene-environment interactions can
take. In fact, this example isn’t completely hypothetical because Stephen
O’Brien and Michael Dean (1997) of the U.S. National Cancer Institute have
recently found a mutant form of a human gene that provides immunity to
HIV. This altered gene may have evolved in northern Europe, starting about
700 years ago, in response to the epidemics of plague that swept through Eu-
rope between 1350 and 1670 (the bacterium that causes plague infects the
same cells of the immune system as HIV).

There are various ways of studying gene-environment interactions, rang-
ing from laboratory experiments with animal model systems to detailed epi-
demiological investigations of human populations. Neither of these basic ap-
proaches is completely satisfying, but progress may come from integrating
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evidence from the two kinds of studies. In theory, a well-designed experi-
ment is a much stronger way to test an hypothesis in which two kinds of fac-
tors interact to produce an effect than is a study based on the kinds of data
that epidemiologists frequently collect for human populations. In an experi-
ment, genetic and environmental factors can be carefully controlled so that
effects can be clearly attributed to specific genetic or environmental differ-
ences that exist between the groups being compared. The yarrow example is
an illustration: genetic factors were controlled by using genetically identical
clones of plants, and environmental factors were controlled by planting dif-
ferent clones in common gardens at various elevations. Using a similar ap-
proach to study the causation of a specific disease requires an animal model
system that faithfully represents the disease as it appears in humans. Mimics
of particular human diseases don’t always exist in animals, although there is a
long history of using animal models to study general physiological processes,
and these types of studies have made fundamental contributions to the basic
understanding of the biology of disease. Nevertheless, many diseases can’t be
solved solely by evidence from animal models.

One epidemiological approach to the role of gene-environment interac-
tions is based on comparing incidences of a disease in relatives who are dif-
ferentially exposed to an environmental risk factor (Yang and Khoury 1997;
Andrieu and Goldstein 1998). For example, suppose Lichtenstein’s group
expanded the study of Scandinavian twins to compare rates of lung cancer in
smokers and nonsmokers who had twins with and without lung cancer. In
theory, this approach could be used to assess the relative contributions of ge-
netic factors versus the contributions of a specific environmental factor, ex-
posure to carcinogens in tobacco smoke. It could also be used to test for an
interaction between smoking and genetic factors. For example, both expo-
sure to tobacco smoke and a specific set of genes might be necessary for lung
cancer to develop, or either alone might be sufficient to produce lung cancer.
The problem with this approach is that relatives, especially twins, have many
environmental factors in common in addition to the specific factor under
consideration. These additional factors make for messy analyses and incon-
clusive interpretations of twin studies.

A somewhat cleaner approach is possible with epidemiological data if spe-
cific genes have been identified that contribute to disease risk. In this case, a
large random sample of unrelated individuals can be divided into four cate-
gories: those who carry the genes and have been exposed to a particular envi-
ronmental risk factor, carriers who have not been exposed, noncarriers who
have been exposed, and noncarriers who have not been exposed. If the inci-
dence of the disease is higher (or lower) in individuals with both genetic and
environmental risk factors than would be predicted by incidences in individ-
uals with only one of these risk factors, a gene-environment interaction is
implicated. This approach is limited by the fact that the subjects may differ in
many other ways, both genetically and environmentally, that influence sus-
ceptibility to the disease; these other factors are uncontrolled and in many
cases unknown, so interpretations of the results in terms of the known risk
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factors may be challenged. However, this approach is about the best that can
be done without doing a true experiment, as in the yarrow study, and the ex-
perimental approach may be unethical or impractical in the case of human
disease.

Lisa Gannett (1999) provided an interesting perspective on the analysis of
causation in an article based on her doctoral dissertation in the philosophy of
science at the University of Minnesota. She pointed out that all characteris-
tics of organisms are influenced by both genetic and environmental factors
and that gene-environment interactions are pervasive if not universal. She
then suggested that the reason for current emphasis on genetic causation of
human diseases is primarily pragmatic rather than theoretical: “When the
pragmatic dimensions of genetic explanations are recognized, we come to
understand the current phenomenon of ‘geneticization’ to be a reflection of
increased technological capacities to manipulate genes in the laboratory, and
potentially the clinic, rather than theoretical progress in understanding how
diseases and other traits arise” (1999:349). According to Gannett, a focus on
genetic factors may arise not only from these technological advances but also
from social, political, and economic factors that make genetic approaches to
disease seem easier or more palatable than attempts to modify environmental
factors: “Genetically engineered solutions make private investors money; se-
rious attempts to counter poverty, environmental degradation, and tobacco,
alcohol, and drug addiction just cost taxpayers money” (1999:370).

In this chapter, we have dissected a recent study of cancer in twins that
was interpreted in contrasting ways in the popular press. We found that the
Washington Post headline, “Cancer Study Downplays Role of Genes,” accu-
rately represents the main conclusion of the authors of the original research.
However, to reach this conclusion, the authors had to ignore possible gene-
environment interactions, even though there is quite a bit of evidence that
these kinds of interactions may be important in causing cancer. We saw that
there are different perspectives about the question of what causes cancer. At
the molecular level, the cause is genetic, in the sense that cancer depends on
mutations in DNA that disrupt the normal regulation of cell growth and di-
vision. At the population level, one school of thought is that environmental
factors predominate in causing cancer, implying that much cancer is prevent-
able by removing or correcting these factors. Another school of thought em-
phasizes inherited contributions to risk, partly because of powerful new tech-
niques of molecular biology for identifying genes in family pedigrees that are
correlated with particular forms of cancer. Yet a third school, which partly
overlaps the first two, focuses on gene-environment interactions. This third
approach seems to me to be the most promising because it embraces the com-
plexity of cancer as a scientific challenge rather than trying to oversimplify
the problems for the sake of tractability.

I’ve used this example, not only because cancer is a disease that touches al-
most all people directly or indirectly and because twins are fascinating sub-
jects for study, but also to illustrate some fundamental general ideas about
the analysis of causation in biology. Biological phenomena rarely have simple,
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straightforward causes. Causes can be recognized at different levels, includ-
ing external environmental stimuli, genetic differences between individuals,
and cellular and molecular processes. Causal explanations at these various
levels are complementary and interdependent, and there may be various
kinds of interactions at the same or different levels that produce complicated
patterns of consequences. Finally and most important, it is these complexities
that make science both challenging and rewarding.
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Chapter 7

Why Do We Age?

Different Levels of Causation as
Complementary Explanations

In January 2002, a team of biologists in Lawrence Donehower’s laboratory at
the Baylor College of Medicine in Waco, Texas, reported a surprising chance
discovery in their colony of mice used as a model system to study cellular and
molecular processes of cancer. A protein called p53 is a major focus of their
work. This is a tumor-suppressor protein, which can forestall cancer by
blocking cell division or causing the death of primordial cancer cells.! Most
of the work in Donehower’s lab had involved creating mutations in the gene
for p53 that caused reduced activity of this protein and increased the fre-
quency of tumors in mice; but in 1994 the researchers accidentally made a
new type of mutation that caused increased activity of the p53 protein and re-
duced incidence of tumors, from about 48% in normal mice to about 6% in
mice carrying this new mutation.

The researchers initially thought that not much could be learned from
studying these mutant mice. If tumors were rare, there would be little oppor-
tunity to study their cellular and molecular characteristics to learn more
about how p53 works. The biologists set the mice aside and turned to other
projects, but about a year later they noticed that the mice looked prematurely
old. Stuart Tyner, a graduate student in the lab, took on the task of docu-
menting the aging process in these mice (‘Tyner et al. 2002). Normal mice in
the lab lived an average of 118 weeks; the mutant mice lived an average of 96
weeks. Furthermore, the mutant mice had a host of symptoms of premature
aging: weight loss, thinning hair, osteoporosis, atrophy of various internal or-
gans, and delayed wound healing. Although the altered form of p53 pro-
tected these mice from cancer, it apparently caused them to age faster and die
sooner. These results are fascinating because we normally think of cancer
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as a common correlate of aging, but in the mutant mice just the opposite
occurred.

What are the larger implications of this discovery? One interpretation of
the results is that the activity of the p53 protein may be precisely regulated
under normal conditions. The fundamental action of p53 is to control the
life cycle of cells: how often and how rapidly they divide before they die. This
enables p53 to stop the indiscriminate cell division that leads to malignant
tumors, but it also means that p53 may eventually stop the division of stem
cells necessary for the maintenance of tissues and organs in the body.> Too
little p53 may lead to an increased probability of getting cancer; too much
p53 may lead to premature aging. As expressed by the science journalist
Nicholas Wade, “We age in order to live longer” (New York Times, 8 January
2002, Section E, p. 1). Without p53, we would probably die early from cancer
(as did mutant mice that lacked p53 in the Donehower lab); with p53, we live
longer without cancer but eventually show the many signs of aging that are so
familiar.

But this hypothesis about how p53 works raises another intriguing set of
questions. If the activity of p53 is precisely regulated between the Scylla of
cancer and the Charybdis of aging, why do mice typically live for 2 to 3 years
and humans for 70 or more? What is the optimal activity of p53 for a species?
Do most individuals of a species have nearly optimal amounts? If not, what
kinds of constraints influence these amounts? If so, why do species differ in
their optimal amounts? These kinds of questions illustrate a different way of
thinking about causation than the mechanistic questions asked by members
of the Donehower lab. They are questions about the evolution of p53, and
more generally about the evolution of aging.

LEVELS OF CAUSATION IN BIOLOGY

These different kinds of questions about cancer and aging illustrate a funda-
mental principle in biology: causes operate at different levels (ranging from
biochemical interactions in cells to evolutionary processes that occur over
many generations), and explanations at these different levels are complemen-
tary rather than competitive. This principle was first articulated by the evo-
lutionary biologist Ernst Mayr (1961) and the ethologist Niko Tinbergen
(1963), although it has often been ignored or misunderstood by researchers
who proposed an explanation for something at one level as a false alternative
to another explanation at a different level (Sherman 1988; see also Holekamp
and Sherman 1989; Armstrong 1991). Biologists have considered the impli-
cations of multiple levels of causation most thoroughly for animal behavior,
but the principles apply in all areas of biology. I will briefly outline these
principles as they apply to behavior and illustrate them with a specific ex-
ample from human reproduction before returning to the more general topic
of what causes aging. The following hierarchy of levels of causation is modi-
fied somewhat from that outlined by Paul Sherman in 1988 to better fit my
discussion of aging.
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1. Specific environmental stimuli induce a behavior. These stimuli may
come from the physical environment, other species (e.g., predators
and prey), and members of the same species. For example, a frog re-
sponds to movement of a small object such as an insect across its field
of view by a tongue flick as part of its characteristic feeding response.

2. The internal physiological state of an animal influences its likeli-
hood of performing a behavior. This physiological state includes
hormonal and neurological components that may be altered by pre-
dictable daily and seasonal cycles, as well as by learning. For ex-
ample, males of territorial bird species typically begin singing in
early spring in response to increases in circulating testosterone, which
in turn responds to the increased length of days as the spring breed-
ing season approaches. This level of causation includes intracellular
and molecular factors, such as the mutations that influence cell divi-
sion and growth in cancer, as well as aspects of physiology that in-
volve multiple cells, tissues, and organs, such as the effects of testos-
terone on singing by male birds.

3. Ontogeny or development of an organism influences the behavior it
shows later in life. For example, in many songbirds, there is a critical
period for song learning in the first few months of life. In their first
breeding season, male birds sing songs that they heard their fathers
sing the previous summer. This process of imitation produces di-
alects in some species, so different populations of the same species
have consistently different songs. Genetic differences between indi-
viduals also influence behavior and can be classified with develop-
mental factors because their effects may be delayed until sexual ma-
turity or later, in contrast to the first two levels of causation that
have relatively quick effects.

4. Finally, behaviors are influenced by the evolutionary history of a
population. Behaviors performed by a subset of a population in one
generation may increase their reproductive success over other indi-
viduals in the population. If there are genetic differences between
individuals that influence their ability to perform the behaviors, the
genes that underlie more successful behaviors will become more fre-
quent in the population, as will the more successful behaviors. This
process is called evolution by natural selection; it produces traits that
are adapted to particular environmental circumstances.

These four levels of causation are not alternative, mutually exclusive causes
of behavior. Instead, a full explanation of behaviors and other traits of organ-
isms requires explanations at all levels. More important, explanations at the
different levels are interdependent. Progress in understanding causation at
one level may be stalled until a breakthrough occurs at another level, opening
new avenues of research at the first level.

A human example may help bring this idea of multiple levels of causation
into better focus. Morning sickness is a common complaint of pregnancy.
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Nausea and vomiting are experienced by most women during the first 14 to
16 weeks of pregnancy; these symptoms may be associated with changes in
appetite but don’t reflect poor nutrition or poor general health of the mother
or fetus. What causes morning sickness?

The environmental trigger of morning sickness is clearly ingestion of cer-
tain foods (level 1 in the list above). A broader range of foods induces nausea
in pregnant women than in men or nonpregnant women. The internal phys-
iological mechanisms that control nausea and vomiting involve regions of the
brain that receive messages from touch receptors in the digestive tract (level
2). The profound hormonal changes that occur during pregnancy clearly
make pregnant women more sensitive to the neurological processes that ac-
tually bring about nausea and vomiting (level 2), although there are no pre-
dictable differences in the blood concentrations of hormones between women
who experience severe morning sickness and those who experience no symp-
toms or only mild symptoms. Possibly, genetic differences or differences in
early development cause some females to be more sensitive than others to
these hormonal changes when they reach adulthood and become pregnant
(level 3). Finally, several hypotheses have been proposed to explain the evolu-
tionary cause or adaptive significance of morning sickness (level 4). The
most comprehensive is that morning sickness is an adaptation to protect the
embryo and mother from the effects of toxins and pathogens in foods. Preg-
nant women have suppressed immune systems, presumably to reduce the
chance of developing an immune response to their own offspring during ges-
tation. Vomiting eliminates toxins that might harm the embryo and patho-
gens that might harm either the embryo or the mother, with her reduced im-
munity against infection. Nausea may also bring about a learned aversion to
associated foods, providing further protection to the embryo and mother.
Sherman and Flaxman (2001, 2002) exhaustively reviewed the evidence for
this and other hypotheses. One of their most interesting results was that the
likelihood of a miscarriage is substantially greater for women who do not ex-
perience morning sickness than for women who do. This suggests a clear
benefit of morning sickness in terms of increased reproductive success, which
could be favored by natural selection.

WHAT IS AGING?

We can apply the idea of complementary levels of causation to many prob-
lems in biology, ranging from specific questions about causes of morning
sickness to much more general questions about why humans, other animals,
and even plants deteriorate as they get older. Before thinking about aging
from this perspective, we need to consider what aging means. Each of us
probably has an intuitive understanding of the meaning of this term based on
older people we know or observe. In fact, we use common cues of appear-
ance, speech, and movement to classify people we don’t know as elderly or
not. But a more precise definition of aging, or senescence, will be helpful in
trying to understand its causes.
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In the most general sense, aging is a change in the characteristics of some-
thing over time. Aging does not simply mean getting older: a wine glass in
your kitchen cupboard doesn’t age. However, imagine a bottle of wine in your
wine cellar (many of you will have to imagine the wine cellar, too). The wine
does age because chemical reactions occur in the bottle that change the taste
of the wine. In this example, aging usually brings improvement: the most ex-
pensive wines are often the oldest (Ricklefs and Finch 1995). For humans and
other organisms, a somewhat more focused definition given by Steven Austad
(1997:6) better represents what we usually think of as aging: “the progressive
deterioration of virtually every bodily function over time.” In other words,
aging is not just any change in how our bodies work as they get older, but
change for the worse.

For any species, there are a multitude of specific manifestations of aging.
It’s easy to think of examples for humans. Visual acuity declines, especially at
close range. Hearing ability declines, especially for high frequencies. Muscle
strength declines by about 1% per year. Males produce fewer sperm, and
more sperm are malformed. Females stop releasing eggs from their ovaries at
menopause. Many other functional changes characterize aging in humans
and other animals. Likewise, botanists describe senescence in plants. Very
old trees of some species grow more slowly, produce fewer fruits, and are less
productive in general than younger trees of the same species, although
bristlecone pines, which are renowned for great longevity, apparently show
no overt signs of senescence even beyond 1,000 years of age (Lanner and
Connor 2001).

Deterioration in bodily function causes an increase in mortality rate that
can be used as a general indicator of aging in many different kinds of organ-
isms. This statement is more subtle than it may seem. For one thing, you
might assume that it is a truism: no plants or animals are immortal, so the
mortality rate or probability of dying inevitably increases with age. But this
idea is based on interpreting probability of dying as a cumulative probability
rather than the probability of dying per year or per week or per day, whatever
time period is appropriate for the type of organism you are thinking about.
The probability for a specified time period could conceivably remain con-
stant rather than increasing as an organism gets older. For example, suppose
the probability of dying is 1% per year regardless of how old an animal is.
Then the probability of living to be 50 years old would be about 60% and the
probability of living to be 100 would be about 37%, but we would not want
to attribute this difference to senescence.’ Instead, there is a smaller proba-
bility of living to age 100 than to age 50 in this example simply because more
years have elapsed in which the animal has been exposed to a constant proba-
bility of death per year.

The example in the above paragraph isn’t purely hypothetical. Justin
Congdon and others have been studying Blanding’s turtles in southeastern
Michigan since 1953. Since the ages of turtles can be estimated by counting
growth rings on the shells, the researchers had records for turtles born as
early as 1933 and still alive at age 66 in 1999. Annual mortality rates were, if
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Figure 7.1. Change in annual probability of death with increasing age in white males
and females in the United States in the year 1998. Note that the vertical axis is loga-
rithmic—each interval represents multiplication of the annual mortality rate by 10,
from 0.1 per 1,000 to 1 per 1,000 to 10 per 1,000 (1%) to 100 per 1,000 (10%). Data
from United States Census Bureau (2002).

anything, Jower for turtles in their 50s and 60s than for turtles younger than
50 (Congdon et al. 2001). Thus senescence may not be universal, whether
measured as a decline in performance or as increased probability of dying.
Bristlecone pines are just as robust at age 1,000 as at age 500, and Blanding’s
turtles have at least as good a chance of surviving from age 60 to 61 as from
age 30 to 31, although either of these species might show signs of senescence
at even older ages.

Figure 7.1 shows how mortality rates change with age in humans. Note
that mortality rates for both males and females decline from birth until about
age 12, then gradually increase through the rest of the life span. This pattern
of a minimum mortality rate at puberty is characteristic of both sexes of
every human population that has been studied, although its value differs
widely among populations. Many other kinds of animals and plants have
mortality rate curves of this shape also. The slope of the increasing part of
the graph, which is the rate of increase of mortality rate with age, is a quanti-
tative measure of aging that is useful for comparisons of different human
populations or even of different species. This rate can also be expressed as the
mortality-rate-doubling time: the length of time it takes for each doubling of
mortality rate. For white females in the United States, mortality rate doubles
about every 8 years from age 25 on. In the year 1998, the probability of dying
in the next year was about 0.044% for 25-year-old females. With a mortality-
rate-doubling time of 8 years, the annual probability of death would be about
0.09% for 33-year-olds, 0.18% for 41-year-olds, 0.36% for 49-year-olds,
0.72% for 57-year-olds, 1.44% for 63-year-olds, and so on. For white males
in the United States, the mortality-rate-doubling time is about 9 years, re-
flecting the slightly less steep slope of the line for males after age 25. This
means that the mortality rate increases slightly more slowly with age for
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males than for females after age 25, although at all ages through at least age
80 males have a higher mortality rate than females.

If the mortality rate increases with age during some part of the life span,
we can use a graph like Figure 7.1 as a quantitative picture of aging. We can
also calculate the mortality-rate-doubling time as an index of the rate of
aging. This index may differ slightly between different groups, such as white
males and females in the United States, or it may differ substantially between
different species. For example, mice in laboratory colonies have mortality-
rate-doubling times of about 3 months, in contrast to values of about 8 years
for most human populations. With aging characterized as an increase in the
mortality rate as organisms get older, graphs such as Figure 7.1 also enable us
to answer another interesting question: at what age does aging begin? For
human beings, the surprising answer is that aging begins at about the time of
puberty, when the probability of death in the next year is at a minimum.

One final aspect of the quantitative description of mortality is important
for understanding the causes of aging—the idea that sources of mortality can
be divided into two categories: extrinsic and intrinsic. Extrinsic sources in-
clude things like accidents, infectious diseases, parasitism, predation, and
starvation, as well as homicide and suicide for humans. Intrinsic sources in-
clude genetically determined diseases and general deterioration in bodily
functions with age that are manifested in cancer, cardiovascular disease,
Alzheimer’ disease, and so on. These two types of mortality are clearly not
independent of each other. For example, moose in their prime are largely in-
vulnerable to predation by wolves, but older moose are slower and weaker
and can be killed by wolves. In this case, the immediate cause of death might
be extrinsic, but the intrinsic condition of the older moose also contributes to
their demise. Similarly, the immune systems of humans and other animals de-
teriorate with age, so older individuals are more vulnerable to infectious dis-
eases than younger ones. Even the impacts of accidents depend on intrinsic
factors: an elderly person with osteoporosis who falls off a ladder is more
likely to die than a younger person who falls from the same height because
the osteoporosis makes it more likely that the older person will sustain seri-
ous fractures.

Despite the fact that both extrinsic and intrinsic factors contribute to
many deaths in a population, the distinction is useful in interpreting graphs
that show how mortality rate changes with age. In Figure 7.1, for example,
the different heights of the curves for males and females primarily represent
differences in extrinsic mortality. In particular, the hump in the male curve
between ages 15 and 25 is due to the greater likelihood of accidental death,
homicide, and suicide for males in this age range, when they are afflicted with
“testosterone dementia,” in Steven Austad’s (1997) words. By contrast, the
slopes of the steadily increasing portions of the curves beyond age 25 in hu-
mans represent changes in the rate of intrinsic mortality. For white males and
females in the United States, these lines are roughly parallel (although the
line for females is a little steeper than the one for males), which implies that
intrinsic mortality increases at about the same rate for males and females. In
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Figure 7.2. Change in annual probability of death with increasing age for three human
populations: female Australian prisoners of war held by the Japanese army in World
War 11, female Australian civilians at the same time, and white females in the United
States in 1980. Each line begins near puberty, when the mortality rate is near its min-
imum. The scale of the vertical axis is logarithmic, as in Figure 7.1. The different po-
sitions of the lines represent differences in extrinsic mortality, which was much higher
in the Japanese POW camp than in Australia at the same time or in the United States
35 years later. However, the fact that the lines are parallel to each other means that the
rate of aging was similar in all three cases. Modified with permission from Figure 1 in
“Slow Mortality Rate Accelerations during Aging in Some Animals Approximate
That of Humans,” by C. E. Finch, M. C. Pike, and M. Witten, Science 249:902-905,
copyright ©1990 by the American Association for the Advancement of Science.

fact, rates of intrinsic mortality are strikingly similar for human populations
in a wide range of situations in which rates of extrinsic mortality differ
greatly. For example, Caleb Finch and two colleagues (1990) compared the
mortality rate curves of human females in the United States in 1980, Aus-
tralian females in Australia during World War II, and Australian females in
Japanese prisoner-of-war camps on the island of Java in World War II. On a
graph showing increasing mortality rate with age, the lines for these three
groups were almost perfectly parallel (Figure 7.2), with mortality-rate-
doubling times of about 8 years in all three cases, despite the fact that extrin-
sic mortality rates were 10 to 30 times as great for the prisoners of war as for
the other two groups.

PHYSIOLOGICAL EXPLANATIONS OF AGING

With this background, we can now consider the causes of aging, with empha-
sis on different kinds or levels of causation. As with morning sickness, expla-
nations at different levels are not competing but may instead reinforce par-
ticular explanations at other levels. For example, if there is strong evidence in
favor of a specific hypothesis about the mechanisms that produce aging, an
evolutionary hypothesis that is consistent with this mechanistic explanation
would have an automatic advantage over other evolutionary explanations that
are not.
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Let’s begin with physiological causes of aging. If you thought much about
aging before reading this book, you probably thought mainly about physio-
logical causes because humans seem to have a natural tendency to wonder
how things work (or fail to work, in the case of our aging bodies). You may
even be surprised to learn about other kinds of causes later in this chapter
that are interesting and important but get less attention in the popular press.

At least 50 physiological hypotheses have been proposed to explain aging
(Medvedev 1990). Among all these hypotheses, those that emphasize cellular
and molecular mechanisms are the most exciting because they have the po-
tential of broad applicability. In fact, an explanation of aging at the cellular
and molecular level might encompass many other physiological hypotheses
that involve deterioration of specific tissues or organs or that focus on aging
in humans. For this reason and because discovery of broad, sweeping gener-
alizations often leads to fame and sometimes to fortune in science, re-
searchers have devoted most of their attention to studying fundamental cel-
lular and molecular causes of aging. I'll consider two of the major hypotheses
at this level. The first hypothesis, that aging is due to inherent limits in how
often cells can divide, was proposed in the 1960s and is still popular, although
it has some fundamental flaws. The second hypothesis, that aging is due to
molecular byproducts of cellular metabolism, is one of the most active topics
of research on aging today.

The cell division hypothesis grew out of work by Leonard Hayflick and
Paul Moorhead that was published in 1961. By that time, there was already a
long history of maintaining certain types of cells in culture dishes containing
an appropriate mix of nutrients. Many of these cell cultures could be main-
tained indefinitely by letting the cells divide until they filled a culture dish,
then transferring a few cells to a new culture dish with a fresh nutrient
medium. But immortal cell lines like these were derived from cancer cells,
which by definition are capable of unrestrained growth. Hayflick and Moor-
head, who wondered if normal cells would show the same characteristics in
cultures, used fibroblasts, which are cells that form fibrous material in con-
nective tissue.* Through very careful techniques, Hayflick and Moorhead
consistently found limits to the growth of fibroblast cells in culture. Cells
from human fetuses, for example, typically divided about 50 times’ and
then stopped dividing, although they could be kept alive for several years
after that.

By itself, this result doesn’t say much about whether limited cell division
might be an underlying cause of aging because cells in a living body might
behave very differently than cells in a culture dish in the laboratory. But
Hayflick and Moorhead extended this work in two ways that more directly
supported the cell division hypothesis. First, they showed that fibroblasts
from adult humans divided only about 20 times in culture before stopping,
compared to 50 divisions for fetal fibroblasts. Second, fetal fibroblasts from
long-lived species divided more often in culture than those from short-lived
species. For example, the “Hayflick Limit” for mouse fibroblasts was 14 to 28
cell divisions in culture, compared to about 50 divisions for human fibro-
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blasts and more than 100 for tortoise fibroblasts. The first result was inter-
preted to mean that limited cell division was not just a trait of fibroblast cells
in culture but also occurred in fibroblast cells in vivo (in life). Lineages of
cells in adults apparently had used up part of their allotment of divisions, so
fewer divisions were possible when they were placed in culture. The second
result was interpreted to mean that species that normally live a long time are
able to do so because they have a mechanism for increasing the number of
times that essential cells can divide.

Further research with cell cultures and living organisms has revealed an
elegant mechanism for the limits to cell division discovered by Hayflick and
Moorhead. The genetic information encoded in DNA is carried in chromo-
somes in the nuclei of cells. At the ends of these chromosomes are structures
called telomeres that consist of short sequences of DNA bases (the building
blocks of the genetic code) repeated many times. Unlike other sequences of
DNA in chromosomes, the sequences of bases in telomeres do not provide
the instructions for making specific proteins but are part of what is some-
times called junk DNA. However, junk DNA in telomeres has a very impor-
tant function. Each time the DNA strand in a chromosome is replicated in
cell division, a short piece at the end is clipped off as a necessary consequence
of the mechanical process of replication. This removes a small part of the
telomere. After a certain number of divisions, the entire telomeres of some
chromosomes will be missing. If division continued, functionally important
DNA would eventually be clipped from the bare ends of the chromosomes,
causing the cell to work improperly or die. Instead, the removal of telomeres
from the ends of chromosomes is a signal that causes most normal cells to
stop dividing. There are two exceptions to this pattern. Cancer cells have an
enzyme called telomerase that rebuilds the telomeres and therefore allows
the cells to keep dividing. So do reproductive cells, which belong to cell line-
ages that persist from generation to generation (Marx 2002).6

What'’s wrong with the idea that limited cell division is a basic mechanism
of aging? Steven Austad wrote that “major medical textbooks often cite the
Hayflick Limit as the fundamental essence of aging” (1997:65), although
most gerontologists, including those who have worked for many years on
limits to cell division, don’t believe it. There are two major problems with
the cell division hypothesis. First, many types of cells in our bodies live and
perform normally for many years without dividing; that is, continuous cell
division is not a prerequisite for normal function of all tissues, although it is
for some. For example, muscle cells stop dividing at or shortly after birth in
humans and other mammals. Weight-bearing exercise increases muscle mass
by causing enlargement of individual cells, not division of muscle cells (Aus-
tad 1997). Second, limits to cell division are really a necessary part of normal
development, not simply a consequence of the biology of cells that causes
aging and eventual death. Without these limits, cells couldn’t form the amaz-
ing diversity of sizes and shapes that make up living organisms. Indeed, quite
in contrast to the hypothesis that aging is caused by limits to cell division,
one of the most common signs of aging in humans and many other animals is
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cancer, which results when normal limits to cell division are broken. The al-
ternative hypothesis that aging is due to molecular byproducts of cell metabo-
lism helps resolve the paradox that cells in some kinds of tissues must retain
the ability to divide to sustain life but that the unlimited cell division of can-
cer often causes death.

This alternative, mechanistic hypothesis for aging is usually called the
free-radical hypothesis. It was first proposed by Denham Harman in 1956
and is based on the fact that all cells contain mitochondria, where energy
needed for functioning of the cells is processed. The energy processed by mito-
chondria is contained in the chemical bonds of glucose, a simple sugar that is
derived from several different types of nutrients in an animal’s diet. A series
of chemical reactions involving oxygen transfers this energy to other com-
pounds that participate in functionally important processes in cells, such as
the sliding of long protein molecules that produces the lengthening and
shortening of muscle fibers. Almost all of the oxygen used in the mitochon-
drial chain of reactions is converted to water, but small amounts are con-
verted to byproducts called reactive oxygen species, as described in Chapter
2. These byproducts can damage DNA, proteins, and lipids, which are funda-
mental constituents of all cells. Many of the most damaging reactive oxygen
species are free radicals, molecular fragments that have one or more unpaired
electrons; this is the source of the designation free-radical hypothesis.

The free-radical hypothesis offers a relatively straightforward explanation
of aging: that the gradual accumulation of damage in ce/ls due to reactive oxy-
gen species causes most if not all of the structural and functional deteriora-
tion of bodies that occurs as organisms grow older. For example, atherosclero-
sis is a thickening or hardening of the walls of arteries due to plaque deposits
in which LDL cholesterol is a major component. Atherosclerosis can lead to
heart attack, stroke, and other cardiovascular diseases. Plaque deposits on the
inner walls of arteries may begin to form when reactive oxygen species make
LDL cholesterol susceptible to attack by the immune system, producing
clumps of cells that settle into arterial walls. Likewise, Alzheimer’s disease is
characterized by distinctive clumps of proteins, called amyloid plaques, in the
brain. Their formation is apparently stimulated by reactive oxygen species,
and in a positive feedback loop, these plaques induce the formation of more
reactive oxygen species, which damage nerve cells. Finally, reactive oxygen
species may cause some of the mutations in DNA that lead to cancer (see
Chapter 6 for more details). In other words, cancer may be a result of aging
because cumulative damage from reactive oxygen species disrupts the con-
trolled cell division necessary for normal life.

Various lines of evidence are consistent with the free-radical hypothesis of
aging. Kenneth Beckman and Bruce Ames (1998) of the University of Cali-
fornia at Berkeley listed 14 categories of evidence, including age-related
changes in constituents of cells that result from oxidative damage, genetic ex-
periments with model species of invertebrates, and comparison of human
populations that differ in longevity and amounts of antioxidants in their
diets. The most convincing evidence at this time probably comes from ge-
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netic studies of roundworms (Caenorbabditis elegans) and fruit flies (Drosophila
melanogaster). These are model organisms for studies of genetics and devel-
opment because it has been possible to create many mutant forms of each
species that show various patterns of growth and development. Researchers
can study the mechanisms of development from a fertilized egg to an adult
worm or fly by linking these various patterns of growth and development to
differences in proteins that are synthesized by the mutant forms.

One mutant of Caenorbabditis is called age-1. The maximum life span of
age-1 worms is more than twice as long as that of wild-type worms,” and their
average life span is about 65% longer. In standard tests using hydrogen per-
oxide as an oxidizing agent, age-1 are more likely to survive than wild-type
worms, and the survival of age-1 worms exposed to hydrogen peroxide actu-
ally increases with age, whereas that of wild-type worms doesn’t change. At
least two antioxidant compounds that help repair damage in cells from reac-
tive oxygen species are more active in #ge-1 worms than in wild-type worms,
and activity increases with age in the former. These antioxidant compounds
are natural constituents of the cells of many organisms, including humans, so
experiments with Caenorhabditis may have broad relevance for understanding
the mechanisms of aging.

In addition to inducing specific mutations by using radiation or chemical
treatments, fruit fly researchers use selective breeding or artificial selection
experiments in laboratory bottles to investigate genetic processes of develop-
ment. Michael Rose (1984) of the University of California at Irvine did such
an experiment by using eggs from older and older flies to start each new gen-
eration. In each generation, therefore, the oldest reproducing females were
selected as mothers of the next generation. Rose wanted to see if the average
longevity of flies selected in this way would increase, and indeed it did. After
several generations, the average life span of female flies in five selected lines
was 43 days compared to 33 days in five control lines, in which eggs were
chosen at random to start each new generation. In addition, the frequency of
a gene that codes for an active form of an antioxidant called SOD (superoxide
dismutase) was between 10 and 28% in the five lines of flies selected for lon-
gevity but near 0% in the five control lines. It’s probably not coincidental
that SOD was one of the antioxidants that was more active in long-lived
Caenorbabditis than in wild-type worms (Beckman and Ames 1998).

ENVIRONMENTAL CAUSES OF AGING

Physiological causes of aging are diverse, but most may be related to a funda-
mental molecular mechanism, the damaging effects of reactive oxygen spe-
cies on DNA, proteins, and lipids. The free-radical hypothesis, however, is
far from a complete and final explanation of aging. We might ask, for example,
if there are any factors in the external environment that accelerate or delay
aging. If so, they might work through the mechanism of changing the rate of
production of free radicals or the effectiveness of antioxidant defenses, in
which case the environmental explanation would be consistent with and even
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support the physiological explanation involving free radicals. This reinforce-
ment of one kind of explanation by another can occur when the causal expla-
nations refer to different levels in the system, in this case, the external envi-
ronment of an organism and its internal physiological state. This idea may
seem obvious, but it’s amazing how often scientific issues have become hope-
lessly confused because different researchers have treated their pet hypothe-
ses as competing rather than complementary explanations of a phenomenon.
As discussed in Chapter 5, devising alternative hypotheses for a phenomenon
and pitting them against each other in rigorous experimental tests is a power-
tul tool, which can lead to rapid progress in science. However, this method of
strong inference can go astray when the alternative hypotheses aren’t truly
mutually exclusive, as when they operate at different levels.

One of the most interesting environmental factors associated with aging is
diet. Researchers began to study the effects of food restriction on the health
and longevity of laboratory rodents in the 1930s, and hundreds of experi-
ments since then have pointed to a common pattern that may at first seem
surprising (Austad 1997). The pattern in virtually all of these experiments is
that rats and mice with restricted diets live longer and healthier lives than
mice with “normal” diets. In these experiments, normal diets mean ad lib
feeding; that is, subjects are allowed to eat as much as they want. Restricted
diets mean that subjects are given 35 to 70% of the calories typically eaten by
animals feeding ad lib, although these diets have ample amounts of protein,
vitamins, minerals, and other necessary nutrients. Laboratory rodents fed re-
stricted diets live 25 to 40% longer than those allowed to feed ad lib. They
are also less susceptible to cancer and infectious diseases, are more vigorous,
and have greater memory abilities in old age. One negative effect (from a ro-
dent’s point of view) is almost always found in these experiments: animals on
restricted diets have markedly lower fertility than those on ad lib diets. This
reduction in fertility, associated with greater longevity in laboratory rats and
mice, provides a link between the role of diet in aging and some evolutionary
explanations of aging that I will discuss later.

How does food restriction prolong life in laboratory rodents? Food intake
has many effects on the physiology of rats and mice. Some of these effects are
similar between the two species; others are different. There is no general
consensus about which of the physiological effects of food restriction is most
important for health and longevity, but one intriguing result is that food re-
striction seems to reduce the production of reactive oxygen species in mito-
chondria. In some experiments, food restriction also increases the activity of
cellular antioxidants such as SOD. How food restriction affects these cellular
processes is not known. One logical possibility would be that animals on lim-
ited diets have lower metabolic rates, which would explain the reduced pro-
duction of toxic byproducts of metabolism in mitochondria. Unfortunately,
animals on limited diets don’t have lower metabolic rates, so the mechanism
by which food restriction influences the generation of reactive oxygen spe-
cies, as well as cellular antioxidants, remains unknown. Nevertheless, the link
between diet as an environmental factor in aging and free radicals as a molec-
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ular mechanism is fairly well established and illustrates the complementarity
of causal explanations at different levels.

One limitation of these studies of laboratory colonies of rats and mice is
that they probably aren’t very relevant to the lives of wild rodents. Labora-
tory animals have been bred for rapid growth, high fertility, and docility.
They eat more and weigh more than wild rodents of the same species; in fact,
the physiology of wild rodents may be more similar to that of food-restricted
rodents in the laboratory than to that of typical animals in laboratory colonies.
However, wild rodents are shorter lived but have greater fertility than food-
restricted rodents in the laboratory. Therefore the relationship among diet,
aging, and fertility may differ in wild and laboratory rodents. Ultimately, the
relationship among these factors under natural conditions is more interest-
ing than the relationship in the laboratory, but also much more difficult to
study. The relevance of research on laboratory rodents for relationships be-
tween diet and aging in humans is also questionable, although many have
wondered if the rodent results might provide hints about how to slow aging
in humans (Austad 1997).

GENETIC AND DEVELOPMENTAL CAUSES OF AGING

The physiological and environmental causes of aging discussed so far are fac-
tors that influence aging directly and immediately, so they can be called prox-
imate causes of aging. Proximate causes of biological phenomena often have
their effects within minutes or days. For example, the proximate environ-
mental cause for male birds to advertise their presence in a territory in spring
is increased length of days, and the proximate physiological mechanism for
the wonderful singing behavior that results is increased levels of testosterone.
In aging, damage by free radicals accumulates as animals grow old, and ob-
servable effects may not become apparent for many years. Nonetheless, this
physiological mechanism can be considered a proximate cause of aging be-
cause it occurs during the gradual process of aging itself.

It’s also valuable to consider longer term causes of biological phenomena.
In particular, the genes that an individual carries and his or her early devel-
opment may influence the rate of aging. The hypothesis that genetic factors
influence aging probably seems perfectly reasonable to you because of the
great emphasis on genetics and human health these days (see Chapter 6). The
hypothesis that embryonic development affects aging processes that occur
many years later may seem more surprising, and I think you will be doubly
surprised when I describe how this might work. Genetic and developmental
causes of aging and other biological phenomena are especially interesting be-
cause they can account for differences among individuals. For example,
people die at many different ages. Some people die early in accidents, but
even among those who die of natural or intrinsic causes such as cardiovascu-
lar disease or cancer, there is wide variation in ages at death. Is this simply
chance variation, or are there ways to predict the longevity of individuals?

Researchers have used twin data to study the genetic basis of longevity in
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humans, using the same methods as described in Chapter 6 for studying the
roles of genetic and environmental factors in cancer. In the most detailed
study to date, researchers in Denmark compared the life spans of mono-
zygotic twins, who are genetically identical, to those of dizygotic twins, who
share half their genes (McGue et al. 1993). They attributed about 33% of the
variation in longevity to genetic differences between individuals, comparable
to the apparent role of genetic factors in cancer. The average difference in
ages at death was 14 years for monozygotic twins versus 19 years for random
pairs of individuals from the Danish population. In light of all the pitfalls in
interpreting twin studies discussed in Chapter 6, this isn’t very strong evi-
dence for an important influence of genetic factors on human longevity.
Another study of unusually old individuals implicated genetic factors more
strongly. Thomas Perls and his colleagues (1998) at Harvard Medical School
have been intrigued by the lives of centenarians—people who live to the age
of 100. As the human population of the world has grown, as health conditions
have improved, and as more reliable records of births and deaths have be-
come available, the number of documented centenarians worldwide has in-
creased. The researchers focused on 102 centenarians living near Boston.
They compared the ages at death of siblings of these centenarians to ages at
death of siblings of a control group of individuals, born at about the same
time as the centenarians but who died at the much younger age of 73. Sib-
lings of the centenarians lived longer on average than siblings of those who
died at the more typical age of 73. After age 65, siblings of centenarians were
about 40% less likely to die each year than siblings of individuals who died at
73, so the chance of living to age 90 was four times as great for siblings of
centenarians. Since siblings share half their genes on average, these results
suggest that there may be some genetic differences between people who live
to very old ages and those who have more normal life spans. It is also worth
noting that centenarians are often as healthy as people 10 to 20 years
younger. Some of the families studied by Perls’s group were amazing. One
was a 108-year-old man, his 103- and 97-year-old sisters, four siblings who
died after they reached 100, seven first cousins who lived past 100, and 14 ad-
ditional first cousins who lived into their 90s (M. Duenwald, New York Times,
25 December 2001, Section F, p. 1). Perls and his colleagues subsequently
analyzed the DNA of a group of people greater than 98 years old and found
that they tended to share common genetic information at a specific location
on a particular chromosome (Puca et al. 2001). The function of this gene or
genes is unknown, but Perls suggests that they may code for enzymes that
limit the activity of free radicals, just as in the roundworms discussed earlier.
What about events during embryonic development that may influence
aging? One important process that affects female mammals is the production
of eggs in the ovaries. Each egg is contained in a sphere of cells called a fol-
licle; all of the follicles that a female mammal will ever have are present at
birth. Once she reaches reproductive maturity, groups of follicles go through
a series of cyclic changes that culminate in the release of eggs at regular in-
tervals. These cycles are called menstrual cycles in humans and other pri-
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Figure 7.3. Decline in the number of ovarian follicles with increasing age in human fe-
males. Estimates of the numbers of follicles were based on autopsies and studies of
ovaries removed from women for medical reasons. Note that the vertical axis is loga-
rithmic. As we move up the axis, each labeled tick mark represents 10 times as many
follicles as the previous one. On a semilogarithmic graph such as this, a straight line
would indicate a constant rate of change in the value of a variable over time. Here, the
average number of follicles declines at a rate of about 10% per year from birth to age
38 and then at about 25% per year from age 38 to age 50. Modified from Figure 1 in
“Accelerated Disappearance of Ovarian Follicles in Mid-life: Implications for Fore-
casting Menopause,” by M. ]J. Faddy et al., Human Reproduction 7:1342-1346, copy-
right ©1992 by the European Society of Human Reproduction and Embryology and
used with permission of Oxford University Press/Human Reproduction.

mates and estrous cycles in other mammals. In each cycle many follicles and
the eggs they contain atrophy and die; one or a small number of follicles de-
velop fully and release eggs that may be fertilized if the female is inseminated
by a fertile male at the appropriate time. This process of monthly follicle de-
velopment is linked to menopause, a major marker of aging in the lives of
human females. The age of menopause is quite variable among women, from
as young as 35 to as old as 58. This variation is determined by the amount of
estrogen produced by accessory cells in the follicles; when the number of fol-
licles remaining in the ovaries declines to about 1,100, estrogen production
becomes too low to maintain regular menstrual cycles and menopause begins.

There is wide variation in the number of follicles present in human fe-
males at birth, from about 300,000 to 1.1 million. Since the number of fol-
licles declines at a constant or increasing rate with age (Figure 7.3), the age at
which a female reaches the threshold for menopause of about 1,100 follicles is
directly related to the number of follicles she had at birth. Therefore, the age
of menopause is largely determined by the number of follicles present at
birth; that is, events during embryonic development influence a fundamental
aspect of aging in females 40 to 55 years later. But what are these events?
"This is where the story, based mostly on studies of mice, gets really amazing
(Finch and Kirkwood 2000). It turns out that primordial germ cells (which
eventually become eggs) originate outside the embryo itself early in develop-
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ment,® then migrate into the embryo and follow a complex path to the site
where the ovary is forming (this path takes them through the wall of the gut,
for example). The primordial germ cells can be tracked because they have
unique granular inclusions. In mice, there are initially about 100 of these
cells, which divide to form clusters of cells as they migrate through the em-
bryo. However, the cells in the initial pool do not divide a fixed number of
times. When individual primordial germ cells are extracted from developing
mouse embryos and grown under identical conditions in culture dishes, some
only divide once, to form a colony of two cells; others may divide five or
more times, to form colonies containing 32 or more cells. Since conditions in
the culture dishes are uniform, the number of times a lineage of primordial
germ cells divides is apparently due to chance. In the living mouse embryo,
the upshot of this variable proliferation of primordial germ cells is that indi-
vidual females may have as few as 18,000 or as many as 38,000 of these cells in
their ovaries by day 14 of embryonic development. Once in the ovary, each
primordial germ cell becomes surrounded by accessory cells to form an ovar-
ian follicle. Many of these follicles die before birth, and this process of death
continues as described above until the number of remaining follicles is too
small to support continued estrous or menstrual cycles.

"To summarize, variation in the reproductive life span in female mammals
is strongly influenced by the number of eggs present in the ovaries at birth,
which in turn is influenced by random variation in the proliferation of pri-
mordial germ cells as they migrate into the ovaries during embryonic devel-
opment. The evidence for this story comes from observational studies of
miscarriages and stillbirths in humans, more detailed experimental studies of
mice, and limited research on other mammals (Finch and Kirkwood 2000).
In humans, menopause varies by as much as 20 years among women, partly
because of random differences in their embryonic development. Finally,
there is a hint from a study of centenarians in Massachusetts that women
with later menopause may live longer. Perls and his colleagues (1997) found
that 20% of the 100-year-old women in their sample had borne children after
age 40 (one of these gave birth at age 53), whereas only 5% of women who
died at age 73 had given birth after age 40. For this comparison, Perls’s group
excluded women who never married or who had had hysterectomies before
age 35, so opportunities for late childbirth were similar in the two groups. Of
course, late births are only indirect evidence of late menopause, but these re-
sults at least suggest a possible link between delayed reproductive senescence
and longevity in humans.

EVOLUTIONARY CAUSES OF AGING

I hope these examples have convinced you that a comprehensive understand-
ing of aging depends on more than just a physiological or mechanistic expla-
nation. Environmental, genetic, and developmental causes are also important.
But all of these kinds of explanations are incomplete because they don’t answer
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one fundamental question: why do different species differ so dramatically in
average and maximum life spans? This type of question is the province of
evolutionary biologists, who have devoted quite a bit of attention to the
problem of aging and have made some contributions that can be integrated
very nicely into the other kinds of explanations that we’ve already discussed.

Evolutionary biologists actually think about two main questions: why does
aging exist at all, and why do species differ in their rates of aging? These
questions are related because the logic involved in answering the first leads to
an approach to answering the second; that is, hypotheses that can be tested by
comparing aging in different species.

Aging has been paradoxical for evolutionary biologists because they spend
much of their time trying to figure out how traits are advantageous to indi-
viduals in an evolutionary sense, so “progressive deterioration of virtually
every bodily function over time” (Austad 1997:6) seems inexplicable. How
could this possibly be advantageous when evolutionary benefit to individuals
means increasing their ability to pass on their genes to future generations?
When we think about adaptations that have been molded by natural selec-
tion, examples that come to mind include such traits as the great speed and
agility of pronghorn antelope, which probably evolved in an environment
with several very effective types of predators. If genes influence speed and
agility to some extent, if individuals differ in the genes that they carry, and if
speedier pronghorn survive longer and therefore have more offspring than
slower pronghorn, the frequencies of genes that contribute to speed would in-
crease in subsequent generations of pronghorn populations. This is a straight-
forward example of how natural selection (differential survival and reproduc-
tion of genetically different individuals) can produce evolutionary change. A
more mundane example of practical importance to humans is the evolution of
resistance to antibiotics in various kinds of microorganisms. In an environ-
ment in which antibiotics are used too freely, there is strong selection pres-
sure favoring genes that confer resistance in disease-causing bacteria, which
is ultimately detrimental to human health. There is abundant evidence that
natural selection has been a pervasive force in the history of life on Earth.
How can natural selection explain aging, which is widespread in animals and
plants but seems contrary to maximizing reproductive success by surviving
and remaining healthy in order to reproduce as long as possible?

The answer to this puzzle was first articulated by the British biologist
Peter Medawar in 1952. The approach to aging taken by Medawar and many
subsequent evolutionary biologists was fundamentally different from that
taken by various researchers to most of the problems discussed so far in this
book. To this point, I've emphasized using concrete evidence to solve prob-
lems in biology. Often the best evidence has come from rigorous experiments.
By contrast, most of the initial work by Medawar and others was purely the-
oretical. These researchers essentially did thought experiments to come up with
a logically coherent explanation of the paradox of aging. If this seems dissat-
isfying compared to real experiments, recall that much of Einstein’s revolu-
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tionary contributions to physics used exactly the same approach. In Einstein’s
case, people eventually figured out observations to make and experiments to
do to test his novel ideas; the same has occurred in aging research.

The key to an evolutionary understanding of aging is the distinction be-
tween extrinsic and intrinsic sources of mortality. Suppose there is a baseline
rate of extrinsic mortality due to predation, disease, and accidents that is in-
dependent of age. Superimposed on this baseline rate is additional mortality
due to factors intrinsic to individuals in a population. In humans and some
other animals, these factors include things like cancer and cardiovascular dis-
ease. In grazing mammals such as deer, they include wear on the grinding
surfaces of the cheek teeth from years of chewing abrasive vegetation. For
other species, different intrinsic factors may contribute to mortality. In al-
most all cases, however, the rate of intrinsic mortality increases with age, un-
like that of extrinsic mortality.

Medawar’s (1952) evolutionary insight about aging came from thinking
about the consequences of a constant rate of extrinsic mortality. Imagine a
cohort of 1,000 mice born at the same time. If the extrinsic mortality rate is
10% per month (remember that this is a thought experiment, so we can use
any figure we want), about 900 mice would survive to be 1 month old, 810
would survive to be 2 months old, and so on. About 280 mice would survive
for a full year, about 80 for 2 years, and fewer than five for 3 years’ (the maxi-
mum life span of house mice in captivity is 4 years, so our assumption of an
extrinsic mortality rate of 10% per month in nature may not be too unrealis-
tic). Since the probability that a mouse would survive to be 3 years of age is
very low, even in the absence of any intrinsic mortality associated with aging, natu-
ral selection against any mutations that cause deterioration at old ages will be
weak. Mice that carry such mutations might have a higher probability of
dying at or beyond age 3 than those that don’t, say 15% per month versus
10% per month for those that experience only extrinsic mortality. However,
since the chance of surviving to age 3 in the first place is less than 0.5 %, most
of the reproduction by mice that carry the deleterious gene and mice that
don’t will have already taken place. Therefore, any potential disadvantage of
the deleterious gene in the face of natural selection will be very slight, these
kinds of genes won't be readily eliminated from populations, and we have an
evolutionary mechanism for aging: the hypothesis that aging is due to the ac-
cumulation of genes that have deleterious effects at older ages.

A human example may make this idea less abstract. Huntington’s disease
kills people in middle age after 10 to 20 years of progressive muscular and
mental deterioration. One of the best known victims was the famous Ameri-
can folk singer Woody Guthrie, who died at age 55 after spending the last 13
years of his life in a hospital. A single dominant gene causes Huntington’s dis-
ease; that is, a person with one copy of the gene and one copy of its normal
counterpart is afflicted. Such a person would pass the gene for Huntington’s
disease to half of his or her offspring on average. In fact, because Hunting-
ton’s disease strikes in middle age, there’s a good chance that an affected per-
son would not come down with the disease until after having children. For
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example, Woody Guthrie’s mother had five children before being stricken,
and he had six. Despite its devastating effects, Huntington’s disease is rela-
tively more common than other fatal and even nonfatal genetic diseases, oc-
curring at a frequency of one in 15,000 among people of European descent
(Austad 1997). By contrast, inherited retinoblastoma, which I discussed in
Chapter 6, occurs in only about one in 25,000 people, even though it is non-
fatal. A major difference between these two diseases is that retinoblastoma af-
fects people in infancy, before they have had a chance to reproduce, whereas
Huntington’s disease affects people after most or all of their opportunities
for reproduction have passed. The blindness or other visual problems caused
by retinoblastoma before the age of modern medicine would probably have
affected the reproductive success of carriers of this gene, even without killing
them, whereas Huntington’s disease invariably causes premature mortality
but has little impact on reproductive success because it occurs in middle age.
Therefore, natural selection against Huntington’s disease would not be as
strong as that against retinoblastoma, even though the former is always fatal
and the latter is not. As a result, the frequency of retinoblastoma is substan-
tially lower than the frequency of Huntington’s disease.

The mutation-accumulation hypothesis illustrated by the examples of hy-
pothetical life spans in mice and Huntington’s disease in humans is one of
three major evolutionary hypotheses for aging. The second, closely related to
the first, is that mutations that have beneficial effects early in life but detri-
mental effects later will be favored by natural selection. This hypothesis has
a wonderful name, antagonistic pleiotropy. Genes that have multiple effects
are pleiotropic; if these effects are positive at one stage of life and negative at
another, they can be said to be antagonistic. A plant or animal’s lifetime re-
productive success is likely to be increased by a gene that helps it survive bet-
ter or reproduce more in the early part of its life. If the same gene adversely
affects its survival or reproduction later in life, its lifetime reproductive suc-
cess will be diminished, assuming it lives that long. However, the net effect of
the gene is likely to be positive because there is only a low probability that
the individual will survive to old age anyway, so the effect of the gene late in
life is relatively unimportant compared to its effect early in life.

The third specific hypothesis for the evolution of aging is the disposable-
soma hypothesis. “Soma” refers to the nonreproductive tissues of the body.
These are disposable in the sense that their evolutionary function is to maintain
an organism in good condition until it has an opportunity to reproduce. As
the cumulative probability of surviving declines because of extrinsic mortal-
ity (recall the mouse example discussed earlier), the somatic tissues become
more and more disposable because the chance of being alive, and therefore
being able to reproduce at older ages, is low. Since an organism would need
to invest metabolic resources to maintain its soma for a long time, it may be
advantageous to invest these resources in early survival and reproduction in-
stead. For example, long life might depend on devoting metabolic resources
to mechanisms for repairing damage to DNA, proteins, and lipids by free
radicals. But if extrinsic mortality is relatively high, it might be more benefi-
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cial to devote these resources to increasing reproductive success in early years.
By “more beneficial,” I mean that this strategy might contribute to greater
net reproductive success and therefore be favored by natural selection, so in-
dividuals that followed the early reproduction strategy would leave more de-
scendants than individuals that followed the soma-maintenance strategy.

"To recapitulate, theoretically inclined evolutionary biologists have pro-
posed three hypotheses for the evolution of aging: mutation accumulation,
antagonistic pleiotropy, and disposable soma. These hypotheses are difficult
to distinguish because they are not mutually exclusive and they make similar
predictions. It will probably require detailed genetic studies to discriminate
among them in particular cases. However, extrinsic mortality plays a key role
in all three hypotheses, and the fundamental prediction of all three is that the
rate of aging should be higher in species with higher levels of extrinsic mor-
tality than in species with lower extrinsic mortality. Where extrinsic mortal-
ity is high, aging should be rapid because natural selection favors early repro-
duction at the expense of traits that might delay aging. Where extrinsic
mortality is low, reproduction at older ages is more likely, so natural selec-
tion should favor traits that protect against aging and promote survival.

Steven Austad (1993) reported one of the first tests of a correlation be-
tween extrinsic mortality and rate of aging under natural conditions. He
compared two populations of Virginia opossums, one on Sapelo Island, off
the coast of Georgia, the other at the Savannah River Ecology site in South
Carolina. These aren’t different species, but Austad had good reason to be-
lieve that they were genetically isolated from each other. Opossums are mid-
sized mammals, but because they don’t have particularly good defenses
against predators they tend to reproduce early and often and to be short
lived. In an earlier study in Venezuela, Austad found that opossums showed
signs of senescence, such as cataracts, arthritis, and hair loss, at about 18
months and never lived beyond age 2. When he started working in the south-
eastern United States, he found that opossum predators were completely ab-
sent from Sapelo Island. Since predation is a major source of extrinsic mor-
tality for opossums, this led Austad to predict that aging should be slower on
Sapelo Island than on the mainland.

Austad used some standard methods of wildlife biology and some innova-
tive approaches to test this prediction. He collected data on survival and re-
production by capturing females and fitting them with radio collars. Each
radio collar emits a unique frequency, so Austad could use a receiver and
portable antenna to relocate these opossums. The radio collars also had mor-
tality sensors, which changed the frequency of the emitted signal when an
opossum died. Therefore, Austad could determine the ages at death of his
study animals fairly precisely. In addition to this standard technique of col-
lecting demographic data on wild animals, Austad used a relatively novel
method to assess one physiological aspect of aging. He collected a few tendon
fibers from the tail each time an opossum was caught. These contain collagen,
which is the most common protein in mammals and other vertebrates. As
animals age, the chains of amino acids making up collagen become cross-
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Figure 7.4. Annual probability of death of female opossums studied by Steven Austad
on Sapelo Island and at a mainland site near Savannah, Georgia. There were no pred-
ators on the island but abundant predators on the mainland. The symbols show esti-
mates of the mortality rate at 4-month intervals based on radiotelemetry. The lines
are best-fitting regression lines for the two populations. These are determined statis-
tically and show overall trends across all ages for each population. The slopes of these
lines can be expressed as mortality-rate-doubling times as described in the text. Modi-
fied with permission from Figure 1 in “Retarded Senescence in an Insular Population
of Virginia Opossums (Didelphis virginiana),” by S. N. Austad, Fournal of Zoology, Lon-
don 229:695-708, copyright ©1993 by Cambridge University Press.

linked (this is one manifestation of free-radical damage), which makes colla-
gen fibers less flexible. This loss of flexibility causes fibers from tendons in
the tails of older opossums to last longer before breaking when a weight is at-
tached to them under standard conditions in the laboratory.

Austad found that the average life span of female opossums was 24.6
months on Sapelo Island and 20 months on the mainland. There was an even
bigger difference in maximum life span: 45 months for the island population
and 31 months for the mainland population. These differences were due not
only to the lack of predators on Sapelo Island but also to differences in the
rate of aging of the two populations. Specifically, the mortality rate at 12
months, when females reach reproductive maturity, was about 22% per
month for mainland opossums and 14% per month for island opossums. This
illustrates the greater extrinsic mortality on the mainland. Beyond 12 months,
the mortality rate doubled about every 7.6 months on the mainland and 12.8
months on Sapelo Island. This illustrates the slower rate of aging of island
opossums (Figure 7.4). In addition, the breaking time for tail tendon fibers
increased more slowly with age for the island population than for the main-
land population. Finally, island females had smaller litters (5.7 young on av-
erage) than mainland females (7.6 young). Since island females were likely to
live longer than mainland females, they had a better chance of having more
litters before they died, so having large litters early in life was less important
for their lifetime reproductive success.



134 How Science Works

Comparative studies like this can be challenged because many other fac-
tors besides the one thought to be responsible for a pattern may differ be-
tween sites. In this case, Sapelo Island might have a different climate, differ-
ent food resources, or different pathogens or parasites than the mainland, and
one of these factors, rather than the absence of predators, might account for
the differences in aging and reproduction between island and mainland opos-
sums. If it were possible to design an experiment in which several islands, all
lacking predators, were selected and then predators were introduced to half
of these islands, we could control for the effects of these other factors by ran-
domly picking the islands to get the predators. But this experiment probably
wouldn’t be very definitive even if it were practical and could be justified
ethically because it might take many generations for a difference in the rate
of aging to evolve in the opossums in response to a change in extrinsic mor-
tality. If we didn’t see a difference in a reasonable time period for the study,
an advocate for the evolutionary hypothesis could argue that we just hadn’t
waited long enough for the predicted evolutionary change to occur. So the
comparative approach, despite its flaws, is about the best we can do if we want
to tackle an evolutionary question by using a species with a moderate to long
generation time under natural conditions.

In fact, Austad considered these alternative explanations for demographic
differences between island and mainland opossums and was able to reject
them. Climate was similar at the two sites, although average temperature was
slightly higher on the island. In experiments with mice, tail tendon fibers
broke more quickly at higher temperatures. If temperature explained the dif-
ference in breaking time between island and mainland opossums, the time
should have been faster for the island animals, just the opposite of the actual
results. There were slightly higher frequencies of ticks on the ears of island
opossums, although mortality rates were lower for this population. Popula-
tion density of opossums was higher on the island, suggesting the possibility
of food shortage. In lab experiments with mice and rats, as described above,
diet restriction can delay senescence, and this mechanism might explain the
slower rate of aging of island opossums. But there were no differences in
body mass index (a standard measure of fat content of an animal) or blood
glucose levels between island and mainland opossums, although these two
measurements typically differ between mice or rats on restricted and normal
diets. Therefore, Austad’s study provides fairly persuasive evidence for the
relationship between extrinsic mortality and rate of aging predicted by the
evolutionary theory of senescence.

Robert Ricklefs (1998) of the University of Missouri did a broader com-
parison of multiple species of birds and mammals to test the prediction that
aging occurs more quickly in species with higher extrinsic mortality. This
kind of analysis requires data on mortality rates of different age classes in a
population. The minimum mortality rate, which typically occurs at about the
age of sexual maturity, is assumed to largely represent extrinsic mortality; a
graph of increasing mortality rate at ages beyond sexual maturity (similar to
Figure 7.1) is used to estimate the rate of aging. For 18 species of birds and 27
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species of mammals ranging in size from indigo buntings to swans and rabbits
to hippos, Ricklefs found that the rate of aging was higher for species with
greater extrinsic mortality. For example, the extrinsic mortality rate for hip-
pos was about 3% per year, the rate of aging was 0.05, and the maximum age
was 43 years, whereas for zebras the extrinsic mortality rate was 6% per year,
the rate of aging was 0.10, and the maximum age was 23 years.

In this chapter we have seen that causes of aging can be viewed through
different lenses. There are physiological mechanisms of aging, including fun-
damental cellular and molecular processes; environmental causes such as diet;
and genetic and developmental differences among individuals that influence
aging. Moreover, aging makes sense from an evolutionary perspective, even
though it initially seemed paradoxical.

Let me close with two puzzles about aging that are active topics of current
research. The first is that many birds are remarkably long lived compared to
mammals of similar size. For example, the tiny broad-billed hummingbird
can live to 14 years of age in nature, and canaries live for more than 20 years
in captivity. Compare these values to house mice, which live at most 4 years
in captivity, or even your pet dog, which will probably die before your pet ca-
nary of the same age. One surprising thing about the longer lives of birds is
that they have higher metabolic rates than mammals, so generation of reac-
tive oxygen species, which damage DNA, proteins, and lipids, should be higher
in birds. There is some evidence that birds age slowly because they have spe-
cialized antioxidant defenses that counter the effects of these reactive oxygen
species. In fact, Donna Holmes and Steven Austad (1995) suggest that birds
and other long-lived species may be model organisms for learning more
about physiological mechanisms of aging. In other words, the comparative
approach, rooted in questions about the evolution of aging, can contribute to
increased understanding of physiological, environmental, genetic, and devel-
opmental aspects. However, the evolutionary reason that birds tend to age
more slowly than mammals of similar size is not completely clear. Various re-
searchers have suggested that flight in birds makes them less vulnerable to
predation, which means they should have lower extrinsic mortality, which
should be associated with lower rates of aging. The fact that bats live longer
than terrestrial mammals of similar size is consistent with this hypothesis, but
more focused tests of the hypothesis are needed. These might include the de-
termination of whether predation rates really are lower for flying birds and
mammals than for nonflying ones, as well as comparisons of aging in different
species of birds or bats that experience different levels of extrinsic mortality.

A second fascinating puzzle about aging is why human females live for
many years after menopause. This is very unusual in animals. One possible
reason is that postmenopausal females continue to contribute to their genetic
legacy by helping to raise their grandchildren, so living beyond menopause
could be favored by natural selection. Alternatively, life after menopause
might be an artifact of medical advances in modern society and have no evo-
lutionary significance (Sherman 1998; Shanley and Kirkwood 2001). Anthro-
pologists have much to contribute to solving this puzzle, but I predict that
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detailed population and behavioral studies of other species, such as whales
and elephants, in which females live beyond menopause may be especially
valuable.
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Chapter 8

How Does Coffee Affect Health?
Combining Results of Multiple Studies

We are bombarded with information and advice about health and nutrition.
Here is a sample of recent headlines: “Something Special in That Glass of
Wine” (New York Times, 26 September 2000); “Warding off Parkinson’s with
Caffeine” (New York Times, 24 October 2000); “Conflicting Views on Caf-
feine in Pregnancy” (New York Times, 17 July 2001); “Coffee in the Afternoon
a Memory Boost for Elders” (Health & Medicine Week, 7 January 2002); “A
Dose of Red Pepper to Sooth Gastric Distress”(New York Times, 2 April
2002). Stories like these usually report the conclusions of some new scientific
study, but these conclusions often contradict previous research, which is
partly what makes them newsworthy. How should we judge these kinds of
stories, which may encourage us to fine-tune our eating habits or lifestyle?
More generally, how does consensus develop among scientists and physicians
so that conjectures and hypotheses become generally accepted principles?
How often do such principles get overturned as a result of further research,
and how does this process of paradigm shift occur?

We have discussed several different kinds of evidence used to test hy-
potheses in biology and medicine, ranging from correlational studies and
other observational research to various kinds of experiments. The credibility
of an hypothesis is often enhanced if different types of evidence are consis-
tent with it. For example, Pieter Johnson and his colleagues (1999) tested the
parasite hypothesis for limb deformities in frogs by a lab experiment and
complementary field observations and got congruent results from these
approaches (Chapter 4). Similarly, the credibility of the physiological hy-
pothesis that aging is due to molecular byproducts of cell metabolism bene-
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fits from the fact that this mechanistic hypothesis is compatible with envi-
ronmental, genetic, developmental, and evolutionary explanations of aging
(Chapter 7).

Another important element in the attainment of consensus in science is
replication of experiments or observational studies to test particular hy-
potheses. The story of cold fusion is a classic example of this. In 1989, a pair
of researchers at the University of Utah reported a surprising result—fusion
of deuterium atoms to form helium and release energy at room temperature.
Since deuterium can be extracted from seawater, this process promised unlim-
ited and inexpensive energy if it worked. Because of the potential importance
of cold fusion to society and because it contradicted conventional wisdom
that nuclear fusion requires extremely high temperatures, such as those in the
interior of the sun, chemists and physicists rushed to replicate the work of
the Utah researchers in their own labs. No one was able to do so, and cold fu-
sion was rapidly discredited (Park 2000).

Replication is also important for more mundane questions; for example,
does vitamin C protect against colds? In cases like this, however, results often
aren’t as clear as in the unsuccessful attempt to replicate cold fusion. Various
researchers may do multiple experiments, producing some results that are
consistent with an hypothesis, other results that are inconsistent, and still
others that are inconclusive. Two characteristics of medical research make this
especially common. There is great interest in preventing and treating dis-
ease, so funding is available for many studies to test treatments or prevention
strategies. However, tremendous variation among the human subjects of medi-
cal research makes it difficult to get consistent results in multiple studies of
the same question.

This uncertainty about the results of research creates a confusing situation
for consumers of medical research who wish to apply these results to improv-
ing health. These consumers include physicians, public-health workers, and
members of the general public who yearn to live longer and healthier lives.
Despite the uncertainty of many research results in nutrition and medicine,
doctors often subscribe to a standard of care for their healthy patients, which
includes generally accepted recommendations about diet, exercise, regular
screening tests for certain diseases, and preventive medications. For example,
physicians routinely advise patients to limit their intake of caffeinated coffee,
to have annual mammograms or tests for prostate cancer after a certain
age, and to take aspirin regularly if they have certain risk factors for cardio-
vascular disease. What is the source of these standards of care when there are
conflicting studies of the physiological effects of caffeine, of the costs and
benefits of mammography and other screening tests (Grimes and Schulz
2002), and of the efficacy of various medications? Do physicians reach a con-
sensus about standards of care based on a few exemplary studies that are more
persuasive because they seem more rigorous than other studies of the same
phenomena with different results (LeLorier et al. 1997)? How about combin-
ing results of different studies in some way to reach a general conclusion?
How important for agreement about standards of care are sociological, eco-
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nomic, and political factors such as promotion of drugs by pharmaceutical
companies?

The potential effects of coffee on health provide a good illustration of
these issues. According to Robert Superko and his colleagues, “Fifty-six per-
cent of the adult US population consumes an average of 3.4 cups . . . of coffee
per day, and as an import, coffee is second only in importance to oil”
(1991:599). Coffee is used even more widely in Europe, where decaffeinated
coffee is much less popular than in the United States. For example, 94% of
adults in the Netherlands drink coffee daily; only 4% of this is decaffeinated
compared to 20% in the United States (van Dusseldorp et al. 1989). Epide-
miologists and medical researchers have investigated many proposed health
effects of coffee, ranging from increasing the risk of bladder cancer to pro-
tecting against colorectal cancer to causing higher blood pressure and greater
levels of cholesterol in the blood, which might contribute to cardiovascular
disease. I searched an online database of biomedical literature maintained by
the National Library of Medicine and found almost 3,000 articles published
between 1990 and 2000 with coffee or caffeine in their titles.

CAFFEINE AND BLOOD PRESSURE: AN EXEMPLARY STUDY

Before tackling the integration of results from such an abundance of re-
search, I need to introduce some fundamental ideas of statistics that relate to
testing hypotheses in individual experiments. I will use a study by four Dutch
researchers to illustrate these ideas. Marijke van Dusseldorp and her col-
leagues (1989) compared the effects of regular and decaffeinated coffee on
blood pressure in an experiment with 45 subjects from the town of Nijmegen.
They advertised for volunteers in local newspapers and at the University of
Nijmegan. From 150 people who were willing to take part in the experiment,
the researchers selected 45 who were between 17 and 45 years old, did not
smoke or work at night, were not pregnant, were generally healthy, and drank
coffee regularly. They used a standard type of experimental design called a
crossover trial. Twenty-three of the subjects drank regular filtered coffee for 6
weeks, then decaffeinated filtered coffee for 6 weeks. The remaining 22 sub-
jects drank decaffeinated coffee for the first 6 weeks and regular coffee for the
next 6 weeks. Subjects were randomly assigned to these two groups in such a
way that each group had similar numbers of males and females, a similar
range of ages, and similar baseline blood pressure measurements.

Each subject was given a supply of coffee in individual packages, a coffee
maker, and instructions on how to prepare the coffee. They were asked to
drink 2 cups of coffee before noon, 1 cup in the afternoon, and 2 cups in the
evening. They were also asked not to drink tea or use other substances con-
taining caffeine, although limited use of chocolate was permitted. The re-
searchers collected two blood samples during the trials to check for caffeine
and thus to be sure all subjects were following instructions. The subjects
were also given a device for measuring their own blood pressure, and they did
so five times on 1 day each week.
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This was a randomized, double-blind experiment. I have described the
randomization process above. Two things made it a double-blind experiment.
First, the researchers did not know which subjects were in each group (regu-
lar coffee for 6 weeks and then decaffeinated, or decaffeinated coffee first and
then regular) because assistants who were not involved in processing or ana-
lyzing any of the data did the random allocation of subjects to the two groups
and distributed the packages of coffee. Second, at least according to the re-
searchers, the subjects were unable to guess when they were drinking regular
coffee and when they were drinking decaffeinated (evidently the caffeine-
deprived subjects didn’t suffer the headaches and lethargy often experienced
by caffeine addicts who don’t get their daily fix).

Figure 8.1, from the article by van Dusseldorp and her colleagues, nicely
summarizes one of the key results of their work. Editors rarely allow authors
to include data for individual subjects in their articles, instead requiring the
results to be summarized as average values in tables or figures (sometimes the
large number of subjects in a study precludes publication of individual data;
sometimes the economics of publishing stands in the way). But the editor of
the journal Hypertension allowed the Dutch researchers to publish this graph,
which shows the difference in systolic blood pressure for each subject on the
two types of coffee.! These measurements were taken during the last 2 weeks
of the 6-week period on each type of coffee, so they represent a month of ac-
climation to each type. The leftmost bar shows that average systolic blood
pressure for one subject was almost 7 units less when drinking regular coffee
than when drinking decaffeinated. The rightmost bar shows a difference of
about 9 units in the opposite direction; that is, the average systolic blood
pressure for this subject was 9 units greater when drinking regular coffee
than when drinking decaffeinated. Take some time to examine this figure and
think about the amount of individual variation that exists among the 45 sub-
jects of this experiment.

How can we best summarize these results? One possibility is to notice that
a majority of individuals had positive values, which means higher systolic
pressure on regular coffee than on decaffeinated. But 15 of the 45 subjects
had negative values, corresponding to higher pressure on decaffeinated. A
second possibility is to compute the average difference between regular and
decaffeinated coffee for the 45 subjects, which is 1.5 units; that is, systolic
pressure is an average of 1.5 millimeters of mercury higher on regular coffee
than on decaffeinated. This is not a very large difference. Is it large enough to
conclude that drinking decaffeinated coffee is likely to lower blood pressure
somewhat for the average person?

A common way to answer questions like this is to estimate the probability
that a difference of this magnitude could arise purely by chance. If this proba-
bility is relatively low, we may be justified in concluding that caffeine has an
effect on blood pressure, although we can’t absolutely exclude the possibility
that the difference of 1.5 units in systolic pressure was due to chance. Of course,
this line of reasoning depends on assuming that the results are unbiased. If
flaws in the experiment led to biased results, there’s little point in thinking
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Figure 8.1. Difference in average systolic blood pressure when drinking regular and
decaffeinated coffee for 45 subjects studied by van Dusseldorp and her colleagues in
the Netherlands. Each subject drank regular coffee for 6 weeks, then decaffeinated
coffee for 6 weeks, or vice versa. Blood pressure was measured on 2 days during the
last 2 weeks of each 6-week portion of the experiment. Each bar is the average for an
individual subject. Positive values mean that systolic pressure was higher with regular
coffee; negative values mean that systolic pressure was higher with decaffeinated cof-
fee. Modified with permission from Figure 1 in “Effect of Decaffeinated Coffee ver-
sus Regular Coffee on Blood Pressure: A 12-week, Double-blind Trial,” by M. van
Dusseldorp et al., Hypertension 14:563 —569, copyright ©1989 by Lippincott Williams
& Wilkins.

about how chance might have influenced these results. For example, suppose
the researchers had instructed all subjects to drink decaffeinated coffee for
the first 6 weeks and regular coffee for the next 6 weeks and there was a series
of heavy snowstorms during the period when everyone was drinking regular
coffee. The bad weather might have caused increased stress and higher blood
pressure, leading to an inaccurate, or biased, estimate of the effect of caffeine
on blood pressure.

There are several conceivable ways in which chance might affect the re-
sults of an experiment like this. A person’s blood pressure is influenced by
many factors—such as time of day, temperature, diet, exercise, and stress—
and may vary quite a bit from hour to hour or even minute to minute. It is
also difficult to measure blood pressure accurately and consistently; even if a
person’s blood pressure remained constant for a few minutes, successive mea-
surements might differ because of imprecision of the measuring process. Any
of these sources of variation might cause a subject in the experiment to have
different measurements of blood pressure during the last two weeks of the de-
caffeinated phase of the experiment than during the last two weeks of the
regular coffee phase, even if caffeine has no effect on blood pressure. More-
over, individuals differ in their responses to caffeine and other factors that af-
tect blood pressure. If the experiment were repeated with another group of
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45 volunteers, these individual differences would probably cause the average
effect of the type of coffee to differ from the 1.5 units that was found for the
45 subjects that actually participated. In other words, the estimated effect of
caffeine on blood pressure depends on chance at two levels: variation within
individuals in measurements of blood pressure due to factors besides caffeine,
and differences between individuals who participated in the experiment and
others who might have been selected from the population of healthy young
adults in the Netherlands.

We can use a thought experiment with the data in Figure 8.1 to estimate
the effect of the first kind of chance variation. Imagine that caffeine has no ef-
fect on blood pressure (the hypothesis of no effect is called the null hypothesis)
and that the lengths of the bars in Figure 8.1 simply represent differences due
to all of the other factors that affect pressure. If this were the case, each bar
would have an equal chance of being above the horizontal axis, representing
no difference in pressure, or below this horizontal axis. For example, the left-
most subject in Figure 8.1 had a systolic pressure while drinking regular cof-
fee that was almost 7 units less than he or she had while drinking decaf-
feinated coffee. If this wasn’t due to the difference in the type of coffee, but
rather to other factors that cause day-to-day variation in this subject’s blood
pressure, the difference would be just as likely to be in the opposite direction,
seven units greater on regular than on decaffeinated coffee.

Suppose we randomly select a direction from the horizontal axis for the
pressure difference for each of the 45 subjects and then calculate the average
difference. Figure 8.2 shows one example of a pattern we might get. In this
case, 23 of the subjects have a positive difference in pressure (regular greater
than decaffeinated), 22 have a negative difference (decaffeinated greater than
regular), and the average difference is 0.3 units. Compare these numbers to
the actual results: 30 subjects with a positive difference, 15 with a negative
difference, and an average of 1.5 units.

I repeated this process 10,000 times and got only 15 cases in which the av-
erage difference in pressure was greater than 1.5 units in either direction.
This implies that, if caffeine has no effect on blood pressure, the chance of
getting a difference as great as 1.5 units between drinking decatteinated cof-
fee and drinking regular coffee is only 15/10,000, or about 0.2%. In other
words, the results of the Dutch researchers shown in Figure 8.1 are not likely
to be due to chance variation in blood pressure within individuals, and we
have some justification for rejecting the null hypothesis that caffeine doesn’t
affect blood pressure.

How about the other major source of chance variation, differences be-
tween individuals who actually participated in the experiment and other po-
tential subjects? The most common way to measure the effect of this kind of
random variation is to assume that the subjects in the experiment were a rep-
resentative sample of a particular population and that a graph of blood pres-
sure differences for members of this population would have a particular shape
called a normal distribution. A normal distribution is a symmetrical, bell-
shaped curve showing the number of expected cases in a population for each
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value of a variable of interest. The peak of the curve occurs at the average
value of the variable; the breadth of the curve depends on the amount of varia-
tion in values of that variable in the population. Figure 8.3 is a histogram of
the actual differences in systolic pressure while drinking the two types of cof-
fee for the 45 subjects in the Dutch experiment. The average or mean differ-
ence was 1.5 units; the standard deviation, a typical measure of variability in
the data, was 3.0. Figure 8.3 also shows a normal curve of difference in pres-
sure based on this mean and standard deviation. Since the shape of the histo-
gram approximates the shape of the normal curve in Figure 8.3, blood pressure
differences for the experimental subjects were fairly close to being normally
distributed. Furthermore, if the sample of subjects used in the experiment was
representative of the population as a whole, the height of the normal curve
for each difference in pressure represents the proportion of individuals in the
population who would be expected to have that value.

I’ve been discussing this hypothetical population in fairly abstract terms so
far. Who actually belongs to this population? This depends on how broadly
the Dutch researchers intended to generalize the results of their experiment.
The subjects included both males and females, so clearly the population of
interest to the researchers included both sexes. All subjects were healthy
adults between 17 and 45 years of age, so we would not want to generalize
these results to senior citizens or to people with hypertension. Although all
of the subjects lived or worked in the town of Nijmegen, the researchers pre-
sumably assumed that these subjects were representative of all healthy young
adults in the Netherlands, of healthy young adults in northern Europe, or
perhaps of healthy young adults in industrialized countries worldwide.
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Figure 8.3. Summary of the results shown in Figure 8.1 for the 45 subjects in the ex-
periment by van Dusseldorp and her colleagues (1989). The height of each bar of the
histogram represents the number of subjects whose difference in systolic pressure
with regular and decaffeinated coffee was within the range shown on the horizontal
axis. For example, systolic pressure was 4 to 6 units greater on regular coffee than on
decaffeinated coffee for seven subjects. The curve shows a normal distribution fitted
to these data with an average of 1.5 units and a standard deviation of 3 units.

What if a different sample of 45 subjects had been selected from the popu-
lation represented by the normal curve in Figure 8.3? The average blood
pressure difference would probably not be exactly the same as the value of 1.5
for the individuals who actually participated in the experiment, but how
much would the average for this hypothetical sample depart from the average
actually obtained? If we did this thought experiment many times, we could
get an idea of the range of possible values for the average difference in blood
pressure for many possible samples. It’s relatively easy to do so by using a
computer program that simulates drawing 45 values at random from a normal
distribution, calculating the average of these 45 values, and repeating this
process 10,000 times. I did this and obtained the results shown in Figure 8.4.

In only three of these 10,000 trials was the average difference in pressure
less than zero, which would mean greater systolic pressure on decaffeinated
coffee than on regular coffee. In 95% of the trials, the average difference was
between 0.6 and 2.3 units, as illustrated by the dotted lines in Figure 8.4.
"This range is called the 95% confidence interval for the difference in systolic
pressure while drinking regular and decaffeinated coffee; that is, we can be
95% sure that the average difference in systolic pressure on the two types of
coffee is between 0.6 and 2.3 units for the population represented by these
subjects. Because this confidence interval includes only positive values, our
analysis suggests that the modest average reduction of 1.5 units in systolic
pressure from drinking decaffeinated coffee in the Dutch experiment was not
an artifact of chance in the selection of the subjects. Of course, this depends
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Figure 8.4. Summary of 10,000 trials in which values for 45 hypothetical subjects were
randomly selected from the normal distribution illustrated in Figure 8.3. For each
trial, the average difference in systolic pressure was calculated; the histogram shows
the distribution of these average values. Ninety-five percent of the values fall between
the dotted lines, so the 95% confidence interval for the average difference in systolic
pressure with regular versus decaffeinated coffee is from 0.6 to 2.3 units.

fundamentally on the assumption that the 45 subjects were representative of
the population at large. If they weren’t, we couldn’t derive the normal curve
in Figure 8.3 to represent the population, and so we couldn’t make the graph
in Figure 8.4 from which the confidence interval was calculated.

The Dutch researchers found a slightly smaller reduction in average dias-
tolic blood pressure on decaffeinated coffee, 1 unit compared to 1.5 units for
systolic pressure. The 95% confidence interval for the difference in diastolic
pressure was 0.2 to 1.8 units. They also found that it didn’t make any differ-
ence if individuals drank decaffeinated coftee for 6 weeks, then regular coffee,
or vice versa. Therefore, they rejected the null hypothesis that caffeine has no
effect on blood pressure and concluded that switching to decaffeinated coffee
would probably produce a small drop in blood pressure, at least for healthy
young adults. But what is the biological significance of this result? The aver-
age baseline blood pressure of the subjects in this experiment was 124/76, so
decreases of 1.5 units in systolic pressure and 1 unit in diastolic pressure
would reduce normal values by less than 2%. Is this small change likely to de-
crease the risk of heart attack, stroke, or other cardiovascular disease? Geof-
frey Rose (1981) reported that about 70% of the deaths from heart disease
and stroke in a sample of British men occurred in those with diastolic pres-
sure below 110 mm Hg. Although an individual’s chance of dying was much
greater if his blood pressure was greater than 110, a small fraction of the men
were in this category, so many deaths due to cardiovascular disease occurred
in men with lower blood pressure. This implies that as many heart attacks
and strokes might be prevented by decreasing average blood pressure in the
population as a whole by two to three units as by treating only individuals
with very high blood pressure with expensive medications. This idea has
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come to be known as the paradox of prevention: for any one individual, the de-
creased probability of dying from cardiovascular disease because of switching
from regular to decaffeinated coffee is probably minuscule, but if everyone
switched the reduction in the death rate might be substantial (Rose 1992).

META-ANALYSIS: COMBINING RESULTS OF MULTIPLE STUDIES

The Dutch study was well designed and produced clear results, but many
other researchers have also done experimental studies of the effects of caf-
feine on blood pressure, using different experimental designs and subjects
from different populations. Some had fewer subjects than the Dutch study;
others had larger sample sizes. How consistent were the results of these vari-
ous studies? Is the effect of caffeine on blood pressure replicable across a
range of different conditions, or were there some unique features of the
Dutch study that produced an effect specific to those conditions? Sun Ha Jee
and four colleagues from Johns Hopkins University in Baltimore, Maryland,
and Yonsei University in Seoul, South Korea, reviewed the literature in 1999
in an attempt to answer these questions.

The first experimental study of coffee consumption and blood pressure
took place in 1934, and Jee’s group found a total of more than 36 studies that
had been published by 1999. Many of these experiments, however, had limi-
tations that precluded quantitative analysis. For example, some studies com-
pared a group of people drinking coffee and being treated with medication
for hypertension with a control group not drinking coffee but also not being
treated with such medication. Clearly, any difference in blood pressure be-
tween these two groups could not be attributed to caffeine alone. Because of
flaws like this in most of the experiments, Jee and his colleagues were able to
include only 11 studies in their analysis. These were quite diverse in experi-
mental design and in characteristics of the subjects. Six of the studies used a
crossover design in which each subject spent a period of time drinking regu-
lar coffee and another period of time in a control condition, as in the study by
van Dusseldorp and her colleagues (1989). The other five studies used sepa-
rate treatment and control groups. In some cases, the control condition en-
tailed drinking decaffeinated coffee, as in the Dutch study; in other cases, the
control condition entailed no consumption of coffee. One study used sub-
jects with hypertension; the remaining studies used subjects with normal
blood pressure. The shortest study lasted 2 weeks; the longest, about 11
weeks. The average age of subjects in the 11 studies ranged from 26 to 56,
and the sample sizes ranged from 8 to 99.

Figure 8.5 shows the average effect of caffeine on blood pressure for these
11 studies, as well as confidence intervals for each average effect. Caffeine was
associated with increased systolic pressure in nine studies and with increased
diastolic pressure in nine studies, although these weren’t the same nine stud-
ies. The 95% confidence intervals did not extend to zero in six cases for both
systolic and diastolic pressure. This counts as evidence that caffeine affects
blood pressure. But the remaining five studies had 95% confidence intervals
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Figure 8.5. Meta-analysis by Jee and his colleagues of 11 experimental studies of the
effects of caffeine on blood pressure. The dots show the average effects for each
study; the lines are 95% confidence intervals. The bottom symbol in each panel is the
overall average effect, with 95% confidence interval, for all studies. Modified with
permission from Figure 1 in “The Effect of Chronic Coffee Drinking on Blood Pres-
sure: A Meta-analysis of Controlled Clinical Trials,” by S. H. Jee et al., Hypertension
33:647-652, copyright ©1999 by Lippincott Williams & Wilkins.

that included zero, suggesting that caffeine might not have an effect on blood
pressure. How can we make sense of these divergent results?

Jee and his colleagues (1999) used a procedure called mzeta-analysis to help
interpret the results of these various studies. The general concept of combin-
ing results of different studies in a quantitative way has a long history in sta-
tistics, dating back to at least 1904, but the modern version of the method
was developed by Gene Glass in the 1970s to assess experimental evidence
about the effectiveness of psychotherapy. Glass (1977) coined the name meta-
analysis to indicate that this method was an analysis of analyses in order to in-
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tegrate the results of various individual studies (Light and Pillemer 1984).
The two basic objectives are to understand why different studies of the same
question sometimes produce different answers and to see if a consensus can
be achieved despite variation in the results of individual studies.

Notice that some of the confidence intervals for effects of caffeine on
blood pressure in Figure 8.5 are very broad and others are much narrower.
The Dutch study, labeled “van Dusseldorp, 1989” in this figure, has one of
the narrowest confidence intervals of all. The widths are determined by the
amount of variation among subjects in an experiment, as well as the total
number of subjects. Figure 8.3 displays the variation for the 1989 Dutch
study. If the histogram and corresponding normal curve in Figure 8.3 were
more spread out, this would represent greater variation in response to caf-
feine among the 45 subjects and would mean a wider confidence interval for
the average effect of caffeine. Likewise, if there were fewer subjects, the con-
fidence interval would be wider. The widest confidence intervals in Figure
8.5 are for studies by Rosmarin and colleagues (1990), with 21 subjects, and
Eggertsen and colleagues (1993), with 23 subjects; only one study (Ammon
et al. 1983) had fewer subjects than these two.

The simplest way to combine the results of these 11 studies would be to
add up the average effects of caffeine on systolic blood pressure for the indi-
vidual studies and divide by 11 to get an overall average, then do the same for
diastolic pressure. But this approach doesn’t account for the fact that the
studies differ greatly in the precision of their estimates of effects of caffeine
on blood pressure. For example, the 1989 study by van Dusseldorp’s group
produced about the same average increase in systolic blood pressure with caf-
feine as the 1993 study by Eggertsen’s group, but the confidence interval for
the latter was much wider than that for the former, making the latter esti-
mate of the average effect of caffeine less reliable (Figure 8.5). Therefore,
meta-analysts generally calculate an overall effect size by using a weighted av-
erage of the mean effects from the individual studies. Studies with higher
precision are weighted more strongly than less reliable studies. For systolic
blood pressure, for example, the weighting factor for the 1989 van Dussel-
dorp study was about 0.24 and that for the 1993 Eggertsen study was about
0.004. If these were the only two studies, the estimate of the overall average
effect of caffeine wouldn’t be affected much by these different weighting fac-
tors because the means of the two studies were similar. But suppose the 1989
van Dusseldorp study, with a mean effect of +1.5 (caffeine increases systolic
pressure), and the 1990 Rosmarin study, with a mean effect of —1.8 (caffeine
decreases systolic pressure), were the only two available. The simple average
of these two values is —0.15. However, the estimate of the mean for the van
Dusseldorp study is more precise, so its weighting factor is larger than that
for the Rosmarin study, 0.24 versus 0.01. Therefore, the weighted estimate of
the average based on these two studies would be

0.24 X (1.5) + 0.01 X (~1.8)
0.24 + 0.01

= 1.4.
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This weighted average of 1.4 is much closer to the value of 1.5 from the van
Dusseldorp study than to the value of -1.8 from the Rosmarin study and quite
different from the simple average of -0.15. Appendix 2 discusses how these
weighting factors are determined, together with some related statistical issues.

Based on their meta-analysis, Jee and his colleagues (1999) concluded that
the overall effect of caffeine was to increase systolic blood pressure by about
2.4 units, with a 95% confidence interval of 1.0 to 3.7 units, and to increase
diastolic pressure by about 1.2 units, with a 95% confidence interval of 0.4 to
2.1 units. These values define an objective consensus based on the combined
results of the 11 individual studies. Because the 95% confidence intervals don’t
include zero, the meta-analysis provides reasonably convincing evidence that
caffeine has a meaningful effect on blood pressure, although this effect is rel-
atively small. Although nine of the individual studies showed greater systolic
or diastolic pressure for subjects drinking caffeinated coffee than for control
subjects, this effect was not significantly greater than zero in several cases.
Therefore, meta-analysis helps to resolve some of the uncertainty arising from
inconclusive or incompatible results of replicated tests of the same hypothesis.

Besides integrating results from various studies to reach a general conclu-
sion, meta-analysts explore reasons for the differences in results. Jee’s group
found few factors associated with variation in the results of the 11 studies that
they analyzed. For example, it didn’t matter whether control subjects drank
no coffee or decaffeinated coffee: the differences in systolic and diastolic
pressure between regular coffee drinkers and control subjects were similar in
both cases. Most of the other differences in experimental design also did not
affect the results. Two factors that were important were the average age of the
subjects and the amount of coffee consumed. Both systolic and diastolic pres-
sure were more affected by caffeine in studies with younger subjects, and ef-
fects of caffeine on systolic pressure (but not diastolic) were greater in studies
in which the subjects drank more coffee (the range for the 11 studies was 3 to
8 cups per day). The latter effect is particularly noteworthy because it implies
a dose-response relationship between the amount of coffee consumed and sys-
tolic blood pressure: the greater the dose of coffee, the larger the response.
Since physiological processes commonly show such patterns, evidence for a
dose-response relationship between coffee consumption and blood pressure
is consistent with fundamental mechanisms of physiology. Even without
knowing the specific biochemical processes by which cafteine increases blood
pressure, the existence of a dose-response relationship is stronger evidence
for a biological effect than simply demonstrating that blood pressure is higher
when caffeine is consumed than when it is not.

TIME AND THE EFFECT OF CAFFEINE ON BLOOD PRESSURE

The experiments discussed so far in this chapter lasted for 2 to 11 weeks, and
the meta-analysis of these experiments by Jee and his colleagues (1999) showed
that systolic pressure was about 2.4 units greater on average and diastolic
pressure was about 1.2 units greater on average when subjects were drinking
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regular coffee than when they were drinking decaffeinated coffee or not
drinking coffee at all. There have also been several experiments lasting less
than 24 hours that showed more dramatic effects of caffeine on blood pres-
sure. The reduced effect of caffeine after a few weeks illustrates a common
physiological response called acclimation: our bodies adjust to an environmen-
tal condition (regular consumption of caffeinated coffee) by less extreme physio-
logical changes (elevated blood pressure) as time goes on. What would this
process of acclimation to caffeine look like over a period of years instead of
weeks? Unfortunately, this question isn’t amenable to experimental study be-
cause few people would volunteer to be randomly assigned to drink a specific
amount of caffeinated coffee daily for several years or abstain from caf-
feinated coffee for several years. The only feasible way to address this ques-
tion is to use a prospective study, in which individuals with different charac-
teristics such as coffee-drinking habits are followed over time; a retrospective
study, in which individuals with different degrees of hypertension are asked
to recall their history of coffee drinking; or a similar nonexperimental ap-
proach. I introduced these types of studies in discussing the effects of vitamin
C and other antioxidants on memory loss with aging in Chapter 2. Because
subjects aren’t randomly assigned to treatment groups, there are inherent
ambiguities in interpreting the results of these types of studies that don’t
exist for a well-designed experiment. However, when an experiment is impos-
sible, we have to rely on evidence from such a comparative observational study.

In 1947, Caroline Thomas began a long-term study of medical students at
Johns Hopkins University that continues to provide a wealth of data on
many aspects of health and disease. About 1,000 students who graduated be-
tween 1948 and 1964 volunteered for the study. Researchers collected data
on the health and nutrition of these subjects while they were students; once
the students became physicians, they filled out questionnaires periodically for
up to 33 years. In addition to reporting their eating, drinking, and smoking
habits, the participants measured their own blood pressure yearly. In 2002, a
group led by Michael Klag (2002) analyzed the relationship between coffee
consumption during and after medical school and blood pressure throughout
the lives of these physicians. There were too few women (only 111) for statis-
tical analysis, so all results relate to the 1,017 white males who supplied data
beginning in medical school.

Eighty-two percent of the participants in this prospective study drank cof-
fee regularly, and the coffee drinkers used an average of 2 cups per day. Each
daily cup of coffee was associated with an increase of 0.21 units in systolic
blood pressure and 0.26 units in diastolic pressure, averaged over the entire
duration of the study. The effect on systolic pressure per daily cup of coffee
was less than half of the effect seen in experiments lasting 2 to 11 weeks as
summarized by Jee’s group in their meta-analysis (0.52 units/cup), but the ef-
fect on diastolic pressure was similar to that in the experimental studies (0.25
units/cup). In analyzing the long-term data from the prospective study of
medical students, however, Klag and his colleagues had to consider the possi-
bility that other factors might be associated with coffee consumption and
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might influence blood pressure because the medical students weren’t ran-
domly assigned to drink specific amounts of coffee. For example, “The heav-
iest coffee drinkers [as medical students] tended to be slightly older than the
men who drank less or no coffee [and] men who drank more coffee were
more likely to drink alcohol and smoke cigarettes” (2002:657). These other
factors could confound the apparent relationship between coffee consump-
tion and blood pressure, but an analysis taking these factors into account pro-
duced very little change in the amount of increase in systolic and diastolic
pressure that could be attributed to each daily cup of coffee.

"The most important conclusions of this study related to the long-term ef-
fects of coffee drinking on the likelihood of hypertension at age 60. Hyper-
tension, or high blood pressure, is associated with increased risk of heart at-
tack, stroke, and other cardiovascular diseases. About 28% of participants in
the Johns Hopkins study who drank coffee regularly during medical school
were diagnosed with hypertension at age 60, compared to 19% of those who
didn’t drink coffee during medical school. However, when these percentages
were adjusted to account for differences in smoking, alcohol use, exercise, de-
gree of obesity, and family history of hypertension, the relationship between
coffee and hypertension disappeared. This research by Klag’s group illus-
trates the complexities of interpreting results of prospective and other purely
observational studies, just as we saw for similar studies of antioxidants and
aging in Chapter 2. The Johns Hopkins study also illustrates the limitations
of relying solely on short-term experiments for understanding the full scope
of biological processes. Physiological responses to caffeine appear to differ, de-
pending on the time scale. At least for blood pressure, responses are strongest
immediately after drinking a cup of regular coffee, weaker when comparing
consumption of regular coffee to consumption of decaffeinated coffee or no
coffee for several weeks, and weakest when considering a lifetime of coffee-
drinking habits. Both rigorous experiments and careful analyses of long-term
observational data were necessary to show this range of effects.

HETEROGENEOUS RESULTS IN MULTIPLE STUDIES

In addition to blood pressure, coffee drinking has been linked to several
physiological processes that may affect health, and some of these links have
been studied sufficiently to warrant meta-analyses of their own. There has
been a great deal of interest in effects of coffee consumption on various types
of cancer (Tavani and La Vecchia 2001). There is some evidence that coffee
causes a modestly increased risk of bladder cancer, although this evidence is
disputable because there are confounding variables in many of these studies.
A large retrospective study published in 1981 suggested an association be-
tween coffee drinking and pancreatic cancer, but this association has not
been confirmed in subsequent studies. One of the most interesting hypothe-
ses has been that coffee actually protects against colorectal cancer. There are
several mechanisms through which this might happen. One dietary factor
that may contribute to colorectal cancer is compounds produced by cooking
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meat that induce mutations in the cells lining the digestive tract; coffee con-
tains substances that may inhibit the detrimental effects of these compounds.
Also, coffee causes a rapid increase in the activity of the colon, which causes
a desire to defecate in some people; clearing the digestive tract frequently may
reduce contact between the digestive lining and carcinogenic agents in food.
Partly because of the possibility that coffee drinking might be beneficial for
this aspect of digestive health, several researchers have studied relationships
between coffee consumption and colorectal cancer. In 1998, Edward Giovan-
nucci of Harvard Medical School reported results of a meta-analysis of these
studies.

As you might guess, there have been no experimental studies of coffee and
colorectal cancer. The nonexperimental research considered by Giovannucci
fell into two categories: prospective studies and retrospective studies. The
latter are also called case-control studies because a group of subjects with a
disease (cases) is compared to a group of subjects without the disease (con-
trols). The cases are often hospital patients; the controls may be other hos-
pital patients with different diseases or healthy people from the general
population. In either case, researchers usually attempt to match cases with
controls in terms of age, sex, and other basic characteristics. Giovannucci
found five prospective studies and 12 case-control studies suitable for his
meta-analysis. Six of the case-control studies used population-based controls
and six used hospital-based controls. Most of the studies that Giovannucci
excluded from analysis simply didn’t report results in quantitative form.

For each study that provided adequate data, Giovannucci classified sub-
jects in two ways: those who consumed high or low amounts of coffee and
those who were or were not afflicted with colorectal cancer. This relatively
coarse classification of coffee consumption was necessary because the various
studies reported the amount of coffee consumed in diverse ways. However,
Giovannucci’s “low” category represented 0 to 1 cup per day for most studies.
This two-way classification leads to calculation of relative risks as a standard
measure of the relationship between a factor such as coffee consumption and
the likelihood of acquiring a disease. This term was introduced in Chapter 6
in the context of risks of cancer in twins. In the case of coffee and colorectal
cancer, the relative risk of cancer as a function of coffee consumption is the
proportion of individuals with cancer among those with high consumption
divided by the proportion of individuals with cancer among those with low
consumption. A ratio greater than 1 suggests that coffee increases the risk of
colorectal cancer; a ratio less than 1 suggests that coffee protects against col-
orectal cancer.

Just as for the experimental studies of caffeine use and blood pressure, the
precision of an estimate of relative risk can be represented by a 95% confi-
dence interval. If this confidence interval is entirely above 1 or entirely below
1, there is justification for rejecting the null hypothesis that coffee has no ef-
fect on risk of colorectal cancer. In nonexperimental studies, however, this in-
terpretation may be compromised by confounding variables that are corre-
lated with a hypothetical risk factor. If these confounding factors actually
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cause the disease, a seemingly significant association between the hypotheti-
cal factor and the disease may be bogus. As discussed in relation to Klag’s
study of medical students at Johns Hopkins, coffee drinkers differ from non-
drinkers in many ways that could influence risk of colorectal cancer, as well as
hypertension. A partial solution to this problem is to adjust estimates of rela-
tive risk and their associated confidence intervals to take into account poten-
tially confounding variables. Describing precisely how this is done is beyond
the scope of this book, but the basic idea can be illustrated by the following
example. The likelihood of colorectal cancer increases with age. Suppose
older individuals are more likely to have a long history of heavy coffee drink-
ing than younger individuals. Then the risk of colorectal cancer can be ana-
lyzed in relation to both age and coffee drinking to estimate the separate and
independent effects of the two factors on risk. In principle, the same can be
done for any set of explanatory variables that we think might influence risk of
colorectal cancer. In practice, it’s usually not feasible to measure, or even
imagine, all of the variables that might be relevant, an idea that I introduced
in Chapter 2. In the various studies of coffee and colorectal cancer analyzed
by Giovannucci (1998), relative risks of cancer in response to high consump-
tion of coffee were adjusted to account for confounding variables such as age,
sex, diet, smoking, alcohol use, body weight, and so on, although different
confounding factors were considered in the various studies.

The most interesting result of Giovannucci’s analysis was that the overall
relative risk of colorectal cancer differed for case-control studies and prospec-
tive studies. For the 12 case-control studies, the average relative risk of can-
cer in the group with high coffee consumption was 0.72, with a 95% confi-
dence interval of 0.61 to 0.84. This means that people who drank relatively
large amounts of coffee were about 72% as likely to get colorectal cancer as
those who drank less coffee. Results for studies with hospital-based controls
and population-based controls were similar. For the five prospective studies,
however, the average relative risk in the group with high coffee consumption
was 0.97, with a 95% confidence interval of 0.73 to 1.29. This implies no ef-
fect of coffee consumption on the risk of colorectal cancer. For the entire set
of 17 studies, the average relative risk was 0.76 for high coffee drinkers, with
a 95% confidence interval of 0.66 to 0.89. This overall average was similar to
that for case-control studies alone because there were more case-control
studies that included larger numbers of afflicted individuals, so they were
weighted more heavily in the overall calculation.

Giovannucci interpreted these results as generally supportive of the hy-
pothesis that coffee protects against colorectal cancer. He argued that the
data from case-control studies were more credible because there were more
cases of cancer in these studies and because their results were more consistent
with each other than the results of the prospective studies. He also thought it
was important that this consistency occurred in studies done in nine different
countries on three continents. Giovannucci was fairly circumspect in his de-
tailed report of this analysis in the American Fournal of Epidemiology: “The re-
sults of this meta-analysis indicate a lower risk of colorectal cancer associated
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with substantial consumption of coffee, but they are inconclusive because of
inconsistencies between case-control and prospective studies, the lack of con-
trol for important covariates in many of the studies, and the possibility that
individuals at high risk of colorectal cancer avoid coffee consumption”
(1998:1043). However, in a half-page summary of this work published in the
journal Gut, Giovannucci dropped the caveats and simply stated, “Substantial
coffee consumption was associated with a lower risk of colorectal cancer in
the general population” (1999:597). Ekbom was even more enthusiastic in
an accompanying commentary: “Whatever the biological mechanism, coffee
drinkers are at lower risk of developing colorectal cancer compared with
those who have chosen or been forced into a life without this stimulus”
(1999:597).2

We should be cautious about accepting these conclusions at face value with-
out thinking more carefully about the different results of the case-control
and prospective studies. Although Giovannucci (1998) emphasized the case-
control results, which suggested that coffee drinking might protect against
colorectal cancer, he did so for the wrong reasons. He found more than twice
as many case-control studies as prospective studies for his meta-analysis, but
this was probably a simple consequence of the fact that case-control studies
are easier to do, not because they are more reliable. Prospective studies re-
quire much more planning and funding than case-control studies because
they necessitate a long-term commitment to follow their subjects. In addi-
tion, the larger number of diseased individuals typically included in case-
control studies than in prospective studies does not imply that estimates of
risk are more precise for the former, as Giovannucci assumed. In a prospec-
tive study, healthy individuals are selected to start with, and they are followed
for many years until some become diseased; in a case-control study, diseased
individuals are selected and compared with a control group. For relatively
uncommon diseases, it’s not surprising that the latter approach yields more
cases than the former. But prospective studies often have very large total
sample sizes, which can make risk estimates more precise even if the number
of subjects who get a disease during the study is relatively small.

The most important difference between prospective and case-control
studies is that there are greater opportunities for bias in the latter. The start-
ing point for a case-control study is often hospital patients with a disease
such as colorectal cancer. Because these studies are frequently done by re-
searchers affiliated with medical schools, the cases are usually patients in
large research hospitals, which is clearly not a random sample of people with
the disease. Controls may be other patients in the same hospitals with differ-
ent diseases; these individuals are obviously not representative of the general
population, and the comparison of cases and controls may be compromised
by bias in the selection of these subjects as controls. For example, a substan-
tial fraction of hospital-based controls might have cardiovascular disease. If
so, their physicians may have advised them to give up coffee. So the control
group might have lower coffee consumption on average than the cases, but
this wouldn’t have anything to do with the absence of colorectal cancer in the
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controls. Even when population-based controls are used, these are rarely se-
lected randomly from the general population but rather for convenience in
collecting data. Case-control studies often depend on recalled information
from subjects about dietary or other habits from the past, sometimes many
years in the past, which provides opportunities for error. For these reasons,
the philosopher Ronald Giere wrote, “Retrospective [case-control] studies
may provide a good reason to undertake other studies, either experimental or
prospective. Nevertheless, evidence for causal hypotheses based on retro-
spective data alone cannot be regarded as being as good as evidence based on
equally well-executed experimental or prospective studies” (1997:238). Thus
Giovannucci’s reliance on data from case-control studies to conclude that
coffee is beneficial for avoiding colorectal cancer seems misguided.

INCONCLUSIVE META-ANALYSES AND THE FILE DRAWER PROBLEM

At this point, we’re left with a large question mark about the relationship be-
tween coffee and colorectal cancer. Implications of the case-control and
prospective studies summarized by Giovannucci are discordant. I find the
prospective studies, which suggest that coffee has no effect on colorectal can-
cer, more convincing because of their somewhat greater rigor than case-
control studies. Giovannucci gives more credit to the case-control studies,
which suggest a beneficial effect of coffee on the risk of colorectal cancer, al-
though he does suggest that further prospective studies with large sample
sizes may help resolve the uncertainty. In fact, several additional studies of
both types were done in the 1990s (Piedbois and Buyse 2000). Most of these
studies were published after Giovannucci submitted his article to the Ameri-
can fournal of Epidemiology in July 1997. These new studies included a
prospective study of about 27,000 males in Finland (Hartman et al. 1998),
another prospective study of about 61,000 females in Sweden (Terry et al.
2001), and eight additional case-control studies. Figure 8.6 summarizes these
results. The average relative risks for the recent case-control and prospective
studies are 0.91 and 0.92, respectively. These are quite different from the av-
erage relative risk of 0.72 for the case-control studies analyzed by Giovan-
nucci but similar to the average of 0.97 for the prospective studies analyzed
by Giovannucci. The confidence intervals for the new studies of both types
overlap 1.0, suggesting no significant effect of coffee consumption on col-
orectal cancer. Since the early case-control studies are the single discrepant
group of the four shown in Figure 8.6, the most reasonable inference is that
biases in these early studies may be responsible for their unusual results.
Therefore, we should tentatively accept the null hypothesis that coffee con-
sumption has no beneficial or detrimental effect on colorectal cancer, al-
though additional data might change the picture again.

This example shows how the conclusions drawn from a synthesis of re-
search on a particular hypothesis may change as new studies are incorporated
in a meta-analysis. However, one of the biggest concerns about misleading
meta-analyses is not that new published studies may alter conclusions but
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Figure 8.6. Meta-analysis of four sets of studies of the relationship between coffee
consumption and risk of colorectal cancer. The original studies were those analyzed
by Giovannucci in 1998. There were 12 case-control studies and five prospective
studies, which contributed 20 and 13 estimates of relative risk, respectively, to Gio-
vannucci’s meta-analysis (some studies presented results for males and females sepa-
rately, others for colon and rectal cancer separately). The new studies were published
between 1992 and 2001 and provided 13 estimates of relative risk from case-control
studies and four estimates from prospective studies (Hartman et al. 1998; Piedbois
and Buyse 2000; Terry et al. 2001). The dot for each type of study is the overall aver-
age for that type; the horizontal lines show the 95% confidence intervals.

rather that unpublished studies might influence conclusions if they could be
found and added to the meta-analysis. The main reason for this concern is
the general belief that studies with dramatic or at least statistically significant
results are more likely to be published than studies that don’t produce evi-
dence for rejecting a null hypothesis. Much research is done by graduate stu-
dents and reported in their theses or dissertations. If they get negative results
(e.g., no significant difference between a treatment and control group), they
may not be strongly motivated to try to publish these results or they may be
discouraged by their mentors from trying to do so. Journal editors may also
be less likely to accept articles that report negative results. As a consequence,
the literature readily available to a meta-analyst may be biased in showing
significant effects. Therefore, a meta-analysis may produce a strong but in-
correct conclusion if studies with negative results are not included. This is
called the file drawer problem because a large proportion of studies with nega-
tive results may be sitting in filing cabinets in the offices of researchers, in-
visible to someone who wants to synthesize the literature through a meta-
analysis (Sharpe 1997).

The file drawer problem is not a great concern for the example of coffee
and colorectal cancer because the consensus from all published studies was
that there was no relationship between these two factors (Figure 8.6). Un-
published studies, which are likely to confirm the lack of a relationship,
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wouldn’t change this conclusion. However, when meta-analysis implies a sig-
nificant result, it’s important to think about how many unpublished studies of
the problem might exist and whether including them might change the con-
clusion. Some meta-analysts go to great lengths to unearth unpublished
studies: tracking down theses and dissertations, requesting reports from pub-
lic health departments, and contacting colleagues who might know of studies
that were never published.

CONCLUSIONS

This chapter introduced a smorgasbord of statistical methods that are impor-
tant for interpreting research in biology and medicine. You may be somewhat
disgruntled by the fact that we couldn’t reach a very strong conclusion about
either beneficial or detrimental effects of coffee despite suffering through
these complex and abstract statistical analyses. Caffeine apparently has a
small effect on blood pressure, but there is no solid evidence that a lifetime of
coffee drinking increases the risk of hypertension when other factors that also
affect hypertension are considered. Despite initial enthusiasm for the hy-
pothesis, the general consensus from studies done through 2001 is that there
is no significant relationship between coffee consumption and colorectal can-
cer. Nevertheless, the methods discussed in this chapter are important be-
cause they are used in medical and nutritional studies that are reported daily
in the scientific literature and that are summarized frequently in the popular
press. A news account may not use the term “meta-analysis” in describing a
synthesis of individual research studies, but that is frequently what the story
is about. The synthesis may involve experimental studies or prospective stud-
ies or case-control studies, each of which has strengths and limitations that
were discussed in this chapter and elsewhere.

For some medical topics, meta-analyses of large numbers of studies have
been quite decisive in influencing standards of care. For example, a group of
researchers at Oxford University in Great Britain has done a series of meta-
analyses of experiments to test the hypothesis that aspirin and compounds
with similar physiological effects reduce the risk of heart attack and stroke.
Many of these were long-term experiments with large sample sizes; the most
recent meta-analysis, published in January 2002, summarized the results of
287 studies with more than 200,000 total patients (Antithrombotic Trialists’
Collaboration 2002). The general conclusion of these analyses was that low
doses of aspirin protect against various kinds of cardiovascular disease in
high-risk patients; this conclusion has been widely accepted by practicing
physicians, who prescribe aspirin to many of their patients.

For other topics, large-scale meta-analyses of contentious hypotheses have
produced reasonably definitive conclusions, although these conclusions have
not yet led to a paradigm shift among physicians. For several decades, physi-
cians have recommended that patients reduce their intake of salt in order to
reduce blood pressure and the risk of hypertension. The dogma that salt is
detrimental for cardiovascular health was based on a variety of evidence, in-
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cluding experiments in which blood pressure was compared between people
placed on low-salt diets or normal diets. Graudal and colleagues (1998) at the
University of Copenhagen in Denmark reported a meta-analysis of 104 such
experiments. About half of the experiments used subjects with hypertension;
the other half used subjects with normal blood pressure. For individuals with
hypertension, reducing salt intake apparently has a small but significant bene-
ficial effect on blood pressure. For subjects with normal blood pressure, how-
ever, the meta-analysis of Graudal’s group showed no average reduction in
blood pressure from low-salt diets. The implications of this have been hotly
debated by participants in the salt controversy, as described by Gary Taubes
(1998), but widely ignored by physicians, who still recommend reducing salt
intake to their patients regardless of whether they have hypertension or not.

The most interesting conclusion from these many experiments, however,
is not the calculation of an average effect of salt reduction on blood pressure
but rather the discovery that individuals seem to differ in sensitivity to salt.
Most individuals have little or no change in blood pressure when they reduce
salt intake, but some have a large decrease on the same low-salt diet. This
produces a lot of variability in the results of experiments, which makes it dif-
ficult to detect a small but significant overall effect of salt on blood pressure.
But this individual variation in salt sensitivity opens up new avenues of re-
search, which may eventually lead to a clearer understanding of how salt
affects our physiology and to more effective means of preventing and treat-
ing hypertension.
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Chapter 9

How Will Climate Change Affect the
Spread of Human Diseases?

Models and the Perils of Prediction

"The Los Angeles Times reported in May 2002 that owners of ski resorts in Aus-
tralia were buying new equipment to make snow worth $20 million in antici-
pation that global warming would cause reduced snowfall. This story indicates
that a wide range of people has come to accept the fact that contemporary
human activities affect global climate patterns. These people include not
only virtually all scientists but also an increasing number of astute business
leaders. Humans influence global climate in many ways, but the most famil-
iar is the greenhouse effect. Earth is heated by solar radiation. Much of this is
reflected back into space, but carbon dioxide and other compounds in the at-
mosphere absorb some of the solar radiation that has been reflected from
Earth’s surface. Thus some of the energy supplied by the Sun is retained in
Earth’s atmosphere. In fact, climatologists estimate that a hypothetical Earth
without an atmosphere would be cooler by about 33 degrees Celsius ("C).!
Burning fossil fuels releases carbon dioxide (CO,) into the atmosphere, and
the increased amount of CO, has been well documented (Figure 9.1). More
carbon dioxide in the atmosphere implies greater heat retention, which
causes increased temperatures at Earth’s surface, as well as altered patterns of
precipitation (Mahlman 1998).

There is abundant and diverse evidence that global climate change has al-
ready occurred in association with an increase of about 30% in atmospheric
concentration of CO, since 1880. The average surface temperature of Earth
has increased by about 0.6°C in the last century, and several of the warmest
years on record occurred during the 1990s. The average sea level worldwide
increased by 10 to 20 centimeters (4 to 8 inches) during the twentieth cen-
tury. The thickness of ice sheets at the North Pole decreased by about 40%
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Figure 9.1. Aumospheric concentration of carbon dioxide in parts per million mea-
sured monthly at the Mauna Loa Observatory on Hawaii from 1958 through 2001.
Researchers selected this site to monitor CO, because it is far removed from local
sources of CO, emissions, such as power plants that are burning fossil fuels, so the
data better reflect average atmospheric conditions in the northern hemisphere. The
regular cycles illustrated in this figure represent increases in CO, during winter, when
many plants are dormant, and decreases during summer, when they are using CO, in
photosynthesis. An obvious increasing trend from year to year is superimposed on
these seasonal cycles. Data from the Carbon Dioxide Information Analysis Center at
Oak Ridge National Laboratory (http://cdiac.esd.ornl.gov/home.html).

between 1970 and 2000. Glaciers on tropical mountains are receding rapidly,
and many are expected to disappear in the next 20 years. Droughts and severe
storms have become more intense in recent decades. The average growing
season in Europe has increased by about 11 days since 1960 (IPCC 2001; Jo-
hansen 2002). The biological effects of these changes in global climate are
numerous and manifest, ranging from changes in the timing of reproduction
of some species to altered distribution patterns and extinctions of others (see
Chapter 4 for effects of global climate change on frog populations).

Carbon dioxide concentration in the atmosphere is increasing at a rate of
about 1.5 parts per million per year. This seems like a minuscule amount, but
if this rate of increase continues, the concentration in about 60 years will be
twice that in 1750, near the beginning of the Industrial Revolution. Perhaps
more telling, researchers have been able to estimate concentrations of CO,
over long time periods by cutting cores from the thick ice sheets in Antarc-
tica and Greenland and analyzing air bubbles trapped in the ice IPCC 2001).
This work has shown that present levels of CO, in the atmosphere are greater
than any experienced on Earth in the past 420,000 years, and the rate of
change in the last 100 years is unprecedented. Other evidence suggests that
atmospheric levels of CO, may be greater now than at any time during the
past 20 million years!

Although the general mechanisms of global climate change are well under-
stood and some of the initial effects have been well documented, predicting
future effects is much less certain and consequently more controversial. Sci-
entific predictions about the future are usually derived from a model of some
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kind, so thinking about the structure and assumptions of models is important
for evaluating their predictions. Of course, models and the process of predic-
tion have much broader scope in science than simply trying to forecast future
climate conditions. Some general discussion of these ideas will be helpful in
setting the stage for more detailed discussion of the use of models in predict-
ing impacts of increased CO, in the atmosphere.

PREDICTION

Whether associated with a formal model or not, prediction is a fundamental
part of the scientific process because testing predictions is the basic means of
evaluating hypotheses. An hypothesis may lead to predictions about how an
experiment will turn out, so the predictions can be tested by performing the
experiment to see if the results are consistent with the hypothesis. An hy-
pothesis may also lead to testable predictions about new observations that can
be made under natural conditions. For example, Steven Austad (1993) used
an evolutionary hypothesis of senescence to predict that opossums on an island
lacking predators would live longer and age more slowly than opossums on
the nearby mainland. Since he made the prediction before knowing anything
about the life span of opossums on the island, he could test it by initiating a
study of these opossums (see Chapter 7). One pitfall of some observational
studies in biology is the temptation to invent an hypothesis that is tested by
“predicting” something that is already known and in fact was the basis for
making the hypothesis in the first place. This isn’t really prediction, but
simply circular reasoning, and hypotheses built on this foundation have little
credibility. For example, if Austad had first compared opossums on the main-
land and island, and found that they had no predators and lived longer on the
island, and then had come up with an evolutionary hypothesis to explain this
relationship, he would have had to test the hypothesis in a different area or
with a different species to avoid circular reasoning. It is often reasonable,
however, to test an hypothesis by making a prediction about something that
occurred in the past, as long as that event isn’t known when the prediction is
made. Paleontology is a very active area of current research, and new fossil
discoveries often provide strong tests of hypotheses about processes of evolu-
tion. For example, scientists have hypothesized that whales and dolphins
evolved from a particular group of hoofed terrestrial mammals, or ungulates,
and several fossils found recently in Pakistan and nearby areas support this
hypothesis because the fossils have a mixture of cetacean and ungulate char-
acteristics (see Chapter 1).

Predicting the future can also be used to test hypotheses, but this has its
own special difficulties. Unlike setting up an experiment or traveling to an is-
land to study opossums in order to test an hypothesis, we have to wait to see
if predictions about the future come true or not. Depending on the time scale
of the predictions, it may take years or decades before questions about the hy-
pothesis are resolved. For example, models of global climate change typically
predict that average surface temperatures on Earth will increase by 1.5° to
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4.5°C when CO, in the atmosphere reaches twice its preindustrial concentra-
tion, which is likely to occur before the end of the twenty-first century if cur-
rent rates of fossil fuel use continue. This is a broad range of potential tem-
perature changes, and climatologists expect that it will take several years to
refine their models to make more precise predictions. Even when more pre-
cise predictions are possible, testing them by seeing what happens on the real
Earth, as opposed to the virtual Earth represented in the models, will take a
few decades.

"This is a serious dilemma because policy decisions are linked to the pre-
dictions. The urgency of taking action to reduce CO, emissions depends on
the validity of predictions about climate change, but these predictions can’t
be conclusively assessed for several years, at the earliest, by which time it may
be too late to take effective action to avert the undesirable consequences of
climate change. This uncertainty is frequently used as an excuse to justify in-
action by some politicians and economists, especially in the United States,
which is responsible for about 22% of global CO, emissions although it has
only 5% of the world’s total population (Johansen 2002). I'm not suggesting
that this excuse is legitimate. In fact, a strong moral case can be made for the
truly conservative position that, if there is a significant likelihood of more
than minimal global climate change in the next century, we have a responsi-
bility to our descendants to take action now to mitigate those changes.? But
environmentalists like myself who take this position must accept the inherent
uncertainties of trying to predict the future.

There is a more fundamental sense in which predicting the future is per-
ilous. No prediction stands on its own, independent of an hypothesis or
model. Unlike prophecies, which are absolute and unconditional, scientific
predictions always take the following form: if a set of conditions is true, then
something is predicted to happen. The conditions that lead to the prediction
are encompassed in the hypothesis or model and may be relatively simple or
extremely complex. If some of the conditions are false, the link between the
hypothesis and the prediction is broken and the prediction isn’t justified. Be-
cause of this link, predictions shouldn’t really be stated without reference to
the conditions of the hypothesis or model from which they are derived. For
example, one prediction that underlies models of global climate change is
that CO, concentration in the atmosphere will double from preindustrial lev-
els by about 2060. This prediction is based on the assumption that current
rates of emission of CO, into the atmosphere by the burning of fossil fuels
and deforestation will continue for the next 60 years. It is also based on sev-
eral assumptions about transfer of CO, from the atmosphere to the oceans
and to terrestrial vegetation. These transfers account for about half of the
total amount of CO, added to the atmosphere at current rates of fossil fuel
burning and deforestation (i.e., the net increase of CO, in the atmosphere
each year is only about half of what it would be if some of the added CO,
wasn’t taken up by ocean water and terrestrial plants; IPCC 2001). If rates of
CO, emission change or if transfer processes among the atmosphere, oceans,
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and terrestrial vegetation change, the prediction that atmospheric CO, con-
centration will double by 2060 is no longer valid.

Unfortunately, predictions are often divorced from the conditions on
which they are based, especially in the popular press. Sometimes this occurs
because the conditions are very complex; other times the conditions are
poorly understood, even by scientists. Nevertheless, it’s always worth think-
ing critically about the assumptions that underlie any prediction and not
simply relying on the claim of an expert authority that they are reasonable.

Thus predictions are always conditional on a set of assumptions. For this
reason, predictions about the future always carry a degree of uncertainty, and
the amount of uncertainty, increases as we try to predict farther and farther
into the future. A different example may help clarify this unsettling situation.
In recent years, various economists have predicted performance of the U.S.
stock market for the next 10 to 20 years. These predictions range from the
tripling of the Dow Jones industrial average to a market that gradually de-
clines and remains well below its peak of the late 1990s for many years. These
very different predictions are based on different assumptions about economic
conditions, and there is no obvious reason why the most optimistic predic-
tion is more or less plausible than the most pessimistic. Despite all the
historical data that exist and despite the sophisticated modeling efforts of
economists, future performance of the stock market is fundamentally un-
knowable. Thus all responsible financial advisors recommend that you em-
ploy a bet-hedging strategy and diversify your investments: put some money
in the stock market in case it does very well, but put other money in bonds or
other investments that may give an adequate return if the stock market does
very poorly.

There is much greater consensus among climatologists about global cli-
mate change than among economists about future performance of the stock
market, but predictions of climate in 50 to 100 years still carry some uncer-
tainty because intervening conditions might change in unexpected ways. For
example, emissions of CO, and other greenhouse gases would change dra-
matically following a global nuclear war or an epidemic that decimated the
human population, but models of global climate change don’t consider these
possibilities. Even if atmospheric concentrations of CO, continue to increase
at the current rate, a gradually changing climate could trigger a change in
ocean currents, which might produce sudden and substantial decreases in
worldwide temperatures. In fact, Kenton Taylor (1999) documented dra-
matic temperature changes in less than 20 years as recently as 12,000 years
ago by studying ice cores from Greenland.

MODELS

Models lead to predictions that can be tested, but just what are models in sci-
ence? The philosopher Ronald Giere (1997) defines a model broadly as a rep-
resentation of the real world and uses maps as a basic illustration of models.
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Many different kinds of models are used in science, ranging from verbal to
pictorial to physical to quantitative models. Maps and diagrams are pictorial
models; for example, Figure 9.2 shows a pictorial model of the global carbon
cycle, illustrating both natural and anthropogenic (human-caused) transfers
of carbon among the atmosphere, living organisms on land, and the oceans.
One very important physical model in the history of biology was the scale
model of DNA built by James Watson and Francis Crick in the early 1950s,
which enabled them to elucidate the structure of the molecule that carries ge-
netic information for all living organisms.

We'’ve talked a lot about hypotheses and hypothesis testing in previous
chapters, so we need to consider the relationship between models and hy-
potheses. Various authors define this relationship differently, but I think the
most useful characterization is to say that a model is essentially a kind of hy-
pothesis in which the assumptions are more explicit or the relationships are
more specific or more detailed than in hypotheses not expressed as models.
One important advantage of building models, especially quantitative models,
is that it forces researchers to think more clearly about their assumptions.
What assumptions are really necessary for a model and what assumptions can
be dispensed with? How do predictions depend on changes in the assump-
tions? I don’t want to imply that models are completely transparent—they
can be compromised by hidden assumptions just like the most casual of hy-
potheses. But models often make the relationships between assumptions and
predictions clearer, which promotes understanding.?

Models can be classified along several dimensions. In particular, quantita-
tive models take many different forms. I'll consider four quantitative models
to illustrate some of this variety, starting with the most complex and pro-
ceeding to the simplest. This strategy may seem perverse, but I’'m not going
to discuss the most complex type of model in detail because it involves chem-
istry and physics rather than biology. However, this general model of global
climate change is the foundation for two of the biological models that follow,
so I need to say a few things about it.

Models of global climate change are called general circulation models be-
cause they use equations to represent the circulation of substances through-
out the atmosphere and explain the resulting heating and cooling of the
atmosphere. As explained by J. D. Mahlman, “That early model [1965], as
well as all of today’s models, solves the equations of classical physics relevant
for the atmosphere, ice, ocean, and land surface” (1998:89-90). Although
based on fundamental equations, the models are very complex because the
atmosphere is divided into a series of cells that cover the entire surface of
Earth and it takes thousands of equations to represent processes occurring
within and between cells. Current models divide the atmosphere into 10 to
30 layers over each block of 62,000 square kilometers of Earth’s surface
(about the size of West Virginia). Therefore, the models are typically ex-
plored by using the fastest supercomputers available. There are about 10 inde-
pendently developed models in use by various research groups around the
world; the summary assessments of the Intergovernmental Panel on Climate
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Figure 9.2. A schematic illustration of the global carbon cycle. The amounts of carbon
in each compartment are expressed with reference to the amount in the atmosphere.
For example, there is three times as much total carbon in soil and terrestrial plants
(3x) as in the atmosphere (1x). The arrows indicate transfers of carbon between com-
partments. For example, plants use carbon dioxide in photosynthesis, so this process
transfers carbon from the atmosphere to terrestrial plants. Two anthropogenic
processes are contributing to the increased CO, concentration in the atmosphere il-
lustrated in Figure 9.1: burning of fossil fuels and deforestation. These processes are
shown by the bold arrows. See Reeburgh (1997) for more detailed information.

Change (IPCC) are based on these 10 models plus about 20 more that have
been derived from them.

The models are typically refined by seeing how well their output corre-
sponds to trends in temperature and other climatic variables that occurred
during the twentieth century. Figure 9.3 illustrates this process. Despite
year-to-year variation in average recorded temperatures, the output of the
models based on increasing atmospheric CO, measured during the twentieth
century match observed temperature trends fairly well.

In terms of future climate, IPCC (2001) considered several scenarios for
emissions of CO, and other greenhouse gases during the twenty-first century
to predict that average temperature in 2100 would probably be between 1.4°
and 5.8°C higher than in 1990. Continued reliance on fossil fuels will lead to
temperatures near the high end of this range; switching to renewable sources
of energy will lead to temperatures near the low end (this is an oversimplifi-
cation of the scenarios, but it includes their essential features). Andronova
and Schlesinger (2001) recently did an analysis that suggested that the 90%
confidence interval (see Chapter 8) for temperature increase by 2100 is wider
than the range from 1.4° to 5.8°C considered likely by the IPCC in its 2001
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Figure 9.3. Consistency of a standard model of global climate change with tempera-
ture changes on Earth between 1860 and 2000. In all three panels, the dark lines are
the recorded temperature data and the gray regions represent the predictions of a
general circulation model. The model in panel (A) includes only the natural processes
of annual variation in solar radiation and volcanic activity; the model in panel (B) in-
cludes only effects of human activity such as emission of greenhouse gases; the model
in panel (C) includes both natural and anthropogenic processes and appears to fit the
full range of data best. Zero on the vertical axis represents average global surface tem-
perature between 1880 and 1920. Reprinted with permission from Figure 4 of Climate
Change 2001: The Scientific Basis, by IPCC, copyright ©2001 by the Intergovernmen-
tal Panel on Climate Change.

report. According to Andronova and Schlesinger, the 90% confidence inter-
val for temperature increase by 2100 is 1.0° to 9.3°C. Note that the extension
is greater at the high end than at the low end and that an increase near 9°C
(16°F) would make for an extremely hot world for our grandchildren.
General circulation models lead to a host of additional predictions about
climate that are more alarming than this one. The rate of temperature in-
crease is expected to be much greater than that which has already been seen in
the twentieth century and will probably be greater than at any time in the past
10,000 years. Because the models work by dividing the atmosphere into cells
above sections of Earth’s surface, they predict regional differences in response
to increased greenhouse gases. For example, temperatures in the northern
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parts of Asia and North America, especially in winter, are predicted to in-
crease more than the overall global average of 1.4° to 5.8°C. There will prob-
ably be greater average precipitation worldwide, but some areas will be drier
than they are at present and other areas will be much wetter. Perhaps more
important, storms and droughts will probably be more intense and there will
be greater year-to-year variation in precipitation than there is now. The aver-
age sea level will increase by 0.1 to 0.9 meters (4 to 35 inches) by 2100, inun-
dating coastal areas worldwide. Ice caps and glaciers will continue to shrink
and disappear. If the West Antarctic ice sheet collapses, as parts of the Larsen
ice shelf did in 1995 and 2001, there may be a sudden and dramatic increase
in sea level, which would have catastrophic consequences throughout the
world (IPCC 2001; De Angelis and Skvarca 2003).

There is a high degree of consensus among climatologists and other re-
searchers about these predictions of global climate change, for several reasons.
First, the models are based on physical and chemical mechanisms that are
very well understood. These mechanisms are supported by a large amount of
experimental and observational evidence, which gives the models inherent
plausibility. Second, climate changes that have already been observed in the
twentieth century are consistent in detail with the models. Although “pre-
dicting” the known past isn’t a strong test of a model compared with predict-
ing the unknown future, the concordance between predictions of general cir-
culation models and climate trends in the twentieth century supports the
general hypothesis that changes in greenhouse gases influence climate. Third,
the fact that several different models of future climate change produce simi-
lar predictions has contributed to agreement among scientists about the
prospects of global climate change. The seemingly wide range of predictions
for probable average global temperature in 2100 comes from exploring dif-
ferent scenarios for controlling emissions, not from applying different mod-
els to the same scenario. It’s also worth noting that none of the 30+ models
considered by the IPCC (2001) predicts that average temperature will be the
same or lower in 2100 than today.

Despite the broad consensus about global climate change, there is still un-
certainty about some aspects of climate models that climatologists will ad-
dress in future work. Some of the most important concern the role of clouds,
air pollution by particulate matter, and the oceans as a sink for carbon added
to the atmosphere (Mahlman 1998). General circulation models predict in-
creased water vapor in the atmosphere, which means more clouds. If these
clouds are relatively low in the atmosphere, they would reflect solar radiation
back into space and put a brake on global warming. If they are higher in the
atmosphere, they would reflect infrared radiation from Earth back toward
Earth’s surface, acting as a positive feedback mechanism for global warming.
The problem is that no one knows which of these possibilities is more likely.
Similarly, sulfate particles released by burning fossil fuels mainly reflect solar
radiation, whereas carbon particles released in fires mainly absorb solar radia-
tion; these forms of air pollution would have opposite effects on global warn-
ing, but it’s not clear which is dominant. Finally, the transfers of carbon be-
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tween the atmosphere and the oceans aren’t thoroughly understood, nor are
the potential effects of global climate change on circulation patterns in the
ocean. Both of these processes could have either positive or negative feedback
effects on global warming.

Although models of global climate change are very complex, analyses of
many of the possible biological effects of climate change are even more chal-
lenging. These include changes in the size and location of natural habitats, in
behavior and physiology of organisms, and in abundance and distribution of
species. They also include effects on agriculture and on human health. Some
argue that agricultural effects of climate change will be beneficial. Because
carbon dioxide is a basic resource for photosynthesis by plants, an increase in
carbon dioxide should enable plants to grow faster, increasing crop yields.
This argument is undoubtedly too simplistic because climate change may
also benefit pests and weedy competitors of crop plants, so the net effect on
agricultural productivity is unclear. The argument also ignores the predic-
tion of regional differences in climate change. Some regions will experience
more severe droughts, which will probably negate any potential contribution
of increased CO, to greater crop yields.

Various authors have suggested a wide range of possible effects of global
climate change on human health, from increased deaths due to heat stress to
the adverse consequences of migration out of areas that become uninhabit-
able as temperatures increase (Martens 1999; Epstein 2000). The most dra-
matic effects will probably be associated with diseases that become more
widespread in conjunction with environmental conditions favorable for disease-
causing organisms. In particular, tropical diseases may expand beyond the
tropics with warmer temperatures and greater precipitation in temperate
areas. Malaria has evoked particular concern because it is responsible for so
much morbidity and mortality, especially in Africa. In 1998, for example,
there were an estimated 273 million cases of malaria worldwide, with 1 mil-
lion deaths, mostly of children younger than 5 (Rogers and Randolph 2000).
Because of the devastating effects of malaria in some parts of the world and
because the biology and ecology of the disease are fairly well understood, re-
searchers have developed models to predict the effects of global climate
change on the distribution of malaria. Will malaria become more widespread
with changing temperature and precipitation patterns across the globe? If so,
what new regions will see an increase in malaria? Alternatively, could global
climate change cause the range of malaria to contract? Two different types of
models have been used to address these questions, which makes this a good
example of contrasting approaches to modeling in biology, especially since
the models make very different predictions.

A MECHANISTIC BIOLOGICAL MODEL OF THE GEOGRAPHY OF MALARIA

Before describing the first model, I should provide some background infor-
mation about malaria. The disease is caused by a single-celled, protozoan
parasite called Plasmodium. There are four species of Plasmodium, which pro-
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duce different forms of malaria; cerebral malaria caused by Plasmodium falci-
parum is the most damaging type and is responsible for most of the deaths at-
tributed to malaria. The parasites may be transmitted to a person who is bit-
ten by an infected mosquito. About 70 species of Anopheles mosquitoes are
known to be vectors for the protozoans that cause malaria (Martens et al.
1999). Hundreds or thousands of Plasmodium may be transferred to a human
host in one mosquito bite. In the human host, the parasites develop in the
liver and then reenter the bloodstream and invade red blood cells, where
cycles of asexual reproduction occur. During this process, the parasites de-
stroy the red blood cells, causing many of the symptoms associated with
malaria. Eventually, sexual forms of the parasite are produced and are taken
up by mosquitoes, feeding on blood; the life cycle is completed when these
sexual forms combine and produce a cell that develops into the stage that is
transferred to people.

Both malaria parasites and mosquitoes are affected by temperature and
moisture in various ways, so it’s natural to try to predict the effects of global
climate change on the distribution of malaria by linking predictions of cli-
mate models to the biology of the parasites and mosquitoes. A concept called
the basic reproduction rate of the parasite provides a starting point for model-
ing the dynamics of malaria. The basic reproduction rate of a disease organ-
ism can be defined as the average number of secondary infections that occur
following the infection of the first person in a population (May 1983). If the
basic reproduction rate is greater than 1, the disease can spread within the
population once it gets a foothold. Since we are interested in predicting
whether changing climate will cause malaria to spread, the basic reproduc-
tion rate is a key variable.

What determines the basic reproduction rate of a parasite? George Mac-
donald (1961) introduced this concept in the 1950s and developed an expres-
sion for the basic reproduction rate of malaria that is still in use today. In
fact, Pim Martens and several Dutch and British colleagues (1999) used Mac-
donald’s formula as a foundation for modeling the effects of global climate
change on the distribution of malaria.* This formula has three components:
the number of mosquitoes to which the parasite is transferred when mosqui-
toes bite an infected person when the person is infectious, the probability
that a mosquito lives long enough for the parasite to complete its incubation
period in the mosquito, and the number of people to whom the parasite is
transferred during the remaining lifetime of the infectious mosquito. The
product of these three terms is the basic reproduction rate of the parasite,
that is, the number of additional people that are likely to be infected once one
person has malaria. Let’s consider each of these terms individually.

The expected number of mosquitoes that will become infected from biting
an infected person is the biting rate (number of people bitten by an average
mosquito per day) times the number of mosquitoes per person in an area
times the average duration of infectiousness of a person carrying malaria
times the probability that the parasite is transferred successfully when a mos-
quito bites an infected person. For example, suppose each mosquito bites an
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average of 4 people per week, there are 10 mosquitoes per person, a person
with malaria is infectious for 3 weeks, and the chance of a mosquito picking
up the parasite when it feeds on a person is 25%. Then the expected number
of mosquitoes that will become infected is 4 X 10 X 3 X 0.25 = 30.

The expected number of mosquitoes that will become infected if there is
one infected person in a population depends on temperature because the bit-
ing rate is determined by how long it takes a mosquito to digest a blood meal,
which is shorter at higher temperatures. For example, in one common spe-
cies of mosquito there is no digestion below 10°C or above 40°C, and it takes
36.5 degree-days to digest one blood meal.’ If the average temperature on a
particular day is 30°C, this contributes 30 — 10 = 20 degree-days toward the
process of digestion of the meal (10 is subtracted from 30 because 10 degrees
is the minimum temperature for digestion). If the temperature is 30°C on the
next day, this contributes another 20 degree-days, for a total of 40, a bit more
than necessary for full digestion. Thus we would expect a mosquito that fed
at the beginning of a 30°C day to be ready to feed again near the end of the
second such day. But suppose average temperature is 35°C on the two days.
Then the amount of time necessary for full digestion is (36.5 degree-days)/
(35 degrees — 10 degrees) = 1.46 days, compared to 1.82 days at an average
temperature of 30°C. In this example, the biting rate at an average tempera-
ture of 35°C would be 7/1.46 = 4.8 bites/week, whereas the biting rate at
30°C would be 3.8 bites/week.

The second element of basic reproduction rate is the probability that an
infected mosquito will live long enough for the parasite to complete its incu-
bation period. During the incubation period, the mosquito does not transfer
parasites to people it bites because the parasites have not yet completed the
portion of their life cycle that occurs in the mosquito. If the daily probability
of survival of a mosquito is p and the incubation period of the parasite is T
days, the probability that an infected mosquito survives long enough to be-
come infectious to people is p X p X p ... (for T days) = p’. Both the daily
survival probability of mosquitoes (p) and the length of the incubation period
of parasites (1) depend on temperature. The former is less at higher temper-
atures but the parasites develop faster at higher temperatures, so the chance
that the mosquito will live long enough to become infectious increases as
temperature increases (Figure 9.4).

The final component of the basic reproduction rate is the number of
people infected by one infectious mosquito during its remaining life after the
parasite has completed its development. This equals the biting rate times the
probability that parasites are transferred successfully from the mosquito to a
person when the person is bitten times the life expectancy of the infectious
mosquito. Biting rate increases with temperature as described above, but life
expectancy decreases with temperature at the same rate because both depend
on the length of time it takes a mosquito to digest a blood meal. Therefore,
assuming that temperature doesn’t affect the likelihood of the successful
transfer of parasites from a mosquito to a person who is bitten, the third com-
ponent of the basic reproduction rate is independent of temperature.
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Figure 9.4. Key components of the biological model of the effects of temperature on
transmission of malaria presented by Martens and his colleagues in 1999. Panel A
shows the daily survival probability of mosquitoes (solid line, left axis, symbolized by
p) and the incubation time of Plasmodium falciparum parasites in mosquitoes (dashed
line, right axis, symbolized by T') in relation to average daily temperature. Panel B
shows the probability that parasites complete their incubation (p7) and the biting rate
of mosquitoes in relation to temperature. The product of these two terms is the trans-
mission potential, as discussed in note 6. Transmission potential increases by almost
80% with an increase in temperature from 20° to 21°C but by only 7% with an in-

crease from 35° to 36°C. The lines are plotted from 17° to 39°C because parasites don’t
survive outside this range.

If you’ve followed the development of the model so far, you may be think-
ing about a much more important problem—the apparent assumption that
moisture has nothing to do with the basic reproduction rate of malaria. It’s
common knowledge that mosquitoes need water to breed. Since global cli-
mate change includes precipitation patterns, as well as temperature, changes
in precipitation may have a big effect on the distribution and abundance of
mosquitoes and should be incorporated into the model.
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In fact, Martens and his colleagues (1999) did consider precipitation in
their model, although in a somewhat ad hoc way. African data suggested that
rainfall of at least 80 millimeters per month (about 3 inches) is required for
malaria to be continuously present, so Martens’s group assumed that 80 milli-
meters of rainfall per month for 4 successive months was necessary for sea-
sonal transmission of malaria. Since contemporary models of global climate
change predict monthly precipitation, as well as temperature, for various re-
gions of the world, Martens’s group used two criteria to predict the risk of
malaria in each specific region under future climatic conditions: (1) if pre-
dicted rainfall was greater than 80 millimeters for 4 or more successive months,
they based the estimate of transmission on predicted temperature in the re-
gion; (2) if there was no sequence of 4 months with predicted rainfall greater
than 80 millimeters, they assumed that there was no possibility of the trans-
mission of malaria regardless of temperature. Keep in mind that one predic-
tion of general circulation models is that some parts of the world, especially
in the tropics, will become drier in the twenty-first century, which might lead
to shrinkage of the range of malaria if the dryness causes precipitation to fall
below the threshold for mosquito reproduction.

One additional assumption made by Martens and his colleagues was that
the current global distribution of Anopheles mosquitoes would not change in
response to global climate change. At present, mosquitoes that are capable of
carrying malaria are much more widely distributed than the disease itself.
For example, Anopheles mosquitoes occur in most of the United States, all of
Europe, and much of Russia, although malaria is currently sporadic in these
areas. Finally, the researchers had no data indicating how temperature might
affect the abundance of mosquitoes, so they assumed that there would be no
relationship between temperature and abundance. They considered these as-
sumptions to be conservative. In other words, they thought that if they had
not had to make these assumptions, the predicted effects of climate change
on malaria would be even greater than with the assumptions. Why would this
happen? There is good evidence that increased temperature causes faster
reproduction in mosquitoes, which should increase their abundance. Unfor-
tunately, this can’t be effectively modeled at a global scale because of inade-
quate data on how population growth of mosquitoes responds to tempera-
ture, so Martens’ group assumed no relationship between temperature and
abundance in their model. As we saw in Chapter 6, all models in science rest
on assumptions. The key to using models successfully is not to try to elimi-
nate all assumptions, which is futile, but to make assumptions explicit and
think carefully about how they may influence the results.

Martens and his colleagues began the evaluation of their model by exam-
ining its consistency with the current worldwide distribution of malaria.
Large areas in eastern North America, Europe, Central Asia, and China have
climate conditions that are suitable for malaria, although they don’t have sig-
nificant problems with malaria now. Indeed, malaria was present in these
areas historically but was largely eliminated after World War II by mosquito
control and other public health measures. In a few areas, notably in the west-
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ern United States and western China, Anopheles mosquitoes are present but
climate conditions are unsuitable for malaria parasites. Finally, very small
areas on the Arabian Peninsula harbor malaria, although the model suggests
that they shouldn’t. The reason for this discrepancy is that monthly rainfall is
less than 80 millimeters; evidently mosquitoes don’t require quite this much
precipitation to sustain viable populations.

Martens and his colleagues used five scenarios of climate change based on
two different versions of a British general circulation model to predict the ef-
fects of climates expected in 2020, 2050, and 2080 on the distribution of
malaria. The results for the five scenarios were generally similar, so I'll dis-
cuss only those for the scenario based on the most current and most detailed
climate model. The results were expressed in terms of a relative measure of
the risk of malaria called transmission potential.® Except for a few tiny areas
(e.g., in Namibia in the southern part of Africa), the transmission potential
was greater under future climate conditions than under current conditions.
Transmission potential increased the most in temperate areas of North
America and Europe because “an increase of, for example, 1°C around the
minimum transmission temperature causes a larger increase of the transmis-
sion potential than the same increase at higher temperatures” (Figure 9.4;
Martens et al. 1999:599). The researchers also considered the likely effects of
climate change on the length of time each year that people would be vul-
nerable to malaria. Areas such as the United States and Europe would proba-
bly experience epidemics or seasonal transmission, whereas year-round trans-
mission would primarily occur in tropical areas. However, the model suggests
that in Africa the area at risk of year-round transmission would decrease and
the area at risk of seasonal transmission would increase from current condi-
tions. The reasons are that climate models predict that precipitation will de-
crease in some parts of Africa and that mosquitoes require adequate moisture
to reproduce. Unfortunately, this isn’t necessarily a reason for optimism be-
cause individuals can develop and maintain partial immunity to malaria when
there is continuous transmission. Therefore, populations may experience
more adverse effects from regular seasonal transmission of malaria than from
year-round transmission.

Martens and his colleagues linked the results of their model of the geogra-
phy of malaria to predictions of population growth in various regions of the
world to conclude that the number of people at risk of acquiring malaria
would increase by about 20% between now and 2080. Two-thirds of this in-
crease, amounting to 300 million people, would be at increased risk of cere-
bral malaria, which is responsible for most deaths. Many of these additional
people would live in North America or Europe, and a skeptic might argue
that malaria could be kept under successful control in these developed coun-
tries. However, social changes are even more difficult to predict than biolog-
ical and climatological changes, so assuming that the public health infrastruc-
ture in North America and Europe will remain as effective in 2080 as it is
today is risky. Indeed, malaria has recently become endemic in three south-
ern Asian countries (Azerbaijan, Tajikistan, and Turkey), where the public
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health system has broken down. The researchers summarize their response to
our hypothetical skeptic as follows:

With planning and development of adaptation capacity, increases in disease in-
cidence associated with climate change may be largely prevented. However,
many of the current technical, socio-economic, and political barriers to success-
ful prevention and control will also apply in the future. In most poor developing
countries, the malaria burden of climate change will therefore be left unmiti-
gated or be mitigated at high cost to the economy. In either case, the sustain-
ability of human health and well being would be in greater jeopardy as without
a human induced climate change. (Martens et al. 1999:5105)

In recent decades, malaria has become more common at high elevations in
Africa, Latin America, and some parts of Asia. Paul Epstein (2001) has inter-
preted this development as evidence that global climate change is already in-
creasing the risk of tropical diseases because the increased incidence of
malaria at elevations above 1,500 meters (5,000 feet) parallels other climate-
related changes on tropical mountains, such as the shrinkage of glaciers and
the extension of the ranges of some plants to higher elevations. This inter-
pretation has been challenged, however, because several other changes have
also occurred that could be responsible for the expansion of malaria into
tropical highland areas: immigration of people into the highlands; deforesta-
tion, which creates a more suitable habitat for mosquitoes; social upheaval,
leading to the deterioration of public health measures such as mosquito con-
trol; and increased resistance of parasites to antimalarial drugs.

The best evidence for an association between climate changes that have
already occurred and increased incidence of malaria comes from a study in
the Northwest Frontier Province of Pakistan by M. J. Bouma and colleagues
(1996). This part of Pakistan is among the most northerly areas in the world
subject to cerebral malaria. During the 1980s, the number of cases increased
from fewer than 1,000 to more than 25,000 per year. Bouma’s group analyzed
the relationship between the incidence of cerebral malaria and several
weather variables for the period from 1978 through 1993 because mosquito
control procedures were relatively consistent during this time. Thus, the re-
sults would not be confounded by changes in control operations. Cerebral
malaria is most common in the fall in northwestern Pakistan, and Bouma’s
group found that warmer and wetter falls were associated with more cases of
cerebral malaria.

A DESCRIPTIVE STATISTICAL MODEL OF THE GEOGRAPHY OF MALARIA

David Rogers and Sarah Randolph of the Department of Zoology at Oxford
University took a very different approach in modeling the effects of global
climate change on the distribution of malaria than the biological model de-
veloped by Martens and his colleagues. Rogers and Randolph (2000) argued
that not enough information was available to justify the biological model. In
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particular, they were skeptical of the fact that Martens’s group didn’t consider
the effects of climate on the numerical abundance of mosquitoes but only a
relationship between rainfall and the presence or absence of mosquitoes. Al-
though Rogers and Randolph concluded that use of the biological model was
premature, they thought that eventual construction of a robust biological
model would be a worthy goal.

As an alternative, they developed a purely descriptive, statistical model,
using information on current climatic conditions in areas with and without
malaria to determine the critical climatic factors associated with the disease.
Then they used the relationships derived from this analysis to predict the
distribution of malaria in 2050. This approach ignores the specific mecha-
nisms by which climate influences mosquitoes or parasites, which are the
foundation of the biological model. Instead, it simply asks if there are strong
correlations between particular climatic factors and the presence of malaria,
without considering why these correlations might exist. The value of this sta-
tistical approach is judged purely by the success of its predictions, not by its
contribution to understanding how things work. As we will see, Rogers and
Randolph were able to test their model even though 2050 is several decades
in the future.

They began their analysis by randomly choosing 1,500 locations within
the current range of cerebral malaria and 1,500 locations outside this range
but close enough that climate conditions weren’t obviously unsuitable for the
disease. They then gathered published data on temperature and moisture for
each of these 3,000 locations, using a total of 15 climatic variables in their
model. These variables represented both average and extreme conditions,
either of which might influence the distribution of malaria.

Rogers and Randolph found that five of these variables best differentiated
the locations with and without malaria. As you might have guessed, drier and
colder sites were less likely to have malaria than wetter and warmer sites. But
some subtleties in the results were noteworthy. For example, sites lacking
malaria differed from sites with malaria primarily in minimum monthly pre-
cipitation, not average monthly precipitation. This suggests that malaria para-
sites or their mosquito carriers depend on a threshold level of precipitation
each month rather than a large total amount of precipitation per year. If there
was a large yearly total but pronounced wet and dry seasons, the minimum
monthly precipitation during the dry season might be below the threshold to
support malaria.

Rogers and Randolph tested their model by randomly selecting 20,000 lo-
cations on Earth’s surface and using an equation containing the five climatic
variables to calculate the probability that malaria was present at each of these
locations, which were different from the 3,000 that were used in the statisti-
cal analysis that produced this equation. If the probability of malaria at a site
was greater than 0.5, they classified the site as a likely malaria site; otherwise
they classified it as a likely nonmalaria site. They then compared this classifi-
cation with the actual status of the sites. Overall, this process classified 78%
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of the sites correctly. About two-thirds of the errors were false positives, sites
without malaria that should have had malaria according to the model. The
remaining errors were false negatives.

In summary, this statistical model enabled Rogers and Randolph to predict
where malaria should occur, based on five key climatic variables. They were
able to test the model against the current distribution of malaria by using one
portion of the data to develop the model and another portion (i.e., different
locations) to test the model. They used a similar procedure to compare the
predictive ability of their model to that of the biological model of Martens’s
group. Rogers and Randolph reported that the percentage of correct classifi-
cations of sites with and without malaria based on the biological model was
67%, compared to 78% for their statistical model.

Finally, they linked the predictions of global climate in 2050 to their sta-
tistical model of the distribution of malaria to predict how much the range of
malaria would increase by 2050. Their results suggested “only a relatively
small extension . .. compared to the present-day situation: northward into
the southern United States and into Turkey, Turkmenistan, and Uzbekistan;
southward in Brazil; and westward in China. In other areas, malaria was pre-
dicted to diminish” (Rogers and Randolph 2000:1,765). In contrast to the
conclusion of Martens’s group that 300 million additional people might be at
risk of cerebral malaria because of global climate change in the twenty-first
century, Rogers and Randolph suggested that increased risk would affect at
most 23 million people.

PREDICTION AND UNDERSTANDING

How should we evaluate the relative merits of these two models? If, for the
sake of argument, we accept the claim by Rogers and Randolph that their sta-
tistical model is more consistent with the current distribution of malaria than
the biological model developed by Martens’s group, perhaps we should have
more faith in the predictions of the statistical model. At least for malaria,
these predictions about the impact of global climate change on the number of
people at risk are much less dire than those of the biological model. However,
models in science aren’t developed simply to make predictions but also to
help increase our understanding of how the world works. In fact, making
(and testing) predictions is a tool for improving understanding, not usually
an end in itself. With this is mind, we should take a second look at the two
types of models.

Both the statistical and biological approaches to modeling provide a
framework for improved understanding of the global distribution of malaria
and other diseases. The main contribution of the statistical approach is to
emphasize the fact that the presence of a disease in an area may be influenced
by multiple, interacting climatic factors. For example, five variables were im-
portant in distinguishing areas with and without malaria, and three of these
variables described threshold conditions rather than average conditions, sug-
gesting that a model based solely on average temperature would be too sim-
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plistic. In addition, a relatively sophisticated statistical model like that of
Rogers and Randolph incorporates interactions between the variables used to
predict the presence and absence of malaria. For example, it might be that
less precipitation was required to support malaria in a warmer region than in
a cooler region, contrary to the assumption that the disease is more success-
ful as the weather becomes warmer and wetter. We discussed the significance
of interactions between genetic and environmental contributions to cancer
in Chapter 6; the malaria example illustrates the general importance of think-
ing about interactions in trying to understand biological phenomena.

The major limitation of the purely statistical approach is that it ignores
the mechanisms by which climate and other factors affect the population
dynamics of the disease. By contrast, these mechanisms are the heart of the
biological approach. Therefore, the biological approach is concerned with
understanding why a disease is more prevalent under some conditions than
others, not simply in describing those conditions. In short, a biological model
is a model of causation, whereas a statistical model is a description of a pat-
tern of correlations. In the case of malaria, the statistical model of Rogers and
Randolph was essentially just a description of correlations between climatic
variables and the presence of malaria. Granted, this description was more
complex than the simple correlations between memory ability and levels of
antioxidants in the blood, discussed in Chapter 2, but the basic approach used
in the two cases is similar.

By contrast, the biological model of malaria was based on a set of explicit
assumptions about how temperature affects the life cycles and behavior of
mosquitoes and parasites. Because the model was based on these mechanistic
assumptions, it may stimulate experimentalists and field researchers to col-
lect better data about relationships embodied in the assumptions. The model
may also stimulate theoreticians to explore its sensitivity to changes in the
assumptions. Finally, a mechanistic, biological model of a disease can provide
a rationale for testing various public health strategies based on manipulating
key factors that affect the biology of disease organisms. Descriptive, statisti-
cal models don’t have such obvious practical applications.

SOME PRACTICAL AND ETHICAL IMPLICATIONS OF BIOLOGICAL MODELS OF DISEASE

The contributions of biologically based models to understanding disease
processes can be illustrated by elaborating and generalizing the concept of
basic reproduction rate. As noted earlier, the basic reproduction rate is de-
fined as the number of additional people that become infected following in-
fection of the first person in a population. This indicator of the likelihood
that an infection will spread in a population applies to diseases in general, not
just malaria, although the specific formula depends on how the disease is
transmitted. Let’s imagine that some individuals have been vaccinated, so
they are immune to the disease. If the basic reproduction rate in the absence
of vaccination is represented by R and the proportion of the population im-
munized is represented by p, the basic reproduction rate of the parasite in this
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population is reduced to R (1 — p) because there are fewer people susceptible
to the disease. Consider a disease like measles, for example, which is trans-
mitted directly from person to person. The basic reproduction rate of measles
is determined by the number of virus particles shed by a person while the
person is infectious, the number of susceptible people he or she comes in
contact with during this time, and the probability of successful transmission
for each of these contacts. If no one has been vaccinated and everyone is sus-
ceptible, the basic reproduction rate is at its maximum value of R . If half of
the people contacted by the initially susceptible person have been vaccinated,
the virus is not spread successfully during these contacts and the basic repro-
duction rate is at half of the maximum value

For a disease to spread in a population, the basic reproduction rate must
be greater than 1:

R(1-p>1

As the fraction of the population immunized (p) increases, the lefthand side
of the equation, representing the basic reproduction rate, decreases. When p
is large enough, the basic reproduction rate drops below 1 and the disease
should not be able to spread. The equation can be rearranged to express the
proportion of the population that must be immunized for the basic reproduc-
tion rate of the disease to be less than 1:

p>1- 1R,

Robert May (1983) estimated that R, was about 80 for cerebral malaria in
northern Nigeria in the 1970s. This implies that, if there were a successful
vaccine for malaria, at least 99% of the population would have to be vacci-
nated to eliminate the disease from a country like Nigeria, where conditions
for transmission are so favorable (1 — 1/80 = 98.8%). Based on this model, a
more effective strategy for combating malaria would be to try to reduce R by
controlling mosquito populations; and in fact, this has been a major emphasis
of public health programs in areas where malaria is prevalent. By contrast, the
basic reproduction rate of smallpox before it was eradicated was about 4,
which meant that at least 75% of a population would need to have been vac-
cinated to eliminate smallpox from a region. A key reason for the success of
the worldwide campaign to eliminate smallpox was the relatively low value of
R, for this virus, which made it possible to drive the reproduction rate below
1 by vaccinating a substantial fraction of people without having to vaccinate
almost everyone.

"This model has some significant implications in relation to recent sugges-
tions that mass vaccination programs for smallpox be started in the United
States and elsewhere. Although smallpox was eradicated in human popula-
tions in the 1970s, the United States and then Soviet Union maintained
stocks of the virus, ostensibly for further research. With the increasing bold-
ness of terrorist organizations in 2001 and 2002, people became concerned
that these groups might have access to smallpox and would be able to use it in
a devastating attack. Should public health agencies make smallpox vaccine
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available to anyone who requests it? Should they require large numbers of
people to be vaccinated to prevent such a terrorist attack from being success-
ful? One of the costs of this strategy is that the vaccine itself has a risk of se-
rious side effects or even death. Alex Kemper and his colleagues (2002) at the
University of Michigan estimated that there would be about 285 deaths and
4,600 cases of severe side effects of vaccination if 178 million Americans were
vaccinated against smallpox.

If a voluntary program of vaccination for smallpox were instituted, would
you participate? Because of its relatively low basic reproduction rate, small-
pox shouldn’t be able to spread in a population if at least 75% of people are
immunized. This means that if enough people participate in an immuniza-
tion program, the sensible strategy for you as an individual is 7oz to be immu-
nized, to avoid the small but real possibility of complications or even death
from the vaccine. Unfortunately, if this strategy is adopted by more than 25%
of people, it won’t work in checking the spread of smallpox. This is another
example of the paradox of prevention introduced in Chapter 8: what makes
sense for an individual is not necessarily optimal for a population.’

We’ve covered a lot of ground in this chapter, from global climate change
to vaccination. My main objective has been to illustrate the role of quantita-
tive models in the scientific process. We considered four models, beginning
with a general circulation model of climate change that requires a super-
computer for analysis and ending with a simple algebraic model of how broad
a vaccination program must be to control a disease. The two major models
discussed in this chapter were a biological and a statistical model of the ef-
fects of climate on the geography of malaria, which differed in their relative
emphasis on understanding causal mechanisms versus accurate prediction of
the current distribution of malaria. As with some examples in other chapters,
we didn’t reach a definitive conclusion about the credibility of the very dif-
ferent predictions of these two models. However, I argued that the biological
model may be more useful because it suggests lines of further research, both
basic and applied.

Another important thread connects global climate change with vaccina-
tion. I used a model to suggest that what’s best for a population, vaccinating
as many people as possible, may not be best for an individual if enough people
are vaccinated to reduce the basic reproduction rate of a disease below 1.
"This is analogous to a famous ecological principle that Garrett Hardin (1968)
called “the tragedy of the commons.” In an earlier era, villages had common
grazing areas. If one family added one cow to its herd, that family got all the
economic benefits, but the costs, in terms of degradation of the commons,
were shared by all. Therefore, a rational cost-benefit analysis would convince
each family to keep adding to its herd. The eventual result, however, would
be catastrophic overgrazing of the commons so that it couldn’t support any
livestock. Today, the atmosphere is such a commons, and our use of fossil
tuels to support our standard of living is the same as adding extra cows to the
common grazing area of a nineteenth-century village. We benefit individu-
ally by our reckless use of resources, but in so doing we contribute to run-
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away global warming, whose numerous costs will be shared by all of our de-
scendants. Just as with vaccination, what’s good for the individual is not nec-
essarily good for the population. How should we deal with this dilemma?
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Chapter 10

Conclusion
How Science Works and Its Role in Society

In the preceding chapters I used several examples from biology and medicine
to explore some important aspects of the scientific process. Some of these ex-
amples have been prominently featured in recent news reports (leg deformi-
ties and declining populations of frogs; genetic and environmental contribu-
tions to the risk of cancer); others have been interesting mainly to specialists
(spatial memory abilities of food-storing animals). Many of the examples have
practical significance, although I selected them primarily for what they could
teach about the scientific process rather than for their importance in affecting
personal or social decisions, such as the use of caffeine (Chapter 8) or at-
tempts to limit emissions of greenhouse gases (Chapter 9). I purposely used a
diversity of examples, partly because I enjoyed the opportunity to learn about
a broad range of topics and partly in hopes of stimulating your curiosity about
something new. For example, you may have been attracted to the medical ex-
amples when you started reading the book but become intrigued by the stories
of police dogs or troubled frogs or birds with prodigious memory abilities.

Although I used these stories to illustrate some general principles about
how science works, I hope you found some of the biological details fascinat-
ing. Certainly basic principles of research design, statistics, and the philoso-
phy of science are important, but they can be difficult to appreciate if dis-
cussed in a vacuum. Therefore, in addition to my goal of bringing some of
these principles to life for readers lacking a scientific background, I simply
wanted to tell a few exciting stories about discoveries in biology and medi-
cine, focusing on the discovery process rather than the end results.

In fact, one of the key things that unites these various stories of work in
progress is that none of them really had final conclusions. Therefore, it made
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sense to concentrate on their methods, although I didn’t purposely pick ex-
amples that were inconclusive just to make it easier to make my point. In
their incompleteness, these examples are representative of science in general.
Some of my stories included more real progress in understanding than others,
but even the former raised new questions for further research. For example,
Vander Wall and others clearly showed that various birds and mammals that
store food have impressive abilities to remember storage locations (Chapter
5). But this conclusion led to new questions about the brain structures in-
volved in spatial memory and ongoing comparative studies of the brains of
species with different food-storing behaviors. In essence, good stories in sci-
ence are like good novels, in which loose ends are #ot all resolved by the last
page but rather the pleasure of thinking about ideas extends beyond finishing
the book.

Most of my examples were from ecology and medicine, two fields in which
it is often especially difficult to bring closure to important questions. One
reason for this difficulty is the great diversity of entities that ecologists and
medical scientists study. Think of the many different types of habitats that
exist on Earth, from arctic tundra, with its permanently frozen subsoil and
brief growing season, to the Atacama Desert in Chile, which may not get any
rain for years in succession, to deep-sea vents, which harbor life forms that
thrive in near-boiling water without oxygen or light. At least 1.5 million spe-
cies of plants, animals, and microbes occupy the multitude of habitats on
Earth; these species are the primary objects of study by ecologists.! The vari-
ety of living conditions and lifestyles of even a tiny subset of these species,
such as the amphibians discussed in Chapter 4, makes it unlikely that a single
explanation exists for such phenomena as declining populations of the species
worldwide.

Medical scientists face the same challenges as ecologists in confronting
enormous diversity in their subjects of study, individual human beings. All 6
billion of us (except those few who have identical twins) are genetically unique,
and our varied environments have influenced us in countless different ways.
Although the understanding of basic biochemical and physiological processes
of human beings can advance fairly steadily despite our diversity as individu-
als, answering questions about health and nutrition is much more challenging,
as illustrated in Chapter 2 on antioxidants, Chapter 6 on cancer, and Chapter
8 on coffee. Individual variation among people because of genetic and envi-
ronmental differences produces different responses to substances like vitamin
C and caffeine, even under controlled experimental conditions. This varia-
tion also means that the causes of individual cases of cancer and other dis-
eases are diverse and complex. In fact, the causes and consequences of indi-
vidual variation are just beginning to be seen as important and interesting
questions for research, not only in humans but also in other animals.

Individual variation among humans and members of other species and dif-
ferences among the large number of species that exist make it difficult to get
definitive answers to questions about the health and disease of humans, the
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behavior of animals, and the adaptations of species to changing environ-
ments. However, these questions are often those for which our personal
needs or our social institutions demand clear and convincing answers. For ex-
ample, consider the use of hormone replacement therapy by postmenopausal
women in industrialized societies. Menopause at age 50 or so brings changes
associated with reduced levels of estrogen and progesterone, two hormones
that are produced by the ovaries in regular cycles until menopause. These re-
duced levels of sex hormones in older women have many effects, ranging
from uncomfortable hot flashes to osteoporosis, which can contribute to life-
threatening fractures. Therefore, it has become popular in Western society to
prescribe hormone replacement therapy (HRT') for postmenopausal women,
and many of these women take daily doses of estrogen or estrogen plus pro-
gesterone. Additional benefits of HRT besides alleviating symptoms of meno-
pause and reducing the risk of osteoporosis have been widely touted. For
example, comparative observational studies of women who used HRT and
those who didn’t suggested that HRT might protect against heart attacks and
stroke. These studies were not really conclusive, however, because women
who chose to use HRT were probably more health conscious than those
who didn’t—eating better, exercising more, and visiting their doctors more
often. The reduced incidence of cardiovascular disease in the HRT group
could have been due to any of these other factors rather than to HRT. Al-
though this limitation of the early observational studies wasn’t widely appre-
ciated, it did lead to the organization of two large, randomized, clinical trials
of HRT.

In the summer of 2002 physicians and their female patients were shocked
to learn the initial results of these experiments, which were just the opposite
of the observational data: HRT actually increased the incidence of cardiovas-
cular disease. The experiments were stopped, but women approaching and
past menopause were left in limbo (Enserink 2002). Analysis of the experi-
mental results suggested that among 10,000 women using HRT] there would
be about 7 more heart attacks, 8 more strokes, and 8 more cases of breast can-
cer per year but 6 fewer cases of colorectal cancer and 5 fewer hip fractures.
These are statistically significant effects, meaning that they are unlikely to be
due to chance, but what is their biological significance? Regardless of HRT,
there is great variation among individual women in severity of hot flashes,
vaginal dryness, degree of osteoporosis, and other consequences of meno-
pause. There is probably a similarly large variation in individual responses
to HRT. For some women, its benefits may greatly exceed risks; for others,
the reverse may be true. The problem is that no one knows how to predict
which individuals will benefit from HRT and which will not. Therefore, each
woman’s choice about using hormone replacement therapy is not at all obvious.

Just as individuals have to make personal decisions in the face of tentative
and uncertain answers provided by science, legal and political institutions
face similar dilemmas. These problems are exacerbated not only by wide-
spread misunderstanding of the role of science in deciding issues of impor-
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tance to society but also by the basic workings of law and politics in our soci-
ety. How do they differ from science in a way that can result in the misuse of
science by these social institutions?

THE UNEASY INTERSECTION OF SCIENCE, LAW, AND GOVERNMENT

Legal systems have evolved in Western democracies as efficient means of re-
solving disputes by bringing out and evaluating relevant evidence. There are
two sides and only two sides in both civil and criminal cases; each side has the
task of presenting evidence to support its case and of disputing the evidence
presented by the other side. At the conclusion of this process, a judge or jury
is responsible for weighing the strength of the evidence presented by both
sides and reaching a conclusion in favor of one or the other. Criminal cases
occasionally result in hung juries, but this inconclusive outcome is viewed as
a failure of the process. This differs fundamentally from science, where there
are often more than two competing explanations for a phenomenon and final
answers are elusive.

Courts frequently deal with scientific information in reaching their deci-
sions. Chapter 3 discussed two examples in criminal law: the shaky science
underpinning the use of dogs in scent identification and the more solid but
still imperfect science involved in DNA typing of suspects. Science plays an
increasingly important role in civil cases as well, especially in the burgeoning
area of toxic torts. These are cases brought by individuals or groups against
companies for damages allegedly caused by negligence, often through release
of a toxic compound into the environment. These types of cases have been
publicized in recent films such as Erin Brockovich, a true story about a class
action lawsuit against Pacific Gas and Electric Company in California for re-
leasing a cancer-causing form of chromium into water supplies. In some of
these cases, the connection between a toxic compound and disease may be in-
disputable. For example, no one seriously argues against the fact that nicotine
causes cancer, and tobacco companies in the United States have finally had to
take some financial responsibility for their role in promoting addictive prod-
ucts that cause substantial sickness and death.

In other toxic tort cases, the evidence that specific compounds contained
in drugs or released into the environment cause specific diseases is much less
clear. This evidence may include geographic clusters of cases of disease that
are correlated with elevated concentrations of toxic compounds in drinking
water, but such correlational data are often subject to alternative interpreta-
tions, as described in Chapter 2. There may also be animal experiments show-
ing that high doses of toxic compounds can produce disease or death in labo-
ratory animals, but these doses are often much higher than humans are
exposed to. Another problem with these kinds of cases is that causes of dis-
ease in individuals are often multiple and interact in complex ways (see Chap-
ter 6). A certain drug or medical procedure or environmental toxin may in-
crease the risk of a disease, but assessing the significance of this among the
panoply of other factors that also influence the disease is a challenging prob-
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lem that typically requires multiple lines of research. Yet courts regularly
make judgements in toxic tort cases based on the incomplete knowledge
available at the time of a trial (Jasanoff 1995).

Although the case was settled out of court, the class action suit against the
Dow Corning Corporation for selling silicone-gel breast implants illustrates
the mismatch that can occur between the demands of the legal system for re-
solving disputes in a reasonably timely manner and the fact that advances in
scientific understanding follow no definite timetable. The suit was based on
the hypothesis that implants caused disorders of the immune system, which
led to increased risk of arthritis and other diseases of connective tissue. Dow
Corning reached a multimillion dollar settlement with the claimants in early
1994. In June 1994, the New England Journal of Medicine published a large,
retrospective study suggesting that there was no link between silicone-gel
breast implants and connective-tissue disease (Angell 1996). The actual health
effects of silicone implants are still unresolved (Macklin 1999; Stein 1999).

In passing laws and promulgating rules to implement them, elective bod-
ies and government agencies must also make definitive decisions based on
uncertain science. The recent furor in the United States over regulation of
arsenic in drinking water is a good example. Arsenic is a toxic metal that can
cause cancer, cardiovascular disease, and diabetes. Most Western countries
limit the amount of arsenic in drinking water to 10 parts per billion (ppb),
but until recently the United States had set the limit at 50 ppb. The U.S. En-
vironmental Protection Agency (EPA), which is responsible for setting rules
for safe drinking water, began an intensive review of this limit in 1996 and
finally proposed a new standard of 10 ppb in early 2001, just before Bill Clin-
ton was replaced by George W. Bush as president. The EPA review was based
in part on an executive order that Clinton had signed early in his presidency
to “ensure that the environmental policies [of the EPA] are based on sound
science” (Chinni 2001). The primary evidence used to support the new stan-
dard was a study of bladder cancer in villagers in southwestern Taiwan who
drank well water containing arsenic at levels of greater than 200 ppb, com-
bined with a model to extrapolate from these levels to predict effects of 3 to
20 ppb. This evidence was challenged on two main grounds: that results
weren’t relevant to the United States because malnutrition among Taiwanese
villagers may have exacerbated the damaging effects of arsenic and that the
extrapolation from a relatively high level of 200 ppb of arsenic in drinking
water to predict risks of arsenic at much lower levels was unjustified.

Early in its term, the Bush administration withdrew the new standard of
10 ppb for arsenic in the United States that had been proposed by the EPA
just before Bill Clinton left office. The ostensible reason for this was the
claim by Bush and the new administrator of the EPA, Christie Todd Whit-
man, that scientific controversy about an appropriate allowable level for ar-
senic in drinking water was still too great to justify a change from 50 to 10
ppb. On 20 March 2001, for example, Bush stated that they would wait to
change the limit until “we can make a decision based on sound science”
(Chinni 2001). Does this phrase sound familiar?
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In fact, the science underlying the original decision by the EPA to lower
allowable arsenic levels in drinking water to 10 ppb was quite sound, even
though it wasn’t absolutely conclusive. The study of Taiwanese villagers, like
any research project, rested on certain assumptions, and the conclusions were
conditional on those assumptions. Extrapolation of those results to lower
levels of arsenic also depended on assumptions, in this case about dose-
response relationships of various diseases to toxic metals that have been well
established in laboratory experiments with animal model systems. As a regu-
latory agency, the EPA had to make a specific decision about permissible
amounts of arsenic in drinking water within the constraints of these assump-
tions. In other words, their task was not the intellectual exercise of figuring
out precisely how little arsenic it takes to damage human health but the prac-
tical problem of setting a reasonable limit for arsenic in drinking water. This
decision and all similar decisions are not based solely on science but also in-
volve analyses of costs of new regulations in relation to potential health risks
and value judgments about acceptable levels of risk. The Bush administration
didn’t really rescind the new rule for arsenic of 10 ppb because of concerns
about sound science but because the administration weighed the costs to
water companies and other businesses of removing excess arsenic more heav-
ily than the previous administration had.

The denouement of this story involved a second review of the evidence on
risks of arsenic by the National Academy of Sciences (NAS), which had done
an initial review in 1999 that stimulated the EPA to lower the allowable level
in January 2001. The NAS summarized four new studies in September 2001
that suggested that risks of consistent use of drinking water with 10 ppb of
arsenic were actually two to four times as great (1.3 to 3.7 additional cases of
lung and bladder cancer per 1,000 people) as the EPA had estimated in set-
ting the limit at 10 ppb (Kaiser 2001). This (no doubt combined with calcu-
lation of political costs and benefits) persuaded the Bush administration to
reinstate the new limit of 10 ppb that it had rescinded 6 months earlier.

Political and regulatory decisions have to be based on the scientific knowl-
edge available at specific times, but scientific understanding of many issues
continuously evolves. Even a decision to make no decision is still a decision
because it means that a current regulation remains in force. For example, 7oz
reducing the allowable amount of arsenic in drinking water from 50 to 10
ppb implies acceptance of the risks of levels lower than 50 ppb. My funda-
mental point is that decisions about public policy, like personal decisions
about health and nutrition, should be based on a solid understanding of the
scientific issues at the time the decision must be made together with careful
consideration of other relevant factors, ranging from ethics to economics. I
believe that we would be better off if the role of these other factors vis-a-vis
scientific factors were more explicit in the decision-making process. Instead,
science is often misused or misrepresented in justifying policy decisions.

Another use of the phrase “sound science” by the Bush administration
illustrates this point. After many years of research, as well as political wran-
gling, the federal government finally decided in spring 2002 to proceed with
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development of Yucca Mountain in southern Nevada as a national repository
for nuclear waste that would remain radioactive for thousands of years. Un-
like the case of regulating arsenic in drinking water, in which the administra-
tion argued that we should wait for sound science before changing allowable
levels, they claimed that existing sound science was the basis for their nuclear
waste decision. Yet the scientific uncertainty about the ability of radioactive
waste to remain safe for long periods of time at Yucca Mountain is at least as
great as uncertainty about the health effects of very low levels of arsenic in
drinking water. Although the underground storage site is 300 meters above
the water table and very dry now, the area has been wetter in the past and
could be wetter in the future, so radioactive material could leach into the
water supply of surrounding areas. In addition, the likelihood of volcanic or
other geologic activity that could disrupt the storage site has not been fully
assessed (Ewing and Macfarlane 2002).

Using phrases like “sound science” to justify political decisions is really a
rhetorical device, not a meaningful description of the state of science under-
lying the decision. This type of political rhetoric is certainly not limited to
members of the administration of George W. Bush in the United States but
is common among politicians of all political parties in many countries. One
unfortunate consequence of this language, however, is that it contributes to
public misunderstanding of what science is and how it works. As citizens, all
of us need to evaluate as best we can the soundness of scientific information
underlying decisions that our elected representatives make about matters of
public policy. We need to recognize the strengths and limitations of scientific
knowledge relating to these decisions, and we need to remember that the
decisions depend on more than science. Most important, they depend on our
moral and political philosophy. We would be better served by many politi-
cians and even some scientists if they were more honest about the role of
science in relationship to other factors in deciding matters of great public
importance.

SCIENCE, ART, AND RELIGION AS WAYS OF KNOWING ABOUT THE WORLD

Science is only one of the methods we have of trying to understand the in-
credible world in which we live. Two major alternative methods are art and
religion. How do these ways of knowing differ? Here is my very personal
view of the similarities and differences between science and art and between
science and religion.

In comparing science to art, [ use the broadest possible definition of art, to
include poetry, literature, music, theater, dance, and the humanities in gen-
eral, as well as the visual arts. On the surface, you may imagine that the ap-
proaches of the artist and scientist couldn’t possibly be more different. In
films, for example, the scientist is often portrayed as logical, rational, and me-
thodical, whereas the artist is portrayed as intuitive, emotional, and inspired.
But I believe that many of the apparent differences between science and art
are superficial and that there is a fundamental unity in these two approaches
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to understanding nature. This unity is in the creative spark that is the foun-
dation of both science and art. Scientists and artists share a passion for seeing
the world in new ways, for making novel connections between familiar
things. Their work involves blood, sweat, and tears, motivated in both cases
by apparently irrational faith that they may be onto something really impor-
tant. The creative process is manifested in very diverse ways. Artistic creativ-
ity may often be more intuitive, scientific creativity more systematic. But
there is broad overlap in the creative elements of doing science and art, de-
spite big differences in their products.

"The most important difference may lie in how the quality of work in these
two fields is judged. In science, one criterion of good work is that it stands up
to repeated attempts at falsification. Scientific culture entails a competition
of ideas, and the ones that are most successful at predicting new observations
win out. In this sense, there really is progress in the scientific understanding
of the world.? Evaluation of good art seems more subjective, and many dif-
ferent artistic expressions of how the world works may coexist. However, an-
other characteristic of the best science is shared with the best art. In both
cases, an excellent piece of work can be recognized by the fact that it leads to
many new questions and opens up new lines of inquiry. In short, I think the
similarities between science and art are more important than the differences.
We should cherish and protect both of these quintessentially human passions.

I’'m less sanguine about the relationship between science and religion than
many scientists. For example, Stephen Jay Gould (1997) has argued that sci-
ence and religion are “nonoverlapping magisteria,” meaning that they are not
inherently conflicting because their realms of interest are fundamentally dif-
ferent. Science addresses answerable questions about how the world works;
religion addresses questions about ethical behavior—how the world should
work. However, I’'m more interested in how the scientific method of answer-
ing questions compares to the religious method, and here I think there is a
deep difference between science and the fundamentalist movements that
seem so prominent in the world’s major religions today, including Christian-
ity, Islam, and Judaism. This difference is that fundamentalism is inherently
authoritarian, which is diametrically opposite to the basic workings of sci-
ence. A favorite maxim of science is “study nature, not books”; in other
words, judge evidence relating to an hypothesis based on your own observa-
tions and analysis, not what someone tells you. The maxim could be reversed
for the fundamentalist movements in the major religious traditions. The Bible,
the Koran, or another text contains the Truth. Ordinary people aren’t sup-
posed to interpret the text of these religious documents but rather to trust
and accept the interpretations of a specially trained priesthood.

I’'m obviously skeptical of this authoritarianism, but I must admit that put-
ting faith in authorities on various subjects has an important part in daily life.
For example, it usually makes sense to trust your surgeon to operate on you
to solve a medical problem, provided you understand all of the treatment op-
tions and have reason to believe that your surgeon is competent. Likewise, I
trust my auto mechanic to take care of my car properly. This is a matter of
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living efficiently as much as anything else. Although I couldn’t perform sur-
gery on myself, I presumably could learn how to do all the necessary repairs
on my car rather than turning it over to an authoritative mechanic. But if I
did so, I would have less time for other things that I enjoy doing and find
worthwhile.

However, the issues that are 705t important in life are just the ones that we
should be /east willing to turn over to authority figures. These issues include
the meaning of life and the difference between right and wrong, traditionally
the province of religion. They also include scientific questions that underlie
personal, political, and ethical decisions. For example, even though we need
to rely on physicians, with their specialized training, for medical care, we
have ultimate responsibility for our own health. This doesn’t mean ignoring
the good advice of physicians or adopting alternative medical treatments just
because of a general skepticism of traditional Western medicine. It means
taking advantage of the wonderful skills that physicians can provide as teach-
ers and healers but becoming the authorities about our own health. One
of my major goals in this book was to give you some of the reasoning tools to
do this.

In Chapter 9 I mentioned a famous article by Garrett Hardin (1968) called
“The Tragedy of the Commons.” Another article by Hardin is less well
known but encapsulates for me the fundamental difference between science
and religion. In this article he wrote:

The distinction between science and nonscience is not one of fact but of method.
Scientists welcome vulnerability. Others may reject it; if they do, what they
produce is not science, and we should say so. . . . It is a paradox of human exis-
tence that intellectual approaches claiming the greatest certainty have produced
fewer practical benefits and less secure understanding than has science, which
freely admits the inescapable uncertainty of its conclusions. (1976:465, 483)

CURIOSITY AND SKEPTICISM

Scientists are a diverse group of people, at least as varied in their personalities
as members of any other profession. Some are aggressive; others are docile.
There are loners and extroverts. Scientists can be as sensitive, or insensitive,
as anyone else. They can be selfish, hoarding their data in fear of being
scooped, or wonderfully cooperative. Some are arrogant bullies of their stu-
dents; others are talented mentors whose influence is wide and deep through
their training of the next generation of scientists. However, they have two
traits that seem contradictory but characterize almost all successful scientists:
curiosity and skepticism. I believe that developing a workable balance be-
tween enthusiasm and healthy skepticism about new ideas is one of the pri-
mary keys to scientific productivity.

Curiosity is a human quality that seems especially powerful at about age 3,
when the pace of learning about language and locomotion, self and society, is
so great. For many, curiosity may gradually decline thereafter, but scientists
(and artists) are usually people whose curiosity continues to grow into and
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during adulthood. The creative spark discussed earlier in this chapter and the
discoveries described in previous chapters wouldn’t be possible without a
deep curiosity about how the world works.

Skepticism is equally important for good science, as the means of separat-
ing productive ideas from dead ends. It develops later than curiosity and may
overwhelm this childlike enthusiasm for newness. A significant element of
graduate education in science is teaching students to be critical, and many
graduate students adopt this style with gusto. The risk is that they miss the
nuggets of beauty and truth in the new research they learn about because of
their newfound skill in challenging the assumptions, methods, conclusions,
and interpretations of everything they read. The students who go on to be-
come productive scientists are the ones who are able to manage effectively
the tension between their curiosity and excitement about all new ideas and
their skepticism, which is used to evaluate those ideas and separate the wheat
from the chaft.

I hope this book has whetted your curiosity about a variety of topics in bi-
ology and medicine. There is much more to learn about these topics; all of
the chapters of this book are really just progress reports, and I expect that you
will learn about surprising new developments in many of the areas discussed
here in the years to come. I hope that I have also given you some tools for
reading science news more critically. Perhaps you will be more likely to ques-
tion the authoritative statements of experts. You may ask yourself, What are
the hidden assumptions? What other hypotheses could explain the results?
Are there flaws in the experiments or statistical analyses? Have the experts
overinterpreted their data? If you can find the right balance between curios-
ity and skepticism, I believe that your personal decisions involving science
and your contributions to social decisions involving science will be more co-
gent and more satisfying.
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Appendix 1

Using Data for Twins to Estimate
Genetic and Environmental
Contributions to the Risk of Cancer

For monozygotic twins, the correlation in phenotypic values of a trait (r3,,,)
can be expressed in terms of the genetic variance, the shared environmental
variance, and the nonshared environmental variance as

Ve + Voouzy

Iy = :
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The denominator of the righthand side of this equation represents the total
phenotypic variation among all monozygotic twins in the sample. The nu-
merator represents the portion of that variation that is due to differences be-
tween different pairs of twins because of differences in genetics and shared
environments (Adam and Alex grew up on a farm in Iowa; Jason and
Jonathan grew up in a tenement house in Chicago). The extra term in the de-
nominator, V), is the variation due to nonshared environmental factors,
that is, differences within pairs of twins. The smaller the value of 1}, in
comparison to Vg7 and Viuyz), the more similarity there will be between
individuals and their monozygotic twins, producing a larger correlation coef-
ficient for the phenotypic values of the pairs.

For dizygotic twins, the correlation in phenotypic values is

A/2)VG + Vowz)
Ve + Vewzy T Veoz

"pz =
The main difference between this equation and the one for monozygotic

twins is that the numerator contains the term (1/2)}in place of J7. The rea-
son is that dizygotic twins share only half their genes on average, so the genetic

191



192 Appendix 1

variation between pairs of twins is half of the total genetic variation among
all twins, the remainder being variation within pairs. The other difference is
that the shared and nonshared environmental variances may not be the same
for monozygotic and dizygotic twins; that is, }7,,, does not necessarily equal
Vawzy and Vygyz, does not necessarily equal V). For example, dizygotic
twins have separate placentas during fetal development, but about two-thirds
of monozygotic twins share a placenta. This suggests that environmental
variation related to events during gestation might be greater within pairs of
dizygotic twins, so }; would be relatively greater for dizygotic twins and V7,
would be relatively greater for monozygotic twins. However, suppose we as-
sume that shared environmental variances are the same for the two types of
twins, as are nonshared environmental variances; that is, Voo = Vopzy = Vo
and Viaiz) = Vapzy = Ve- This assumption makes it possible to solve the two
equations in order to express the components of variance in terms of correla-
tions between twins. The solutions are

Va/Vp = 2(ryz — 1p2)s
Ve/Ve = 2rpy = 1z
Ve/Vp=1—=ryy.

The beauty of these equations is that they provide a way to estimate the
relative contributions of genetic and environmental factors to variation in
a trait, such as height or susceptibility to cancer, from two things we can
measure—correlations between monozygotic and dizygotic twins in expres-
sion of the trait. However, we’ve made enough assumptions on the way to
this point that you may wonder if it has been simply an academic exercise.
One justification of the assumption that environmental variances are the
same in monozygotic and dizygotic twins is that any differences are probably
relatively small, so the equations derived above are approximately correct. In
general, every story in science rests on assumptions, although news accounts
and even introductory textbooks don’t always tell readers what they are.
Without assumptions there can be no progress in understanding. Thus, mak-
ing assumptions is essential, but so is their continuous evaluation.

Substituting 7y, = 0.366 and 7, = 0.255 into the equations above, we
can estimate that 28% of the variation in breast cancer risk among female
Scandinavian twins was due to genetic factors, 8% was due to environmental
factors shared by members of a pair, and 63% was due to environmental fac-
tors unique to each individual. Lichtenstein’s group (2000) used a slightly
more complex analysis, which accounted for differences in the average ages of
twins studied in Sweden, Denmark, and Finland, but came up with similar
estimates: 27 % for genetic factors, 6% for shared environmental factors, and
67% for nonshared environmental factors.



Appendix 2

Precision and the Power
of Statistical Tests

It may seem like numerical hocus-pocus to assign greater weight to more
precise estimates from individual studies than to less precise estimates from
other studies in doing a meta-analysis. In fact, however, its justification is
rooted in one of the most fundamental concepts in statistics. In describing
the experimental study by van Dusseldorp and her colleagues, I introduced
the idea of a null hypothesis. This is a widely used tool in statistics, although
it seems to be a convoluted approach because the null hypothesis is the oppo-
site of the biological hypothesis of interest. For the Dutch researchers, the
biological hypothesis was that caffeine causes an increase in blood pressure.
They tested this hypothesis experimentally by comparing blood pressure of
people drinking caffeinated and decaffeinated coffee. Their statistical test of
this comparison involved thinking about what might happen if caffeine did
not affect blood pressure. If this were the case, could chance produce a differ-
ence between the caffeinated and decaffeinated conditions as large as was ac-
tually observed? In other words, the biological hypothesis that caffeine causes
an increase in blood pressure led to a statistical null hypothesis of no differ-
ence in blood pressure from regular and decaffeinated coffee. Under the null
hypothesis, the probability of getting as large a difference as actually ob-
served was much less than 5%. Therefore, they rejected the null hypothesis.
The reason for this roundabout approach is that the biological hypothesis
can’t be directly tested statistically without specifying how large an effect of
caffeine on blood pressure we would expect. To construct a statistical test, we
need a quantitative hypothesis. Since we don’t have a detailed mechanistic
model to explain how daily consumption of a certain amount of caffeine would
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lead to a specific increment in blood pressure, we have to be content with the
more general biological hypothesis that caffeine causes somze increase in blood
pressure, without specifying its size. The opposite, that caffeine causes no in-
crease in blood pressure, is quantitative because it implies that the average
pressure when consuming regular coffee equals the average pressure when
consuming decaffeinated coffee. Therefore, we can devise a statistical test of
this null hypothesis, as outlined here.

The Dutch researchers rejected the null hypothesis for systolic blood
pressure because the average difference for subjects drinking regular and de-
caffeinated coffee was 1.5 units and the probability of getting this large a dif-
ference under the null hypothesis—no real difference in the population from
which the subjects were drawn—was about 0.2%. In other words, there was a
very small probability that the null hypothesis was true. They rejected the
null hypothesis for diastolic pressure using similar logic, but the probability
of a mistake was about 1.7% in this case. Researchers often use 5% as an ac-
ceptable probability of this type of error; that is, if the statistical test suggests
that the probability under the null hypothesis of getting results as extreme or
more extreme than those actually obtained is less than 5%, one should reject
the null hypothesis; otherwise, one should accept it. This is an arbitrary but
fairly low cutoff (researchers sometimes use 1%) and reflects the conservative
philosophy that we should credit chance variation as the explanation for most
patterns unless there is strong evidence to the contrary. Suppose researchers
generally used a cutoff of 25% instead of 5%; this would suggest that about
one-quarter of the results of various kinds of experiments reported in the lit-
erature did not represent real biological effects but rather just chance differ-
ences between treatment and control groups. As a result, there would be a lot
of misleading information floating around to confuse other researchers, as
well as the general public. At a cutoff of 5% for accepting or rejecting the
null hypothesis, it may be somewhat easier to separate the wheat from the
chaff of research results. Of course, this all presupposes that experiments are
flawless, so results are unbiased. In reality, plenty of problems with the design
and execution of experiments force scientists to evaluate the multitude of re-
search results that are published every year.

"The most important general point in the last paragraph seems simple but
has profound implications. Based on statistical tests, researchers make deci-
sions to reject or accept hypotheses, but these decisions may be wrong. The
Dutch researchers rejected the null hypothesis of no effect of caffeine on
blood pressure even though there was a small probability that it was true and
the differences they found were due solely to chance. This possibility of error
is an unavoidable cost of the necessity to test hypotheses like these statisti-
cally. However, there is a second type of error that can occur in statistical
tests—accepting a false null hypothesis. Table A2.1 summarizes the situation.
The null hypothesis may be true or false. After doing an appropriate statisti-
cal test on the results of an experiment, we may accept or reject the null
hypothesis. If we accept a false null hypothesis or reject a true null hypothe-
sis, our interpretation of the results will be mistaken. These kinds of errors
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Table A2.1. Evaluation of hypotheses by statistical tests.

Status of Null Hypothesis in the Real World

True False

Decision about Null Hypothesis Accept Type II Error
as a Result of Statistical Test Reject Type I Error

are eventually corrected by replication of the experiment or by other kinds of
evidence brought to bear on the hypothesis, but errors resulting from statis-
tical tests, as outlined in Table A2.1, cause confusion and may delay progress
in understanding a phenomenon. It’s essential to realize, however, that these
are not errors in how the statistical tests were done but rather inherent limi-
tations of this approach to testing hypotheses. Statistics, in particular, and
science, in general, can’t provide absolute certainty.

A Type II error, in which a false null hypothesis is accepted (Table A2.1),
means that there really is an effect of caffeine on blood pressure, for example,
but conditions of the experiment were such that the researchers were unable
to detect it. In statistical jargon, the experiment didn’t have much power to
detect the effect. The term “power” has a precise definition in statistics as the
probability of #ot making a Type II error; that is, power equals 1 minus the
probability of accepting the null hypothesis if it is false. This technical mean-
ing flows naturally from everyday use of the term. A powerful test of an alter-
native to the null hypothesis—for example, that caffeine consumption will
raise systolic blood pressure by a specific amount—is a test that has a high
probability of demonstrating this effect if it really exists; that is, of rejecting
the false null hypothesis. Biomedical scientists are generally interested in ex-
ploring real biological phenomena, not simply chance variation in the natural
world, so they want to have powerful tests of their hypotheses.

Before conducting their experiment to compare blood pressure while sub-
jects were drinking regular and decaffeinated coffee, van Dusseldorp and her
Dutch colleagues estimated the number of subjects they would need to have
85% power to detect a difference of 2 units in blood pressure between the
two conditions.! This number was 46 subjects, almost exactly the same as
the number (45) actually used. Many of the other studies summarized in the
meta-analysis of caffeine and blood pressure by Jee’s group (1999) had much
lower power than this. In general, the precision with which the size of an ef-
fect can be estimated is inversely related to the power of an experiment to
document the effect. Wide confidence intervals for several of the studies il-
lustrated in Figure 8.5 mean that these studies had low precision and there-
fore low power to detect an effect of caffeine on blood pressure. The two
major factors that influence the power of an experiment are the sample size
and the amount of variation among individuals caused by factors other than
the experimental treatment. When sample size is low and variation is high,
power and precision are both low.
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These considerations of power and precision are why meta-analysts give
different weights to various studies in estimating an overall average value for
the biological effect of some factor. Studies with low precision and wide con-
fidence intervals are given less weight in estimating the overall size of an ef-
fect. Because of their design, these studies have relatively high probabilities
of producing a Type II error, acceptance of a false null hypothesis (and thus
rejection of the true, alternative hypothesis). Since the chance of error is
larger in these studies than in more powerful studies, it makes sense to attach
less importance to the weaker studies in assessing the overall consensus about
the phenomenon of interest.



Notes

Chapter 1

1. 'l use endnotes like this to elaborate on some points, to provide tidbits of in-
formation that may be interesting but would interrupt the flow of the main text, and
for other miscellaneous purposes. I deliberately use the phrase “haphazardly selected”
because I had the idea to do this while a month’s worth of newspapers was ready to be
picked up by the recycling truck. I hurried out and pulled off the top bag, picked out
the newspapers that had been stuffed in it in no particular order, and noted the infor-
mation about science stories in the 13 newspapers I had time to look at before the
truck arrived.

2. Lori Murray, manager of Corporate Communications for Applied Biosystems,
provided the costs of this project in a phone conversation on 28 March 2003. Applied
Biosystems and Celera Genomics are divisions of the Applera Corporation, and Ap-
plied Biosystems produced the DNA-sequencing machines used by Celera Genomics
in its work on the human genome.

3. High technology was important for parts of this story, such as dating the fossils
and the molecular work that first suggested that whales and their relatives were more
closely related to hippos than to other even-toed ungulates. But the most convincing
evidence for the evolutionary transformation was the sequence of the fossils them-
selves. Even the close relationship between whales and hippos has been supported not
only by molecular data but also by new fossil discoveries, which allowed detailed com-
parison of the anklebones of whales, hippos, and other ungulates.

Chapter 2

1. It’s important to note that two versions of the initial picture were shown simul-
taneously, one with some objects missing. Subjects were asked to compare the two
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versions and identify the missing objects in the version shown on the right side of the
computer screen. Therefore, they had an opportunity to study the pictures, which en-
hanced their ability to remember objects in later tests.

2. Since Perrig and his colleagues (1997) didn’t provide individual data for their
subjects, I created simulated data for 442 individuals by assuming that plasma levels of
B-carotene followed a normal distribution, with a mean of 0.72 micromoles per liter
and a standard deviation of 0.48; that scores on the test of recognition memory fol-
lowed a normal distribution, with a mean of 1.33 and a standard deviation of 0.76; and
that these two variables were correlated at a level of 0.22 (all of these summary statis-
tics were reported by Perrig’s group). The normal distribution is a symmetrical, bell-
shaped curve that shows a range of values for a variable, such as plasma concentration
of B-carotene, on the horizontal axis and the frequency with which those values occur
in a population on the vertical axis. Many variables are normally distributed, and it’s a
common strategy to assume normal distributions for standard statistical analyses. In
fact, although Perrig and his colleagues didn’t explicitly state that their data were nor-
mally distributed, some of their analyses rest on this assumption. The average, or
mean, of a normal distribution occurs at the peak of the curve. The standard deviation
is a measure of the variability in the data, or spread of the curve. In a normal distribu-
tion, about 68% of the values fall within 1 standard deviation of the mean and 95%
fall within 2 standard deviations of the mean. See Figure 8.3 for an illustration of data
that fit a normal distribution.

3. The 5% cutoff for statistical significance is a standard rule of thumb (some
would say dogma) that thousands of students have learned in beginning statistics
classes. The rationale for this rule is that, if the probability of observing a pattern
purely by chance is greater than 5%, we should attribute the pattern to chance or, in
more formal terms, accept the null hypothesis that the pattern is due to chance. If the
probability of observing a pattern purely by chance is less than 5%, we may provi-
sionally accept the hypothesis that there is a real relationship between the variables
(see Appendix 2 for more details).

4. The probability that individual A does not get 10 heads is 0.999, the probability
that B does not get 10 heads is 0.999, and so on. The probability that A and B and C
and so on all do not get 10 heads is 0.999 X 0.999 X 0.999 X ... = 0.9991% = (.905.
Therefore, the probability that at least one individual gets 10 headsis 1 — 0.905 = 0.095.

5. “Confident” here means that the probabilities of getting these correlations by
chance alone are less than 5% in the context of the whole analysis (see Appendix 2). A
dramatic example of the pitfalls of interpreting multiple statistical tests of the same
set of data occurred in the spring of 2003 when VaxGen Incorporated reported the
first tests of an AIDS vaccine they had developed. In their overall analysis of results
for 5,000 subjects, they found no evidence that the vaccine prevented infection with
HIV, the virus that causes AIDS. But VaxGen researchers reported a significant bene-
fit in blacks when they analyzed data separately for nine ethnic subgroups. However,
they apparently failed to apply a Bonferroni correction to these analyses. Had they
done so, the probability that the benefit seen in blacks was due to chance would have
increased from less than 2% to between 9% and 18%, too high to have much confi-
dence that there was a real benefit of the vaccine for that group (Cohen 2003).

6. Cognitive impairment caused by a succession of small strokes.

7. A meta-analysis is a formal, statistical procedure for combining the results of
multiple studies of the same question to arrive at an objective consensus about the an-
swer (see Chapter 8).
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8. The subjects in the initial trial were mostly white females with an average age of
36 and no other diseases. The FDA Advisory Committee wanted to see results for a
broader range of subjects and more information on side effects before recommending
approval. The committee also noted that pleconaril had to be started within the first
24 hours of onset of a cold to be effective and wondered about the practicality of this
treatment (Food and Drug Administration 2002; Senior 2002).

Chapter 3

1. In 1993 the U.S. Supreme Court decided that the Frye Rule, which was promul-
gated in 1923, was superseded by the Federal Rules of Evidence, which became the
legal basis for admissibility of evidence in federal cases in 1975. These rules are used
in many state courts, as well as by federal judges. In its 1993 decision, the Supreme
Court also specified four criteria for evaluating scientific evidence in court: (1) the
methods underlying the evidence should be testable, (2) published or reviewed by sci-
entific peers, and (3) generally accepted by the relevant community of scientists, and
(4) the likelihood of error in the methods should be able to be estimated (Annas
1994). To my knowledge, this Supreme Court decision, Daubert v. Merrell Dow Phar-
maceuticals, has not been applied to the use of dogs for scent identification in police
lineups.

2. See Chapter 6 for a discussion of more precise terminology for classifying types
of twins.

3. In a recent study, Wells and Hepper (2000) tested the ability of humans to dis-
tinguish between the scents of different dogs. They found that dog owners could pick
out a blanket scented by their own dog when it was paired with a blanket scented by
an unfamiliar dog, although they expressed no consistent preference between the two.

4. Schoon published her dissertation research in articles in Applied Animal Bebav-
iour Science (1996), Bebaviour (1997), and the Journal of Forensic Science (1998).

5. A horse named Clever Hans is a famous example of the ability of animals to at-
tend to very inconspicuous movements of humans. Clever Hans, who lived in Ger-
many in the early 1900s, purportedly could solve mathematical and other problems
and indicate correct answers by tapping his hoof. Clever Hans was very popular with
the public, especially after a group of scientists saw him demonstrate his talents and
declared that there was no evidence of fraud on the part of his owner. This inspired an
experimental psychologist named Oskar Pfungst to test Clever Hans in various ways,
including the first double-blind experiments in psychology. If the owner didn’t know
the answer to a question or if a curtain was placed between the owner and Clever
Hans, the horse never got the right answer. After long and careful observation,
Pfungst finally discovered that the horse noticed barely perceptible and unconscious
head movements or postural changes of the owner when the horse had reached the
correct number of taps, and he stopped tapping at that point (J. L. Gould 1982).

6. Here is a similar problem to test your understanding of these calculations. Sup-
pose there are two taxi companies in Reno, Blue Cab and Green Cab. Eighty-five per-
cent of the cabs in town are blue while 15% are green. A cab was responsible for a hit-
and-run accident at night; an eyewitness saw the accident and reported that the cab
was green. The police tested the ability of the witness to determine the color of cabs
at night and found that the witness was accurate 80% of the time. What is the proba-
bility that the cab involved in the accident was actually green?

7. Substitute one guilty suspect, one innocent suspect, and two total suspects in the
bottom row of Table 3.4; then recalculate the top row of this table by multiplying
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0.36 by 1 and 0.05 by 1 and adding these two values to get 0.41. Therefore, the proba-
bility that the suspect identified by the dog is actually guilty is 0.36/0.41 = 0.88.

8. Why are these probabilities of a false positive result so low? Laboratories that
test DNA typically analyze several different regions of the DNA extracted from a
sample of blood or other tissue. For each of these regions, several different sequences
of DNA typically exist in a population. Two unrelated individuals might have the
same sequence at some of these regions, but the probability that they will have the
same sequence at all regions tested is very low because it is the product of the proba-
bilities for each individual region. For example, if the chance that two people have the
same DNA sequence at any one tested region is 0.2 and 10 regions are tested, the
chance that they have the same sequence at all 10 regions is 0.2'% which equals ap-
proximately one in 10 million.

Chapter 4

1. Researchers obviously didn’t design experimental tests of the teratogenicity of
retinoic acid with human subjects. However, an acne medicine called Accutane, which
contains a derivative of retinoic acid as an active ingredient, was used by some preg-
nant women despite warnings to the contrary. About half of one set of women who
were exposed to Accutane during pregnancy either miscarried or had babies with var-
ious birth defects.

2. By contrast, imagine a more general hypothesis that some unspecified chemical
in the water causes deformities. Perhaps this could be tested by finding a set of ponds
where a high percentage of frogs are deformed and another set where most frogs are
normal, collecting water from these ponds, and comparing the chemical constituents
of these samples. But natural bodies of water differ chemically in hundreds if not
thousands of ways, so it would be very difficult to pinpoint the precise chemical that
might be responsible for deformities. The problem is compounded by the fact that
chemical reactions take place continuously in water so the hypothetical compound
that was present in the right concentration to cause abnormal limb development at the
time of metamorphosis from tadpoles to frogs might have been converted into some-
thing else by the time water samples were taken. This approach is searching for a needle
in a haystack.

3. There are a great variety of methods for estimating the sizes of natural popula-
tions. Some of these are fairly straightforward, such as counting the number of males
displaying at a pond during the breeding season and using this as an index of abun-
dance; others involve sophisticated mathematical analysis of resightings or recaptures
of marked animals. Regardless of whether estimates come from a simple or compli-
cated method, the key requirement is that methods for each population must be con-
sistent over time. It’s not necessary for the validity of the analysis by Houlahan et al.
(2000) that all researchers used the same method, only that they didn’t change how
they estimated the size of a particular population in midstream.

4. Conceivably the hypothesis that the pathogenic fungus was transferred from
hatchery-reared fish to frogs and toads could be tested by selecting several pristine
lakes without such fish, introducing fish infected with the fungus to a random subset
of these lakes, and introducing uninfected fish to the remaining lakes as controls.
Then the egg survival and population dynamics of amphibians that are breeding in
these lakes could be followed for several years. But the ethics of doing this experiment
are questionable, considering the threatened status of some of the amphibian species.
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Chapter 5

1. Fledglings are baby birds that have left the nest and are able to fly but may still
be dependent on their parents.

2. Since the area of an average cache is 2 square centimeters and caches are roughly
circular in shape, the radius of a cache is | 2/m. This is also the radius of a typical
probe. If we assume that a bird finds a cache if the edge of a probe hits the edge of the
cache, the area a bird has to hit to discover a cache includes the area of the cache itself
plus a ring of radius ,2/m outside the cache. Therefore, the radius of the total area
that will result in discovery of a cache equals 2,2/, and this area equals 8 square cen-
timeters. With 379 caches, the area that a bird has to hit with a probe to discover any
cache equals 379 X 8 = 3032 square centimeters. The total area of the arena is
750,000 square centimeters, so the chance of discovering a cache by random search
equals 3032/750,000 = 0.004, or 0.4%.

3. Why did two of the nutcrackers used by Vander Wall (1982) not store seeds in
the arena? The most likely possibility is that they did not adapt as well to captivity as
the two birds that did cache. Another possibility, however, is that different birds have
different strategies under natural conditions: some might store their own seeds; others
might make a living stealing caches made by the first group. Vander Wall argued that
this second strategy is unlikely to be successful because the ability to locate caches by
using directed random search and microtopographic cues would degrade over time as
caches are harvested and cache density decreases and as microtopographic cues are
erased by wind, rain, and other weathering processes. Therefore, birds that depended
on a pilferage strategy would have the most difficult time finding food during the win-
ter and subsequent breeding season, when their needs might be greatest. Testing these
alternatives will require further laboratory experiments with more birds and more de-
tailed studies in the field.

4. The least familiar of these rodents may be kangaroo rats, which are one of my
favorite animals. These are so named because they have well-developed hindlimbs
and hop around their desert habitats, although they aren’t related to kangaroos. They
use their delicate forelimbs to sift the sand for seeds, which they carry to burrows and
other storage sites in fur-lined cheek pouches with separate openings adjacent to the
mouth. They have many additional morphological, physiological, and behavioral adap-
tations to desert environments.

Chapter 6

1. A fertilized egg is called a zygote. In the early stages of development, this single
cell divides to make two cells, the two divide to make four, then eight, and so on. In
rare cases in humans, this ball of cells may separate into two balls, each of which de-
velops into an individual. These two individuals have the same genes and thus are
commonly called identical twins. They are genetically identical but not identical in an
absolute sense because they experience somewhat different environments. Even be-
fore birth, for example, they are in different positions in the uterus, which may cause
them to develop slightly differently. Therefore, a more accurate designation for iden-
tical twins is monozygotic—{rom one zygote. Fraternal twins, on the other hand, arise
when two separate eggs are fertilized by different sperm. These two fertilized eggs
form two zygotes; thus fraternal twins are dizygotic. Their average degree of genetic
similarity is no more or less than that of two siblings with the same mother and father
born at different times.
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2. The term “genetic causation” has at least two meanings: (1) changes in chromo-
somes or DNA that affect functioning of a cell and (2) inheritance of a form of a gene
that influences a trait of an individual, such as his or her susceptibility to a disease.
Genetic changes that occur in somatic cells (all cells except sperm in males and eggs in
females) may alter how those cells work but are not passed on to offspring. From now
on, I'll use “genetic causation” in the second sense.

3. The 24 unique chromosomes are labeled 1-22, X, and Y. Each one can be iden-
tified under a microscope by its distinctive size and shape. Each individual has 46
chromosomes in all cells of the body except mature sperm or eggs. A female has two
copies of chromosomes 1-22 and two copies of the X chromosome. A male has two
copies of chromosomes 1-22 plus one X and one Y.

4. Tf the mutation rate is 1 X 107 to 1 X 1077 and it takes two mutations to pro-
duce a tumor, how can the incidence of sporadic cases be as high as one in 50,000? If
we considered only one cell, the probability of two independent mutations would be
at most (1 X 1076) X (1 X 1079 = 1 X 107'2, or one in 1 trillion. But each human
retina has about 2 million cells, which arise by about 18 successive doublings from 10
initial cells in an early embryo. Thus there are many opportunities for these muta-
tions to occur, producing the incidence rate of one in 50,000. I've oversimplified this
example somewhat because in fact different types of somatic mutations can occur in
the retina to produce retinoblastoma, and the mutation rates are not necessarily the
same for the first and second mutations.

5. For this child, only one spontaneous mutation is required in an eye to produce
retinoblastoma in that eye. As described in the preceding note, there are many oppor-
tunities for this mutation to occur because of the large number of cell divisions that
take place during formation of the retina. This results in a very high probability of
retinoblastoma in one eye and a substantial probability of the disease in both eyes.

6. Lichtenstein’s group (2000) used a slightly more complex method of estimating
relative risks, which accounted for the fact that twins of some of the focal individuals
had been diagnosed with cancer several years previously whereas twins of other focal
individuals had been diagnosed with cancer only recently. Nevertheless, the values
they reported for the relative risk of breast cancer were similar to the ones shown
here: 5.2 for monozygotic twins and 2.8 for dizygotic twins.

7. The implications of relative risk are often misrepresented by physicians or mis-
interpreted by patients. As discussed by Dupont and Plummer (1996), the important
statistic for a person concerned about the chances of getting a specific disease is ab-
solute risk, which is the probability of getting the disease during a certain period of
time, like the next 10 years. An individual may have a high relative risk compared to
the general population, but if the frequency of the disease in the general population is
very low, his or her absolute risk is still low.

8. One type of data that has nor provided much evidence for environmental causes
of cancer is examination of cancer clusters in communities. These are situations in
which multiple cases of cancer are reported in a small geographic area. This would
seem to be an ideal opportunity for linking a specific environmental factor to a speci-
fic type of cancer, by identifying common exposure to a specific factor among afflicted
individuals in the community. Despite many requests from the public to investigate
cancer clusters (e.g., 1,500 in the United States in 1989), Trichopoulos and his col-
leagues (1996) reported that only one localized cancer cluster had ever been defini-
tively linked to a specific environmental factor. This was the discovery that multiple
cases of a rare form of respiratory cancer in a village in Turkey could be attributed to
a mineral similar to asbestos found in the soil. There are many reasons that apparent
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cancer clusters perceived by the public and discussed in the press are rarely conclu-
sively tied to specific environmental causes. The most basic reason is that cancer is a
common set of diseases and there are many communities in a large country, such as
the United States, so there are many opportunities for concentrations to occur in spe-
cific communities simply by chance (Robinson 2002).

Chapter 7

1. In Chapter 6, I discussed the contribution to retinoblastoma and breast cancer
of genes that specify tumor-suppressor proteins. The p53 gene is probably the most
important; it is altered by mutation in at least half of human cancers, resulting in a
form of the p53 protein that is inactive.

2. Many, but not all, tissues and organs experience continuous turnover of cells, so
the ages of the characteristic cells of these tissues and organs are roughly constant
even though the bodies in which they occur keep getting older. One example is red
cells in the blood. Red blood cells have an average life span of 120 days in humans;
new red cells are continuously formed from undifferentiated stem cells in the bone
marrow to replace mature red cells that are continuously lost from the blood.

3. The probability of living from birth to age 1 is 0.99; from age 1 to age 2, 0.99;
from age 2 to age 3, 0.99; and so on. Therefore, the probability of living from birth to
age 215 0.99 X 0.99 = 0.99% = 0.98. The probability of living from birth to age 50 is
0.99°, and the probability of living from birth to age 100 is 0.991%.

4. Connective tissue takes many different forms in the body. Some of the most fa-
miliar are tendons, ligaments, and the walls of blood vessels, but other forms of con-
nective tissue occur throughout the body. For example, fat is composed of connective
tissue.

5. Fifty cell divisions, or 50 successive doublings, produce a very large number of
cells: 20 equals about 1.13 X 10" cells, or 1 million billion cells.

6. You began life as a fertilized egg produced in one of your mother’s ovaries as one
of the trillions of cells in her body that arose from the fertilized egg that would even-
tually become your mother. That egg in turn was produced in one of your maternal
grandmother’s ovaries: the chain can be carried backward or forward in time as far as
you wish.

7. Wild-type worms are descendants of worms collected in nature and subse-
quently maintained in the laboratory with no exposure to agents that cause mutations.

8. Although primordial germ cells originate outside the embryo, they are ulti-
mately derived from the fertilized egg and therefore are genetically identical to all the
other cells of the embryo. As the fertilized egg begins to divide, it forms a ball of cells
called a blastocyst that becomes the developing embryo, as well as a set of membranes
that contribute to the placenta. The primordial germ cells are derived from one of
these membranes.

9. The probability of surviving for 1 month is 1 — 0.1 = 0.9. The probability of
surviving for 1 yearis 0.9 X 0.9 X 0.9 X ... = 0.912 = 0.282, or 282 mice of the 1,000
we started with. The other calculations are similar.

Chapter 8

1. Blood pressure is typically measured at two times during a complete cycle of
contraction and relaxation of the heart. Systolic pressure is the pressure of blood in
the arteries when the ventricles of the heart are contracting and expelling blood; dias-
tolic pressure is the pressure when the heart muscle is relaxed and the ventricles are
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being refilled with blood. Blood pressure is expressed in millimeters of mercury (mm
Hg), a standard way of measuring pressure in general (e.g., atmospheric pressure at
sea level is 760 mm Hg). For simplicity, I'll often refer to these measurements as
“units.” For subjects in the Dutch experiment, the average baseline blood pressure
was 124/76 (systolic/diastolic). All subjects had baseline values in the normal range,
which is less than 140 mm Hg for systolic pressure and less than 90 mm Hg for dias-
tolic pressure.

2. Note the change in wording from Giovannucci’s (1999) cautious “associated
with a lower risk” to Ekbom’s (1999) assertive “are at lower risk.” Ekbom’s remark
about being “forced into a life without” coffee refers to an experiment with two pris-
oners in Sweden in the eighteenth century. One was given coffee daily; the other was
not. Neither prisoner had colorectal cancer when he was released from prison after 20
years. Thus my comments about the impossibility of long-term experiments aren’t
quite justified.

Chapter 9

1. The Celsius temperature scale is used in most countries and in all scientific writ-
ing and discussion. For American readers who may not be used to thinking in these
units, a temperature change of 1 degree Celsius translates to 1.8 degrees Fahrenheit;
that is, to convert a change in °C to °E, multiply by 1.8 (multiply by 2 for a rough
approximation). Thus a change of 33°C would be 59°F. If we are converting specific
temperatures, we have to account for the fact that 0°C corresponds to 32°F. For ex-
ample, normal body temperature of most mammals is about 37°C, or (1.8 X 37) + 32
= 98.6°F.

2. Although this position is fundamentally conservative, in the sense of being re-
strained or cautious, it’s the opposite of the position taken by many political conser-
vatives, at least in the United States.

3. This definition of a model as an hypothesis with explicit assumptions about spe-
cific and detailed relationships is somewhat limited, although useful for our present
purposes. Some models incorporate information or concepts from multiple disci-
plines, whereas we usually think of hypotheses as being part of just one discipline.
Models are often idealized and purposely unrealistic, and they may have more value as
a heuristic tool than in making accurate predictions that can be tested. By defining a
model as a type of hypothesis for purposes of this discussion, I don’t want to imply dis-
agreement with those who define models more broadly.

4. Believe it or not, Martens and his colleagues (1999) named their model
MIASMA—Modelling framework for the health Impact ASsessment of Man-induced
Atmospheric changes.

5. Degree-days are used to represent the heat requirements for biological processes
such as plant growth and animal development under natural conditions. For example, if
an early-maturing variety of tomato plant is well watered and fertilized, it takes about
1,100 Celsius degree-days for tomatoes to develop and ripen, where the minimum
temperature for the process is 10°C. If the average daily temperature during the grow-
ing season is 25°C (77°F), you should have ripe tomatoes about 73 days after planting
Early Girls or a similar variety because 73 X (25°C — 10°C) = 1095 degree-days.

6. George Macdonald (1961) introduced the concept of the basic reproduction rate
in the 1950s, and Robert May (1983) estimated basic reproduction rates for malaria of
16 to 80 in Nigeria, where the disease is common. Why, then, did Martens and his
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colleagues (1999) use a relative measure of malaria risk in their model, rather than di-
rectly estimating how global climate change would affect the basic reproduction rate?
May had used indirect methods to estimate basic reproduction rates for malaria in
Nigeria, but these methods only work for areas where a disease already exists, so they
can’t be used to predict how climate change might influence the spread of malaria to a
new area. Transmission potential, used by Martens’s group as a relative measure of
risk, includes only the terms in the full formula for the basic reproduction rate that
are known to depend on temperature. Therefore, transmission potential equals the
biting rate of mosquitoes times the probability that an infected mosquito lives long
enough for the parasite to complete its incubation period (Figure 9.4). This assumes
that the following elements of the basic reproduction rate are independent of temper-
ature: the size of the mosquito population relative to that of the human population in
an area, the length of time a person with malaria is infectious to mosquitoes, the prob-
ability of successful transfer of parasites from an infected person to a mosquito, and
the probability of successful transfer of parasites from an infected mosquito to a per-
son. As discussed in the text, the least plausible of these assumptions is probably the
first, but Martens’s group believed this assumption to be conservative.

7. P've simplified this example in four major ways: (1) In a mass vaccination pro-
gram for smallpox, the vaccine would not be offered to people with elevated risks, in-
cluding very young children; pregnant women; and people with cancer, AIDS, or the
skin disease eczema. (2) Since the vaccine is a live virus, it can be transmitted from a
vaccinated person to an unvaccinated person through close contact, so people living
with those in high-risk categories would also not be vaccinated. (3) These two groups
of people make up about 25% of the U.S. population, which means that everyone else
would have to be vaccinated to prevent the spread of smallpox. (4) The calculations of
vaccination risks made by Kemper and his colleagues (2002) were based on historical
data before 1972, when mass vaccination was done in the United States. Risks today
might be lower, if safer vaccines could be developed, or higher, if more people have
compromised immune systems than before 1972.

Chapter 10

1. One and one-half million is a minimum estimate of the number of species that
have been identified and given scientific names. This is probably fewer than 50% of
the total number of species that exist on Earth since new ones are being discovered
continuously, especially in the tropics. Some workers have estimated that 100 million
different species occur on Earth (Wilson 2002).

2. Tam taking the traditional, positivist approach of the scientist here. Some would
argue vociferously that all scientific knowledge is socially mediated, so it is meaning-
less to talk of progress in scientific understanding. Ronald Giere (1999) analyzes this
debate in Science without Laws.

Appendix 2

1. Explaining methods for calculating statistical power is beyond the scope of this
book. Van Dusseldorp and her colleagues (1989) didn’t give enough details for me to
reproduce their calculations; it’s probably safe to assume, however, that they used an
effect size of 2 units of blood pressure because previous work had suggested that if av-
erage blood pressure was reduced by this amount in people in industrialized countries,
there would be a substantial reduction in mortality from cardiovascular disease (see
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the discussion of the paradox of prevention in Chapter 8). It’s also important to note
that power is linked to the probability of Type I error (rejection of a true null
hypothesis) that guides a study. The Dutch researchers used a probability of Type I
error of 5% for their work. If they had used a smaller probability of Type I error, the
probability of Type II error would have been greater; that is, they would have had to
be satisfied with lower power.
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