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Introduction

Roger Revelle concluded the 1957 paper he co-authored with Hans 
Seuss, which demonstrated the potential for substantial atmospheric 
increases of carbon dioxide, with an ominous and now routinely quoted 
observation: “Human beings are now conducting a large-scale geophysi-
cal experiment of a kind that could not have happened in the past nor 
be reproduced in the future.” (Revelle and Seuss 1957)1 Testifying before 
the US Congress that same year, Revelle characterized Earth as a “space-
ship” and argued for federal dollars to be directed toward understanding 
the climate of that limited system (HCoA 1956: 426). Ten years later, 
in a similar vein, Svante Odén introduced the public to the phenomenon 
of acid rain and characterized the issue as a “chemical war” among 
European nations (Odén 1967). Revelle and Odén were instrumental in 
placing the respective issues of climate change and acid rain on the policy 
agendas of industrialized countries. In view of the considerable resources 
that have since been directed toward their scientifi c and political resolu-
tion, including unprecedented international cooperative efforts, the 
importance of the agenda status of these two issues cannot be 
overstated.2

Revelle and Odén brought political attention to an issue that had 
previously been the exclusive concern of a small cadre of scientists. In 
addition, they used evocative language to support their arguments, rather 
than describing the issue in the staid technical language typical of scien-
tifi c publications. These actions fall outside what is typically thought 
of as “science.” Revelle and Odén, in these instances, look more like 
political advocates than like scientists. This raises questions about the 
infl uence that scientists might wield in policy debates. How important 
were these scientists in bringing about the “translation” of a scientifi c 
question—a question that animates scientists but is relatively inert in 
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wider social circles—into a question that captured public attention and 
quickly led to political action?

In this volume, I consider the role that scientists play in taking an 
issue from the relatively closed forum of scientifi c debate to a broader 
audience so that it begins to resonate in wider social and political circles. 
Scientists do not act alone in this process and are not insulated from 
social forces that make some issues more politically and socially salient 
than others. At the same time, the question of how scientists’ interests 
are transformed into highly visible political issues merits examination. 
The crux of the issue is how scientifi c experts and scientifi c expertise 
shape public attention and attentiveness and, ultimately, public decision 
making.

As scientists have become more frequent participants in policy making, 
social scientists have turned a critical lens on interactions between science 
and policy.3 The literature has produced a number of insights into 
the nature of science-policy interactions, including the folly of attempting 
to conduct public decision making according to synoptic or rationalist 
methods (Lindblom 1959), the tendency for political controversies to 
ignite technical controversies rather than be quelled by technical insights 
(Collingridge and Reeve 1986; Ezrahi 1980; Nelkin 1979; Mazur 1981), 
the elusiveness of a stable boundary between questions of science and 
questions of policy in decision-making settings (Bryner 1987; Gieryn 
1983, 1995, 1999; Jasanoff 1990; Shackley and Wynne 1997; Stern 
and Fineberg 1996), the fact that blurring the boundary between science 
and policy often produces decisions that are better able to withstand 
stakeholder efforts at deconstruction (Jasanoff 1990), the emerging 
organizational structures used to manage diffi cult negotiations along 
the science/policy boundary (Guston 1999, 2000), and the role of 
social, cultural, and political factors in shaping information presented 
as science in public domains (Jasanoff 2004a; Jasanoff and Wynne 1998; 
Miller 2000, 2001; Miller and Edwards 2001; Shackley and Wynne 
1995).

Remarkably, the expansive literature on the role of scientifi c knowl-
edge in decision making contains an unresolved debate about the infl u-
ence that scientists have in shaping policy outcomes, some scholars 
arguing that scientists have little role in shaping policy and others arguing 
that scientists are important participants in the policy process. At 
the most general level, one can see the debate refl ected in the starting 
assumptions of two disciplines that contribute to this literature. In 



Introduction  3

general, political scientists tend to discount the importance of scientists 
and science in policy making. This translates into a shortage of contem-
porary studies that specifi cally consider scientists in policy making.4 This 
general disciplinary tendency is countered by scholars in the fi eld of 
science and technology studies (STS) who argue for the importance 
of science and technology in shaping contemporary social interaction 
(Jasanoff 2004a).5 These distinct disciplinary orientations prevent 
more productive scholarly exchange across the two disciplines and 
allow their respective views regarding science in policy making to go 
unchallenged.

Beneath the disciplinary orientations of scientists in policy making, 
there is debate at the level of individual studies. For example, some 
studies of acid rain conclude that scientists had little infl uence in policy 
outcomes (Gould 1985; Yanarella 1985) whereas others argue that 
scientists have played a central role (Zehr 1994a). Likewise, the role 
of scientists in the success of the Montreal Protocol is viewed as periph-
eral in some studies (Litfi n 1994) and as central in others (Haas 1992; 
Parson 2003). Collingridge and Reeve, in their 1986 study of three policy 
issues, conclude that science provides few if any resources for resolving 
policy debates. Jasanoff (1990), specifi cally countering Collingridge 
and Reeve’s conclusion, offers evidence that scientists are able, at times, 
to produce scientifi c arguments that are accepted as legitimate endpoints 
for policy debate, and highlights the circumstances that accompany 
such feats.

One reason the debate about scientists’ role in decision making persists 
is that, by and large, studies that select a specifi c venue for analysis have 
not examined how that choice affects the conclusions of those studies. 
Many studies can be categorized according to policy-making venue. For 
example, researchers have devoted considerable attention to scientists’ 
roles in the making of regulatory policies (Brickman, Jasanoff, and 
Ilgen 1986; Bryner 1987; Collingridge and Reeve 1986; Crandall and 
Lave 1981; Daemmrich 2004; Greenwood 1984, Guston 1999, 2000; 
Hilgartner 2000; Irwin et al. 1997; Jasanoff 1990; Landy, Roberts, 
and Thomas 1994; Melnick 1983; Nelkin 1979; Powell 1999; Salter 
1988; Wagner 1995; Weinberg 1972). Another venue that has received 
considerable scholarly attention is science-policy interactions at the 
international level, where studies focus on treaty negotiations or regime 
formation. (See, for example, Haas 1990; Litfi n 1994; Miller 2001; Miller 
and Edwards 2001; Parson 2000; VanDeveer 2006; Zehr 1994b.)
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Less popular policy domains for research are agenda setting and leg-
islation. Hart (1992), Krimsky (2000), Miller and Edwards (2000), 
Pielke (2000a), Scheberle (1994), Takacs (1996), Zehr (1994a), and 
Yearly (1991) specifi cally consider science-policy interactions in agenda 
setting. Although Bimber (1996), Weiss (1989), Esterling (2003), and 
Nakamura (1975) treat the role of expertise in the context of legislative 
decision making, studies that focus particularly on scientists in legislative 
policy making are rare (Zehr 2005). Although the above-mentioned 
studies make important individual contributions to our understanding 
of the part played by scientists in policy making, the literature has not 
addressed the question of how choice of venue affects fi ndings or limits 
the ability to generalize from a specifi c case. Moreover, the studies cited 
above do not acknowledge that variation in fi ndings from one study to 
the next could be a function of the choice of venue.

Those who analyze multiple policy venues tend to leave the span of 
the policy process undefi ned. For instance, Collingridge and Reeve (1986) 
treat issues in distinct policy stages—for example, the creation of new 
governmental authority in the case of smoking laws versus the specifi c 
application of existing governmental authority in the cases of lead 
pollution and IQ testing. However, Collingridge and Reeve never assess 
how the shift in domain affects their analysis. Zehr (1994a) analyzes 
scientists’ role in acid rain policy up to the passage of the acid rain 
control program in the United States in 1990 and stops short of consider-
ing scientists’ subsequent role in the implementation of that program. 
Litfi n (1994), examining the negotiations that preceded the creation 
of the Montreal Protocol, downplays the activities of scientists who 
were instrumental in framing and publicizing the issue when they fi rst 
discovered the potential of certain chemicals to destroy atmospheric 
ozone.

The aforementioned studies offer complex and nuanced accounts of 
how scientifi c information is incorporated into decision making in various 
domains of interest. However, the effect of case selection—in particular, 
at what point in the policy process the role of scientists is considered—is 
not specifi ed in these studies. Because choice of policy domain is not an 
explicit part of the research design, how it affects the conclusions of 
studies is rarely considered.

Cross-national comparisons (e.g., Brickman, Jasanoff, and Ilgen 1985; 
Vogel 1986; Jasanoff 1993; 2004b; Hajer 1995; Daemmrich 2004; 
Parthasarathy 2004) offer an improvement over studies that treat 
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science-policy interaction in a single or an undefi ned institutional setting. 
When science-policy interactions in different countries are compared, 
distinctions in what constitutes relevant scientifi c information are imme-
diately apparent. Such comparisons offer a more complex image of the 
role of science in decision making than single case studies have produced. 
They emphasize the importance of context in shaping interactions 
between scientists and non-scientists, and they point specifi cally to how 
national styles of decision making affect the use of scientifi c claims to 
justify policy action and policy inaction.

Jasanoff (1998) illustrates national styles of decision making in her 
analysis of decisions in the United States and in Great Britain to remove 
lead from gasoline. She argues that advocates of policy change in the 
United States pointed to evidence of a link between children’s exposure 
to lead and learning disabilities. In Britain, on the other hand, advocates 
pointed to evidence of the toxicity of low-level exposures to the entire 
population, without reference to children or cognitive function. Citing 
additional observations about cross-national differences in how evidence 
is collected and mobilized to justify policy action or inaction, Jasanoff 
(2005a) advances the notion of “civic epistemology” to call attention to 
important differences in how civil society views science and technology 
in various countries. Jasanoff compares India, Britain, and the United 
States to show how much the debates about science and technology differ 
in those countries. The focus on “civic epistemology” is crucial in that 
it emphasizes the role of the public in legitimizing or questioning science 
and technological commitments of the state or other private actors. 
Moreover, the idea of “civic epistemology” further emphasizes the 
importance of attending to context (in this case, place and culture) when 
drawing conclusions about the role of science in public decision 
making.

In this volume, I draw on comparative studies of science in policy 
making and on the concept of “civic epistemology” by paying specifi c 
attention to the ways in which context shapes interactions between 
science and policy. Rather than focus on national styles of policy making, 
however, I examine variations in science-policy interactions across 
a range of policy domains within the United States. By treating the 
policy domain explicitly, I demonstrate the extent to which the nature 
of science-policy interaction changes as the policy process matures. 
Though studies of national styles of decision making do not mischarac-
terize the nature of science-policy interaction at the level of nation-states, 
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they suggest a uniformity that overlooks meaningful intra-national 
variations. Because I have moved the lens down to the level of within-
state institutions, the fi ndings I report here will necessarily be limited 
to those specifi c settings and will not necessarily apply to other arenas. 
The methodological approach of analyzing scientists’ role in policy 
making across several settings in order to learn something about the 
effect of context is important for improving the generalizability of 
research fi ndings.

Stages of the Policy Process

In order to highlight the role that context might play in shaping science-
policy interactions, I draw on work that has roots in Harold Lasswell’s 
division of the policy process into multiple stages (Lasswell 1956; 
Kingdon 1984; Polsby 1984; Nakamura 1975). Lasswell’s attention to 
stages shifted scholarly attention to aspects of the policy process that had 
been largely overlooked by a discipline fascinated with congressional 
policy making.6 Equally important, however, are studies that highlight 
distinctive features of each stage and contribute to a dynamic under-
standing of the policy process in which actors, resources, and norms 
of participation change from one setting to the next (Kingdon 1984; 
Nakamura 1975).

Whereas the policy-stages approach has been criticized as imposing a 
linear view of policy making and as pointing scholars away from inter-
branch cooperation (Jenkins-Smith and Sabatier 1993), more recent 
applications of that approach, sensitized to these criticisms, have avoided 
such over-simplifi cation.7 Notably, Kingdon’s (1984) analysis of the 
policy process draws heavily on Cohen, March, and Olsen’s (1972) 
concept of policy streams. For Kingdon, policy change occurs through 
the confl uence of multiple streams of activity that connect ideas, solu-
tions, and political will. This approach avoids the assumption that policy 
making necessarily proceeds from problem identifi cation to selection of 
alternatives to implementation, and it acknowledges that activities in 
each stage can occur in parallel.

The policy-stages approach provides a framework for examining 
variation in scientists’ participation in the policy process across settings. 
I begin this study by asking whether contradictory fi ndings in existing 
research refl ect actual differences in the roles that scientists play in 



Introduction  7

the policy process from one stage to the next. To test for these dif-
ferences, I begin with a longitudinal approach and divide the policy 
process into three stages that correspond to specifi c institutional settings: 
agenda setting, legislation, and implementation.8 In addition, I compare 
scientists’ participation in two environmental policy debates, one con-
cerning acid rain and one concerning climate change. The research 
design, therefore, has both longitudinal and cross-sectional components. 
The longitudinal analysis offers insights into changes that occur over 
time. These involve (1) changes in knowledge—i.e., reductions in 
scientifi c uncertainties and innovations with respect to policy options—
that shift the balance of supporters and opponents of policy change 
and (2) changes in actors and institutions as a policy issue matures. 
The changes in the second set occur whether or not there are 
signifi cant changes in knowledge about the problem or about potential 
solutions.

The longitudinal comparison reveals notable variation in the roles 
played by scientists in each setting. This cross-sectional component of 
the research design allows for comparison across the two issue areas and 
demonstrates that longitudinal variation occurs in each case. This varia-
tion appears to be connected to structural features of the policy process 
that alter the terms of engagement for scientists. Specifi cally, as the policy 
process evolves, one sees a trend of increasing procedural formality.9 
Agenda setting is the least structured stage of the policy process and is 
notable for the lack of an obvious institutional home. In spite of the 
diffi culty that the lack of a formal setting poses in studying agenda 
setting, a number of analyses set out the major components of the 
agenda-setting process (Cobb and Elder 1983; Polsby 1984; Kingdon 
1984; Stone 1989; Baumgartner and Jones 1993). This stage is domi-
nated by actors who advance policy ideas through information gathering, 
story telling, argument, and persuasion. Odén’s characterization of acid 
rain as Europe’s “chemical war” is a striking example. The discursive 
practices that appear during agenda setting are present in later stages of 
decision making, but they are joined by structures and procedures that 
reinforce preferred roles for participants.

Of course, Congress and the rules of engagement that apply there 
dominate the legislative stage of decision making in the United States. 
This stage of policy making is more formalized than agenda setting in 
that stable rules exist that make much of the activity of legislative politics 
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predictable and repeated—congressional hearings, for example, follow a 
typical format and are orchestrated in advance by the committee’s chair 
and his or her staff.10 Certainly, if one wants to see legislative politics in 
action, there is a place where one can view legislative activities such as 
congressional hearings, fl oor debates, and, voting.11 Comparing the leg-
islative stage to agenda setting draws attention to the lack of a dominant 
institution in agenda setting and to the diffi culty of identifying the locus 
of agenda setting.

The implementation stage of decision making is the most formally 
elaborated stage. Both the specifi c dictates of legislation that create 
and guide policy programs and the general rules of administrative pro-
cedure shape implementation. Once a policy issue has been given formal 
status as a policy program, that program will be housed in one or more 
organizations within the federal government.12 This, of course, provides 
a setting in which to view the process of implementation. The process 
of administering a policy program is relatively open, formal, and 
well documented.13 In addition, multiple opportunities for review of 
that process, and often for participation in it, are set out in the Admin-
istrative Procedures Act, which governs the process of regulatory rule 
making.

Dividing the policy process into three stages imposes a simplifying 
framework on a fl uid and dynamic process. For example, Congress 
clearly dominates legislative policy making. At the same time, commit-
tees have an important role in overseeing policy implementation. Like-
wise, although issue framing and agenda setting often predate 
congressional attention to an issue, Congress has its own internal dynamic 
whereby the limits of congressional attention necessitate efforts by 
members to move issues onto and off the formal congressional agenda 
in pursuit of their own policy goals.14 This means that agenda setting 
occurs within Congress as members use their institutional resources 
to try to gain the attention of the larger body. Moreover, actors who 
are involved in policy implementation often appear during legisla-
tive hearings. Thus, the norms they are accustomed to in agency 
settings are mixed with norms established during congressional 
procedures.

The goal here is not to draw too rigid a boundary between stages 
or to impose a false linearity on the policy process. Rather, the goal 
is to take note of systematic differences in policy dynamics across a 
range of settings. This involves conceptualizing the policy process 
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broadly in order to capture interactions that normally are left out of 
analyses of science-policy interactions. Though this research relies 
on distinctions among the three stages of policy making, it also 
recognizes that these stages overlap and that they are more porous 
than the labels might suggest. I address this fl uidity throughout the 
book, especially where the distinctions between stages become most 
blurred.

Having set out a framework that highlights stages of the policy-making 
process, one might apply that framework to the existing literature rather 
than conduct an additional study. There are, for example, excellent 
studies of scientists’ participation in agenda setting (Miller and Edwards 
1999; Takacs 1996; Yearly 1991) and in legislation (Zehr 2005), 
and there is a considerable literature on scientists’ involvement in 
policy implementation, specifi cally focusing on regulatory rulemaking 
(Brickman, Jasanoff, and Ilgen 1986; Bryner 1987; Crandall and Lave 
1981; Daemmrich 2004; Greenwood 1984, Guston 1999, 2000; Irwin 
et al. 1997; Jasanoff 1990; Landy, Roberts, and Thomas 1994; Melnick 
1983; Nelkin 1979; Powell 1999; Salter 1988; Wagner 1995; and 
Weinberg 1972).15

Though a meta-analysis of the existing research might lead one to an 
important set of conclusions regarding how scientists’ role in policy 
making changes with the stage of policy making, the literature contains 
enough potential confounding variables—e.g., the different issue areas 
studied—that any such conclusions would be provisional. For example, 
is Takacs’s (1996) fi nding that conservation biologists were able to 
argue that “biodiversity” was a new way to understand nature a 
consequence of a specifi c public regard for conservation biologists? 
Equally, does the status of toxicologists in society drive Jasanoff’s (1990) 
fi nding that scientists had diffi culty closing down a controversy over 
food additives and environmental toxins? Apart from the respective 
status of the experts involved in these cases, could there be something 
else, specifi c to the cases, that drives the conclusions of the above-
 mentioned studies?

Studies of scientists in policy implementation tend to draw similar 
conclusions about the limitations of science in resolving political con-
troversies (Bryner 1987; Crandall and Lave 1981; Greenwood 1984; 
Irwin et al. 1997; Jasanoff 1990; Landy, Roberts, and Thomas 1994; 
Melnick 1983; Nelkin 1979; Powell 1999; Wagner 1995; Weinberg 
1972). The fi ndings of studies treating agenda setting and legislation are 
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less consistent. For example, whereas Takacs’s study (1996) and the 
studies published in the volume edited by Miller and Edwards (2000) 
view scientists as important actors in shaping the agendas of biodiversity 
and climate change, respectively, Yearly’s 1991 review of several envi-
ronmental policy issues cites advocacy organizations as the primary 
agenda setters. According to Yearly, scientists may provide information 
that can be useful to advocacy organizations in advancing their environ-
mental campaigns. However, Yearly does not fi nd that scientists are 
prominent agenda setters. Yearly’s fi ndings are consistent with Kingdon’s 
(1984) contention that experts are infl uential in devising policy alterna-
tives but have little role in shaping which issues are on the public agenda. 
(Kingdon does not consider scientists per se.) One can fi nd similar 
debates in the literature regarding the role of expertise in legislation. 
Edelman (1974), Huitt (1954), and Weiss (1989) argue that structural 
features of congressional decision making limit the role of expertise; 
Polsby (1969), Jones (1976), Schick (1976), Bimber (1996), and Esterling 
(2004) note the increase in sources of expertise available to Congress 
and argue that expert knowledge is a valued commodity in congressional 
settings.16

Despite the fact that existing studies cover scientists engaging in the 
three stages of decision making treated here, variations in method, in 
focus of study, and in conclusions make it diffi cult to use the existing 
case material as a basis for a coherent, dynamic theory of scientists’ role 
in policy making. The present study, by selecting two comparable cases 
and treating scientists’ participation over time within each case, provides 
unique insight into how the context of decision making affects scientists’ 
participation without the risk that variation in method or in issue area 
is producing the results. This approach makes an important contribution 
to the literature in that it offers a systematic, novel argument about 
how the institutional settings for policy making in the United States 
shape scientists’ participation. The present study adds to our understand-
ing of how and why context matters in explaining the role of scientists 
in policy making. Specifi cally, it fi nds that the degree of formalization 
affects scientists’ participation from one institutional setting to the next. 
Though the fi ndings are specifi c to the United States, the argument 
about formalization might also explain variation in other countries. 
The generalizability of this study’s fi ndings is explored in detail in the 
conclusion.
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Scientists and Role Expectations in the Policy Process

Comparing scientists’ participation across stages of decision making 
exposes signifi cant differences in their self-presentation in the policy 
process. These differences correlate with changes in level of formaliza-
tion. During agenda setting, scientists do not appear to be bound 
by typical role expectations that tend to accompany scientists’ parti-
cipation in policy making. There is little evidence that the science/
policy boundary that establishes distinct roles for scientists and policy 
makers acts as an effective constraint on scientists at this stage of 
the process. Scientists establish their credibility by claiming membership 
in the broader scientifi c community and speaking for that community. 
This implies that asking one scientist about the current state of knowl-
edge is just like asking any other scientist about it. To the extent that 
scientists communicate to policy makers fi ndings that are widely accepted 
in the scientifi c community, this claim might be justifi ed. However, sci-
entists do more during agenda setting than transmit scientifi c research 
fi ndings.17 Specifi cally, scientists create simple stories about human 
impacts on the environment. These stories, or “science narratives,” have 
a causal component that encapsulates scientifi c knowledge about the 
problem.18 In addition, science narratives contain normative elements 
that read policy implications into the causal argument. Science narra-
tives, by defi nition, cross the science/policy boundary. Scientists in 
this position rarely indicate which aspects of their arguments are specifi -
cally supported by the broader scientifi c community and which aspects 
fall outside that community’s jurisdiction. This is problematic in that 
scientists who agree on a body of scientifi c research often do not 
agree about the policy implications of that research.19 In agenda setting, 
then, there is a potential for scientists to trade on the status they 
enjoy as spokespersons for the environment without being forthright 
about the more normative, extra-scientifi c aspects of the arguments 
they advance.

The terrain for scientists who participate in legislative policy making 
differs from that of agenda setting. During agenda setting, scientists face 
few challenges from policy actors regarding whether they have observed 
an acceptable division between science and policy. This is not the case 
during legislation, when both policy makers and scientists devote 
considerable time and attention to whether scientists are participating 
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objectively.20 In the more formalized setting, where they speak “on the 
record,” scientists begin to respond to role expectations that are implic-
itly and even explicitly invoked. Specifi cally, participants in policy making 
tend to view scientists as having a legitimate role in the policy process 
when they speak objectively about the current state of scientifi c knowl-
edge. A scientist responds to this role expectation by adopting either the 
role of an unapologetic boundary crosser, the role of an apologetic 
boundary crosser, or the role of a boundary observer. Unapologetic 
boundary crossers, like scientists in agenda setting, give little or no 
explicit attention to the boundary between science and policy. When 
asked about their political views on the issue at hand, they simply offer 
them. Apologetic boundary crossers are willing to engage in normative 
discussions, but only after disclaimers such as “Well, the issue of policy 
implications falls outside of the domain of science, so I will give you my 
opinion about that as a citizen, not a scientist.” Boundary observers 
refuse to engage in any discussions outside the realm of their scientifi c 
expertise and, even when pressed, will not share their views about the 
policy choices faced by decision makers. As in agenda setting, scientists 
who participate in legislation invoke the support of the broader scientifi c 
community to establish their credibility. In addition, however, they begin 
to invoke the role of “objective expert,” which suggests that they are 
responding to the expectation that scientists should refrain from voicing 
judgments about policy.

Scientists who participate in implementation are at the other end of 
the spectrum from their counterparts in agenda setting. The science/
policy boundary shapes much of the daily life of a scientist who is par-
ticipating in implementation. The freedom of scientists to participate in 
agenda setting without mentioning the science/policy boundary is long 
gone. Two related factors raise the salience of the science/policy bound-
ary in this stage relative to other stages. First, scientists who participate 
in implementation work closely with decision makers. Because they regu-
larly interact with those who exercise political power, expectations about 
the potential for technocracy or for the politicization of science come 
into play. Second, to protect against adulteration of science by politics 
or of politics by science, actors in the policy process establish specifi c 
roles and procedures to separate science from policy making. Chief 
among these is the distinction between risk assessment (the scientifi c part 
of risk analysis) and risk management (which involves political judg-
ment).21 Scientists, and those relying on science to justify public decisions, 
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can be held to account if they do not adhere to the rules that govern 
policy implementation. Whereas during legislation role expectations are 
often implicit and vaguely defi ned, allowing scientists some leeway in 
deciding how they will negotiate the science/policy boundary, during 
implementation the role of scientists is codifi ed and explicit.22 Scientists 
who participate in implementation are in a constant struggle to demon-
strate their objectivity and the credibility of the science they apply to 
policy making. These scientists call attention to the science/policy bound-
ary in order to show that they are observing that boundary in a way that 
other policy participants will accept as legitimate. In addition, they 
expend substantial amounts of energy demonstrating that the science 
they rely on is in good standing with the science community, in order to 
show that their proximity to centers of decision making has not under-
mined their objectivity. Table I.1 summarizes the characteristics of the 
stages of decision making that affect scientists’ participation in the policy 
process.

By dividing the policy-making process into three stages, I draw atten-
tion to the institutions that dominate each stage and to the level of for-
malization that characterizes each. Formal rules about participation 
signify agreement, albeit temporary, about appropriate conduct in 
making policy decisions and implementing policy programs.23 Though 
the policy-making process is not necessarily linear,24 the shift from agenda 
setting to implementation involves an increase in formalization of the 

Table I.1
Characteristics of stages in decision making.

Dominant 
institution

Level of 
formalization 
or visibility

Salience of 
science/
policy 
boundary

Techniques of 
securing legitimacy

Agenda setting None Low Low Community 
membership

Legislation Congress Medium Mixed Negotiation of 
boundaries

Implementation Executive 
Branch 
agency

High High Negotiation of 
boundaries; explicit 
demonstration of 
method
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rules of participation. Formal procedures give structure to the policy-
making process and render several aspects of the process predictable. 
From the standpoint of scientists who participate in policy making, the 
level of formalization is important because it is an indicator of the 
salience of the science/policy boundary; the more formalized the rules of 
engagement, the more salient the boundary. To date, structural con-
straints have attracted little attention in studies of science in policy 
making, in part because they are fairly weak mechanisms for policing 
scientists’ ability to advance normative commitments in their role as sci-
entists.25 The longitudinal perspective here, however, demonstrates that 
these mechanisms affect scientists’ mode of engagement in the policy 
process, even though they fail to establish an uncontested science/policy 
boundary.

Though the emphasis on institutional setting calls attention to struc-
tural features of the policy process, this approach relies on both structure 
and agency in explaining differences across stages of decision making. 
Scientists, therefore, face structural constraints, but are also able to make 
choices about how they respond to those constraints.26 These choices are 
most apparent during the legislative stage of decision making, in which 
scientists adopt one of three stances when pressed to make policy claims 
during congressional hearings. But scientists also choose whether to 
participate in the policy process and, if they do participate, at what stage. 
Thus, over the course of the public debates on both acid rain and climate 
change, it is rare to fi nd a scientist who has been active in all three stages. 
In order to explain scientists’ role in the policy process, it is important 
to attend to the institutional settings in which scientists participate and 
to scientists’ motivations and choices when confronted with the con-
straints of a particular setting.

Settings matter in explaining participants’ behavior because actors 
who enter the policy-making process are purposive and will adapt 
their behavior to the setting in order to maximize their goals. This 
is certainly the case for actors seeking specifi c policy outcomes. It is 
also true, however, for actors whose participation is motivated by less 
specifi c goals, such as a desire to fulfi ll one’s civic duty or simply to 
have the experience of participating. Even in these cases, actors will 
seek to understand the norms of participation that characterize a par-
ticular stage of decision making in order to navigate those norms 
successfully.
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Studying the “Public Face of Science”

In this book, I compare interactions between scientists and policy makers 
across stages of decision making. The central argument is that the norms 
that guide such interactions differ systematically among policy stages. 
But I do not follow a single set of scientists throughout the policy process 
for each issue. In fact, it is rare to fi nd a scientist who participates in all 
three stages of policy making. If one were to study the few cases in which 
this happens, one would be defi ning the preponderance of interactions 
between scientists and policy makers as beyond the scope of study. 
Instead, I take as the unit of analysis the interactions between scientists 
and policy makers at a particular stage. This approach makes use of any 
selection bias that might be at work. Specifi cally, scientists seem to move 
toward or away from stages of the process according to the norms they 
fi nd most agreeable or disconcerting. This suggests that interactions 
between scientists and policy makers look different when one is compar-
ing stages because a particular type of scientist is more likely to partici-
pate in one stage than in another.

From the standpoint of those who observe policy making across 
stages, what is changing is the public face of science rather than the 
behavior of a specifi c group of scientists. The nature of the interaction 
between scientists and policy makers, therefore, is notably different 
when one is comparing any two stages of the process. And this dif-
ference matters specifi cally with respect to scientists’ capacity to make 
persuasive arguments while retaining their rhetorical status as neutral 
participants. As a consequence, a policy maker who interacted with 
scientists only in agenda setting would have a different experience 
than a policy maker who interacted with scientists only in the implemen-
tation stage. Even though stages of the policy process are not necessarily 
eliciting different behavior in the same scientist, there is still notable 
variation in the interactions between scientists and policy makers 
according to stage. It is also important to note that there is variation 
in scientists’ behavior within stages of the policy process. To the extent 
that structural features of policy making constrain participants’ behavior 
or select for certain types of participants, these factors do not entirely 
determine interactions among participants. My analysis suggests, 
however, that the differences across stages are larger than the differences 
within stages.27
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Scientists and Policy Makers

An analysis of the role of scientists in the making of policy necessarily 
focuses on the actions of scientists and policy makers. One might 
conclude from the talk about “scientists” and “policy makers” that it is 
easy, when studying the policy process, to determine who is a scientist 
and who is a policy maker. In practice, however, the actors who shape 
science and policy often have multiple roles and titles and are not easily 
characterized by these seemingly straightforward labels. Distinguishing 
scientists from policy makers is an exercise in classifi cation, an exercise 
that is never neutral.28 In the context of environmental policy making, 
the use of the label “scientist” is particularly interesting in that par-
ticipants turn to scientifi c expertise as a way to bolster policy positions 
that those participants advocate. Under these circumstances, participants 
in policy debates may disagree about who counts as a scientist and 
about which accounts of the scientifi c record are most accurate or 
objective.

To clarify how I will use the terms “scientist” and “policy maker,” I 
will draw from several works that provide guidelines for how to think 
about scientists in society and in policy settings. First, Jasanoff (2005b) 
argues that institutions that wish to integrate science and policy face a 
“three-body problem”: they must account for science as a body of 
knowledge, for scientists as individuals, and for scientists acting in 
concert through expert committees. Jasanoff labels these, respectively, 
“good science,” “unbiased experts,” and “balanced committees,” all of 
which might be used to defend one’s particular application of science to 
policy decisions (ibid.: 211). My study focuses on scientists as individu-
als, recognizing that they often invoke a body of scientifi c knowledge as 
the basis for their policy claims and that they often speak for a committee 
of scientists who, together, are intended to represent a balanced view of 
how that body of scientifi c knowledge relates to a specifi c policy ques-
tion. This approach leaves open the question of whether claims regarding 
scientifi c knowledge or objectivity are accepted by their intended 
audiences.

Don Price, characterizing the roles that individuals can occupy on a 
continuum from scientist to policy maker in his 1965 book on science 
and policy making, describes four “estates”: scientist, professional, 
administration, and policy maker. For Price, movement from one estate 
to the next necessarily implies a tradeoff between freedom from state 
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intervention and infl uence on public policy. There are prerequisites for 
membership in any of the estates, but these may overlap such that 
any individual has a choice about which estate he or she might occupy. 
A shortcoming of Price’s approach is the lack of recognition of the 
potential for those in the science estate to affect the outcomes in the 
policy estate. By Price’s logic, outputs of the science estate should be 
mediated by the intervening estates before infl uencing policy. This allows 
Price to overlook paths from science communities to policy communities 
that are much more direct than the image he portrays with the four 
estates.

Karen Litfi n, in her 1994 analysis of the role of science in policy per-
taining to ozone depletion, nominates an intermediary between the sci-
entist and the policy maker: the “knowledge broker.” This role, Litfi n 
argues, is necessary in that the “producers of knowledge” conducting 
the basic research on ozone depletion are not effective in framing and 
interpreting that knowledge for policy makers.29 Moreover, policy makers 
lack either the time or the literacy to turn scientifi c research fi ndings into 
good public policy (Litfi n 1994: 4). The knowledge broker—typically a 
low-to-middle-level bureaucrat—has a knack for framing science in 
policy-relevant terms and is institutionally well positioned to make such 
arguments. Litfi n views the results of scientifi c research as a collective 
good that can be used by any actor with the skill to frame and interpret 
the knowledge in new contexts. However, like Price, Litfi n discounts the 
likelihood that scientists will affect policy outcomes without relying on 
intermediaries.

In this book I explore the potential for scientists to engage directly in 
policy making, with a particular interest in the status that comes with 
the label “scientist” in environmental policy settings. I do not mean to 
diminish the role of non-scientists in policy making, nor do I mean to 
suggest that only scientifi c expertise is relevant to settling environmental 
policy disputes. Instead, I seek to examine how the label “scientist” is 
mobilized by actors in environmental policy making. I attempt not to 
prejudge how that label is applied.

Such an empirical approach leaves the defi nition of the term “scientist” 
to the actors who use it in environmental policy making. Thus, in this 
work, “scientist” refers most often (though not exclusively) to an indi-
vidual who has a PhD in the natural sciences and is employed as a PhD 
scientist. A “scientist” is typically employed by a university or some other 
academic institution, but one may be employed by the government, by 
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a corporation, or by a non-governmental organization. Though there are 
other routes to having a professional role in the sciences, the empirical 
evidence presented in this book shows that having obtained an advanced 
degree in the natural sciences and having gained professional employ-
ment on the basis of that degree characterizes the majority of actors who 
appear in policy settings under the label of “scientist.” This label may 
be advanced by the individual who is acting as a scientist or by someone 
else. In addition, claims that someone is a scientist may be readily 
accepted by others engaged in a policy debate or may become an addi-
tional point of confl ict among participants.

As used in this volume, “policy maker” refers to actors in the Ameri-
can policy process who are elected to public offi ce or who are appointed 
to the Executive Branch of the federal government and who have the 
formal capacity to shape public policy. In the United States there are 
numerous avenues for individuals to infl uence policies through activities 
such as agenda setting and lobbying. These actors, however, have an 
informal role in shaping policy outcomes and are not generally consid-
ered policy makers. Instead, in this work, “policy makers” refers to 
individuals who routinely vote on policy in legislative settings or who 
have executive authority to shape policy implementation, such as setting 
out regulatory rules to fulfi ll the obligation of a congressional statute. 
Actors who have the formal capacity to carry out these duties are con-
sidered policy makers, with the caveat that these are not the only actors 
who shape policy outcomes.

If the terms “scientist” and “policy maker” are used as specifi ed here, 
there is the potential that one individual will fi ll both roles. Specifi cally, 
the federal government employs scientists in multiple agencies of the 
Executive Branch. These actors certainly shape the course of policy 
implementation—for example, by deciding which research should be 
funded by federal grants, what standards of air quality should be met 
by American cities, and how workplace exposures to hazardous chemi-
cals should be limited. In addition, there are members of Congress who 
hold doctoral degrees. They are not employed professionally as scientists, 
yet their scientifi c expertise may be germane in their policy-making 
roles.

Not surprisingly, the term “scientist” appears to be more fraught 
in environmental policy making than the term “policy maker.” This 
suggests something about the work that each label can do in policy 
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settings. It may be that the formal power granted to elected offi cials 
makes informal claims less threatening, whereas the lack of such 
clear delineation between the scientist and non-scientist almost guaran-
tees debate. Any attempt to defi ne the term “scientist” must come to 
grips with the fact that people often do not to agree on the defi nition of 
the term. In this sense, the term “scientist” can act as a “boundary 
object” between two communities—or social worlds—whose under-
standings of the term are likely to diverge (Star and Griesemer 1989). 
The common terminology, thus, can mask discrepancies in meaning 
across the two social worlds. In fact, ambiguity can be productive in 
that it can allow interactions among groups that might otherwise 
come into confl ict.

At issue in who can act as a scientist is the issue of credibility. Steven 
Chapin, in his analysis of credibility, argues that there are no simple, 
formulaic rules for establishing the credibility of any truth claim. Instead, 
Chapin argues that the specifi cs of the case are likely to affect the 
resources and tactics used to establish credibility (1995: 261). In trying 
to set out a systematic approach to the study of credibility techniques, 
Chapin examines interactions among scientists and argues that credibil-
ity is established through familiarity and the absence of distrust. Chapin 
acknowledges the view that, in place of familiarity, scientifi c credibility 
is communicated to the lay public through things like institutional 
affi liation and expert consensus (ibid.: 270). He also cites Theodore 
Porter’s argument (1995) that quantifi cation signals credibility in public 
settings. Ultimately, however, Chapin concludes that beliefs about 
credibility come down to interpersonal relationships and argues that 
he learned his own beliefs about what is true from “familiar others” 
(1995: 271).

Stephen Hilgartner’s analysis, in spite of Chapin’s argument about 
the role of familiarity, points to impersonal communications as the 
centerpiece of the National Research Council’s repertoire for establish-
ing the credibility of its reports. These include references to the 
education and institutional affi liation of committee members who 
produce reports, established knowledge, the reputation of the National 
Academy of Sciences, and formal procedures governing scientifi c practice 
(2000: 45–52). Hilgartner’s analysis centers on the discrepancy 
between the pubic face that the Academy shares with its audience, 
and the less visible “backstage” elements of report production. His 
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discussion of the National Research Council’s credibility (ibid.: 23) 
demonstrates that even an institution that “enjoys a longstanding 
reputation for expertise and objectivity” must still do work to convey 
and maintain that reputation. This suggests that the labels “science” 
and “scientist” often have to be clarifi ed and defended in the public 
setting.

Steven Epstein’s 1996 analysis of AIDS epistemology adds a crucial 
piece to the study of credibility claims in public settings. Epstein treats 
a case in which lay participants directly engage in the process of generat-
ing public knowledge about AIDS in spite of their lack of ability to make 
use of impersonal communications such as those used by the National 
Research Council to establish their right to participate. His interest in 
AIDS has to do with the “multiplication of the successful pathways to 
the establishment of credibility and diversifi cation of the personnel 
beyond the highly credentialed” (1996: 3). He implies that credentials 
are a typical pathway to establishing credibility in public settings. 
However, in his introduction he sets up the AIDS case as atypical for the 
breadth of participants involved in knowledge production. More typical 
are cases in which who is expert is established through references to more 
typical markers of expertise, such as educational credentials and profes-
sional affi liations.

In the cases presented below, participants often rely on impersonal 
communications such as those used by the National Research Council 
to make claims regarding scientifi c credibility. These include having a 
PhD in a relevant discipline and being professionally employed on the 
basis of one’s educational credentials. These claims attempt to make 
something that is complex—who speaks for science—appear simple. 
These impersonal communications suggest that scientists participate in 
environmental policy debates because of their access to specialized, rele-
vant knowledge. In addition to listing credentials and institutional affi li-
ations, participants often assert scientists’ capacity to communicate 
specialized knowledge objectively. Porter (1995) argues that objectivity 
is linked to fairness in public domains and that it leads to a tendency for 
those exercising political power to demonstrate their objectivity through 
a reliance on quantifi cation. This tendency, though a general one in 
democratic governance, is especially prominent in debates about envi-
ronmental policy. Following Porter, I will highlight where the notion of 
objectivity is advanced without assuming that scientists are objective 
participants in policy debates.
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So as not to exhaust the reader, I will use the terms “scientist” and 
“policy maker” in the text without noting at each use that these terms 
have contested meanings and can cover a range of actors and activities.30 
At the same time, I will call attention to the tendency of actors involved 
in environmental policy making to behave as if these terms are not con-
tested, especially when the concept of “objective science” or “objective 
scientist” is used to bolster a political position or argument. Actors may 
shy away from defi ning the terms specifi cally as a way to try to avoid 
confl ict. Additionally, though some actors are aware of the potential for 
contests to arise over who can act as a scientist in environmental policy 
making, some actors may genuinely believe that the terms are fi xed and 
well understood by other participants.

Selection of Cases

The comparison of acid rain and climate change provides a mechanism 
for identifying the peculiarities of each case and highlights consistencies 
in scientists’ experiences that may be general across a range of environ-
mental policy issues. Acid rain and climate change are selected primarily 
for their visibility and longevity as policy issues. Both provide numerous 
observations at each stage of the policy process, since each case spans 
more than 20 years. The public became aware of acid rain in the late 
1960s, and Congress fi rst addressed the issue in 1975 (HCST 1976b). A 
federal research program to study acid rain was created in 1980, and a 
formal regulatory program to limit acid rain was created in 1990.31 
Climate change made its fi rst congressional appearance in the 1950s, 
when scientists requested federal funding for the International Geophysi-
cal Year.32 Congressional attention resumed in the 1970s and became 
commonplace in the mid 1980s. The issue was tracked moderately but 
consistently in the media from the 1950s until the early 1980s.33 In 1986, 
media coverage expanded considerably, an indication of the arrival of 
the issue in the public consciousness. Climate change policy reached the 
implementation stage with the US Global Change Research Program 
(USGCRP), created in 1990.34 Whereas the Clinton administration 
created voluntary programs to reduce carbon dioxide emissions, in more 
recent years the Senate and the G. W. Bush administration have opposed 
the Kyoto Treaty.35 In the face of federal inaction on climate change, 
two groups of states are considering regional agreements for reducing 
greenhouse gases. In addition, California passed legislation in 2006 
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aiming to reduce greenhouse gas emissions by 25 percent by the year 
2020.36

Another reason to study acid rain and climate change is that the 
two cases have a number of characteristics common to environmental 
policy issues. Both involve the spread of pollutants into the environment, 
which, through a complex set of interactions, causes damage that is both 
geographically and temporally dispersed. A substantial scientifi c record 
supporting the theory behind the respective mechanisms of effect sub-
stantiates both issues. In addition, the scientifi c understandings of acid 
rain and climate change, respectively, are limited by large scientifi c 
uncertainties about the timing, the magnitude, and the location of antici-
pated effects. The policy options implied in the defi nition of these issues 
have mobilized both vigorous support and organized and effective oppo-
sition. Finally, both issues tap into a broadly held view that advances 
in environmental protection create economic ineffi ciencies for regulated 
industries.

The selection of cases, however, carries with it an important limitation 
in that scientists’ role in domains outside environmental politics may 
differ in important ways. The fi ndings here cannot be generalized outside 
the domain of environmental politics. Because a number of environmen-
tal policy issues are not apparent to lay observers, the public and policy 
makers depend on scientists to keep them informed about the state of 
the environment. All other things being equal, this dependence would 
increase the role that scientists play in the development of environmental 
policy. Studies of scientists in this domain are, then, selecting on 
the dependent variable; these are cases in which one would expect 
scientists to have a special role in framing policy issues.37 In spite of 
this weakness, “most likely” cases are theoretically important when 
they show that an expected relationship does not hold. Such a fi nding 
casts doubt on the likelihood of fi nding the relationship in less likely 
settings (Eckstein 1975). Because researchers remain divided about sci-
entists’ infl uence in environmental policy domains, additional research 
on this topic is warranted. Moreover, because the outcome of interest—
the potential for erosion of democratic decision making norms—is an 
important fi nding wherever it occurs, a focus on environmental policy 
domains is justifi able even if study results cannot be generalized to other 
policy domains.

The focus on environmental policy is further justifi ed by the ease with 
which an environmental issue’s origins can be traced. In his study of 
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agenda setting, John Kingdon points out the diffi culty of locating an 
issue’s inception. Kingdon is interested in the actors who command suf-
fi cient attention in the political arena to place something on the public 
agenda. Notably, he eschews the question of where such powerful actors 
get their ideas, referring to this as an exercise of “infi nite regress” (1996: 
72–73). Insofar as the issue areas he presents—transportation and health 
care—have been recurring agenda items for more than 70 years, King-
don’s approach is sensible.38 For such issues, the question is not where 
an idea originated, but who has been able to return the issue to the 
political spotlight. Actors who can capture national attention—e.g., 
senators and presidents—are, according to Kingdon, most likely to fulfi ll 
this role.

The analytical problem of “infi nite regress” often disappears in the 
arena of environmental policy, where issues can be traced to their earliest 
inklings in scientifi c research and journal publications. For example, in 
the fall of 1973 the chemists Mario Molina and F. Sherwood Rowland 
discovered the that chlorofl uorocarbons destroy ozone molecules.39 The 
initial research on acid rain and climate change are similarly traceable, 
respectively, to Robert Angus Smith’s publication in 1872 and Svante 
Arrhenius’s work published in 1896. Recognition of potential environ-
mental problems and subsequent attempts to generate publicity around 
those problems can be documented fairly easily. Though research on 
agenda setting should not be restricted to cases whose origins are known, 
such cases provide an opportunity to trace policy issues from their earli-
est inception to their arrival on the political agenda.

Organization of the Book

In chapter 1, I discuss theoretical issues pertaining to the role of science 
in policy making. Each subsequent chapter is devoted to a stage of 
the decision making process—agenda setting, legislation, and imple-
mentation. Aspects of scientists’ participation particular to certain 
stages are highlighted and explored in detail. In addition, I analyze the 
potential for scientists’ participation to have long-term effects on the 
overall development of policies that address either acid rain or climate 
change.

In chapter 1, I discuss theoretical debates about the role of science in 
policy making and the particular status that science has in society. I also 
review the concept of boundary work and trace its intellectual roots. The 
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literature demonstrates the social nature of interactions that take place 
in arguing for a recognizable boundary between science and non-science. 
This boundary, though fl uid and elusive, produces status and confers 
authority. As such, it is materially important in policy-making settings, 
and its rhetorical status is important in developing norms that defi ne 
legitimate engagement in the policy process.

I take up the issue of scientists’ infl uence in the early development of 
policies on acid rain and climate change in the next two chapters. In 
chapter 2, I explore the policy process of agenda setting and examines 
the factors particular to environmental policy settings that might gener-
ate deference to scientists. I then conduct a careful analysis of the policy 
frames or “science narratives” that scientists offered for both acid 
rain and climate change. In each case, the scientists who spoke publicly 
about the respective issues incorporated into their discussion several 
normative commitments that were embedded in what came to be 
dominant policy frames for each issue. In chapter 2, I focus specifi cally 
on aspects of the early science narratives that generated little public 
debate.

That scientists involved in debates about acid rain and climate change 
blended their normative convictions with their discussions of the scien-
tifi c record is not such a surprising fi nding. The lack of policy debate 
about those normative commitments is. In chapter 2, I examine the 
extent to which the two science narratives were read as “correct” (i.e., 
scientifi cally supported) by policy makers interested in the issues. Though 
both issues generated substantial debate about the prospect of adopting 
mitigation strategies, several of the normative commitments embedded 
in the science narratives were rapidly institutionalized in the public 
response to each issue. The respective federal research programs on 
acid rain and climate change are classic examples of institutionalized 
science narratives. My analysis demonstrates signifi cant ways in which 
policy developments around acid rain and climate change followed in 
line with scientists’ policy views. In addition, my analysis shows how 
these frames were stabilized by institutions that grew up around them, 
even in the face of incoming information that showed these frames to 
be suspect.

In chapter 3, I extend the inquiry into the institutionalization of the 
science narratives for acid rain and climate change by examining political 
debates carried out in legislative settings. I also address a set of general 
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questions about the role of scientists in legislative setting, a topic that 
has received little attention in the “science in policy” literature. I examine 
the motivations of legislators in calling for scientists to participate in 
legislative debates and the reasons for scientists to accept such invita-
tions, especially because many scientists do not. I point to a tension in 
scientists’ role: legislators want scientists simultaneously to be neutral 
and to register their normative interpretations of the scientifi c record. 
These contradictory demands speak to the need for actors who can link 
science to policy choices in ways that are persuasive and emphasize the 
diffi culty of maintaining distinct roles for scientists and policy makers in 
the policy process.

In chapter 4, I examine the effects of a formal science/policy boundary 
on scientists’ participation. I highlight the extra efforts scientists must 
make in order to be understood as objective actors in the policy process, 
and I call attention to scientists’ relative reluctance to engage in actions 
or discourse that might be perceived as political. Though scientists who 
participate in policy implementation inevitably cross the science/policy 
boundary, they work hard to give the appearance that they have not 
done so. Because engaging in persuasive argumentation about policy 
outcomes is not consistent with presenting an image of neutral expertise, 
scientists cede much of this role to other participants in the policy 
process. Scientists’ actions in this setting appear to be supported by three 
not necessarily consistent models for setting the science/policy boundary. 
These three models, which emerge as a function of the heightened salience 
of the science/policy boundary in policy implementation settings, are 
explored in detail. Each sets out a different mechanism for protecting 
the credibility and therefore the authority of science when it is applied 
in political arenas.

In the conclusion, I return to the question of scientists’ role in shaping 
environmental policy outcomes. In making claims about scientifi c issues 
that should become matters of public policy, scientists are constructing 
political arguments. These arguments start with scientifi c fi ndings but 
give meaning to those fi ndings by associating them with a particular 
set of values. If, in engaging in this process of establishing meaning 
through values, scientists are understood as providing an objective assess-
ment of the state of science with respect to an environmental policy 
issues, scientists use their credibility as objective researchers to advance 
political commitments not specifi c to that research. My analysis raises 
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particular concerns about scientists’ role in agenda setting during which 
extra-scientifi c commitments seamlessly accompany the expert informa-
tion they bring to the table. The potential for technocratic outcomes 
is certainly higher under these circumstances than it is in settings 
characterized by more open exchanges between policy makers, scientists, 
and stakeholders about where and how science should enter the 
process. While focusing on scientists’ efforts in policy making, I also 
review the broader set of actors and social forces that help support 
the establishment and the stability of science narratives and emphasize 
the multiple pathways by which scientifi c meaning is constructed in 
public settings.
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Theories of Science in Policy Making

.  .  .  the conception of the social nature of fact perception should be useful to 
political science. In regard to policy, it suggests one of the limits to the usefulness 
of uncommitted social intelligence to the politician.

—Ralph K. Huitt (1954)

Early studies of the role of science in policy making tend to frame the 
central problem of using science for policy decisions as an issue of main-
taining proper boundaries between the work of science and the work of 
politics.1 The idea of a clear separation between science and politics, in 
theory, might guard against two potential failure modes in democratic 
decision making: technocracy and the politicization of science. Techno-
cratic outcomes arise when scientists dominate decision making to the 
exclusion of other legitimate participants in democratic processes2; politi-
cization occurs when individual or group interests in policy outcomes 
introduce bias into scientists’ actual work or their representation of their 
work in policy settings.3 For a number of scholars, setting the boundary 
between science and non-science correctly can lead to better decision 
making.

Interest in boundaries between science and non-science has continued 
in more recent studies of science in policy making.4 However, this more 
recent work contains a notable turn in the analytic approach to the 
boundary.5 Instead of assuming that science and non-science can be 
objectively separated and pursuing the “correct” separation, those 
engaged in analysis of boundary work ask how such separations are 
made and whom they serve (Gieryn 1983, 1995, 1999; Jasanoff 2004a; 
Jasanoff and Wynne 1998; Star and Griesemer 1989). This approach 
emphasizes the social and contingent aspects of drawing a distinction 
between science and non-science. Further, it addresses the allocation of 
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power that accompanies setting such a boundary, and it focuses the 
analytic lens on how actors work to achieve, stabilize, and, on occasion, 
destabilize such settlements.

I begin this chapter with an overview of the traditional approach to 
separating science from policy in the policy process. Next, I present 
several analyses of decision making that do not rely on the notion of a 
clean division between science and politics and view persuasion and 
negotiation as irreducible elements of the policy process. These analyses 
demonstrate the impracticality and even the impossibility of settling the 
question of the proper boundary between science and policy.

At the same time, I explore the extent to which the idea of science as 
objective—descriptively inaccurate as that idea might be—continues to 
have rhetorical weight in that actors involved in decision making use it, 
sometimes convincingly, to make their case.6 In this chapter, without 
assigning objectivity to science in policy making, I consider the work that 
“claims of objectivity” can do in closing off political debate. Further, I 
address why such claims retain persuasive power in light of scholarly 
work that demonstrates the social nature of science/non-science settle-
ments. This exploration of science in decision making lays the ground-
work for subsequent chapters in which the interplay between the social 
elements of science and the frequent rhetorical claims of scientifi c objec-
tivity are examined. That these idealized images of science and scientists 
continue to circulate in policy-making settings suggests that analysts 
must attend to the actual workings of science in policy making while 
also being attentive to the persuasive potential of the invocation of 
“objective science” in policy debates.

Boundaries between Science and Non-Science

The idea of creating a boundary between science and policy as a way to 
preserve the norms of each is based on a rationalist conception of science. 
According to the rationalist perspective, science is a useful resource in 
decision making because of its capacity for connecting means with ends. 
The ability of science to provide causal explanations for events, both 
current and future, improves policy makers’ ability to achieve desired 
outcomes. Reliance on science is successful when scientifi c information 
enables policy makers to choose a policy solution that (a) brings them 
closer to their stated policy goals and (b) outperforms other solutions in 
achieving those goals. Science, under these circumstances, should not 
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help policy makers defi ne their goals. Rather, science is applied after 
those goals have been agreed upon and is merely used as an aid in fi nding 
the most effective, effi cient means to of achieve them.7 Ideally, this 
method of drawing science into decision making preserves democratic 
norms in that it protects against an elite minority—i.e., scientists—
substituting their policy judgments for those of the majority. Further, 
according to the rationalist account of science, a boundary between 
science and policy making does double duty in that it protects science 
from political bias that would undermine its capacity to provide decision 
makers with reliable, valid information.

The rationalist view of the role of science in policy making is given 
institutional expression in the policy process through a number of struc-
tures and procedures designed to preserve a boundary between science 
and policy.8 Ideally, such a boundary will defi ne formal and controlled 
situations in which science and policy will interact. Most prominently, the 
boundary has been expressed through a supposed division of labor 
between Congress and administrative agencies such that Congress 
manages the political aspects of policy making and then turns to Execu-
tive Branch agencies for their expertise in implementing congressional 
decisions. This view of administrative agencies has its roots in the Progres-
sive-era effort to create “neutral competence” within the bureaucracy 
(Knott and Miller 1987).9 Although the idea that bureaucracies are apo-
litical and have no policy-making role has been overturned, a number of 
procedures established in bureaucratic agencies still draw on a conception 
of politics and scientifi c expertise as separate and separable endeavors.10

A second model of science in decision making that also fi nds institu-
tional expression in the policy process conceives of the relationship 
between science and policy somewhat differently. This model views 
science as a resource in resolving policy controversies and is based on a 
logical positivist perspective that scientists’ description of reality corre-
sponds exactly with that reality. According to this view, technocracy 
might be not a failure mode but a desired outcome, in that science can 
offer a defi nitive answer about the effi cient allocation of resources. The 
assumption here is that what is missing in cases of persistent political 
confl ict is information. If scientifi c uncertainties are resolved, political 
debate will follow suit. According to this view, by introducing informa-
tion that is consonant with reality and fact, science can bring erstwhile 
opponents into agreement over policy choices and even goals. Starting 
from this perspective, democratic norms of decision making are not 
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necessarily violated when a scientifi c elite dominates decision making 
because science is truth-based and therefore is not subject political debate. 
If science reveals truths about the world, anyone with the proper training 
and the proper methodological tools would arrive at the same incontro-
vertible endpoint.

A softer version of this view assumes that, though science does not 
eliminate value confl ict, it can limit its scope. Scientifi c information, by 
explaining our physical surroundings and our relationship to those sur-
roundings, delineates plausible and implausible courses of action. Value 
debates remain, but they must be carried out in light of existing scientifi c 
realities. This softer version of the logical positivist position is consistent 
with the argument that conducting scientifi c research is an important 
preliminary step in resolving policy controversy, an argument that is 
made routinely in environmental politics.

The interaction between scientists and policy makers according to the 
soft-positivist perspective differs from the model above, in which ends 
are selected through a democratic process and science is used to fi nd 
effi cient, effective means. Instead, science is viewed as a mechanism for 
understanding political goals (for example, whether ozone depletion 
poses risks for humans and the environment). This perspective still relies 
on a boundary between science and politics, in that science must be 
unadulterated by politics in order to come to the truth. However, the 
orientation toward the potential for technocracy is different in these two 
models specifi cally regarding how each model conceives of the role of 
science in decision making. Efforts in the political process that seek to 
avoid technocratic outcomes clearly carve out space for the legitimacy 
of the judgment of non-scientists in decision making, whereas policy 
mechanisms that advance science as a way to contain or reduce policy 
debate rely on the putative link between science and truth to skirt the 
worries that come with technocracy.

A second important distinction between the rationalist and positivist 
views of science in decision making is when science should enter the 
process. Rationalists view science as helping fi nd means to achieve goals 
once the policy process has selected a set of goals. The positivist view 
invokes science as a prerequisite for policy debate such that science 
defi nes the terrain that is factual and uses that to circumscribe issues that 
remain open for debate.

Both the rationalist and the positivist models of decision making make 
use of the idea of a science/policy boundary to address the problem of 



Theories of Science in Policy Making  31

using science in setting policy. However, that solution has been discarded 
resoundingly by scholars of the policy process.

In this chapter, I present several critiques of the rationalist and positiv-
ist models of science in decision making. These critiques differ in their 
views of the potential for technocratic outcomes. At issue is the power 
that actors claiming scientifi c insight have to shape policy debates in 
terms that encourage reliance on scientists or science in shaping public 
policy outcomes.

The Limits of Rationalism in Decision Making

Alvin Weinberg’s concept of “trans-science” offers a practical criticism 
of the rationalist approach to decision making. Weinberg (1972) applied 
the term “trans-science” to policy-relevant questions that have scientifi c 
or technical components but cannot be resolved through scientifi c means. 
This is the case, for example, in using scientifi c experiments to judge the 
health risks associated with low-level radiation—as Weinberg argues, the 
numbers of mice required to have confi dence in experimental results is 
on the order of 8 billion (ibid.: 210). In general, trans-scientifi c problems 
can be approached through scientifi c methods, but irreducible uncertain-
ties make reliable conclusions unlikely. Weinberg argues, instead, for a 
type of science-policy interaction—“trans-science”—that is separate 
from what we normally think of as science (ibid.: 209). The role for sci-
entists in approaching trans-scientifi c questions, according to Weinberg, 
is to point out irreducible uncertainties, thereby noting the limits of 
science in settling policy debates. Here Weinberg implies that an identifi -
able boundary between science and policy would be helpful in decision 
making. This approach is consistent with soft positivism, in which science 
sets the terms of debate by demonstrating what is known and what 
remains uncertain. At the same time, Weinberg argues that scientists 
themselves do not agree about these limits and suggests that, for better 
or worse, both scientists and non-scientists will argue about the appli-
cability of science in policy making. Weinberg lays out a model for how 
science might be useful in policy making. On the other hand, he does 
not offer much guidance on how debates about the role of science will 
be settled or who might settle them.

A more radical departure from the rationalist model comes from 
Charles Lindblom, who, in one of the most cited works in political 
science, argues that the synoptic approach to decision making is both 
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descriptively inaccurate and normatively misguided (1959).11 Lindblom 
rejects the idea that policy alternatives are evaluated in light of their 
ability to maximize stated goals and thereby to lead to the selection 
of the most effective and effi cient means by which to achieve collective 
ends. Instead, decision making proceeds through an analysis of only 
a limited set of options that represent incremental changes from current 
policy.

Lindblom’s criticism of the synoptic model of decision making is 
largely practical. First, decision makers lack the time and resources to 
evaluate systematically all possible solutions to a stated policy problem. 
A second and related point is that by considering small policy changes 
decision makers decrease the knowledge requirements associated with 
predicting outcomes of new policy options. By limiting the uncertainty 
that participants face about likely future outcomes, decision makers 
increase the chances of forming consensus among participants in support 
of proposed policy options. Third, Lindblom argues that the ability to 
judge a policy option as good or bad, in rationalist terms, depends on 
agreement about the goals. If participants to do not agree about goals, 
there are few objective criteria by which to evaluate a particular policy 
option—for example, is it better to balance the budget than to expand 
a program that provides health insurance to children? Lindblom argues 
that goals are not judged independently from means. Instead, he argues, 
valued outcomes are discovered and elaborated through examination of 
a set of policy options that make explicit necessary tradeoffs that are 
inherent in choosing one option over another.

Lindblom’s description of the policy-making process rejects both the 
rationalist and the positivist models of decision making. For Lindblom, 
a rationalist approach would be time-consuming, would inevitably be 
incomplete, and might suggest a route that strays too far from the 
comfort zone of participants in the policy process. Equally, Lindblom 
defi nes the quality of a policy decision not by its consonance with reality 
or truth, as the positivists would, but by the process that led to the deci-
sion. Lindblom’s more practical approach allows for learning by partici-
pants who can make small policy changes and then evaluate the extent 
to which those changes achieved desired policy outcomes. Scientists 
might play a role in Lindblom’s decision making by providing insights 
about the outcomes associated with a policy or by making persuasive 
arguments about policy alternatives. However, Lindblom carves out 
no value-neutral place from which scientists can or should operate. 
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Lindblom simply casts aside the need for a boundary between science 
and policy.

A comparison of Lindblom’s view of decision making with Alvin 
Weinberg’s illustrates Lindblom’s nuanced rejection of rationalist and 
positivist views. Whereas Weinberg falters on the issue of who should 
demarcate science and trans-science, Lindblom is able to skirt the issue 
of the proper boundary by arguing that decision making can proceed 
without resolving major uncertainties. Through evaluation of successive, 
limited comparisons, decisions are made without stretching participants 
past their willingness to proceed. Participants learn by evaluating out-
comes associated with existing policy settlements and can re-engage 
policy decisions as needed. In addition, rather than viewing stakeholders 
as a force that distorts otherwise sensible policy choices, Lindblom sees 
interested actors are crucial pathway by which pertinent information 
reaches decision makers. For Lindblom, the approach is not a step away 
from rationality toward relativism. Instead, it is a practical way to 
proceed despite inherent uncertainties.12 This allows Lindblom to con-
ceive of a decision-making process in which the decision makers are 
neither all-knowing nor operating without any helpful information.

Notably absent from Lindblom’s model is a role for objective informa-
tion. Good decisions are not judged on the basis of objective criteria such 
as effi ciency, effectiveness, or truth. Instead, a good decision is one on 
which participants can agree. This model posits democratic decision 
making as a solution to the problem of irreducible uncertainties. Rather 
than democratic decision making being an irrational process that needs 
to be propped up by science in order to avoid going hopelessly astray, 
it is a practical way of proceeding in the face of uncertainty.

Deborah Stone, in her more recent account of the policy process (1997: 
8–13), attacks the rational model of decision making as descriptively 
inaccurate. However, in contrast with Lindblom’s view of the policy 
process, science is a specifi c and useful resource in Stone’s view. Stone 
rejects the rationalist model because it does not acknowledge that actors 
involved in policy actively attempt to alter the ways in which other actors 
perceive the contest. Instead, the rational model of decision making takes 
for granted public consensus about “the way things are” or presumes 
that consensus can be produced through the provision of facts and infor-
mation. Stone argues, to the contrary, that facts are always contested in 
policy making such that the consensus that information is supposed to 
produce is elusive (ibid.: 310). Instead, actors mobilize ideas with the 
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intent to provide accounts of events that are more persuasive than other 
actors’ accounts. Stone asserts that ideas, as tools for infl uencing the 
policy process, are “more powerful than money and votes and guns” 
(ibid.: 11).

For Stone, one of the most important ways to integrate ideas into 
policy making is through the construction of policy narratives and causal 
stories. Stone fi nds two routine story lines that shape most policy narra-
tives: (1) a story of decline, in which some previously happy state of 
affairs is slipping away, and (2) a story of control, in which a tolerated 
but unwanted state of affairs can now be alleviated through newly avail-
able courses of action. Problems of environmental policy, for example, 
often are framed in terms of decline and often imply the need for inter-
vention to halt or slow a looming crisis. The idea of addressing poverty 
through federal housing projects fi ts a control plot line. The availability 
of a solution—i.e., low-income housing as a basis for economic develop-
ment—brings a long-standing problem onto the political agenda not as 
a function of a perceived change in the severity of the problem, but in 
response to the claim that there is a course of action that might address 
the problem. In this way, policy narratives make a case that action is 
warranted and feasible.

In addition, policy narratives can contain more precise descriptions of 
policy problems that Stone calls “causal stories.” Causal stories draw 
clear links between problems and solutions, assign blame, and suggest 
more likely and less likely options for remediation. Stone’s (1989, 1997) 
analysis of causal stories turns on the fl exibility one has in locating a 
problem in the realm of accident and fate versus locating it in human 
agency. If a policy problem is understood to be within the realm of 
human control, arguments about the need for government action are 
more likely to be convincing. Stone’s work on causal stories highlights 
the need to persuade in order to have one’s view of a policy problem 
accepted. But Stone also emphasizes a subtle trick of the causal story; its 
persuasive element is masked. Political actors, Stone writes, “use narra-
tive story lines and symbolic devices to manipulate so-called issue char-
acteristics, all the while making it seems as though they are simply 
describing facts” (1989: 282). In Stone’s view, the attempt to present a 
causal story as if one is merely presenting “the way things are” is an 
important component of that story’s persuasive power. If the audience 
accepts the claim of the causal story—i.e., “this is, in fact, the way things 
are”—the members of the audience do not see themselves as having been 
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lobbied. Instead, they view the interaction as one in which they learned 
something new.

Stone recognizes social and cultural norms that place limits on how 
much fl exibility one has in creating a convincing policy narrative or a 
causal story. For example, her emphasis on familiar plot lines implies 
that an innovative policy entrepreneur who diverges from such plot lines 
might risk his or her credibility with the audience.13 In addition, Stone 
emphasizes that policy narratives invite counter-narratives. Contestants 
in a political process are often anything but passive recipients of one 
another’s framings. Stone conceives of such struggles in terms of battles 
over boundaries:

Each mode of social regulation draws lines around what people may and may 
not do and how they may or may not treat each other. But these boundaries are 
constantly contested, either because they are ambiguous and do not settle con-
fl icts, or because they allocate benefi ts and burdens to the people on either side, 
or both. Boundaries become real and acquire their meaning in political struggles. 
(1997: 13)

For Stone, a boundary between science and policy is crucial in that it 
sets out the space of what can be contested and what will be left out of 
the arena of policy debate because participants view some features of the 
world as factual and therefore beyond debate. Rather than trying to 
argue about where the boundary should be drawn, Stone is interested in 
the resources policy adversaries use to advance their claims about what 
is factual and therefore not open to debate.

Unlike the rationalists and positivists who would carve out a safe space 
for scientists to create and provide relevant information to policy makers, 
Stone sees science, or at least the rhetoric of science, as a resource that 
participants use in the game of persuasion. Successful participants create 
a boundary between science and policy when they convince other actors 
that their view of reality is correct. By implication, there is no fi xed 
boundary between science and policy, or at least not one that partici-
pants in the policy process will agree on. Stone’s approach differs from 
the soft positivist approach in that she views efforts by participants in 
the policy process to persuade others as the normal and legitimate cur-
rency of political engagement rather than an undesirable process that 
interrupts a more objective approach.

Science plays a more visible role in Stone’s account of policy making 
than in Lindblom’s. The causal story, a crucial resource in Stone’s policy 
world, borrows heavily from the idiom of science, i.e., the notion of 
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identifi able causality. In addition, one of the marks of success of the 
policy story is its ability to present its normative framing as if it is factual. 
To do this, proponents of causal stories often draw on scientifi c studies 
to bolster their claims. Stone characterizes science as being able to 
“command enormous cultural authority as the arbiter of empirical ques-
tions” (1997: 204). At the same time, Stone does not argue that science 
or scientists carry the day. Instead, she characterizes science as useful 
but certainly not suffi cient in convincing others to accept one’s policy 
narrative (1989: 295).

Sheila Jasanoff’s 1990 study of science advisors in regulatory policy 
making offers an empirically grounded assessment of the tenuousness of 
boundaries erected between science and policy and draws on theoretical 
contributions from science studies scholarship to elucidate the processes 
she observes in regulatory decision making. Jasanoff considers two 
models that address the problem of science in decision making: (1) tech-
nocracy, in which the application of sound science can rationalize policy 
making, and (2) democracy, in which broader participation by stake-
holders improves outcomes (1990: 15). Jasanoff argues that the presence 
of science advisors in regulatory decision making and the need for regula-
tors to consult scientists and to maintain strong ties to the science com-
munity are evidence of the dominance of the technocracy model (ibid.: 
229). At the same time, Jasanoff highlights, throughout her book, the 
weakness of technocratic solutions in policy debates. Jasanoff provides 
detailed examples of the complex negotiations involved in trying to 
develop consensus around scientifi c evidence in order to use that evidence 
to legitimize regulatory decisions at the Environmental Protection Agency 
and the Food and Drug Administration. Jasanoff fi nds that scientists 
often cross the presumed boundary between science and policy by incor-
porating subjective judgments into the advice they offer while maintain-
ing their authority as experts. Likewise, agency administrators face 
incentives to redraw the boundary between science and policy from one 
regulatory decision to the next as a consequence of the contingencies 
associated with a particular instance of agency rule making. Administra-
tors in the study have an array of institutional mechanisms available to 
them—for example, contracting with independent advisory groups versus 
relying on in-house advisors—for incorporating scientifi c information 
into decision making.14

For Jasanoff, efforts on the part of participants to create a reliable 
boundary are not only elusive but also misguided. Jasanoff argues that 
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efforts to draw science into decision making in ways that blur the bound-
ary between science and policy often lead to policy outcomes that are 
less controversial than efforts that attempt to maintain an unrealistic 
division between expert advice and democratic decision-making author-
ity (1990: 231). Her analysis suggests that a rejection of the myth the 
rationalist model of decision making could lead toward a more produc-
tive, if less defi ned, relationship between science and policy. The lack of 
a clear boundary between science and policy should not be troubling if, 
as Jasanoff argues, the balance between democratic and technocratic 
forms of decision making are kept in a “creative dialectic” by actors on 
either side of the science/policy boundary (ibid.: 228).

A notable feature of Jasanoff’s treatment of science advisors in policy 
making is that political contests over the role of science in the formation 
of policy have not limited the tendency to rely on science advisors, in 
spite of scientists’ limited capacity to close off political debate. “Consul-
tation between agencies and [science] advisory committees,” Jasanoff 
writes, “has become almost routine, even when not required by law.” 
(ibid.: 1) The cases she presents do not lead easily to the conclusion that 
scientists are shaping outcomes. At the same time, the recourse to science 
advisors has not abated.

There is a notable consistency between the perspectives offered by 
Stone and Jasanoff, in spite of the differences in their approach to the 
subject matter. Neither of their treatments requires a priori agreement 
about how to draw the science/policy boundary, nor, in view the stakes 
involved in demarcating this valuable political terrain, should such agree-
ments be expected. Thomas Gieryn, who has made substantial contribu-
tions to the literature on boundary work, predicts repeated efforts to 
demarcate science from non-science, not only in policy domains, but in 
any domain where science is held out as a distinct form of knowledge 
(1983, 1995, 1999). “Boundary-work abounds,” Gieryn writes, “simply 
because people have many reasons to open up the black box of an 
‘established’  .  .  .  representation of science—to seize another’s cognitive 
authority, restrict it, protect it, expand it, or enforce it.” (1995: 407) 
Gieryn goes on to argue that, because such boundaries are continually 
contested, there is little stability in what is considered scientifi c:

.  .  .  neither actual scientifi c practice and discourse in labs or journals nor earlier 
maps showing the place of science in the culturescape determine how the bound-
aries of science will get drawn next time the matter comes up for explicit 
debate.  .  .  .  In this sense, then, the space for science is empty because, at the outset 
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of boundary-work, nothing of its borders and territories is given or fi xed by past 
practices and reconstructions in a deterministic way. (ibid.: 406)

This picture of science in policy making, in which actors must continually 
renegotiate what constitutes “sound science,” raises the issue of how 
society can cope with such indeterminacy. Gieryn offers a clue when he 
acknowledges the potential for stability in negotiated settlements around 
science. In a move that sounds somewhat akin to Stone’s approach, 
Gieryn argues that there is a repertoire from which participants draw 
from when they articulate science/non-science boundaries, and that some 
demarcations are easier to defend than others. He clarifi es that some 
representations of science “achieve a provisional and contingent obdu-
racy that may preempt boundary-work” (ibid.: 407).

David Guston’s (2000) analysis of the administration of grants given 
by the National Institutes of Health offers a concrete example of how 
such “obduracy” might be achieved. Guston explores changes in the 
rhetoric describing government support of basic scientifi c research from 
World War II to the end of the twentieth century, focusing specifi cally 
on the erosion of the laissez-faire model that dominated postwar public 
funding. This erosion arose from an increasing willingness on the part 
of legislators in charge of the purse strings to ask whether basic research 
was in fact benefi ting society in a way that justifi ed the costs. Researchers 
who had assumed that basic science was inherently worthy and who 
bristled at the idea that non-scientists might exercise any oversight of 
their domain found their behavior in policy domains increasingly scruti-
nized. Guston develops the concept of the “boundary organization” to 
explain how the dual expectations of scientists and policy makers have 
been managed within the National Institutes of Health in order to keep 
the relationship from breaking down.15 Guston describes the NIH as a 
boundary organization that is able to internalize negotiations along the 
science/policy boundary and to stabilize them in ways that allow actors 
on each side of the boundary to protect their interests. In this case, the 
routine of a bureaucracy helps create the obduracy that Gieryn posits.

When comparing Guston’s analysis against Jasanoff’s, one can see that 
the policy setting is likely to have a substantial infl uence on the ability 
to create stable boundaries around science. Arenas of distributive 
politics, of which NIH grant giving is a clear example, are relatively 
non-competitive when compared with regulatory policy settings (Lowi 
1964, 1972). That Jasanoff fi nds few routinized boundary settlements in 
Food and Drug Administration and Environmental Protection Agency 
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regulatory decision making is consistent with expectations about politics 
in regulatory versus non-regulatory domains.

Notably, none of the scholars treated here endorses a relativist 
approach. Rather, each of them explores the persistent role of science in 
policy making. It is this persistence that is of interest. If we accept the 
social underpinnings of science and accept the frustratingly infrequent 
examples we have of science being instrumental in resolving political 
debate, we must wonder why we have not revised our view of the impor-
tance of science in the policy process. This calls attention to the work 
that “the idea of science” can do in society. A central argument in the 
present volume is that participants in politics cling to the idea of applying 
science for policy making because of the appeal of fi nding the “correct” 
or “best” answer, especially if one assumes that the alternative is endless 
debate. The idea of using “sound science” to inform policy decisions 
creates an incentive for participants to demonstrate that science supports 
their positions.

Here we can see two orthogonal currents running in the arena of 
science in decision making. On a scholarly level, researchers advocate 
for solutions that dispense with the traditional notion of separating 
science and policy (Jasanoff 1990; Sarewitz 1996; Guston 1999, 2000). 
At the level of practice, recourse to the traditional notion of scientifi c 
objectivity as a powerful epistemological basis for resolving political 
debate remains in high currency. Perhaps, as a function of these two 
currents, recent scholarship is divided about the trajectory of science in 
policy making, with some researchers decrying the decline of science 
while others cite its pervasiveness.

Trends in the Recourse to Science in Decision Making

Yaron Ezrahi (1990) makes a strong case that scientifi c norms are in 
decline and argues that, because of this decline, ideology will supersede 
rationality as the basis for legitimate state action. In a vast work tracing 
the links between Enlightenment views of science and democracy, Ezrahi 
argues that political action, once justifi ed in rational and instrumental 
terms, is increasingly understood in moral, emotional, and symbolic 
terms. Ezrahi demonstrates convincingly the foundational role Enlighten-
ment thinking had in the creation of modern democracies and explores 
how visions of industrialization and mechanization have been used to 
articulate the rationale for legitimate state action.
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Ezrahi makes his case by arguing that rationalist thinking during 
the Enlightenment led to a concept of democracy such that citizens 
could hold leaders accountable for their actions. This accountability, 
according to Ezrahi, stems from the capacity to judge an action of 
the state in light of its consequences. Citizens, by observing the state’s 
action, assess the extent to which state offi cials achieve their goals.16 
This notion, according to Ezrahi, relies on a visual culture that assumes 
that state policies are goal oriented and can be “measured” with 
reference to their ability to reach those goals (1990: 75; 89). Ezrahi 
argues that the visual culture of politics and the idea of constraining 
state action on the basis of instrumental expectations about outcomes 
are now in decline.

Ezrahi’s account, however, captures at least two trends that turn out 
to be moving in opposite directions rather than changing together. 
Certainly trust in scientists, and in professionals more generally, has 
declined in the United States since the 1950s. But one can argue that 
this decline in trust is the consequence of citizens exercising rather 
than rejecting the visual, attestive culture that Ezrahi argues is the 
foundation of democratic politics. Society’s experience with technologi-
cal developments since World War II has been one of glowing promise 
followed by disillusionment as the public experiences unforeseen costs 
that accompanied many technological advances. For example, promoters 
of pesticides promised an increase in agricultural production, but now 
face a public that is wary of the costs to the environment and public 
health that have accompanied widespread pesticide use (Baumgartner 
and Jones 1991). A similar account can be made of nuclear power, 
whose proponents argued it would provide “energy too cheap to 
meter” without focusing on the costs associated with maintaining safety 
in such complex, large technical systems and with managing the waste 
(Baumgartner and Jones 1991; LaPorte and Keller 1996). A more recent 
example concerns claims about the ability of stem-cell research to provide 
cures for several degenerative diseases; such predictions do not include 
an accurate picture of the long time horizons involved before such treat-
ments will reach medical clinics. These examples suggest that expert 
claims about the promise of science and technology may well have been 
judged in instrumental terms such that a decline in scientifi c and technical 
authority has occurred as a consequence of a visual, attestive culture. 
Declining trust in scientists may be evidence that that culture is alive 
and well.
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Further evidence that scientists are subject to increasing scrutiny that 
has its underpinnings in Enlightenment thought comes from Guston’s 
analysis of changes in the administration of NIH grants (2000). Guston 
provides evidence that a laissez-faire approach to scientifi c research has 
been replaced with specifi c rules of accountability that govern publicly 
funded grants. Moreover, members of Congress initiated this change in 
response to questions regarding whether the “social contract for science” 
articulated after World War II was, in fact, accurate—i.e., did public 
support of basic scientifi c research reap benefi ts for society? Guston’s 
analysis shows the visually attestive culture that Ezrahi describes in 
action. Moreover, it was this culture of observing and judging outcomes 
that eroded the social contract for science and placed scientists under 
increasing scrutiny as a condition of accepting pubic funding for their 
research.

Curiously, the erosion in the social status of scientists has been 
matched by an increase in the use of analysis in policy making. Although 
a number of political scientists point to the limits of science in guiding 
political decisions or resolving political controversy, policy making in 
the United States has seen an increase in recourse to expertise since the 
1970s. Jasanoff’s 1990 study responds to the proliferation of science 
advisory boards around agencies involved in environmental and health-
related regulatory decision making. A number of scholars have noted a 
similar trend with respect to Congress, the branch of government that, 
according to classic political science, faces institutional incentives 
that make recourse to analysis and expertise unlikely.17 During the 
1970s, Congress created a number of offi ces (including the General 
Accounting Offi ce, the Congressional Research Service, the Congres-
sional Budget Offi ce, and the Offi ce of Technology Assessment) to 
provide expertise to its members (Bimber 1996). Legislators, eager not 
to be outfl anked by the Executive Branch in policy making, created these 
new sources of congressional expertise (ibid.). Independent “think 
tanks” have increased in number over a similar time period, equally 
suggesting a market for policy expertise (Jenkins-Smith 1990; Ricci 
1993; Smith 1991). Moreover, several scholars argue that both status 
and congressional access are allocated to interest groups who have 
reputations for being scientifi cally informed (Carpenter, Esterling, and 
Lazer 1998; Esterling 2004; Heclo 1978). Similar trends are occurring 
among state legislatures (Hird 2005). It is diffi cult to acknowledge 
this proliferation in sources of expertise across arenas of policy making 
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while accepting the notion that rationalist justifi cations for decision 
making are in decline.

One approach to understanding science and policy making that cap-
tures elements of the two seemingly orthogonal trends in science in policy 
making is that of “co-production” (Jasanoff 2004a; Jasanoff and Wynne 
1998). The term “co-production” refers to the notion that natural and 
social orders are produced together, a notion that avoids both natural 
and social determinism in explaining outcomes of interest (Jasanoff 
2004a: 3). More important than avoiding the pitfalls of the “science 
wars,” however, those advancing the idiom of co-production challenge 
the social sciences to address more directly the role of science and 
technology in culture and politics. Jasanoff (ibid.: 1) charges that the 
social sciences have “[retreated] into a conspiracy of silence” on the 
question of the relationship between science, technology, culture, and 
power. The co-production framework can address cultural and social 
elements of the advancement of “technoscientifi c” objects without 
discarding science and technology as powerful symbols of social order 
in current society.

A powerful application of the co-production framework comes from 
Clark Miller’s (2004a) analysis of the role of the Intergovernmental Panel 
on Climate Change as a site for the renegotiation of scientifi c and politi-
cal orders within a “global” context. Miller shows how the notion of 
global climate change altered the status of nation-states as capable actors 
in confronting global environmental problems. At the same time, Miller 
argues that scientists’ representation of the environment in global terms 
gained credence only through institutional mechanisms that supported 
the notion that such claims were representative of broad, even global 
perspectives. Thus, the ability of scientists to argue that their understand-
ing of climate change was universal depended on the creation of an 
institution that could advance that notion in a convincing framework of 
global representation.

Co-production addresses, among other things, the emergence and sta-
bilization of new scientifi c/technical framings (Jasanoff 2004a: 38). This 
echoes Gieryn’s discussion of the “obduracy” of certain science/non-
science settlements, and it touches on one of the central themes of the 
present volume. Jasanoff argues that political order is expressed through 
institutions, and that institutions provide societies with “tried-and-true 
repertoires of problem-solving, including preferred forms of expertise, 
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processes of inquiry, methods of securing credibility, and mechanisms 
for airing and managing dissent” (ibid.: 40). The co-production frame-
work alerts us to the cultural and scientifi c underpinnings of such insti-
tutional arrangements and cautions against attending to only one of these 
in addressing an institution’s origins.

Science for Environmental Policy Making

The above examples from political science and from the more interdis-
ciplinary fi eld of science and technology studies are consistent in their 
broad rejection of rationalist and positivist descriptions of the applica-
tion of science in policy making. At the same time, although science does 
not seem especially useful in resolving policy debates, the availability of 
expertise and analysis is on the rise in several arenas of public decision 
making. Moreover, both the rationalist and the positivist conception of 
the role of science in policy making continue to have rhetorical signifi -
cance among actors involved in policy making. Work by Jasanoff (1990) 
and by Stone (1989, 1997) point to the continued appeal of the notion 
that science will simplify policy making by clarifying what is true and 
beyond the realm of political debate, in spite of the fact that that notion 
is not supported by repeated experience.

The persistent view that science will simplify policy choices raises an 
important question about the role of scientists and science in policy 
making. If actors believe, or act as if they believe, that science produces 
reliable, objective information that may be of use in resolving policy 
debates, this belief will continue to be relevant for understanding policy-
making processes. Such reliance on rationalist and positivist models of 
science in policy making can certainly be instrumental, as Stone points 
out. At the same time, some participants in policy making may turn to 
science because of an earnest belief in its objectivity and neutrality. If 
the idealized image of science informs participants’ understanding of 
the role of science in decision making, then the rationalist and posi-
tivist models, though inaccurate, must be recognized for their symbolic 
importance in shaping actors’ expectations and, potentially, in shaping 
outcomes. This may be especially true in domains, such as environmental 
policy, where participants view scientifi c and technical information as 
central. From an analytical standpoint, the challenge is to demonstrate 
the extent to which the rationalist and positivist accounts motivate 
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interactions in the making of environmental policy without also 
suggesting that such accounts are accurate descriptions of science in 
society.

My analysis starts with the puzzle of the unique cultural authority of 
science. Though it cannot be adequately explained in rationalist or posi-
tivist terms, the authority of science is materially relevant through its 
expression in policy making. Though the status of science is invoked 
rhetorically, when that rhetoric is persuasive it becomes materially sig-
nifi cant through the creation of public policy which allocates resources 
toward some goals and away from others.

In the next three chapters, I focus on negotiations of the science/policy 
boundary and examine the extent to which the negotiations themselves 
become the subject of policy debate. The capacity to keep such negotia-
tions out of political discourse is a major concern of this analysis in that 
a lack of debate signals participants’ acceptance of a particular settlement 
of the science/policy boundary.



2
Scientists and Agenda Setting

.  .  .  the defi nition of alternatives is the supreme instrument of power; the antago-
nists can rarely agree on what the issues are because power is involved in the 
defi nition. He who determines what politics is about runs the country, and the 
choice of confl icts allocates power.

—Elmer Eric Schattschneider (1961: 68)

Because both time and resources limit the number of policy issues that 
will receive serious public attention, agenda setting is a competitive activ-
ity in the policy process with substantial consequences. Attention given to 
one issue naturally implies that some other issue will be overlooked. In 
view of the limits of the public agenda, the ability to place an issue on the 
agenda constitutes real political power (Schattschneider 1961; Cobb and 
Elder; 1983). Equally important is the ability to keep some issues from 
receiving serious attention in the public domain (Bachrach and Baratz 
1962; Cobb and Ross 1997). If powerful actors’ interests are served by 
denying agenda access, agenda setters can anticipate an uphill battle.

In this chapter, I consider the extent to which scientists play a role in 
agenda setting by analyzing scientists’ early articulations about the policy 
ramifi cations of acid rain and climate change, respectively. Though sci-
entists’ initial statements typically made clear links between environmen-
tal degradation and the need to regulate energy use, scientists’ 
agenda-setting activities were not met by a set of powerful actors seeking 
to undermine scientists’ claims in order to keep acid rain and climate 
change out of public view.1 Instead, policy makers accepted scientists’ 
claims and moved quickly to give those claims institutional expression 
in the policy process without notable opposition or even signifi cant 
deliberation. Once public offi cials granted formal agenda status to the 
respective issues, stakeholders—including scientists who disagreed with 
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the early issue framings—began to debate the extent to which each issue 
posed an environmental problem and to clash over efforts to create regu-
latory programs to mitigate expected environmental effects.2 Evidence 
cited in this chapter suggests that any study that started with the respec-
tive congressional debates over regulatory action on these two issues 
would miss the crucial period of early policy-making activity when sci-
entists’ claims were rapidly translated into policy action.

In this chapter, in order to understand this period of relative quies-
cence around the eventually contentious issues of acid rain and climate 
change, I examine scientists’ claims about the two policy issues and 
analyze those claims in light of the idealized view of scientists as con-
tributing to the policy process by providing objective information to 
decision makers. To the extent that scientists stepped out of their pre-
scribed role, however, they were subject to little scrutiny that might 
expose boundary crossing that was not consistent with participants’ 
expectations—idealized as they are—regarding scientifi c objectivity.

In this chapter, I consider features of agenda setting that make such 
accounting diffi cult. In comparison with other stages of the policy 
process, agenda setting stands out for its lack of an obvious institutional 
home and for its lack of structure or even semi-formal rules for partici-
pation. In this chapter, I focus on the effects of participation in a setting 
with such fungible norms for participation. In this more freeform envi-
ronment, explicit confl icts over the science/policy boundary appear to be 
less common than they are in the more formalized venues for policy 
making.

In the fi rst section, I present current theoretical approaches to the study 
of agenda-setting activities and explore the importance of focusing on 
those political activities that help place issues on the formal policy 
agenda. This section also introduces several tools that scholars who study 
agenda setting use to elucidate this crucial but under-studied stage of 
decision making. I then present empirical evidence from the cases and 
analyze the emergence of the science narratives for acid rain and for 
global warming up to the point that each issue is established on the 
formal policy agenda. The empirical evidence demonstrates that, for a 
period of time, scientists articulated science narratives for each issue, 
respectively, and were met with remarkably little criticism or counter-
narratives. I then draw on Baumgartner and Jones’s concept of “Down-
sian mobilization” and Gieryn’s exploration of “obduracy” to explain 
these respective periods of quiescence. I conclude the chapter with a 
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discussion of the implications of the relatively uncontested institutional-
ization of each policy issue.3

Tools of Agenda Setting: Policy Narratives and Science Narratives

“Agenda setting” refers to the collection of activities that policy entre-
preneurs engage in when they want to direct the attention of public 
offi cials—a decidedly scarce resource—toward a particular problem. The 
goal of agenda setting is to convince powerful policy actors to consider 
an issue and to consider that issue in a specifi c way. Getting the attention 
of public offi cials is a fi rst step in convincing those offi cials to reallocate 
resources toward a desired policy outcome. However, as Cobb and Elder 
argue (1983: 172), agenda status is more than that:

In giving an issue formal agenda status, government conveys important messages 
about who and what are socially important, about what is and is not problem-
atic, and about what does and does not fall within the legitimate purview of 
government. Because these messages bear the imprimatur of public authority, 
they serve to defi ne winners and losers in a social and political sense just as the 
more material allocations of government defi ne them in an economic sense.

Scholars who study agenda setting focus primarily on discourse and 
framing. As Baumgartner and Jones (1993), Cobb and Elder (1983), and 
Stone (1989, 1990) show, the way an issue is framed can affect the likeli-
hood that the issue will receive public attention and can shape the course 
of subsequent policy debate. The potential to infl uence subsequent events 
makes agenda setting a particularly important activity from the stand-
point of understanding the exercise of political power.

Unfortunately, agenda setting is inherently diffi cult to research.4 In 
spite of this, scholars have developed a number of concepts that facilitate 
to the study of agenda setting. Cobb and Elder (1983) began to concep-
tualize agenda setting by distinguishing between the systemic agenda and 
the formal agenda. “The systemic agenda” refers to the issues that the 
public and the news media consider pertinent to policy. “The formal 
agenda” refers to issues that are up for active consideration by public 
offi cials. This distinction clarifi es the fact that issues can occupy space 
in one of these domains without attracting attention in the other. The 
systemic agenda may have room for more issues than the formal agenda 
in that the public can pay attention to any number of issues that do not 
receive formal consideration from elected offi cials. At the same time, 
elected offi cials are important agenda setters in their own right and can 
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place on the formal agenda issues that had not been circulating in the 
systemic agenda (Kingdon 1996: 44).

Cobb and Elder’s concept of different types of agenda status provides 
insight into what success in agenda setting might look like. Deborah 
Stone, in describing the tools used by agenda setters, gives scholars a 
way to analyze the activities that might lead to success. For Stone, the 
building blocks of agenda setting are persuasive stories that signal to 
other actors how to approach a particular policy issue. Stone calls these 
stories “policy narratives.” Narratives tell us how to view a set of events 
and place those events into a meaningful context. When applied to policy 
making, a narrative can establish an event as a policy problem, allocate 
blame for that problem, and point to plausible solutions.5 Policy narra-
tives also argue for a policy response. In taking this step, a narrative 
contains not only descriptive elements, but also prescriptive ones. Not 
only does it make causal claims about a problem; it tells us how we 
should judge the events linked to that problem. Events that do not 
support the normative orientation of the narrative are often downplayed 
or disregarded in order to preserve the integrity of the narrative (von 
Meier, Miller, and Keller 1998: 29). In this way, a narrative can shape 
the interpretation of incoming information such that the narrative 
“entails or even imposes a priori pattern, rather than either revealing an 
intrinsic structure of events or accepting their contingency” (Paulson 
1994: 12).

A narrative introduced into the policy arena must compete with other 
narratives for prominence in guiding the conceptualization of a policy 
problem. In this sense, narrative is argumentative; it asserts that the 
conceptualization of the issue it provides is the correct one. As a tool in 
policy debate, a narrative becomes “the medium through which actors 
try to impose their view of reality on others, suggest certain social posi-
tions and practices, and criticize alternative social arrangements” (Hajer 
1993: 47). In forwarding a particular conceptualization of a policy 
problem, narratives rely on rhetorical devices (Litfi n 1994: 39) and 
familiar plot lines (Paulson 1994: 12; Stone 1988: 108) that tap into 
deeply held values or beliefs. Narratives that combine these elements 
successfully are more readily accepted into the policy process.6 In addi-
tion, the ability to portray a policy issue as resolvable is a crucial step 
in gaining status as an important problem on the public policy agenda 
(Cobb and Elder 1983: 176; Stone 1989: 284). Once accepted, decision 
makers often take for granted that the narrative is the appropriate way 
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to view the policy problem. A policy narrative gains stability through 
institutional arrangements that grow in response to the narrative. Such 
arrangements consolidate the policy narrative as institutional activities 
reproduce and reinforce that particular view of the issue (Cobb and Elder 
1983: 184; Baumgartner and Jones 1993; Hajer 1993: 46).7

Scientifi c claims made in the policy arena inevitably rely on narrative 
as a vehicle for transferring those claims. Without explanation or ground-
ing, the implications of scientifi c fi ndings are often elusive. Science nar-
ratives8 provide this context and facilitate the transfer of information 
from the scientifi c community to the policy community.9 Science narra-
tives are interesting, fi rst, because science is not typically associated with 
the more normative practice of story telling. Secondly, science narratives 
attract attention because of the particular status of science in policy 
debate.10 Science narratives have an advantage in the policy arena in that 
reliance on scientifi c information is, itself, legitimizing. Narratives are 
often presented as if they are entirely factual, resting on the authority of 
science to advance a set of claims about policy making (Stone 1989: 282; 
Litfi n 1994: 30). Science narratives, because they carry the implicit 
endorsement of the science community, are more likely than other nar-
ratives to be accepted as factual. Moreover, stating a policy problem in 
scientifi c terms suggests that that problem is within the realm of human 
control. The very act of explaining a problem through the application 
of science demonstrates that the problem is subject to the power of 
science (Paulson 1994: 19–20). In addition, by recognizing an event as 
a policy problem, scientists almost inevitably defi ne themselves into the 
issue as part of its solution (Latour 1983; Hajer 1993; Zehr 1994a). 
Attention to science narratives is crucial in assessing the role that scien-
tists play in the policy process in that it is through the science narrative 
that scientists provide a conceptual map that, if they are successful, 
establishes the relevance of their policy claims.

Another crucial theoretical framework is necessary to make sense of 
the activities that scientists engage in during the early phases of agenda 
setting in each case. The co-production framework argues strongly 
against assuming that meaning is produced in scientifi c settings and is 
then offered, neatly packaged, for non-scientists to consider. The co-
production approach rejects such a simple, linear conception of how 
scientifi c ideas come to have status in non-science settings (Jasanoff and 
Wynne 1998: 4). A more realistic account, they argue, acknowledges 
contingency in the production of meaning and insists on including such 
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contingencies in descriptions of how socially relevant scientifi c claims 
are produced. Evidence of co-production can be found in the case of 
climate change, where scientists’ arguments about the reasons for study-
ing climate change shift with prevailing social norms.11 This serves as 
an important reminder that “science narratives,” though actors in the 
policy process might wish to portray them as if they are objective prod-
ucts of scientifi c research, derive their meaning from social context and 
from shared societal values. That is, science narratives do not emerge 
fully formed from a politically and socially insulated scientifi c world. 
Rather, scientists, as the publicly visible actors who articulate science 
narratives, are inevitably anticipating and reacting to non-science actors 
who have a role in conferring or denying status to circulating science 
narratives.

The following sections present the empirical evidence for the early 
science narratives for acid rain and climate change. Before presenting 
empirical evidence from each case, the scope of agenda setting must be 
defi ned. Agenda setting, in view of its amorphousness in the policy-
making process, is diffi cult to delineate. Here, scientifi c reports, articles 
published in journals and newspapers, and even statements made about 
the issue in early congressional hearings are considered. Because the goal 
of agenda setting is to place an issue on the formal policy agenda, con-
sistent congressional attention is a powerful signal that agenda status has 
been achieved. However, the transition from agenda setting to legislative 
policy making does not occur at some obvious, identifi able point. Thus, 
in this chapter I will consider early public discussions concerning acid 
rain and climate change and point to the sporadic congressional attention 
that accompanied each issue’s appearance on the systemic agenda. News 
media coverage of each issue provides a basis for examining public dis-
cussion of the issue that occurred prior to sustained congressional 
attention.

Acid Rain

Science and the Development of a Policy Problem
Perhaps the earliest statement of trans-boundary air pollution comes 
from the English writer John Evelyn. In his 1661 book Fumifugium, 
Evelyn reported that French farmers attributed crop damage in France 
to smoke coming from England (Gorham 1991: 19, Cowling 1982: 
111A). Considerably later, in 1872, Robert Angus Smith coined the term 
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“acid rain.” Smith used this term to label the phenomenon that he dis-
covered 20 years earlier in his research of precipitation in and around 
Manchester, England. In a report he published in 1852, Smith noted that 
three types of rain—acid sulfate, sulfate of ammonia, and carbonate of 
ammonia—were associated, respectively, with the city’s center, its 
suburbs, and the fi elds beyond the suburbs (Gorham 1981: 15; Cowling 
1982: 111A).

Research both before and after Smith’s work is characterized by a 
series of isolated fi ndings that were produced in the absence of a self-
conscious research community.12 Awareness of a growing body of inter-
related research began in the fi eld of atmospheric chemistry. E. J. Conway, 
an Irish scientist, conducted the fi rst modern review of the literature on 
precipitation chemistry in 1942. In 1948, a Swedish scientist, Hans 
Egnér, started the fi rst large-scale precipitation chemistry network in 
Europe (Cowling 1982). These efforts to collect information published 
on precipitation chemistry and to coordinate data collection for contin-
ued study represent early instances of a research community working 
toward the accumulation of knowledge on a specifi c topic. This research 
community, however, did not extend beyond the fi eld of atmospheric 
chemistry. In addition, there is no evidence that these researchers were 
aware of Smith’s work.13

The genesis of a self-conscious acid rain research community began 
with the work of Svante Odén, who drew together insights from limnol-
ogy, atmospheric chemistry, and agricultural research to articulate 
a modern understanding of the causes and potential effects of acid 
precipitation (Gorham 1981: 19; Cowling 1982: 114A). In 1967, 
Odén captured public attention with an article in the Swedish news-
paper Dagens Nyheter in which he referred to acid rain as a “chemical 
war” among European countries (Cowling 1982: 114A). In 1968, 
Odén published his research in a more scientifi c publication, Sweden’s 
Ecology Committee Bulletin. With these two publications, Odén 
addressed two distinct audiences: the public and scientists. Reactions 
from both audiences began to shape the subsequent mobilization around 
the issue of acid rain.14

Up to the point of Odén’s work, the term “acid rain” had no resonance 
outside of a relatively small set of researchers.15 Once Odén published 
his research, however, public offi cials took up the issue and gave it 
life in non-science settings. The Swedish government was the fi rst to 
respond to Odén’s articles by conducting a case study of acid rain that 
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was presented at the United Nations Conference on the Human Environ-
ment (Gorham 1981: 19; Cowling 1982: 115A). The Swedish case study 
(Bolin et al. 1972) led to two major research efforts into acid rain. The 
Norwegian Interdisciplinary Research Programme, also know as the 
SNSF Project, conducted a study in order to establish the effects of acid 
rain on forests and fi sh (Gorham 1981: 19; Cowling 1982: 115A–116A). 
The Organization for Economic Cooperation and Development orga-
nized the second research effort (1973–1975), which focused on the 
transport and deposition of sulfur dioxide in Europe (Cowling 1982: 
116A; VanDeveer 1998: 10–12). These research efforts placed institu-
tional weight behind the issue of acid rain in Europe and brought 
increased attention to acid rain beyond the community of researchers 
involved. The involvement of the OECD and the United Nations, in 
particular, provided the basis for considering political action to curb 
trans-boundary air pollution (VanDeveer 1998).

Scientifi c attention to acid rain in North America can be traced to a 
Canadian study of the effects of metal smelting on the environment sur-
rounding Sudbury, Ontario (Gordon and Gorham 1963). Though this 
study did not create the same kind of mobilization around the issue in 
Canada that Odén’s publications did in Sweden (and in Europe, more 
generally), it did establish that the problem was not limited to Europe. 
In 1971, Odén contributed to increased awareness about the issue in the 
United States through a series of lectures delivered in various parts of 
the country (Cowling 1982: 117A). Though several studies on precipita-
tion chemistry had been conducted in the United States starting in the 
1920s, the fi rst US publication to address acid rain in Odén’s terms, 
connecting trans-boundary air pollution to ecosystem damage, was 
Likens, Bormann, and Johnson 1972. Likens, along with several col-
leagues, followed this study with a series of publications throughout the 
1970s that provided a fi rm scientifi c base for the issue in the US context 
(Cowling 1982: 117A).

By the late 1970s, a number of coordinated efforts to study acid rain 
in the United States had emerged. In 1975, the US Forest Service spon-
sored the First International Symposium on Acid Precipitation and the 
Forest Ecosystem. In 1978, a number of American scientists established 
the National Acid Deposition Program (NADP), which enlisted the 
efforts of approximately 100 scientists in coordinating research on 
acid rain’s effects and setting up a system for monitoring its occurrence 
(Galloway et al. 1978; Cowling 1982). One year later, NADP scientists 
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were asked by the Carter administration to draw up a plan for a feder-
ally funded and organized program of research into the causes and effects 
of acid rain. Congress turned this plan into law through the National 
Acid Precipitation Assessment Act of 1980, which established a ten-year 
research effort—the National Acid Precipitation Assessment Program 
(NAPAP)—to study acid rain. An analysis of the science narrative made 
public by Odén and his colleagues sheds light on the rapid uptake of this 
issue among governmental actors.

The Acid Rain Science Narrative
Consistent with Stone’s discussion of policy narratives, the science nar-
rative for acid rain contains a causal story. In addition, however, that 
causal story is embedded in the politically relevant stories of decline and 
control. An example of the causal story for acid rain taken from the 
National Acid Precipitation Assessment Program presents scientifi cally 
grounded information without interpreting that information in terms of 
its potential policy relevance:

Sulfate and nitrate are the two primary negatively charged ions (anions) in acidic 
deposition. When these anions are balanced by hydrogen ions, an acidifying 
chemical compound (sulfuric and/or nitric acid) results. The major concern about 
the aquatic effects of acidic deposition is that surface waters will lose ANC (acid 
neutralizing capacity), which would result in increased acidity (lower pH)16 and 
increased inorganic aluminum, which is toxic to aquatic organisms. (NAPAP 
1991: 13)17

When presented without any interpretation of its political import, this 
statement generated remarkably little controversy among scientists or 
policy makers. It also provided very little guidance.

Scientists who participated in creating a science narrative for acid rain, 
beginning with Odén, rarely presented acid rain only in terms of this 
causal argument. Notably, Odén called acid rain Europe’s “chemical 
war,” clearly offering a political orientation toward what otherwise 
might be a scientifi cally defi ned problem. Though few scientifi c state-
ments are as provocative as Odén’s, most contain both decline and 
control stories and makes an unequivocal case for policy action. The 
National Academy of Sciences’ fi rst report on acid rain provides an 
example of a science narrative that embeds the causal story in a larger 
framework of decline:

Ecologists, geochemists, and climatologists are beginning to discover that in 
many respects man is now operating on nature’s own scale, particularly through 
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the heavy use of fossil fuels to supply the energy that runs our industrial civiliza-
tion. Because the uncertainties associated with such large-scale operations are 
very great—for good or for ill—it behooves us to exercise restraint in our present 
intensive use of energy, and to mitigate where possible the ill effects that air 
pollution imposes not only on us but also on the ecosystems that make up our 
life support system.  .  .  .  Perhaps the fi rst well-demonstrated widespread effect of 
burning fossil fuel is the destruction of soft-water ecosystems by “acid rain,” 
which has been caused by anthropogenic emissions of sulfur and nitrogen oxides 
that are further oxidized in the atmosphere. Major effects include destruction of 
many species of fi sh and their prey and acidifi cation of surface and ground waters 
to the point where toxic trace metals reach concentrations undesirable for human 
consumption and for aquatic animal habitats. (NRC 1981: 2–3)

This quotation contains the causal story: sulfur dioxide and nitrogen 
oxide emissions, further oxidized in the atmosphere, create deposition 
that acidifi es aquatic systems. The NAS statement, however, goes con-
siderably beyond the simple explanation of acid rain and offers a par-
ticular understanding about why the public should care and respond to 
the threat of acid rain. In particular, the National Academy takes a clear 
policy position on acid rain by arguing that we should act to mitigate 
the effects of air pollution to protect humans and ecosystems.

The control story also surfaces in the science narrative for acid rain. 
Specifi cally, scientists often call for scientifi c research as a prerequisite 
for political action. Scientists argue not only that there is a problem to 
confront, but also that, through science, we can reverse or mitigate the 
problem.18 According to the science narrative, investment in continued 
scientifi c research will facilitate the work of policy makers by providing 
them with better information about the causal mechanisms and the 
effects of acid rain. The following statement is a typical example of the 
view that scientifi c research will provide answers to policy makers:

Research [on acid precipitation] is the key to improved understanding. Improved 
understanding is the key to wiser public and private decisions that relate to the 
use of energy and to the quality of life in our society. Let us get on with the job 
of learning so that the challenge of managing acid precipitation and its effects 
can begin as soon as possible. (Cowling 1982: 121A)

Calls for governmental support of scientifi c research on acid rain are 
routine in the public statements that scientists make about the issue and 
refl ect a relatively common view that such research will produce informa-
tion that will be useful to decision makers.

Multiple instances of scientists’ statements about acid rain and media 
treatments of the issue are consistent with the examples cited above in 
that they contain the causal story and interpretation of that story. The 
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interpretation might be focused on discuss ecosystem degradation or on 
the capacity of scientifi c research to guide policy makers in responding 
to the science-identifi ed problem.19 Often, statements from scientists 
include all three of these elements: (1) a causal story, (2) an interpretation 
of harmful effects on ecosystems, and (3) a statement about the role of 
science in mitigating the problem.

An additional theme that emerges in the acid rain science narrative is 
uncertainty in scientists’ understanding of acid rain. The element of 
uncertainty is important in stabilizing the science narrative in that it 
allows for learning and adjustment as new information is incorporated 
into scientists’ and society’s collective understanding of the problem. By 
highlighting uncertainty, scientists signal to their public audience that 
elements of the science narrative can be expected to change. Claims that 
forests and agricultural production were at risk from acid rain were 
common in early statements about acid rain. However, both of these 
claims were eventually revised in light of evidence showing that forest 
decline is caused by multiple stressors, one of which might be acid depo-
sition. High-elevation red spruce forests, however, did appear to be sus-
ceptible specifi cally to acid rain (NAPAP 1987: I-27–I-30; 1991: 45–46). 
Research also suggested that most crops either were resistant to acid rain 
or benefi ted from the natural fertilizer delivered through the deposition 
of nitrogen oxides (NAPAP 1987: I-25, 1991: 45–46).20 In addition, early 
discussions of possible effects on human health focused on the potential 
for heavy metals to be leached into waterways such that humans could 
be exposed to heavy metals through drinking water or through consum-
ing fi sh from acidifi ed lakes (NAPAP 1987). While subsequent research 
did not substantiate fears about increased human exposure to heavy 
metals, there is evidence that the pollutants that cause acid rain have 
negative effects on human health (ibid., 1991).

Comparing scientists’ statements about acid rain made in the 1990s 
with those made in the 1970s, there is consistency in how they discuss 
damage to aquatic systems from acid rain, damage to buildings and 
materials, and decreased visibility. Scientists’ emphasis on their uncer-
tainty about effects of acid rain created room for the science narrative 
to evolve in light of scientifi c research. In spite of refi nements in scientists’ 
claims about the effects of acid rain, there appears to have been suffi cient 
consistency over time to substantiate the idea that scientists were produc-
ing reliable information about the environmental policy problem. More-
over, the idea of acid rain as a policy problem and the view that scientifi c 
research would help solve that problem were suffi ciently convincing to 
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spark a period of institution building that provided a supportive venue 
for the acid rain science narrative over the course of a ten-year period 
of legislative debate.

Consequences of the Acid Rain Science Narrative
The agenda status of acid rain was uncertain in 1968, when Odén pub-
lished his newspaper article. However, by 1972 public offi cials were 
already conducting research on acid rain that would test Odén’s claims 
(Bolin 1972). In the United States, the fi rst government action was taken 
in 1975, when the Forest Service and the National Science Foundation 
convened a conference to gather researchers to study the impacts of acid 
rain on forests in the United States (USDA 1976).21 In the same year, 
acid rain made its fi rst congressional appearance in a hearing on the 
human health effects of automobile emissions. Although most of the 
witnesses did not mention acid rain, this hearing gave scientists involved 
in acid rain research their fi rst opportunity to discuss the problem in a 
formal appearance before elected offi cials (HCSST 1975a). Acid rain 
quickly achieved systemic agenda status. Formal agenda status was not 
far behind, when public offi cials took up the issue and decided to devote 
money to research. Prior to congressional action, individual Executive 
Branch agencies, on their own initiative, were conducting small-scale, 
isolated research projects.22 Ultimately, however, President Carter called 
for a coordinated and systematically funded federal effort and encour-
aged Congress to pass legislation to create a National Acid Precipitation 
Assessment Program. Congress obliged in 1980.

Although major features of the science narrative traced here became 
subjects of considerable debate, especially in the context of proposed 
regulations to curb acid rain, the acid rain science narrative received little 
if any public criticism before 1980. In fact, in the fi rst three congressional 
hearings that mentioned acid rain, not one witness challenged the science 
narrative that was presented (HCSST 1975a, 1979, 1980). The New 
York Times’s coverage of acid rain in the years 1972–1980 was similarly 
uncritical of the science narrative, the fi rst sign of opposition appearing 
more than 10 years after Odén’s fi rst newspaper publication (fi gure 
2.1).23 There is ample evidence that acid rain was on the systemic agenda 
during this period. Specifi cally, newspaper coverage began before con-
gressional hearings were held on acid rain and well before it became an 
established topic of congressional debate (fi gure 2.2). Moreover, several 
agencies produced reports concerning acid rain during the period of early 
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Figure 2.1
Number of stories on acid rain in New York Times by year, 1970–1979. Source: 
Historical New York Times Database. N.B.: Stories that advanced the idea that 
long-range transport of sulfur dioxide and nitrogen oxides produced acidic 
deposition that had the potential to damage forests, soils, surface waters and 
aquatic life were coded as supporting the science narrative. Stories that countered 
this understanding of the causes or consequences of acid rain were coded as 
countering the science narrative.
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Figure 2.2
Number of newspaper stories mentioning acid rain by year, 1969–1978. Source: 
LexisNexis database of “general news” in “major papers.” Articles were located 
by searching for the term “acid rain” in the full text.
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public debate (USDA 1976; Galloway 1978; NRC 1981), and the scien-
tifi c community began to produce reports intended for public consump-
tion (Likens 1972; Cowling 1982; D’Itri 1982). The creation of NAPAP 
signifi ed defi nitive formal agenda status in Congress in that multiple 
elected offi cials had to support the legislation that created the research 
program. After this period, both media coverage and congressional atten-
tion to the issue intensifi ed (fi gures 2.3, 2.4).

Scientists—including Svante Odén—were instrumental in creating 
public awareness of acid rain in the 1980s. The acid rain science narra-
tive contains the argument, implicit or explicit, that the acid rain issue 
merits a place on the political agenda. This argument is connected to the 
causal link made between ecosystem effects and sulfur dioxide and nitro-
gen oxide emissions. This basic causal argument is packaged in a context 
that emphasizes negative effects resulting from acid rain and asserts the 
role of scientifi c research as a component of the appropriate policy 
response. In this regard, the science narrative about acid rain is much 
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Figure 2.3
Number of newspaper stories mentioning acid rain by year, 1979–1991. Source: 
LexisNexis database of “General News” in “Major Papers.” N.B.: From 1986 
to 1991, the database contains more than 1,000 entries per year. Specifi c fi gures 
for these years are, therefore, not available, as the LexisNexis search engine will 
not return search results for searches that yield more than 1,000 stories. Thus, 
the dashed line indicates that there are at least 1,000 stories per year from 1986 
to 1991.
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like other policy narratives in that a scientifi cally grounded causal argu-
ment is placed within a larger story of decline and control. What is par-
ticular about the science narrative for acid rain is that it was so quickly 
adopted by policy makers, who, with little deliberation, allocated 
substantial federal resources to the study of acid rain and initiated 
discussions in Congress about a regulatory program to limit acid rain’s 
precursors. Though interests groups and legislators subsequently engaged 
in protracted negotiations and spent the better part of a decade battling 
over the potential for a federal regulatory response to the problem, the 
initial period of agenda setting was notably free of debate. Moreover, 
policy makers created an institutional home for the science narrative in 
the form of NAPAP, an organization that, once created, communicated 
three consistent messages to the public: (1) that there was enough scien-
tifi c evidence to support viewing acid rain as a pressing environmental 
problem, (2) that the problem warranted the active attention of policy 
makers and the expenditure of public resources, and (3) that additional 
scientifi c research would provide decision makers with necessary infor-
mation and thus merited investment.

In looking back at this period of easy institutionalization of scientists’ 
claims, we must not overlook the subsequent period of protracted debate, 
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Number of hearings on acid rain by year, 1975–1990. Source: LexisNexis Con-
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during which several components of the acid rain science narrative were 
challenged.24 At the same time, the creation of NAPAP not only signaled 
that the issue quickly achieved formal agenda status; it cemented that 
status and ensured that regular attention would be paid to the issue 
after the appearance of each NAPAP publication. NAPAP, though it 
was ultimately criticized for not providing policy-relevant information, 
played a role in the process that has been largely overlooked. NAPAP 
provided a stable venue for the idea of acid rain as a policy problem, 
thus acting as a powerful symbol of the original science narrative. The 
creation of NAPAP provides a clear example of Cobb and Elder’s 
argument about the role of the government in conferring status and 
legitimacy on a topic by giving that topic formal agenda status. The 
creation of NAPAP signaled broad congressional interest in acid rain, 
and its statutory authority ensured that the Congress would be formally 
visiting and revisiting the issue for at least the 10 years of NAPAP’s 
initial authorization.

Climate Change

Science and the Development of a Policy Problem
In 1896, in an attempt to explain the driving force behind ice ages and 
interglacial periods, the Swedish chemist Svante Arrhenius predicted 
global warming.25 Arrhenius coined the term “the greenhouse effect” and 
argued that higher levels of carbon dioxide in the atmosphere would trap 
solar radiation, thereby increasing temperatures by 5 or 6 degrees Celsius 
(Weart 2003: 5–8). Arrhenius’s prediction did not attract much atten-
tion, in part because the idea of warming, in and of itself, did not seem 
threatening, but also because several questions about the theory remained 
unanswered. Specifi cally, experiments showed no increase in absorption 
of infrared radiation when more CO2 was added to air samples. In fact, 
these experiments demonstrated that the atmosphere was basically satu-
rated with heat-trapping gases, and that additional gas produced no 
additional infrared absorption. Fifty years later, however, Gilbert Plass 
showed that that the atmosphere’s absorption potential was only satu-
rated at lower altitudes. The upper atmosphere, in contrast, could absorb 
more infrared radiation if concentrations of heat-trapping gases increased 
(Plass 1956). Plass’s research demonstrated that the changes in the chem-
ical composition of the atmosphere could alter the energy balance of the 
planet and lead to an increase in its average temperature.
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A second potential fl aw in Arrhenius’s prediction was the expectation 
that CO2, because of its potential to be absorbed into the oceans, would 
never accumulate in the atmosphere. Two crucial advances in scientifi c 
understanding of the CO2 in the atmosphere turned global warming from 
a far-fetched theory into a reputable topic for scientifi c research. First, 
Roger Revelle and Hans Seuss (1957) demonstrated that the oceans 
would not absorb anthropogenic CO2 fast enough to prevent increases 
in atmospheric concentrations of the gas. Second, Charles Keeling (1960) 
developed a technique for measuring concentrations of CO2 in the atmo-
sphere and showed defi nitely that they were increasing. With these dis-
coveries, scientists were inclined to believe that industrialization could 
signifi cantly change the chemistry of the atmosphere. At this point, 
Revelle introduced the public to the idea of climate change.

Climate Change in the 1950s and the 1970s—Two Instances of 
Framing
Roger Revelle was the fi rst scientist in the United States to argue publicly 
for federal funds for research on global warming. Revelle appeared 
before Congress to discuss the goals of an international scientifi c research 
effort called the International Geophysical Year. Researchers created the 
IGY to facilitate coordination of geophysical research during an 18-
month period in 1957 and 1958.26 Revelle testifi ed about the IGY at a 
congressional hearing in 1956 (HCoA 1956). Though global warming 
was not the central focus of the IGY, Revelle presented global warming 
to make his case for congressional funding. During his testimony, Revelle 
uttered his now-famous characterization of global warming, calling it a 
“tremendous geophysical experiment” (ibid.: 467).27 Curiously, Revelle 
did not frame global warming as an environmental problem. He began 
his testimony that day by comparing the effort of scientists to secure 
funding for the IGY to Christopher Columbus asking “the sovereigns of 
Spain” for money to support his exploration (ibid.: 465–466). Later in 
his testimony, Revelle posited that, as a consequence of global warming, 
the Arctic Ocean might become navigable and open Russia’s Arctic 
coastline for shipping. In a written statement that is included in the 
hearing record, Revelle notes that adding CO2 to the atmosphere might 
have “a very large effect,” but he never says whether the effect will be 
good or bad (ibid.: 468). Revelle does mention one potential negative 
impact when he suggests that climate change could result in changing 
weather patterns and gives the example of hurricanes along the East 
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Coast of the United States (ibid.: 479). Overall, his discussion of the 
“experiment” suggests more scientifi c curiosity than fear of the conse-
quences of climate change.28 In light of the fact that global warming is 
now considered a pressing environmental problem, Revelle’s character-
ization is noteworthy in that he framed the issue largely in scientifi c terms 
and argued for federal dollars to advance knowledge for the sake of 
knowledge. This framing was consistent with a prevalent view in the 
1950s that the federal government should support basic research.29 Rev-
elle’s comments regarding the vast “geophysical experiment” may have 
infl uenced members of Congress in their decision to fund the IGY, which 
they did through special appropriations. Then, except in two follow-up 
hearings on the progress and accomplishments of the IGY, global 
warming disappeared from the congressional agenda for more than 10 
years.30

When global warming reappeared on the congressional agenda in the 
early 1970s, it was framed in decidedly more negative terms. Three 
factors might account for the reemergence of the issue and for its more 
negative framing. One, scientists began to explore the idea of signifi cant 
and rapid changes in the climate.31 This research led to theories of posi-
tive feedbacks in the climate system according to which a small change 
in the climate would trigger further changes that would enhance the 
original effect. In response to these scientifi c discussions of rapid climate 
change, scientists began, at least sporadically, to discuss the potential for 
climate change to have negative environmental effects. For example, in 
1963 the Conservation Foundation sponsored a conference of climate 
scientists and produced a report that predicted signifi cant warming from 
an increase in atmospheric CO2 and linked that warming to potentially 
harmful effects, including a rise in sea level (Conservation Foundation 
1963). The National Academy of Sciences subsequently convened several 
panels to address climate change. The report from the fi rst panel argued 
that climate change was possible, but suggested that there was no imme-
diate threat from warming (NRC 1966). However, several panels con-
vened in the 1970s listed a number of potentially negative consequences, 
including disruptions in food supplies (NRC 1976), water shortages 
(NRC 1977a), substantial warming (NRC 1977b: 24), changes in pat-
terns of ocean circulation (ibid.: 25), and melting of polar ice in the Artic 
Ocean (ibid.: 125).

Although worry about negative environmental effects mounted in the 
1970s, it is not as if these outcomes were completely unknown in the 
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mid 1950s. For example, Revelle discussed the possibility of melting 
polar ice during his testimony in 1956 (HCoA 1956). For Revelle, 
melting polar ice might open more ports in Russia, an outcome that does 
not necessarily carry negative connotations. Notably, the shift in how 
scientists presented climate change followed the surge in environmental-
ism that occurred in the United States after Rachel Carson’s book Silent 
Spring, published in 1962, became a best-seller. Although discussions of 
the impacts of global warming may have increased awareness of the 
potential for human harm to the environment, the timing suggests that 
scientists were reacting to environmentalism more than environmental-
ists were reacting to the predictions of climate scientists. Environmental-
ism was gaining social ground in the United States in the 1960s, but not 
until the 1970s did it begin to become routine for scientifi c reports about 
climate change to list its possible environmental effects.32

A revision of the social contract for science may have been a third 
factor in the change in how scientists discussed climate change in public 
settings. In particular, public offi cials began in the 1960s to demand 
better accounting practices among researchers receiving federal funds 
and to assess the extent to which federally funded scientifi c research 
produced useful applications (Guston 2000: 72–81). This shift toward a 
more instrumental justifi cation for public funding of science may have 
affected how scientists saw their own work, or at least how they justifi ed 
their research publicly. Certainly, this more instrumental approach 
appears in scientists’ discussion of climate change research in the 1970s. 
In particular, after a number of droughts and crop failures in the early 
1970s, Congress brought climate change back to its agenda in a 1976 
hearing on a proposed research program on climate (HCSST 1976).33 
This proposal culminated in the National Climate Program Act of 1978. 
During the hearings, scientists were much more likely than their coun-
terparts testifying in the 1950s to discuss the expected negative effects 
of climate change. Though many scientists testifi ed in the 1970s that it 
was important to establish a national research program to learn more 
about the role of fossil fuels in climate change, most of the witnesses 
discuss the potential for climate research to facilitate weather prediction 
in a way that would support agricultural production and water resource 
management.34

It is certainly possible that all these forces were acting together in such 
a way that scientists had a more negative view of climate change in the 
1970s than they did in the 1950s. Alternatively, scientists in the 1970s 



64  Chapter 2

might have learned to present the practical implications of basic research 
to policy makers. What is important to note is that the shift in framing 
does not seem to come from new fi ndings that led scientists to understand 
the consequences of climate change differently. This transformation in 
the framing of climate change in public settings demonstrates the extent 
to which such framings are products of the social and political context 
in which they originate. At the same time, in each period, scientists were 
able to act as legitimate spokespersons in arguing that for climate change 
was an important policy issue.

The Climate Change Science Narrative
The fact that there were two distinct periods in which scientists “went 
public” with information about climate change is instructive in that the 
science narrative for climate change was not the same in the second 
period as it had been in the fi rst. The causal story for climate change 
was largely unchanged from its initial public appearance (that is, when 
Revelle argued that atmospheric increases in CO2 were likely to cause 
global warming). An important caveat is that if Revelle were testifying 
today he would undoubtedly include a longer list of greenhouse gases 
that, like CO2, have heat-trapping potential and are increasing in the 
atmosphere.35 The addition of the longer list of greenhouse gases, 
however, would require no additional adjustment in Revelle’s discussion 
of the phenomenon. Surprisingly, this even extends to Revelle’s examples 
of likely effects of global warming, including his prediction of the 
loss of sea ice in the Artic and the potential for an increase in the fre-
quency of hurricanes experienced by the United States—two present-day 
phenomena that most scientists now link to global warming.36

Likewise, scientists are fairly consistent in the application of a control 
framing when comparing the 1950s with the 1970s and later years. In 
fact, Revelle’s characterization of the increase in CO2 to the atmosphere 
as an “experiment” is a quintessential example of a control story in that 
experiments are successful when they are able to exercise control over 
conditions in a way that allows scientists to separate causation from 
correlation. Revelle, in a turn of phrase, summarily reduces one of the 
consequences of industrialization to a phenomenon that fi ts in the con-
fi nes of the laboratory and can be manipulated by scientists through the 
scientifi c method.

Although the causal story for climate change and the control framing 
were stable from the 1950s onward,37 the idea of climate change as an 
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environmental problem requiring a societal response did not emerge until 
the 1970s. This framing contains the “decline story” that was common 
in the acid rain science narrative articulated in the same period. For 
example, the potential for disruption of ecosystems and the role of sci-
entists in preventing such disruptions are evident in a 1971 report written 
by an international group of atmospheric scientists:

The implications of inadvertent climate modifi cation, both in terms of direct 
impact on man and the biosphere and of the hard choices that societies might 
face to prevent such impacts, are profound. Should preventive or remedial action 
be necessary, it will almost certainly require effective cooperation among the 
nations of the world. [The Study of Man’s Impact on Climate] was developed 
to assist in this process by providing an international scientifi c consensus on what 
we know and do not know and how to fi ll the gaps. It is hoped that this con-
sensus will provide an important input into planning for the 1972 United Nations 
Conference on the Human Environment and for numerous other national and 
international activities. (SMIC 1971: xv)38

Likewise, a report from the National Research Council published in 
1977 contains both decline and control framings:

The results of the present study should lead neither to panic nor to complacency. 
They should, however, engender a lively sense of urgency in getting on with the 
work of illuminating the issues that have been identifi ed and resolving the scientifi c 
uncertainties that remain. Because the time horizon for both consequences and 
action extends well beyond usual boundaries, it is timely that attention be directed 
to research needs and to the anticipation of possible societal decision making now. 
The principal conclusion of this study is that the primary limiting factor on energy 
production from fossil fuels over the next few centuries may turn out to be the cli-
matic effects of the release of carbon dioxide. This conclusion follows from a 
review of the models that transform increased carbon dioxide in the atmosphere 
into an associated rise in global temperatures. (NRC 1977b: viii)

A similar framing is used in an article published in Nature in 1987:

The inhabitants of planet Earth are quietly conducting a gigantic environmental 
experiment.39 So vast and so sweeping will be the consequences that, were it 
brought before any responsible council for approval, it would be fi rmly rejected. 
Yet it goes on with little interference from any jurisdiction or nation. The experi-
ment in question is the release of CO2 and other so-called ‘greenhouse gases’ to 
the atmosphere.  .  .  .  Although we don’t know nearly enough about the operation 
of the Earth’s climate to make reliable predictions of the consequences of the 
build-up of greenhouse gases, we do know enough to say that the effects are 
potentially quite serious. (Broecker 1987: 123, 126)40

These negative framings represent an important shift in the science nar-
rative for climate change.
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In discussing the climate change science narrative, one must not 
overlook a crucial shift in the locus of expertise and the techniques 
developed for the study of climate change—in particular, the shift from 
studying local weather to modeling global climate (Edwards 2001; 
Miller 2004a). Initially, data collection regarding climate was based on 
statistical analysis of local weather data (Weart 2003: 10–12; Edwards 
2001: 32). The development of computer models, however, offered a 
tool for analyzing the climate on a planetary scale (Edwards 2001: 33). 
Miller argues that this shift was necessary before the idea of an interna-
tional response to climate change might be mounted (2004a). In spite of 
this, there is evidence that a number of scientists were thinking in global 
terms before the late 1970s, when general circulation models were ini-
tially developed. Weart, for instance, argues that the scientists who 
pressed for increased scientifi c attention to global warming were outsid-
ers to the fi eld of meteorology and were motivated by the unsolved 
mystery of what drove the shift in climate from ice ages to interglacial 
periods (2003: 9–19). The scale of change involved in the shift from 
an ice age to an interglacial period is much greater than what we tradi-
tionally think of as “weather.” This suggests that conceptualizations of 
“planetary physics” predated the use of computer models to study 
climate.

Also noteworthy is that some scientists who were active in publicizing 
the issue of climate change beyond scientifi c circles articulated the issue 
as a planetary one well before the use of general circulation models 
(GCMs). Revelle statement regarding the “tremendous geophysical 
experiment” characterizes the problem at the level of the planet rather 
than at the level of regions of the Earth or ecosystems. (HCoA 1956: 
467–468). His characterization is not surprising when one considers that 
his scientifi c contribution to the fi eld centered on the capacity of the 
oceans to absorb atmospheric CO2—something that is measured on the 
planetary scale.

The National Research Council, in its earliest report on climate change, 
discussed both “weather and climate modifi cation” and included a focus 
on the “macrodynamics of the worldwide atmospheric circulation” 
(1966: 88). Miller points out that this report, in spite of its appreciation 
of global-scale phenomenon, emphasized local effects and made no argu-
ment for an international response (2004a: 53). Five years later, a group 
of scientists centered at MIT wrote a report to encourage policy makers 
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to raise the issue of climate change (SMIC 1971). That report distin-
guished between “weather” and “climate” (9) and emphasized the need 
for research that would capture global-level phenomena (ibid.: 6, 15). 
Importantly, it also called for an international response and for interna-
tional organizations, such as the UN, to implement the report’s recom-
mendations (ibid.: 4–5).

These early examples of scientists “going public” with the issue of 
climate change do not undermine the importance of the shift from the 
study of weather to the study of climate, insofar as it was not certain at 
the time that the planetary focus would eventually dominate. However, 
these early public statements did include a planetary framing of the issue, 
and they ensured that the shift in the scientifi c community with respect 
to the techniques for studying climate change did not require any signifi -
cant re-articulation of the problem of climate change.

The science narrative articulated for climate change, like the acid rain 
science narrative, plays an important role in policy making in that it 
argues that the public should be concerned about human-induced climate 
change and that scientists, through further research, will be able to shed 
light on the problem and enable enlightened decision making. Also 
similar to the acid rain case is the fact that scientists’ public statements 
about climate change often highlight uncertainties. The focus on uncer-
tainties sensitizes the audience for the science narrative to the potential 
for scientists to make revisions and refi nements to the science narrative 
over time.

The Consequences of the Climate Change Science Narrative
During the 1980s, climate change occupied a more permanent place both 
on the congressional agenda and in the print media than it did after its 
fi rst congressional appearance in 1956.41 In fact, 1983 was the only year 
between 1980 and 2006 in which Congress did not hold a hearing that 
addressed climate change.42 Moreover, climate change, instead of being 
raised in the context of other policy concerns, became an issue in its own 
right. In fact, the fi rst hearing to portray climate change as an environ-
mental issue in which the climate itself becomes the “environment” 
needing protection, occurred in 1980 (SCENR 1980). After the 1970s, 
hearings on climate change did not address the issue primarily in terms 
of downstream effects, such as water or food shortages.43 Instead, the 
post-1980 hearings routinely addressed the current state of scientifi c 
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knowledge, the need for more federal research, and the likely policy 
options for mitigating climate change.44

Although there is a gap in congressional attention to climate change 
from the 1950s to the 1970s, the print media covered the issue continu-
ally from the 1950s onward. However, the New York Times’s coverage 
of the issue during this period is characterized by a marked shift in tone. 
From 1951 (when its fi rst story on climate change appeared) to 1979, 
the Times ran nearly 50 stories on climate change. Many of the early 
stories do not mention effects other than warming itself. In addition, 
warming is not framed either positively or negatively in those stories. 
After 1968, however, the preponderance of stories mention negative 
outcomes associated with warming (fi gure 2.5). This shift in tone is 
consistent with an increase in popular attention to environmental issues 
in the United States.

The number of newspaper stories on climate change from the 1950s 
through the 1970s suggests that climate change generated suffi cient public 
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interest to warrant consistent, if low-level, media coverage. Formal agenda 
status for the issue was episodic before the 1980s. Then, following two 
reports produced by working groups of international scientists, congres-
sional and media attention increase dramatically. The fi rst report was 
published by the International Council for Science, the United Nations 
Environment Program, and the World Meteorological Organization after 
a conference of climate scientists in Villach, Austria in 1985 (ICSU, UNEP, 
and WMO 1986). The Senate Committee on Environment and Public 
Works discussed the recommendations of the that report in its hearing on 
global warming in 1985 (SCEPW 1985b). A second report, coordinated 
by National Aeronautics and Space Administration, collected the work of 
150 scientists from eleven countries and argued that the increases of green-
house gases in the atmosphere constituted a “totally uncontrolled experi-
ment with no kind of knowledge of where we are going in the end” 
(Shabecoff 1986). In that phrase, the NASA report drew from language 
from Revelle and Suess’s 1957 publication, but added a negative tone by 
suggesting that the “experiment” engendered a loss of control.

The New York Times fi rst covered the NASA report in January of 
1986 (Shabecoff 1986). Print-media stories on global warming that same 
year totaled 59, whereas there had been only 22 in 1985.45 Congressional 
attention made a similar leap. The NASA report was covered in a con-
gressional hearing held in 1986, the only hearing on global warming in 
that year. Seven hearings were then held in 1987 (fi gure 2.6). Many 
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scholars attribute attention to global warming to the extremely hot 
summer in 1988. The scientist James Hansen declared before a Senate 
committee that he was 95 percent confi dent that the summer’s heat was 
attributable to anthropogenic increases in greenhouse gases (SCENR 
1988a).46 Hansen certainly helped to fi x global warming in the minds of 
policy makers and the public, but clearly the increase in congressional 
attention predates his testimony.47

The institutionalization of global warming as a policy problem took 
notably longer than the similar institutionalization of the acid rain issue. 
Not until 1989, after the issue had been on the systemic agenda for at 
least 10 years, did President George H. W. Bush organize the United 
States Global Change Research Program to support climate change 
research.48 The USGCRP was enacted through congressional statute the 
following year—a clear sign of formal agenda status.49 However, in a 
parallel with the acid rain issue, the climate change science narrative was 
rarely countered in the period preceding formal agenda status. From 
1976 to 1990, the climate change issue was addressed in 66 congressio-
nal hearings. The fi rst instance of a witness with scientifi c credentials 
offering a framing of climate change that countered the science narrative 
presented here occurred in 1989 during a hearing before the House Com-
mittee on Merchant Marine and Fisheries: a statistician argued that only 
slight warming had been detected and that it could not be defi nitely 
linked to increases in greenhouse gases (HCMMF 1989: 23–26).50 
Reviewing the hearings during this time period, we fi nd that wit-
nesses reinforced scientists’ framing of climate change rather than 
challenging it.51

Scientists’ framing of climate change also dominated media attention 
to the issue. The story here is less straightforward than the story of what 
happened in congressional hearings, yet the idea that greenhouse gases 
would lead to an increase in global average temperature with negative 
consequences for the environment and society accounts for 90 percent 
of the coverage the issue receives between 1975 and 1988, overwhelming 
the counter-narratives (fi gure 2.7).52 This fi nding is especially surprising 
because during the 1970s there was evidence of slight cooling. Scientists 
who were predicting warming had to contend with an empirical record 
that was not clearly substantiating their story. Though there were rela-
tively few stories about climate change in the media during the 1970s, 
even during the period when the temperature record might have called 
the greenhouse warming theory into question, 83 percent of the news-
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paper stories about climate change cited warming as more likely than 
cooling or no change in global average temperature. During the 1980s, 
when global average temperatures started once again to climb, the per-
centage of stories that presented climate change in terms consistent with 
the science narrative jumped to 91. These data illustrate the overwhelm-
ing tendency of the media to reinforce the existing science narrative that 
linked increases in greenhouse gases to an increase global average tem-
perature that would ultimately have negative environmental and social 
consequences.53

Though members of Congress and the news media accepted and rein-
forced the climate change science narrative, others shaped the science 
narrative by offering more specifi c interpretations of its likely social and 
environmental consequences. Miller shows that a number of agencies 
interested in climate change during the 1970s framed the issue in ways 
that suited their respective organizational missions—for example, the 
Central Intelligence Agency framed climate change in terms of its poten-
tial to affect national security, while the Department of Energy saw an 
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opportunity to oversee the development of technological solutions to the 
problem of climate change (2000: 214–215). Miller’s analysis illustrates 
the fl exibility of the decline story used to frame climate change. The 
science narrative did argue that climate change was a problem that 
should be studied (and, it was hoped, averted). But the decline story for 
climate change did not specify that the problem was one of water short-
ages, one of interruptions in food production, or one of threats to 
national security; it might be all of these. Like the acid rain narrative, 
the climate change science narrative often touched on uncertainty in 
predicting outcomes. This created room for the narrative to evolve and 
created room for interpretation of the narrative across multiple organi-
zational contexts. What the science narrative did specify was that further 
research was needed to create a more precise picture of the expected 
negative effects. In this sense, the organizations that were interpreting 
climate change within the context of their respective organizational mis-
sions were adding meaning to the problem while accepting scientists’ 
claim that there was a problem and reinforcing the idea that the problem 
called for additional research and government involvement. Miller’s 
analysis demonstrates that treating the science narrative as if scientists 
had found an environmental problem and simply communicated that to 
policy makers leaves out the important role of non-science actors in 
grounding the science narrative organizationally, politically, socially, and 
culturally.

Scientists’ dependence on public offi cials is further demonstrated by 
the fact that scientists, when relying on their own resources, cannot 
create a venue for an issue in the policy arena. Policy venues are most 
likely to be established and institutionalized as a consequence of decision 
makers dedicating public resources to an issue. Through that process, 
policy makers add their own interpretations of what an issue “means” 
in policy terms. The activities on the part of agencies writing about 
climate change in the 1970s do not appear to have been efforts to argue 
against one another’s framings of climate change or against the early 
scientifi c framing of the issue. For example, the National Research 
Council report cited by Miller comes from a series of NRC reports 
intended to provide policy makers with pertinent information about 
geophysics, including a report on water and climate (NRC 1977a) and 
one on energy and climate (NRC 1977b). The report on water and 
climate includes the following statement on “deliberate and inadvertent” 
climate change:
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‘Leaders in climatology and economics are in agreement that a climatic change is taking 
place, and that it has already caused major economic problems throughout the world.’—
CIA, 1974

The CIA report from which the above quote was extracted must surely rank as 
one of the most widely publicized and discussed documents in the history of 
climatology.  .  .  .  What appears to separate this age from its precursors is that for 
the fi rst time in history mankind has suffi cient power to upset the world’s climate 
or, at least, to trigger changes that might have occurred at a later date without 
mankind’s modifi cations. (NRC 1977a: 13)

In this passage, the NRC report is not arguing against the framing of 
climate change offered by the CIA. Instead, it is relying on the CIA report 
to add weight to the NRC’s own argument about the links between 
CO2-induced climate change and concerns about stable water supplies 
(NRC 1977a: 13). The fact that a number of governmental and quasi-
governmental organizations sought to establish themselves as important 
participants in a public conversation about the issue demonstrates the 
success that scientists had in creating a space for climate change on the 
systemic policy agenda.

Explaining Quiescence

The empirical evidence presented above from congressional hearings 
and news media stories about acid rain and climate change shows that 
each issue was drawn into the policy-making process with few explicit 
challenges. Given the debates that typically arise during congressional 
policy making, the lack of criticism of the respective science narratives 
during agenda setting and the lack of explicit contests over the science/
policy boundary as drawn by the two narratives both call for some 
explanation.

One likely explanation for the onset of debate is that congressional 
attention to an issue signals to other participants that competition over 
scarce resources is underway. This is especially true if members of Con-
gress show interest in fi nding a regulatory solution to the respec-
tive problems, given that regulatory policies bring with them heavily 
contested politics. Beginning in the 1960s, Theodore Lowi argued that 
policies created politics rather than politics generating specifi c policy 
outcomes. Lowi distinguished between distributive and regulatory poli-
cies and argued that the politics associated with these two kinds of poli-
cies were quite distinct (1964, 1972). Distributive policies are those that 
allocate funding for a specifi c project and are often decided at the level 
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of congressional committees with the larger chamber—i.e., the House or 
the Senate—deferring to the committee’s judgment. Distributive policies 
are carried out by subdividing federal spending among innumerable 
recipients. Because the recipients are not pitted against one another 
(benefi ts are concentrated among recipients, whereas costs are distrib-
uted widely through general taxes), distributive politics rarely spur oppo-
sition (Lowi 1964, 1972). Allocating money for federal research fi ts 
under this heading. Stakeholders behave differently, for example, in the 
case of regulatory policies, where concentrated costs are applied in very 
specifi c ways—e.g., the effects of acid rain controls on states producing 
high-sulfur coal. When a policy issue implies regulatory policies, mobi-
lization of opponents is likely. And, in fact, once congressional policy 
makers take up the idea of creating regulatory programs to address acid 
rain and climate change, respectively, the expected opposition turns out 
in force for each issue.

Had the acid rain and climate change science narratives been arguing 
only for research programs to study the issue, a lack of debate would be 
consistent with Lowi’s framework. However, scientists’ argument about 
the respective issues went considerably beyond the goal of conducting 
more research. In most cases, distributive policies are ends in themselves. 
Funding allocated to build a dam or a highway in a particular district, 
or funding for research on a particular disease, is the goal of the policy. 
The science narratives for climate change and acid rain are different in 
that the distributive policy goal is a preliminary step in the larger science 
narrative. Ultimately, the control story articulated in each case is one in 
which scientifi c research will inform policy makers about how to act in 
response to the two policy problems.

The importance of the early policy steps for acid rain and climate 
change is supported by Baumgartner and Jones’s analysis. Their central 
argument rests on the capacity of policy actors to reframe issues and to 
shift policy venues, sometimes decades after the primary venue has begun 
its policy work. At the same time, Baumgartner and Jones highlight the 
importance of venue construction when a policy problem is fi rst articu-
lated—what they refer to as a “Downsian mobilization.”54 In particular, 
they argue that when a novel policy issue gains agenda status it typically 
does so in the context of marked enthusiasm for governmental action. 
Such a political environment is ripe for the formation of new institutions. 
The design of such institutions can have long-term consequences for 
subsequent policy development:
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Waves of popular enthusiasm surrounding a given issue provide the circum-
stances for policymakers to create new institutions to support their programs. 
These institutions then structure participation and policymaking, often ensuring 
privileged access to the policy process for those who helped set them up. After 
public interest and enthusiasm fade, the institutions remain, pushing forward 
with their preferred policies. (Baumgartner and Jones 1993: 84)

Although politics normally is beset by struggle and debate, Baumgart-
ner and Jones point out that there are periods of relatively contest-free 
institution building. This might occur because the framing of an issue is 
suffi ciently persuasive that most engaged actors accept the proposed 
policy action as in their interests. Alternatively, stakeholders might not 
be aware that institution building has occurred or will occur in a way 
that can shape their ability to participate in subsequent policy making. 
In either case, the policy narratives constructed during early periods of 
agenda setting do not necessarily stimulate signifi cant opposition, in spite 
of the institutional building that occurs in each case.

In view of the importance that political scientists accord to agenda-
setting activities and the long-term effects that institutionalized policy 
frames can have on subsequent policy making (Schattschneider 1967; 
Baumgartner and Jones 1993), the easy uptake of the respective science 
narratives begins to look more surprising. In addition, even assuming 
that those actors who become opponents of each science narrative are 
unlikely to expend resources opposing policy programs before they have 
actually been proposed in Congress, one still has to explain the quies-
cence around the science/policy boundary, given the fact that scientists, 
in articulating science narratives, are engaging in what some political 
scientists view as the most politically powerful act in the policy process 
(Schattschneider 1961: 68). This is a dramatic break with the idealized 
role for scientists that is routinely articulated in the more formal legisla-
tive and implementation policy settings.55 Specifi cally, both scientists and 
policy actors invoke the idea that scientists are useful in policy making 
when they contribute objective information to decision makers. Scien-
tists’ objectivity, according to this view, allows them to contribute 
uniquely reliable information that is derived from their ability to use 
empirical verifi cation to separate facts from mere claims. Accordingly, 
scientists contribute stable stories about how the world works and what 
we can expect in the future.

In both the acid rain case and climate change case, however, it is not 
diffi cult to fi nd in the respective science narratives views that are not 
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clearly supported by the evidence that scientists call on to support each 
narrative. For instance, because the effects of acid rain were uncertain 
during initial discussion of the issue, scientists were unable to make 
defi nitive statements about the likely outcome of continued sulfur dioxide 
emissions. The effects that were anticipated were damage to aquatic life 
in lakes and streams, damage to soils and to terrestrial vegetation, 
damage to crops, and damage to materials and monuments.56 In spite of 
the uncertainty in predicting the extent of damage, scientists’ statements 
called attention to the potential for damage in all cases.57

The bias in this interpretation of effects becomes more apparent when 
we look at what additional research showed about the effects of acid 
rain. Lakes and streams were being acidifi ed, and aquatic life in these 
water systems was damaged as a consequence (NAPAP 1991: 11–12). 
However, the number of lakes and streams showing damage as the result 
of acid rain was smaller than originally predicted. Research into the 
effects of acid rain on forests was unable to show a clear link between 
acid rain and forest damage, except for high-elevation red spruce (ibid.: 
301). The main cause of forest decline in both the western and the 
southeastern region of the United States was ozone pollution rather than 
acid deposition.58 Agricultural research showed that some crops benefi ted 
from exposure to acid rain owing to the “free fertilizer” provided by 
nitrogen deposition (ibid.: 154–155).59 The effects on materials were 
borne out by research that showed, in particular, damage to buildings 
of carbonate stone (ibid.: 76). These research fi ndings demonstrate that 
original guesses about the effects of acid rain overstated a number of 
effects; wherever there was uncertainty in predicting outcomes, that 
uncertainty was interpreted through the lens of ecological conservatism, 
which saw damaging effects as more likely than neutral or positive 
ones—a typical decline story.

Further exemplifying the interpretive nature of the decline story is the 
fact that Odén’s initial framing did not simply call attention to the 
potential for destruction of ecosystems. Odén interpreted this destructive 
capacity in terms of the geopolitics of Europe. In calling acid rain a 
“chemical war,” Odén placed the issue in the context of diplomacy, 
where nation-states must address issues of territory and sovereignty. The 
variation among the framings suggests that the way to read the impor-
tance of the core of the science narrative is not fi xed, but requires 
interpretation.



Scientists and Agenda Setting  77

Now let us turn to the control story. Scientists’ assertions that scientifi c 
research will help policy makers in their decision making were only 
partially fulfi lled in the case of acid rain.60 Certainly this aspect of the 
science narrative on acid rain was accepted and implemented with little 
debate in the form of the National Acid Precipitation Assessment 
Program.61 However, NAPAP produced fi ndings that were heavily criti-
cized as both irrelevant to policy makers’ concerns and untimely (in that 
the major report produced by the research program was published the 
year after regulatory controls were voted into law). The second criticism 
is largely unfounded given that drafts of NAPAP’s report were available 
to policy makers in advance of their passage of the relevant legislation62; 
the fi rst is not so easily dismissed. The charge of irrelevance was made 
on the grounds that NAPAP fi ndings were not clearly linked to policy 
implications and that policy makers had diffi culty relying on NAPAP 
fi ndings in making policy decisions (Herrick 2000; Roberts 1991).63

Scientists who present climate change to the public engage in a similar 
exercise in interpretation. The central claim of the science narrative 
about global warming is that an increase in the concentration of certain 
gases in the atmosphere will lead to a higher average global tempera-
ture.64 In order for this claim to merit the attention of the policy com-
munity, scientists must tell a story about the effects of climate change. 
The view that global warming is problematic is an important part of the 
science narrative. Scientists base their predictions about the negative 
effects of global warming on empirical evidence and on the conviction 
that rapid change is inherently bad for humans and ecosystems.

For empirical evidence, scientists begin with the greenhouse effect, or 
the theory that global temperature rises with an increase in atmospheric 
concentrations of certain heat-trapping gases. This theory is remarkably 
well established.65 However, the Earth’s climate system is extraordinarily 
complex. An increase in atmospheric concentrations of CO2 will set in 
motion a number of changes, each with a different effect—either damping 
or magnifying the extent of the temperature increase.66 Because of the 
complexity of the climate, it is hard to predict exactly what the planet 
Earth will look like after a doubling of atmospheric CO2.

Current predictions about the effects of global warming are based 
largely on simulations of the climate using large-scale computer models 
or general circulation models. However, the accuracy of the predictions 
of GCMs remains uncertain, owing in large part to the complexities of 
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modeling clouds and humidity (Houghton et al. 2001: 484, 486, 511). 
However, substantial improvements have been made in GCMs since the 
time of the Intergovernmental Panel on Climate Change’s fi rst assessment 
report.67 These improvements include the ability to model seasonal 
climate cycles and reproduce the observed twentieth-century warming 
(Houghton et al. 2001: 473).68 The resolution of these projections remains 
fairly rough in that the information is specifi c only to the level of sub-
continents.69 The notion that global warming would have adverse effects, 
however, predates these improvements in the model and is evident in a 
number of prominent reports published under the auspices of the scien-
tifi c community during the 1960s and the 1970s that listed expected 
negative effects associated with rapid and signifi cant warming.70 More-
over, in spite of the acknowledgement that the complexity of the climate 
system makes prediction diffi cult, scientists are still likely to view the 
pace and scale of change as a threat to humans and ecosystems.71

A second element of the science narrative that has its roots in norma-
tive commitments rather than scientifi c expertise is the assertion that 
additional scientifi c research is needed to make policy decisions about 
climate change. The success of the science narrative rests, in part, on the 
belief that the problem is within the realm of human knowledge and, 
therefore, human control (Stone 1989). Scientists, in presenting the issue 
of global warming to policy makers, portray the problem as ultimately 
subject to scientifi c explanation. This places scientists in a position of 
authority relative to policy makers, who have few ways to evaluate the 
credibility of scientists’ claim. Though additional scientifi c research often 
does produce information that is important to policy makers, this is not 
always the case.72 Scientists’ commitment to their profession, however, 
predisposes them to argue for their relevance in devising policy solutions 
(Zehr 1994a).73

Scientists’ commitment to research as a foundation for policy decisions 
gains institutional expression through the US Global Change Research 
Program.74 As in the acid rain case, the assumption of the importance of 
scientifi c research for environmental policy making is an endorsement of 
the climate change science narrative.75 The USGCRP itself makes a strong 
case for the link between scientifi c knowledge and policy development.76 
Its annual report argues for the general need for increased scientifi c 
understanding of global change for the purpose of addressing policy 
concerns. As an example of “a successful partnership between science 
and policy making,” the USGCRP cites the Montreal Protocol on Sub-
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stances That Deplete the Ozone Layer (USGCRP 1997: 5). In support of 
the science side of this partnership, the USGCRP argues as follows:

Over the past decade, scientifi c research has greatly advanced our understanding 
of global change. The growing understanding that the current and future state 
of the Earth system is inexorably linked to human activities, and the increasing 
societal concern about the implications of global environmental change, under-
score the need for and importance of these scientifi c efforts. Science continues 
to improve our understanding of global change. Research supported by the 
USGCRP is providing answers to important questions about the Earth system, 
how it is changing, and the implications of global environmental change for 
society. (ibid.: 5–6)

The USGCRP’s research agenda is broad, covering seasonal to inter-
annual climate variability; climate change on the scale of decades to 
centuries; changes in ozone, ultraviolet radiation, and atmospheric chem-
istry; and changes in land cover and in terrestrial and aquatic ecosystems 
(ibid.: 23–24). The USGCRP, as a justifi cation of the money spent on its 
programs, promises to increase the ability to predict effects on both 
natural and socio-economic systems from climate change.

In spite of the research community’s conviction, it is not a given that 
more precise knowledge about the effects of climate change will aid 
policy making or that more precise knowledge is actually a reasonable 
goal.77 It is true that advances in the science of climate change have been 
made that are relevant to policy makers. One crucial advance has been 
the willingness of the Intergovernmental Panel on Climate Change to 
argue that “the balance of evidence suggests a discernible human infl u-
ence on global climate” (Houghton et al. 1996: 4–5). This statement is 
tied to the increasing ability of GCMs to reproduce roughly the climate 
during the twentieth century (Houghton et al. 1996: 35–39).78 This raises 
confi dence in the outcomes GCMs predict as a result of elevated levels 
of greenhouse gases.

The ability to predict changes in climate on a regional scale, the ability 
to account for ecosystem-level effects, and even the ability to predict 
socio-economic consequences of climate change pose much greater chal-
lenges.79 For example, the ability to predict accurately inundation of 
cities as a result of sea-level rise might enable city governments to 
prepare. However, the level of certainty required before resources would 
be committed to such a project are likely to exceed what science can 
produce, at least on such a localized level. Moreover, accurate predic-
tions of regional-scale outcomes are as likely to produce confl ict over 
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responses to climate change as they are to produce policy movement. 
Those who believe that changes in climate will have regional benefi ts 
such as an increase in agricultural productivity may be less willing 
to undertake costly efforts to alter their energy-use patterns. Scientists, 
because of their professional commitments, may not be the best 
judges of the limitations of scientifi c information in contributing to 
diffi cult policy decisions. In spite of this, there is a willingness to 
defer to scientists’ claims about the relevance of the knowledge they can 
produce.80

It is notable that the science narratives for both acid rain and climate 
change contain arguments that are political or cultural in nature and are 
not directly read from the empirical evidence that makes up the causal 
argument for each one. As a consequence, each science narrative might, 
in other settings, have ignited opposition or sparked contests over the 
proper boundary between science and policy. The lack of such challenges 
during this early stage of policy making requires explanation.

Thomas Gieryn, though he emphasizes the incentives for actors to 
challenge any given science/policy boundary, offers some guidance for 
understanding periods when boundary work is likely to be suspended. 
First, Gieryn argues that the claims that achieve the status of “science” 
are selective representations of a larger set of activities intended to 
present a convincing picture of the cognitive authority of science. Gieryn 
views science as “maps” which direct our attention in order to achieve 
pragmatic ends—i.e., establish the cultural authority of science. For 
Gieryn, these maps are created through boundary work were multiple 
actors with a stake in the outcome negotiate what counts and science 
and what does not. At the same time, Gieryn raises the concept of “obdu-
racy” in this process of negotiating science/non-science boundaries:

Interpretative fl exibility in the boundaries of science need not imply infi nitely 
pliable [sic]; some maps of science are easier than others to defend as bona fi de 
representations.  .  .  .  Indeed, some maps achieve a provisional and contingent 
obduracy that may preempt boundary-work. Borders and territories of cultural 
spaces sometimes remain implicit, matters of personal belief or of such apparent 
tacit intersubjective agreement that people working together need not explicate 
“what everybody knows” about the meaning of science. (1995: 406–407)

Gieryn’s analysis suggests that, to the extent that there is broad agree-
ment about scientists’ role in environmental policy making, scientists 
who invoke the familiar map of scientifi c work in the environmental 
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policy domain may not be challenged. Taking Baumgartner and Jones 
and Gieryn together, enthusiastic institution building and the quiescence 
around the proper boundary between science and non-science might not 
be atypical for this stage of the policy process. Evidence here suggests 
that scientists are accepted as sentinels for environmental policy prob-
lems, even when that involves communicating normative commitments 
along with scientifi c theories and empirical evidence. More specifi cally, 
the idealized image of scientists as neutral actors in policy making is not 
strongly invoked during agenda setting. This does not mean that bound-
ary work is not occurring. Rather, the boundary work that is taking 
place is not sparking explicit debates.

Without an obvious setting, and without any formal rules of engage-
ment, agenda-setting activities may be hard to recognize except in hind-
sight. This limits the extent to which agenda setters are, themselves, likely 
to provoke opposition. Formal agenda status and indications of congres-
sional intent, specifi cally with respect to potential regulatory action, offer 
the counter-example that highlights the distinctiveness of policy making 
during agenda setting.

Policy Implications of the Two Science Narratives

The concern with agenda setting hinges on the long-term consequences 
of a successful policy framing. If policy narratives provide the basis for 
institution building around a policy issue, the ability to articulate a suc-
cessful narrative can bring with it signifi cant infl uence over subsequent 
policy outcomes. Both the acid rain case and the climate change case are 
instructive given the extent to which policy actors adopted the science 
narratives for each as appropriate conceptualizations of the respective 
policy issues. The evidence in this chapter does not examine the extent 
to which opponents challenged each narrative during the respective 
periods of legislative debate. Rather, it elucidates a period during which 
actors established each narrative under highly favorable conditions that 
then infl uenced the subsequent lifespan of the narrative.

NAPAP collected scientists under a common label and funded research 
over a sustained period. Through NAPAP activities, government offi cials 
were exposed to acid rain research and to a network of scientists 
conducting that research. NAPAP operated throughout the 1980s in 
an uneasy tension between congressional leaders who wanted to see 
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regulatory action on acid rain and the Reagan administration, which did 
not. Though a number of critics of the research program correctly 
charged that it was a stalling tactic by the recalcitrant Reagan adminis-
tration, critics and strategists alike overlooked the institutional inertia 
created by the research program that enabled the acid rain issue to 
outlast attacks against the science narrative that framed it.81

The climate change case, like the acid rain case, illustrates the consid-
erable amount of institutional inertia that can develop around publicly 
funded research. The science narrative is based on the conviction that 
global warming is a problem that can be surmounted through scientifi c 
research. Acceptance of this framing has led to large budget outlays for 
climate change research under the assumption that research is policy-
neutral. However, establishment of a research program has created orga-
nizational weight behind climate change as a policy issue. For example, 
the USGCRP distributes research money across eleven Executive Branch 
departments and agencies. The number of organizations that have a stake 
in the government’s research on global change is substantial. These 
organizations can be expected to defend vigorously their programs and 
budgets.82 In fact, organizational commitment to the issue of climate 
change initially emerged in a symbolic competition among agencies over 
who would control a presumed regulatory program that would be imple-
mented if the Kyoto Protocol was ratifi ed.83 Symbolic or not, agency 
competition over a presumed regulatory program was suffi cient to raise 
concerns among members of Congress who opposed ratifi cation of the 
Kyoto Treaty. Congress reacted by adding a provision to an appropria-
tions bill to forestall any “premature implementation of Kyoto” and 
prevent any Executive Branch activities consistent with the Kyoto Pro-
tocol in advance of Senate ratifi cation (Morrissey 1999).

Although legislative debate over global warming stalled in the face of 
a lack of Senate support for the Kyoto Treaty,84 opponents of a regula-
tory program for climate change have been unable to kill the issue, which 
has stayed on the agenda for more than 25 years. Moreover, a number 
of policy actors are leading sub-national efforts to address climate change 
by creating coalitions of states that will work collectively to reduce 
greenhouse gas emissions (DePalma 2005). The most concrete effort to 
date is California’s decision in 2006 to cut CO2 emissions by 25 percent 
by the year 2020 (Barringer 2006).85

The argument that a research program creates a stable venue for nur-
turing a policy narrative runs counter to a number of perspectives offered 
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in the existing literature. Many have criticized the creation of a research 
program as evidence of policy failure, i.e., the unwillingness of decision 
makers to make any fi rm policy commitments.86 Some studies that treat 
the climate change issue have echoed that sentiment through pessimistic 
predictions of the likelihood of policy commitments to reduce green-
house gases (Litfi n 1994: 191–194; Ungar 1992).87 These perspectives 
overlook the legitimacy accorded to the issue through the creation of a 
research program and the recurring opportunities to bring the issue back 
on the formal agenda as scientifi c reports are published and new evidence 
proffered to policy makers.

As in the case of acid rain, the creation of a research program on 
climate change represents a policy commitment. It is also clearly a policy 
commitment that accepts the science narrative as the appropriate framing 
of the issue. While the evolution of climate policy in the United States 
remains uncertain, the institutionalized commitment to the problem and 
recent state-level activity suggest a certain amount of staying power that 
is likely to outlast opposition articulated by an administration or a 
congress.88

Conclusion

According to the literature on agenda setting, the potential for a policy 
narrative to frame the way participants in the policy process understand 
an issue can concentrate an important source of infl uence in the hands 
of those who construct a successful narrative. Science narratives are 
especially important to consider in view of the legitimacy scientists carry 
in environmental policy making. The present study traces policy makers’ 
response to scientists’ respective claims about acid rain and climate 
change and notes that the creation of research programs in each case 
came fast and with little contest.

The description of scientists’ role in agenda setting offered in this 
chapter serves as a benchmark against which their roles in later stages 
of decision making will be compared. During agenda setting, scientists 
participating under circumstances face few structural and procedural 
constraints. The lack of formal procedures in this policy venue gives 
scientists leeway to meet public expectations rhetorically while engaging 
in boundary work that would be likely to invite scrutiny in other 
policy-making settings. In later chapters we will see the policy-making 
process become increasingly formalized. Though scientists are engaged 
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in boundary work in every stage of policy making, the salience of scien-
tists’ boundary efforts appears to increase, in part as a function of both 
formal and informal procedures that make it diffi cult to avoid debate 
about objectivity and bias. In the next two chapters, I examine the 
increasing constraints placed on scientists in pursuit of legitimate science-
policy interaction. In connection with this, I explore the increase in 
explicit attention that actors in the policy process devote to the science/
policy boundary.



3
Scientists and Legislation

SEN. CHAFEE: Well, if you were sitting up here, what would you do? Would 
you worry and do anything, or say well, let’s wait a little while longer?

MR. CHRISTY: I have never been a senator before.

SEN. CHAFEE: Well—

MR. CHRISTY: And, I suspect—

SEN. CHAFEE: —you can pretend you’re one. A lot of people do. 
(Laughter.)

MR. CHRISTY: I suppose what will be done is that which is politically feasible 
from your point of view.

SEN. CHAFEE: No, don’t put it on that basis. Let’s say we’re trying to do the 
right thing up here, and we’ve tackled things like the, long before it was popular, 
we got into the chlorofl uorocarbons, the CFC’s, and as you just mentioned, 
I think we did some good work there. It wasn’t immediately popular, but it 
was the right thing to do. So, just tell us what your recommendation would be 
to us.

MR. CHRISTY: .  .  .  I’m not an expert on the economic issues, and things 
like that. I only know about pretty much one thing, and that’s the satellite 
temperatures. So, it’s hard for me to answer that kind of question. (SCEPW 
1997)1

Scientists’ mode of participation in legislative settings is notably different 
from their participation in the agenda-setting stage of policy making. 
During legislative hearings, scientists, as in the example above, express 
their policy preferences very gingerly, if at all. In fact, some refuse to 
step out of the role of “neutral expert” even in the face of considerable 
coaxing on the part of policy makers.2 In congressional settings, scientists 
begin to demonstrate publicly that they are aware of the boundary 
between science and policy making. The contrast with scientists in agenda 
setting is pronounced.3 The central claim of this book is that context 
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shapes scientists’ participation in policy making and that systematic 
variation across contexts has been overlooked in an attempt to reduce 
scientists’ role to a single, generalized phenomenon. The comparison 
between agenda setting and the legislative stage of policy making pro-
vides the initial evidence that context does, indeed, matter.

In the previous chapter, I treated scientists who acted as agenda setters 
in the earliest stages of policy making for acid rain and climate change 
by constructing stories around each issue to make a case that those issues 
merited space on a limited public policy agenda. That members of Con-
gress take up the respective issues might illustrate several dynamics in 
environmental policy making: (1) scientists are successful in attracting 
interest from elected offi cials in a set of ideas that, before scientists’ 
efforts, were confi ned primarily to scientifi c circles, (2) policy entrepre-
neurs in congressional settings are actively scouting for issues illustrating 
the policy narrative of environmental decline, or (3) some combination 
of (1) and (2). Certainly, the frequency with which scientists are called 
to testify on the respective issues is evidence that members of Congress 
view scientists’ framings as important to solidifying the place of an issue 
on the congressional agenda within Congress.4

A particularly interesting feature of legislative stages of environmental 
policy making is the fact that, as each issue fi nds a place on the formal 
policy agenda, scientists fi nd themselves in a setting dominated by norms 
that are at odds with the idealized notion of how science informs 
policy.5 During legislative hearings, scientists are often asked to fulfi ll 
two competing roles. The fi rst role is symbolic and is consistent with an 
idealized understanding of scientists in policy settings—i.e., as neutral 
advisors. The second role places scientists in the position of interpreting 
fi ndings of scientifi c research in policy-relevant terms. This pulls scien-
tists out of the arena in which they can comfortably claim expertise. The 
analysis of the transcripts of congressional hearings presented in detail 
below provides considerable evidence that (a) policy makers routinely 
pressure scientists to make policy statements on the record and (b) sci-
entists adopt one of three coping strategies in response to this pressure: 
they acquiesce, they answer policy questions as “citizens” rather than 
as “scientists, or they fi nd a way to avoid responding directly to the 
policy question.

In this chapter, comparing agenda setting with legislative decision 
making, I assert that there are meaningful differences in the two domains 
that affect participants’ behavior. In doing so, I do not suggest that 
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activities that occur in legislative settings are all alike. Strategic 
actors who participate in congressional decision making choose from 
a range of options in pursuing their goals. The institution produces 
nothing like uniform behavior. And yet, researchers study Congress 
with the starting assumption that the institution itself matters and 
that norms and role expectations obtain in that setting that constrain 
actors’ choices (Huitt 1954; Truman 1959; Fenno 1966, 1973, 1978; 
Mayhew 1974).

The distinction among stages in policy making calls attention to 
specifi c norms at play in each stage. This insight applies even though 
the stages of policy making are porous rather than airtight. When 
focusing on the legislative stage of policy making, we fi nd processes that 
are similar to those found in agenda setting, but fi nd that they have dis-
tinctive characteristics in this stage. For example, scholars who study 
Congress analyze agenda-setting efforts (DeGregorio 1992) and issue 
framing (Talbert, Jones, and Baumgartner 1995) within the institution. 
If agenda setting occurs within Congress and not merely before members 
in Congress begin to pay attention to an issue, then an important ques-
tion for a study comparing stages of decision making is whether agenda 
setting outside Congress differs from agenda setting within Congress. 
Cobb and Elder’s distinction between the systemic and formal agendas 
addresses this issue.6 Cobb and Elder view the systemic and formal 
agendas as separate spheres and argue that the formal agenda “will 
always lag to some extent behind the more general systemic agenda” 
(1983: 14). For them, the specifi city and intentionality of the formal 
agenda sets it apart from the systemic agenda. State offi cials signal 
the potential for formal state action when they place an issue on the 
formal agenda. The move from the systemic to the formal agenda is 
important, Cobb and Elder argue, because the public judges the legiti-
macy of a polity, at least in part, by its responsiveness to the systemic 
agenda (ibid.: 14–15). When an issue gains formal agenda status, elected 
offi cials are demonstrating some measure of responsiveness to the 
systemic agenda.

In studying policy making in legislative settings, we see aspects of 
agenda setting and even sporadic appearances of the norms established 
in implementation settings. This has to do with the metabolism within 
Congress as issues are pushed onto the formal congressional agenda 
and as actors from implementation setting periodically participate in 
legislative processes. The overlap between agenda setting and early 
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congressional activity occurs because formal agenda status is not neces-
sarily achieved the moment the fi rst congressional hearing is held on the 
topic. Formal agenda status, in Cobb and Elder’s terms, comes when 
political actors indicate the intention to consider state action. In the 
preceding chapter, I listed a number of early hearings in which committee 
chairs began to lay the groundwork for advancing either acid rain or 
climate change more forcefully on the congressional agenda. These early 
hearings demonstrate the fi rst links between the systemic and formal 
agenda. Early congressional action has several characteristics in common 
with agenda setting in that members of Congress who are pushing a new 
issue or a renewed one must, like their counterparts in agenda setting, 
work to get the broader attention of the chamber. This early work typi-
cally does not include the analysis and the debate that accompany specifi c 
policy proposals, activities that are associated with formal agenda status. 
Cobb and Elder’s idea of the formal agenda, by emphasizing the potential 
for state action, refers to a point in congressional policy making when 
an issue occupies more than the attention of a handful of members. It is 
at this stage that distinction in scientists’ participation across agenda 
setting and legislative policy making is most pronounced. At the same 
time, data presented in this chapter demonstrate that scientists who 
participate in early congressional hearings tend not to voice policy posi-
tions, suggesting that the norm of scientifi c objectivity is present in the 
legislative setting even when an issue is new to the congressional 
agenda.

The data presented below also indicate that witnesses with scientifi c 
backgrounds who work for government agencies are much less likely 
than their academic counterparts to articulate policy positions, even after 
issues have been placed on the formal agenda. This suggests that these 
witnesses bring with them the norms of implementation settings when 
they appear before Congress and retain agency in deciding how they will 
negotiate the legislative setting. Were these witnesses the only ones to 
testify, there might be little reason to set apart the norms of legislative 
settings from the norms of implementation settings. Though legislative 
policy making can include actors who normally work on policy imple-
mentation, these actors are a relatively small subset of the individuals 
who infl uence the legislative process. Therefore, it would be unlikely for 
the norms of implementation to override legislative norms. In this chapter, 
I will detail the specifi c features of legislative policy making that create 
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a distinct arena for scientists’ participation. These differences are mean-
ingful in that they provide real constraints on participants’ behavior. At 
the same time, the differences exist in degree rather than in kind.

In studies of policy making in the legislative setting, the control that 
committee chairs and party leaders have over which issues are addressed 
and how they are debated is critical (DeGregorio 1992; Talbert, Jones, 
and Baumgartner 1995). Committee and subcommittee chairs dominate 
the hearings process and are able to exercise considerable infl uence over 
whether and what kinds of messages are transmitted. Witnesses of any 
stripe have less control over the timing and even the content of the mes-
sages they send when participating in a legislative setting. An actor who 
is successful in placing an issue on the systemic agenda may have limited 
success once that issue is taken up in Congress (Cobb and Elder 1983; 
Kingdon 1984). While an issue’s framing is not fi xed at the point at 
which a member of Congress places that issue on the congressional 
agenda, the number of individuals with the capacity to independently 
infl uence its direction declines precipitously because, in Congress, juris-
diction over an issue will only be shared among a few committees, each 
of which is dominated by a single committee chair.7

Aside from setting the congressional agenda and working on the specif-
ics of legislation and budgeting, Congress also has a role in overseeing 
Executive Branch activities. Oversight activities are, of course, primarily 
carried out by congressional committees. Such interactions might involve 
written correspondence between committee chairs and agency offi cials, 
but oversight activities are also carried out through congressional hear-
ings. The primary tools members have to infl uence agency decision 
making include writing or revising statutory language that governs 
agency activities and controlling agency budgets. When oversight takes 
this form, it begins to look very similar to normal legislative behavior 
on the part of members and committees. In addition, members of Con-
gress may use hearings to create political pressure on agencies to change 
their behavior without having to go through the process of writing new 
legislation or changing budget authority. Several of the hearings included 
in this study are oversight hearings—for example, the hearings held to 
review the progress of the National Acid Precipitation Assessment 
Program (HCSST 1988). Scientists are included in these hearings, just as 
they are included in legislative hearings in which a specifi c bill is under 
review.
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Without specifi cally addressing the idea of distinct types of policy 
making within the congressional setting, Talbert, Jones, and Baumgartner 
(1995) fi nd distinctions between legislative hearings (in which a particu-
lar bill is reviewed) and non-legislative hearings (in which no bill is 
reviewed). Specifi cally, they argue that non-legislative hearings are more 
likely than legislative hearings to be biased toward the committee chair’s 
preferred position. This is true whether the hearing is held for the 
purpose of agenda setting or for the purpose of oversight. Thus, it may 
not be very analytically useful to distinguish types of policy making 
within the legislative stage if these two functions do not appear to be 
notably different in practice. The overlap between agenda setting and 
oversight in the congressional setting can be traced to the fact that over-
sight hearings are often a prelude to revising existing statutes—a function 
that is a close cousin to congressional agenda setting and issue framing. 
In short, these two different functions appear to be accomplished through 
a consistent set of practices in Congress.

In all these cases, committee chairs have enormous discretion in setting 
up committee hearings. Research suggests that committee members differ 
in the degree to which they choose control the agenda of committee 
hearings and the selection of witnesses (DeGregorio 1992). Some chairs 
chose to cede power to members of the committee; others guard the 
prerogatives of agenda and witness selection jealously. The behavior of 
committee chairs in setting up hearings falls into predictable patterns 
according to the resources and constraints committee chairs face (Huitt 
1954; DeGregorio 1992; Talbert, Jones, and Baumgartner 1995). Wit-
nesses appear in Congress at the pleasure of the members who dominate 
such interactions (DeGregorio 1992; Talbert, Jones, and Baumgartner 
1995). Although committee chairs may have any of several different 
goals (agenda setting, bill markup, oversight), their ability to orchestrate 
interactions among participants is pronounced and is unlike anything we 
see in systemic agenda setting.

In this chapter, I examine structures and practices that infl uence sci-
entists’ participation in legislative hearings. While there are a number of 
studies that examine the use of expertise in Congress,8 studies that focus 
directly on science or participation by scientists are rare. This lack of 
attention may result from a common conception that Congress does not 
rely heavily on science, which would make the study of scientifi c inputs 
a low research priority.9 However, there are attempts both within Con-
gress and by outside groups to review and improve the way scientifi c 
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expertise is drawn into congressional processes.10 These efforts demon-
strate that actors close to the institution are concerned with the role of 
science in legislative decision making. This places in relief the relative 
lack of attention on the part of political scientists to the role of scientists 
in legislative politics.

Specifi cally, political science has not explained why scientists often 
participate in legislative hearings. A number of researchers argue that 
actors other than scientists—interest groups, knowledge brokers, policy 
entrepreneurs—are more effective than scientists in communicating 
expertise to members of Congress and their staff (Esterling 2004; Litfi n 
1994; Kingdon 1984). To the extent that these arguments are correct, 
we still must explain the fact that scientists are frequent participants 
in legislative hearings.11 If knowledge brokers are reliable conduits 
for scientifi c research, why do members of Congress bother asking 
actual scientists to participate? In posing this question I do not presume 
that scientists shape legislative policy outcomes. Rather, in this chapter 
I explore the nature of scientists’ participation in congressional hearings 
without assuming that participation necessarily implies a central role in 
the legislative process.

In the chapter’s fi rst section, I review the literature that establishes the 
importance of hearings in larger legislative processes. Next, I present the 
research opportunities available when studying hearings. In the following 
section, I analyze incentives that members of Congress have to seek sci-
entifi c expertise in pursuing their legislative goals and consider why 
scientists accept invitations to act as witnesses at congressional hearings. 
I then give an overview of the political events that defi ned the legislative 
stage of decision making for each case and highlight the debates that 
adversaries pursued in this public forum. The following section, the 
centerpiece of the chapter, is a detailed discussion of scientists’ efforts in 
negotiating the boundary between science and policy when they act as 
witnesses before congressional committees. That discussion is followed 
by an examination of the resilience of the science narrative during the 
legislative stage of decision making.

Learning from Congressional Hearings

In order to study the role of scientists in the legislative stage of decision 
making, I rely heavily on congressional hearings held on acid rain and 
climate change. Scholarship on Congress has long argued that commit-
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tees are central to the work of the institution (Fenno 1962; 1973; 
Jones 1961; Shepsle and Weingast 1981; Weingast and Marshall 
1988; Krehbiel 1991, 1998). Less established in the literature on Con-
gress is the role that committee hearings play in larger congressional 
processes. Scholars have enumerated a number of likely reasons why 
members of Congress hold hearings, the three most pertinent of which 
are learning, advocacy, and the provision of information to the larger 
chamber.12

Ralph Huitt, in an early study of the role of hearings, tackles the ques-
tion of learning. In his study of the Senate Banking and Currency Com-
mittee’s hearings on the price control and stabilization program of 1942, 
Huitt tests the idea that committee members learn from witness testi-
mony in forming their judgments about policy options. Huitt fi nds that 
committee members left the hearings holding the same views they held 
at the start and concludes that committee members did not rely on infor-
mation provided during the hearings in establishing their legislative 
positions. At the same time, Huitt does not view the hearings as congres-
sional artifi ce. He argues that committee members are partisans partici-
pating in the debate over the correct policy to adopt rather than impartial 
actors who hear evidence and render a verdict. The hearings, therefore, 
served as a forum for that debate. Huitt argues that the hearings “made 
perfectly clear  .  .  .  that the groups opposing price control were both more 
numerous and more militant than the groups supporting it,” and that 
“this was, of course, crucial information” (1954: 365, emphasis added). 
Huitt’s study of one set of hearings does not rule out the possibility 
that learning occurred in hearings he did not study. More important, 
however, is Huitt’s often overlooked conclusion that the lack of position 
change in the hearings he did study is not an indication that those hear-
ings played an insignifi cant role in larger legislative processes. Huitt’s 
research demonstrates that hearings can be relevant even if members 
do not change their positions as a consequence of participating in 
hearings.

Richard Cohen’s analysis of Clean Air policy making in Congress, in 
contrast to Huitt’s research, suggests that hearings can be a platform for 
learning. Cohen describes the early efforts by Senator Edmund Muskie 
to address air pollution. First, Muskie, who sat on the Senate Public 
Works Committee, urged that committee to create a subcommittee on 
Air and Water Pollution, which Muskie then chaired.13 Muskie, refl ecting 
on that period in his career, recalled: “None of us knew very much about 
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air pollution. We educated ourselves in the subcommittee’s hearings.” 
(quoted in Cohen 1995: 14) Later, in his analysis of developments in 
clean air policy, Cohen locates Muskie’s ability to dominate the confer-
ence committee leading to the 1970 Clean Air Act Amendments in 
Muskie’s superior knowledge of the issues relative to the other conferees 
(ibid.: 18).

Comparing Muskie’s refl ections on hearings concerning air pollution 
with Huitt’s study of the Senate Banking Committee raises an interesting 
question about the potential for learning during congressional hearings. 
If the Banking Committee’s members were already well versed in the 
policy options available regarding price controls and stabilization, one 
would not expect them to modify their positions after a recitation of 
available options. Muskie, on the other hand, characterizes subcommit-
tee members as not knowing very much about air pollution. Committee 
chairs may design hearings very differently depending on the novelty of 
the issue before the committee.

Another potential role that hearings play in legislative decision making 
has less to do with shaping committee members’ views than with trans-
mitting information between committees and the larger chamber 
(Krehbiel 1991; Diermeier and Feddersen 2002). Krehbiel agrees with 
Diermeier and Feddersen that hearings can provide information to the 
larger chamber; however, he suggests different conditions under which 
hearings can be informative. Diermeier and Feddersen argue that com-
mittees have incentives to specialize, a prediction that is supported 
by Hall and Grofman (1990) and by Londregan and Snyder (1994). 
Krehbiel, to the contrary, fi nds no incentives for committee specialization 
and predicts that information is only provided to the fl oor when com-
mittee preferences match those of the larger chamber. In the end, 
both Krehbiel and Diermeier and Feddersen suggest that the larger 
chamber relies on committees to provide information about upcoming 
policy choices.

Consistent across several studies of hearings is the fi nding that members 
use hearings for the purposes of advocacy (Huitt 1954; DeGregorio 
1992; Talbert, Jones, and Baumgartner 1995; Diermeier and Feddersen 
2002). DeGregorio fi nds that committee chairs control resources that 
make it possible for them to control committee agendas and issue framing. 
Specifi cally, committee chairs can limit hearings topics and select wit-
nesses according to their own legislative goals. DeGregorio fi nds varia-
tion among committee chairs in how much control they exercise over 
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what the hearings are about and who gets to testify. She also fi nds that 
some chairs feel a duty to the chamber to hold balanced hearings before 
they engage in advocacy through the hearings (1992: 979–980). This 
suggests that committee chairs recognize both advocacy and providing 
information to the larger chamber as part of their legislative 
responsibilities.

The framing of issues is central to Talbert, Jones, and Baumgartner’s 
1995 study of the hearings process. Talbert et al. want to explain changes 
in jurisdiction among committees and fi nd that non-legislative hearings 
(i.e., those hearings not held for the express purpose of reviewing 
a bill) are used by committees to (a) establish their expertise in a 
certain area, (b) frame issues in ways that fi t with that committee’s 
jurisdiction, and (c) encourage future referral of bills. Moreover, they 
fi nd that witness selection for non-legislative hearings is more likely to 
be skewed toward the chair’s favored policy position. Legislative hear-
ings (i.e., hearings convened to review a particular bill) have a more 
balanced, though still skewed, selection of witnesses. This fi nding 
suggests that committee chairs are responsive to pressures to provide 
information to the larger chamber in spite of the benefi ts that accrue 
to committees who are able to grab jurisdiction through biased non-
 legislative hearings.

These studies create a nuanced picture of the role of hearings in larger 
legislative processes. Certainly, advocacy is a central goal of committee 
chairs in picking topics for hearings and in selecting witness panels. At 
the same time, this research shows that chairs do not solely pursue advo-
cacy; they also convene hearings to provide information to the larger 
chamber. The quality of the information provided to the larger chamber 
may be an issue, especially given committee chairs’ propensity for biasing 
hearings toward their preferred views. And yet, the larger chamber is 
made up of an audience with a high degree of political sophistication. It 
is hard to imagine that members of Congress are not suffi ciently skilled 
to draw useful information even from biased hearings. Though partici-
pants may not change their positions as the consequence of hearings, 
crucial information can be gleaned from the hearings process, including 
information about the potential for striking deals with potential collabo-
rators, positions and strategies of adversaries, signals about controversy-
inducing issues that are likely to kill an otherwise promising bill, and 
opportunities for “log rolling” (i.e., trading votes). When an issue is 
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particularly novel to a committee or the larger chamber, it is likely that 
hearings can be a venue for learning. In short, the hearings are a central 
venue for staking out policy territory, advocating specifi c positions, and 
communicating to any one of several larger audiences about upcoming 
policy choices and battles.

Analysis of committee hearings can be defended on both substantive 
and methodological grounds. First, from a methodological standpoint, 
the hearings provide a partial but chronologically accurate picture of the 
debates as they happened.14 Interview data, though such data might 
reveal crucial information that was not included in the hearings, would 
rely on participants’ memories of events. Such accounts are likely to be 
unreliable over the time periods in question for the two cases. Personal 
refl ections are also potentially affected by knowledge of legislative out-
comes. The hearings do not have this fl aw, since none of the participants 
in the hearings knew, at the time, what the ultimate policy outcomes of 
the respective debates would be.

Substantively, the hearings provide a window into how events 
both internal and external to Congress shaped legislative debates. Com-
mittee members’ statements and witnesses’ testimony provide partial 
accounts of relevant events linked to each policy issue. The hearings 
track new scientifi c fi ndings, shifting analytic uncertainties, emerging 
regulatory approaches, developing compliance technologies, interna-
tional negotiations, evolving political positions and arguments, and 
debates brewing between committees and between Congress and the 
White House.15

The most important reason to study the hearings is to learn about 
advocacy on the part of members of Congress. The hearings provide a 
window on of congressional activity. Though signifi cant features of the 
legislative process may not occur in hearings, hearings are a purposive 
arena of legislative activity.16 The reason to hold a hearing is to com-
municate something publicly. The audience for such communication can 
include other committees, the fl oor, the other chamber, an Executive 
Branch agency, the White House, or the public. By reviewing the hear-
ings, one can analyze the ways that members of Congress incorporate 
scientists into this task of communication. Scientists’ participation in this 
context is shaped by a group of very powerful actors who draw scientists 
into the process in pursuit of goals that may be at odds with scientists’ 
own goals.
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The data in this study cannot conclusively explain why members of 
Congress invite scientists to testify in hearings. Instead, the hearings only 
show us that members of Congress invite scientists.17 Research on 
members’ goals, however, points to several reasons why scientists might 
be useful participants in hearings. One crucial characteristic of congres-
sional hearings is that they are costly (DeGregorio 1992; Krehbiel 1992; 
Diermeier and Feddersen 2000). They consume scarce resources. Only a 
limited number of hearings can be held in a legislative session. A 
committee chair who holds too many hearings can risk the attentiveness 
of the public, the larger chamber, and even members of the committee. 
In addition, only a limited number of witnesses can be included in a 
hearing. The more witnesses included, the longer a hearing will last. 
Committee chairs must consider the limits of audience attentiveness 
when constructing hearings. Under these circumstances, one must assume 
that when a committee chair invites a scientist to testify, the chair expects 
the scientist to play a role in meeting the goals the chair has for the 
hearing. This assumption is reasonable in that a scientist who holds 
a position on a witness panel takes a position that might have gone to 
someone else.

In general, it seems safe to assume that politicians’ reliance on expert 
knowledge is instrumental—i.e., that it furthers their political goals 
(Bimber 1996: 21–22). Members might rely on scientists to learn 
about substantive areas of policy in which they have an interest 
(Cohen 1995: 14).18 Members might invite scientists to testify to create 
the impression that the members are familiar with the latest scientifi c 
research (Talbert, Jones, and Baumgartner 2002). They might also bring 
scientists to Congress in order to add credibility to the policy positions 
they wish to advance. Some combination of these factors probably 
explains the impetus to invite scientists to participate in congressional 
hearings.

Equally important for the purposes of this research is to understand 
why scientists accept invitations to testify. Scientists face real risks in 
testifying before Congress. It is not a given that scientists, once invited, 
will testify. Because this study is interested in scientists’ behavior over 
the course of the policy-making process, the potential for selection bias 
in explaining differences from one stage to the next is crucial. And there 
is evidence that selection bias is at work during this stage of policy 
making. Some scientists avoid Congress. Given that scientists can and 
do decline to participate in hearings, one must be careful not to general-
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ize from the select group of scientists who do participate to the larger 
scientifi c community.19

Why, then, do scientists serve as witnesses at hearings? I will 
begin with the simple case. For a number of scientists, attending 
hearings is an expected part of their job. For instance, any scientist who 
is directly employed by the federal government may be asked to testify 
and is likely to accept the invitation as part of representing and advanc-
ing the program or programs with which he or she is affi liated.20 Next, 
scientists employed by industry or by non-governmental organizations 
(NGOs) are likely to testify when interests of their parent organization 
are at stake.

For scientists who are not clearly linked to government, to industry, 
or to NGOs, the reasons for testifying are less clear. In fact, there are 
strong disincentives for academic scientists to testify before Congress, 
given that an association with a particular policy or with politics, in 
general, may mar their status as impartial researchers among their 
scientifi c peers.21 It is not uncommon for scientists in academia to refuse 
to testify before Congress so as to avoid being perceived as politically 
motivated (interview, July 1, 1998).22 Nonetheless, scientists from 
academia do testify before Congress. Certainly, if public funding has 
supported scientists’ research, as is often the case, they may feel an 
obligation to testify. Another reason may be interest in the policy issue 
at hand. In addition, academic scientists may testify out of a general 
sense of civic duty in spite of any interest or lack thereof in the policy 
issue in question. Finally, scientists who have neither an interest in 
the policy issue nor a sense of civic duty may accept an invitation to 
testify because of the sense of recognition that comes from being 
called by the august body.

Because scientists can accept or decline an invitation to testify before 
a committee, the population of scientists who do appear at com-
mittee hearings is not a representative sample of scientists. The dis-
incentives to testify probably mean that it is harder for members of 
Congress to secure participation by the most disinterested scientists, 
since these might be the very scientists who worry about protecting 
their reputations as apolitical. At the same time, evidence suggests that 
members of Congress want more from scientists who testify than 
a disinterested account of the scientifi c record. The neutral expert 
goes only part of the way to fulfi lling House and Senate members’ 
goals. This is clearly demonstrated when members press scientists into 
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making political statements, as in the example given at the opening of 
this chapter.

Acid Rain at the Legislative Stage

Acid rain appeared on the congressional agenda in 1975 when the House 
Committee on Science, Space, and Technology took up the issue of the 
adequacy of the Environmental Protection Agency’s research into the 
causes of “acid rains” (HCSST 1975a). In fact, most of the early congres-
sional activity on acid rain focused on supporting scientifi c research. 
These efforts culminated in a substantial federal research effort estab-
lished under the National Acid Precipitation Act of 1980.23 Hearings on 
acid rain were conducted throughout the 1980s across a variety of com-
mittees in both the House and the Senate.24 While 16 committees held 
hearings with a substantive focus on acid rain,25 the bulk of the hearings 
held on acid rain were concentrated among four committees: the House 
Committee on Energy and Commerce, the Senate Committee on Envi-
ronment and Public Works, the House Committee on Science, Space, and 
Technology, and the Senate Committee on Energy and Natural Resources 
(table 3.1).

When members of Congress initially placed the issue on the congres-
sional agenda, advocates argued for the need to learn more about acid 
rain and, therefore, the need for additional research. These discussions 
provoked little controversy. In 1975, only two out of 20 witnesses took 
a position against acid rain controls. In 1979, none of the witnesses who 
appeared in the hearings took a position against acid rain controls. On 
the other hand, only one hearing was held in each of these years, sug-
gesting that acid rain was not garnering major congressional attention. 
After 1979, the picture changes considerably. First, the number of hear-
ings held on acid rain jumps from the sporadic hearing held in a given 
year to multiple hearings held every year. From 1980 to 1990, Congress 
held at least two and as many as 15 hearings per year on acid rain. 
Debate on acid rain also escalated. The annual percentage of witnesses 
during this period arguing against acid rain controls averaged 35 percent.26 
The increase in the number of witnesses taking positions against acid 
rain was almost certainly driven by the level of commitment that several 
prominent legislators devoted to the issue; as acid rain regulations began 
to seem likely, stakeholders whose interests would not be served by such 
regulations mobilized to counter the likely legislation. Discussions of the 
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Table 3.1
Committees holding hearings on acid rain, 1975–1990. Source: LexisNexis 
Congressional Publications.

Number of 
hearings

Percentage of House 
or Senate acid rain 
hearings

Percentage 
of all acid 
rain hearings

House committees
Energy and Commerce 26 48 28
Science, Space, and 
Technology

13 24 13

Interior and Insular Affairs  4  7  4
Agriculturea  3  5  3
Interstate and Foreign 
Commerce

 2  4  2

Aging (Select Committee)  1  2  1
Banking, Finance, and 
Urban Affairs

 1  2  1

Foreign Affairs  1  2  1
Merchant Marine and 
Fisheries

 1  2  1

Small Business  1  2  1
Ways and Means  1  2  1

Senate committees
Environment and Public 
Works

26 65 28

Energy and Natural 
Resources

11 28 12

Commerce, Science, and 
Transportation

 1  2  1

Foreign Relations  1  2  1
Small Business (Select 
Committee)

 1  2  1

a. Two hearings were held jointly between the House Committee on Science, 
Space, and Technology (HCSST) and the House Committee on Agriculture 
(HCA). One of the joint hearings is counted in the total for HCSST and one is 
counted in the total for HCA.



100  Chapter 3

creation of a federally funded research program on acid rain did not 
produce similar opposition.

The shift in the discussion from funding for research to regulatory 
action mobilized stakeholders on both sides of the issue, creating a fertile 
environment for debate. These debates covered a number of scientifi c and 
political issues. Certainly, much of the debate centered on whether acid 
rain was, in fact, a threat to aquatic and terrestrial ecosystems. Debate 
among scientists that surfaced in media coverage and in congressional 
hearings did not focus on the fundamentals of acid rain; most scientists 
who participated in the public debate agreed that acid deposition was 
occurring and agreed upon the mechanism causing acid rain.27 Scientists 
also tended to agree about the major sources of uncertainty—how much 
of acid rain could be attributed to natural sources, whether acid deposi-
tion was affecting forests, the extent and severity of surface water effects, 
the potential effects on crops and soils, the potential for acid deposition 
to leach heavy metals into ground water, the relationship (linear or non-
linear) between the volume of emissions and the consequent amount of 
acid rain, and whether particular sources of pollution could be identifi ed 
and linked to specifi c locations being damaged by acid rain. Some scien-
tists also posited that there might be important thresholds of acidifi cation 
beyond which lakes and streams would not be able to recover.28

Broad agreements over acid rain and future research priorities, 
however, were bracketed by notable public disagreements among scien-
tists. Scientists split, both in the media and in congressional hearings, 
over the severity of the problem (HCSST 1988; Shabecoff 1982a). In 
addition, scientists publicly debated whether policy action was war-
ranted given the uncertainties with some scientists calling for immediate 
controls and others arguing for continued research (SCEPW 1982; 
Shabecoff 1982b; United Press International 1982). Scientists also dif-
fered publicly over how to translate research fi ndings into policy recom-
mendations (Mohnen 1983; Gould 1983).

During congressional hearings, witnesses of all stripes actively dis-
puted the severity of the problem. Industry representatives predictably 
argued that it was insignifi cant (HCEC 1987) and/or that the costs of 
responding would outweigh any benefi ts (SCENR 1983; HCEC 1984, 
1986, 1987, 1988a; HCSB 1989; HCBFUA 1990). Many argued that 
more research was needed before costly regulations should be adopted 
(SCENR 1980c; SCEPW 1981a; HCEC 1984, 1987). Industry represen-
tatives also argued that legislators should rely on forthcoming “clean” 
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coal technology to decrease the pollutants leading to acid rain, rather 
than impose costly regulations (HCEC 1988a). Manufacturers of scrub-
ber technologies designed to reduce sulfur dioxide emissions from coal-
fi red plants argued, with environmental interest groups, that regulatory 
action was called for (SCEPW 1987e). Industries’ dislike for governmen-
tal regulation, in this case, could not override the potential for govern-
ment action to create demand for scrubber technology. This demand 
would make those manufacturing scrubber technologies winners in the 
case of a regulatory program. Environmentalists, for their part, empha-
sized the potential for irreversible harm to forests and aquatic systems 
and argued that the problem was real, severe, and imminent (SCENR 
1980d; SCEPW 1983a, 1985a, 1986c).

There also were heated disputes over the links between Midwestern 
coal burning and Northeastern acid deposition. This debate pitted sena-
tors from the Northeast against those from the Midwest. Those from 
Northeastern states pressed for a federal solution (SCEPW 1983a); those 
from the Midwest opposed new federal regulations that would dispro-
portionately affect industry in their states (HCEC 1983, 1988a). West 
Virginia, a producer of high sulfur coal, was also interested in keeping 
acid rain regulations off the books (SCENR 1982, 1984). Canadian 
offi cials joined senators from the Northeast in pressuring Congress for 
action on what they viewed as something for which Canadians bore the 
costs but from which they experienced few if any benefi ts (HCFA 1981; 
HCSST 1981).

A number of congressional actors dominated the legislative scene 
during the acid rain debate. Richard Cohen, in his study of the Clean 
Air Act Amendments of 1990, focuses particularly on the activities of 
six members of Congress—Dingell, Waxman, Byrd, Stafford, Mitchell, 
and Baucus—to explain the long period of congressional debate leading 
up to the passage of the 1990 act. However, Cohen makes very clear 
that, in spite of the power and skill these men had in pursuing their 
interests in acid rain, the passage of the Clean Air Act Amendments 
occurred because of presidential leadership (1995: 48): “The key change 
between the 1970s and the 1980s happened at the White House: Nixon 
and Carter supported clean-air laws (1970 and 1977, respectively) and 
legislation went through. Reagan opposed it so nothing happened. With 
the election in November 1998 of George Bush, the self-proclaimed 
‘environmental president,’ the gridlock of divided government would no 
longer be an excuse for inaction.” Extrapolating from Cohen’s analysis 
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that members of Congress are less important than presidents in explain-
ing the ultimate passage of Clean Air Act legislation, one can assume 
that scientists are somewhat farther down in this hierarchy of infl uence. 
Though there is a case to be made that scientists help place issues on the 
political agenda and are instrumental in the framing of those issues, it 
would be a signifi cant leap to assume that scientists, therefore, have a 
direct role in shifting Congress from a period of protracted debate to the 
point at which a policy program is fi nally passed. Comparing the legisla-
tive outcomes in the acid rain and climate change cases demonstrates 
that formal agenda status, though necessary, is far from suffi cient for 
generating policy action.

Climate Change at the Legislative Stage

Hearings on climate change have continued over a longer time period 
than the hearings for acid rain.29 The fi rst hearings that mention climate 
change were held in the 1950s in the context of scientists asking for 
funding for basic scientifi c research (HCoA 1956; SCA 1956; HCoA 
1957, 1958, 1959). Then, after a 14-year silence on the issue, climate 
change reemerged in Congress in the 1970s (table 3.2). First, witnesses 
raised the issue of climate change in a handful of hearings only loosely 
related to climate (SCANF 1973; SCASS 1975; HCSST 1975b).30 Con-
gress then took up the issue of climate directly in two hearings (HCSST 
1976, 1977). These hearings focused on funding federal research on 
climate as a way to improve weather prediction and, therefore, agricul-
tural planning. In these hearings, scientists discussed ways in which 
humans might be causing global warming through increasing greenhouse 
gas concentrations and global cooling by spreading pollutants in the 
atmosphere that defl ect incoming solar radiation.31 Scientists’ testimony 
in these hearings is notable for the lack of scientifi c consensus regarding 
why climate change should be a policy issue. During these hearings, 
many scientists discussed global warming in terms of food production; 
others mentioned threat to water supplies, and others talked about global 
warming as a problem in and of itself. This suggests that scientists who 
argued that government funds should be spent to study climate change 
were not necessarily in agreement about the rationale for tackling the 
issue. Still, scientists testifying before Congress in the 1970s were strongly 
united in their call for federally funded research and did reinforce the 
notion that climate change was a noteworthy policy problem (HCSST 
1976, 1977). In keeping with the focus on scientifi c research, these hear-
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ings led to the congressional action to create the National Climate 
Program, a research project that was the predecessor to the US Global 
Change Research Program (Pielke 2000a).

The fi rst hearing to focus exclusively on global warming was held in 
1980 in the Senate Committee on Energy and Natural Resources (SCENR 
1980b). This hearing was convened in response to a report by the 
National Academy of Sciences on the climate effects of carbon dioxide 
(Charney et al. 1979). Between 1980 and 1986, members of Congress 
held seven hearings on climate change and framed these hearings in terms 
of the state of climate change research and the policy implications of 
climate change. Then, in 1987, the number of hearings held and the 

Table 3.2
Committees holding hearings on climate change (CC), 1976–1992. Source: Lex-
isNexis Congressional Publications. (While the coded data for the climate hear-
ings includes only a random sample of 50 percent of the hearings in 1990, 1991, 
and 1992, respectively, these tables include a complete count of the committees 
holding hearings in these years.)

Number of 
hearings

Percentage of 
House or Senate 
CC hearings

Percentage 
of all CC 
hearings

House committees
Science, Space and Technology 26 42 20
Appropriations 13 21 10
Energy and Commerce 12 19  9
Foreign Affairs  5  8  4
Merchant Marine and Fisheries  3  5  2
Interior and Insular Affairs  2  3  2
Agriculture  1  2  1

Senate committees
Commerce, Science, and 
Transportation

26 38 20

Energy and Natural Resources 14 20 11
Environment and Public Works 10 14  7
Appropriations  7 10  5
Governmental Affairs  4  6  3
Foreign Relations  3  4  2
Agriculture, Nutrition, and 
Forestry

 3  4  2

Finance  1  2  1
Joint Economic Committee  1  2  1
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number of committees holding hearings took a signifi cant jump (fi gure 
2.6), with seven hearings held in that year alone.32 Furthermore, there 
was more discussion of the policy implications of climate change, and 
there were frequent discussions of the policy responses that might be 
warranted. This shift spurred subsequent stakeholder mobilization which, 
in turn, sparked explicit debate about climate change.

As in the acid rain debate, the initial discussion of climate change laid 
out the potential for warming and the need for increased research to 
address uncertainties in order to provide a clearly picture of the problem 
to policy makers. This early period of hearings (1975–1979) generated 
little debate about climate change, in part because members of Congress 
were not seriously considering action beyond funding federal research. 
The preponderance of witnesses during this period did not take a posi-
tion for or against action to mitigate climate change (69.6 percent); 8.7 
percent argued against policy action, and 21.7 percent favored policy 
action (fi gure 3.1). Also striking during this period is the overwhelming 
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Figure 3.1
Witnesses’ positions in three periods of climate change hearings. Witnesses who 
argued for a “no regrets policy,” for climate change regulations, or for a stronger 
policy than that being discussed are coded as “for” policies to mitigate climate 
change. Witnesses arguing against such policies or against such policies as applied 
to their state or industry are coded as “against” policies to mitigate climate 
change.
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representation of scientists holding PhDs in the natural sciences (77 
percent of the witnesses who testifi ed during the period of interest). 
Counting all witnesses between 1975 and 1979 who mention any 
advanced training, this percentage rises to 86 percent of witnesses (fi gure 
3.2).

The next period of congressional activity, 1980–1988, began with the 
fi rst hearing to focus exclusively on climate change (SCENR 1980b) and 
was capped by hearing in which James Hansen testifi ed that he was, with 
95 percent confi dence, convinced that the world was getting warmer and 
that greenhouse gases were the cause (SCENR 1988a). When comparing 
this period of congressional debate to the earlier period, the number of 
witnesses who took a position on climate change relative to those who 
articulate no policy position changes dramatically (fi gure 3.1). Moreover, 
those who took positions during this period were much more likely to 
argue in favor of policy action to curb climate change, outnumbering 
those who argued against government action six to one. The hearings 
during this period were dominated by three committees: the House Com-
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Figure 3.2
Educational distribution among witnesses attending hearings on climate change, 
1975–1992. Data for the years 1990–1992 are taken from a random sample of 
50 percent of the hearings held during these years.
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mittee on Science, Space, and Technology, the Senate Committees on 
Energy and Natural Resources, and the Senate Committee on Environ-
ment and Public Works.33 The dramatic shift in witness positions and 
the dominance of the issue by a handful of committees mark this period 
as one of congressional issue framing (Talbert, Jones, and Baumgartner 
1995). In such a period, one expects bias in the hearings toward the 
favored position of the committee chair or chairs pushing the issue. The 
overwhelming majority of hearings held during this period are non-
 legislative (88 percent), a characteristic that is also consistent with issue 
framing in Congress.

Just as in the case of acid rain, an increase in the salience of the issue 
of climate change sparks a dramatic increase in the number of hearings 
held on the issue, an expansion of the number of committees holding 
hearings, and a notable increase in debate such that the hearings begin 
to look less one-sided. In particular, there is a signifi cant increase—from 
10 percent to 22 percent—in the percentage of witnesses who take a 
stand against government action to mitigate climate change (fi gure 3.1). 
While those arguing in favor of policy action still outnumber those 
arguing against, the discrepancy is not nearly as large. Figure 2.6 shows 
the number of committees holding hearings on climate change from 
1975–1989 and includes a count of how many hearings are held each 
year.34 The participation by previously silent committees is important in 
that it adds new venues from which to launch counter-narratives con-
cerning climate change.

Also notable during this period was the appearance of “climate skep-
tics,” or a group of scientists who publicly argued against the position 
forcefully articulated by James Hansen, i.e., that we know global warming 
is happening and ought to take steps to curb climate change sooner 
rather than later. Though several climate skeptics (including Richard 
Lindzen, S. Fred Singer, and Pat Michaels) became well known in climate 
policy circles in the 1990s, none of these scientists testifi ed in Congress 
on climate change before 1989 (table 3.3). In view of the fact that none 
of the climate skeptics appears in congressional hearings before 1989, 
it is possible that James Hansen’s forceful testimony prompted 
climate skeptics to enter the public debate in order to articulate a 
counter-viewpoint.

These data do not suggest that there was no debate about climate 
change in hearings before 1989, but they do suggest that the picture in 
the fi rst two instances of congressional attention was dominated by 
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actors in Congress who used the hearings to advocate a particular posi-
tion on climate change. Moreover, these actors did not meet signifi cant 
resistance for a period of 8 years, perhaps the amount of time it took 
policy entrepreneurs in Congress to generate interest in the issue. One 
mark of the success of these efforts is the fact that other members of 
Congress eventually responded and offered their own framings of the 
climate change issue.

Debate in Congress about climate change has focused on a number of 
issues. At the most basic level, scientists debated whether signifi cant 
increases in global average temperature were likely (SCENR 1994: 25–
31). Some scientists argued that there was scant evidence of warming 
and cited discrepancies between temperature observations made at the 
Earth’s surface versus those gathered using satellites (HCR 2003: 48–
49).35 For scientists who agreed that human-induced climate change was 
occurring, some argued that its consequences would not be severe 
(SCENR 1996: 41) or might be benefi cial (SCFR 1989: 256). A second 
line of debate centered on the issue of whether the observed increase in 
global average temperature was driven by human activity (e.g., emissions 
of “greenhouse gases”) or by natural causes (e.g., changes in solar activ-
ity) (SCENR 1994: 25–31; SCENR 1996: 40). A third topic debated 
during the hearings was the reliability of climate models (SCENR 1996: 
53). Another line of debate questioned whether scientifi c research had 
provided suffi ciently reliable insights about climate change to warrant 
policy action (HCEC 1989: 78, 81; SCFR 1989: 264–265; SCENR 1996: 
41).

Stakeholders participating in legislative debate took predictable posi-
tions on the issue that paralleled those of their counterparts in the acid 

Table 3.3
Appearances by contrarian scientists in climate-change hearings, 1975–1999. 
Source: LexisNexis Congressional Publication.

Appearances Time span

Michaels, Patrick 9 1989–1999
Lindzen, Richard 6 1991–1997
Singer, S. Fred 4 1989–1998
Baliunas, Sallie 3 1994–1997
Christy, John 3 1996–1998
Balling, Robert 1 1996
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rain debate. Representatives of various interest groups mounted a number 
of attacks on the causal story that members of Congress and witnesses 
had established during hearings held in the 1980s. In addition, a number 
of scientists participated in hearings as early as 1989, articulating several 
arguments against the idea that climate change was occurring and would 
have negative consequences. These arguments followed a number of lines 
of reasoning, including (1) that there was no scientifi c consensus on 
global warming (SCENR 1992) or that signifi cant scientifi c uncertainties 
precluded action (HCS 1997; SCCST 1991b), (2) that climate models 
were fl awed in their predictions (HCS 1995b, 1996), (3) that no signifi -
cant warming had been detected, especially by satellite measurements 
(HCS 1997), (4) that any observed warming was due to natural causes 
and could not be addressed through policy action (SCENR 1994, 1996), 
and (5) that global warming would produce no signifi cant negative con-
sequences (HCS 1995b; HCGR 1999; SCCST 2001). A slightly different 
approach taken by critics of the causal story was to avoid the nature of 
the problem altogether and to argue that the costs of action far out-
weighed any of the benefi ts (HCS 1997). The Kyoto Treaty, in particular, 
drew this type of criticism (HCGR 1998a,b; HCSB 1998a,b, 1999; HCR 
2003).36

Environmentalists, as one would expect, took opposing positions. 
They argued that the costs of not taking immediate action to curb global 
warming were exceedingly high in that the effects of climate change 
would be irreversible. They advanced the idea that there was signifi cant 
consensus among scientists about the expected warming, its causes, and 
consequences, often referring to reports issued by the Intergovernmental 
Panel on Climate Change to back this claim. Further, environmentalists 
routinely publicized the warmest years on record. During the 1980s, they 
were able to cite several years, including 1981, 1986, and 1987—years 
that still remain on the list of the 25 warmest. Environmentalists made 
use of the fact that the list was continually updated as new years made 
it onto the list. For example, in 2008, researchers reported that the eight 
warmest years on record have all occurred since 1998 (Science Daily 
2008).

Several members of Congress were instrumental in advancing the 
congressional debate on climate change. In the early part of the congres-
sional debate on climate change, Senator Albert Gore Jr. took the lead 
in drawing attention to the issue and even appeared as a witness in early 
hearings (SCEPW 1985b, 1986a). Gore’s election as vice president in 
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1992 prompted a number of efforts by senators and representatives to 
prevent the White House from implementing measures of the Kyoto 
Protocol without adoption of the treaty by the Senate.37 Senator John 
Chafee, on the other hand, introduced two bills designed to provide 
credit for those undertaking voluntary actions to reduce emissions of 
greenhouse gases.38 After a lull in congressional attention, Senators John 
McCain and Joseph Lieberman held hearings and introduced a series of 
bills and amendments that, had they been adopted, would have created 
a market for tradable allowances of greenhouse gases.39

Events outside of Congress in 2006 and 2007 led to a notable shift 
in public discussions of climate change. First, climate change received 
substantial media and public attention after the release of Al Gore’s 
fi lm An Inconvenient Truth on August 31, 2006. This fi lm was in 
theaters a month later when Governor Arnold Schwarzenegger of 
California signed into law the nation’s fi rst cap on greenhouse-gas 
emissions (Martin 2006). Schwarzenegger’s signing of the bill was 
carefully staged to highlight the importance of California, the world’s 
eighth-largest economy, on the international stage. Notably, Schwar-
zenegger invited the heads of state of the United Kingdom and Japan 
to the signing. Then, early in 2007, the Intergovernmental Panel on 
Climate Change published its Fourth Assessment Report. This report 
calls global warming “unequivocal” (IPCC 2007: 5) and argues that 
the bulk of the warming observed in the last century can be attributed 
to human activities with a 90 percent level of confi dence (ibid.: 10). 
In addition, the US Supreme Court ruled on April 2, 2007 that the US 
Environmental Protection Agency was required under the Clean Air 
Act to regulate CO2 as a pollutant (Barnes and Eilperin 2007). In 
October 2007, Gore and the IPCC were jointly awarded the Nobel 
Peace Prize for their work on climate change.

Taken together, these events increased the willingness of the media to 
portray climate change as if it is no longer a matter of serious scientifi c 
debate. Members of Congress also responded to the shift in tone and 
began to give the issue top billing. Speaker of the House Nancy Pelosi, 
for example, created a Select Committee on Energy Independence 
and Global Warming to head up House efforts to draw up a bill that 
would limit emissions of greenhouse gases in the United States (Wash-
ington Post 2007) and called for a bill to address climate change by 
July 2007.40 In addition, between January and May of 2007, Congress 
held 39 hearings on climate change. Although Congress has not created 
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a regulatory framework for addressing climate change—a policy change 
that climate change policy entrepreneurs have sought—the issue has 
stayed on the formal agenda, to a greater or lesser degree, for more than 
30 years.

This overview for both cases provides broad brushstrokes for under-
standing the context for scientists’ participation. Table 3.4 summarizes 
the major questions that dominated the debate for each issue. Comparing 
legislative debate for the two issues, one is struck by the shift between 
distributive and regulatory politics in each case (Lowi 1964, 1972). 
When members of Congress are only considering allocating federal 
dollars for research, witnesses tend not to enter into debates over the 
science or the policy questions that come up during the hearings. This 
changes dramatically when members of Congress and stakeholders begin 
to see the respective issues in terms of regulatory politics. Given Lowi’s 
insight that distributive politics does not create oppositional politics 
while regulatory politics clearly does, this pattern in the hearings is not 
surprising. At the same time, the consideration of regulation creates a 
dynamic that runs counter to the way in which participants in policy 
debates often construe the role of science in policy making—that is, that 
science will present an increasingly clear and uncontested picture of the 
phenomenon in question.41 The pattern in congressional debates of the 
two issues is almost the reverse. Each issue is initially presented in fairly 
stable terms, only to be followed by a period of heated debate that might 
look like eroding consensus.

Another way to compare distributive versus regulatory politics is the 
length of time it takes Congress to act. Acid rain arrived on the congres-
sional agenda in 1975. By 1980, Congress had passed legislation to 
create a federally funded research program to address the issue. The 
period of regulatory debate took ten additional years. For climate change, 
the initial request for federal money came in 1956, and Congress 
responded by allocating funds to support the International Geophysical 
Year (1957–58). The National Climate Program Act of 1976 followed 
quickly from the reemergence of climate change on the congressional 
agenda in 1973. The period of regulatory debate about climate change, 
on the other hand, has now lasted more than 30 years.

Returning to the respective science narratives for each issue, one can 
see that the science narratives contain distributive as well as regulatory 
aspects. This suggests that Congress, as an institution, is unlikely to seri-
ously debate the idea of creating federal research programs to learn more 
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Table 3.4
Issues dominating congressional debates on acid rain and climate change.

Acid rain Climate change

Is there really a 
problem?

Where are acid 
pollutants 
coming from?

Is there really a 
problem?

Is there scientifi c 
consensus?

Do the costs of 
policy action 
outweigh the 
benefi ts?

Is there scientifi c 
consensus on 
acid rain?

Do the costs of 
policy action 
outweigh the 
benefi ts?

Is there actually 
any warming?

Do we know 
enough to act?

Is acid 
precipitation 
damaging forests, 
soils, and surface 
waters?

Do we know 
enough to act?

If there is warming, 
it is caused by 
humans?

Should we 
conduct more 
research?

Does acid rain 
cause damage to 
crops?

Should we 
conduct more 
research?

Is the expected 
warming likely to 
have signifi cant 
negative effects?

If we don’t act 
now, will the 
problem advance 
past our ability 
to respond?

What is the 
buffering 
capacity of lakes 
and soils?

If we don’t act 
now, will the 
problem advance 
past our ability 
to respond?

Will there be more 
extreme weather 
events (droughts, 
storms, fl ooding)?

How can we 
address acid rain 
with the least 
cost to industry 
and to high 
sulfur coal 
producers?

Is the damage of 
acidifi cation 
reversible?

What are the 
best strategies to 
limit climate 
change? Are 
there no-regrets 
policies that have 
benefi ts beyond 
climate change 
mitigation?

Is the damage 
irreversible? Will 
ecosystems be able 
to adapt?

How should we 
respond to 
Canada’s 
concerns as the 
recipient of long-
range pollutants 
from the US?

What are the 
effects of acid 
rain on visibility, 
buildings and 
monuments, and 
human health?

Should the US 
participate in an 
international 
agreement to 
limit greenhouse 
gas emissions?

Could there be 
major shifts in 
climate such as a 
change in patterns 
of deep ocean 
circulation?
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about these issues. The speed at which each issue travels from initial 
congressional notice to the appropriation of federal research dollars is 
dizzying. Institutionalization of the respective issues occurred with 
remarkably little fanfare; each has been with us ever since.

Scientists as Witnesses

Because little has been written about scientists’ role in congressional set-
tings, one reads the hearings with little guidance as to what to look for. 
In this section, I present data from the hearings that illustrate common 
exchanges between policy makers and scientists and provide statistical 
analysis of witness testimony to support the qualitative fi ndings. Analysis 
of the hearings demonstrates that members of Congress actively seek two 
things from scientists who participate in the hearings: (1) credible state-
ments about the current scientifi c knowledge with respect to the issue at 
hand and (2) scientists’ policy preferences. Scientists, for their part, adopt 
a number of different strategies in attempting to negotiate the legislative 
policy terrain.

Establishing Credibility
Both members of Congress and scientists drew attention to the idea of 
scientifi c objectivity during hearings. This suggests that one reason for 
including scientists in hearings is to attempt to establish the credibility 
of the information discussed at the hearing. These efforts are clear 
examples of boundary work in which members of Congress and scientists 
attempt to draw meaningful distinctions between that which is scientifi c, 
and that which falls outside of the realm of science (Gieryn 1983, 1995, 
1999). A number of examples illustrate typical efforts to invoke “objec-
tive science.” Members often refer to witnesses’ scientifi c credentials or 
to the scientifi c status of studies being reviewed by the hearing. Repre-
sentative Henry Waxman’s introduction of a panel of scientists testifying 
about acid rain is typical: “This morning we will hear from a very dis-
tinguished panel of scientists who can inform us about the causes and 
effects of acid rain.” (HCEC 1981a: 227) Senator John Chafee, in a 
hearing he chaired on climate change, begins his opening statement with 
an overview of important scientifi c discoveries with respect to climate 
change from 1986 to the present. His statement includes mentions of the 
work of the Nobel Prize-winning scientist Svante Arrhenius in the nine-
teenth century, a 1990 appeal signed by 49 Nobel Prize winners and 700 
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members of the National Academy of Sciences, and the 1995 report from 
the IPCC (“representing thousands of climate scientists”) that argued 
that the balance of evidence linked human activity to climate change 
(SCEPW 1997: 2). Members also highlight the status of science in policy 
making by convening hearings in which the preponderance of witness 
panels are made up of scientists holding PhD degrees.42

Scientists also call attention to the credibility of scientifi c research to 
underscore the reliability of the information they present. There are 
numerous examples. For instance, Daniel Albritton, a scientist represent-
ing the National Oceanic and Atmospheric Administration, takes pains 
to point out the scientifi c credibility of the fi rst report of the Intergov-
ernmental Panel on Climate Change (Houghton 1990). “First of all,” 
Albritton argues, “it is a scientifi c statement. It is a scientifi c statement 
done by the world’s best scientists. Over 250 scientists worldwide pre-
pared this report in a time period of a little over a year.  .  .  .  The point 
that I wanted to underscore in this regard is that it is a scientifi c docu-
ment. It was peer reviewed by over 300 of the world’s scientists for sci-
entifi c accuracy and for consistency, just as our own scientifi c publications 
are peer reviewed.” (SCEPW 1991: 6)

In another hearing on climate change, Alan D. Hecht, in testimony 
about a report published by the Intergovernmental Panel on Climate 
Change, notes that the report considers negative as well as positive effects 
of global warming. By pointing this out, Hecht suggests that the report 
provides a balanced account of the expected effects associated with 
climate change rather than downplaying aspects of climate change that 
might undermine momentum for political action to curb emissions of 
greenhouse gases (SCCST 1990). Here, Hecht makes a case for the neu-
trality of the IPCC report with respect to the political controversy over 
climate change.

Scientists who testify on acid rain also take pains to establish the 
objectivity of the science they are presenting. One example comes from 
scientists’ testimony regarding an embattled report released by the gov-
ernment’s National Acid Precipitation Assessment Program (HCSST 
1988). Scientists attending this hearing draw a sharp distinction between 
the body of the report, which contains peer-reviewed chapters, and the 
executive summary which was included in the report without peer 
reviews. Gene E. Likens, for example, argues as follows in his written 
statement: “I am particularly critical of the Executive Summary, which 
badly misrepresents the general scientifi c understanding about air 
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pollution and acid deposition, and either ignores or discounts out-of-
hand the thousands of scientifi c articles published in high quality journals 
that show serious ecological damage caused by air pollution and acid 
deposition.” (ibid.: 55)

Making Policy Statements
For scientists, defending the credibility of scientifi c work is second nature. 
Faith in the scientifi c method and in the capacity of peer review to sepa-
rate good research from bad is deep-seated.43 Scientists are in less familiar 
terrain, however, when members of Congress ask them to reveal their 
policy preferences during a hearing. The hearings in which scientists are 
asked to weigh in on policy options are numerous, and the coaching that 
often comes with such questions suggests that members anticipate the 
diffi culty scientists have, or pretend to have, in revealing their policy 
preferences in the legislative setting. For example, in a hearing on the 
IPCC Third Assessment Report, Senator McCain prefaced his effort to 
get scientists on record with policy positions with the following 
comments:

I would like to ask one more question of the panel, and this is something which 
I am sure will not be an easy one or a comfortable one for you to respond to. I 
want you to for a moment put yourself in the shoes of the legislator. We have 
now received numerous reports. We now have cumulative evidence that there is 
climate change. We have had some disagreements on what should be done, if 
anything, and so I would like to begin with you, Dr. Lindzen, and ask you, as 
a legislator, what policies or what legislation would you propose to attempt to 
address these issues, if any? (SCCST 2001: 60–61)

On the other hand, scientists are also berated for not acquiescing to 
members’ demands. For example, in a 1983 hearing, Representative 
James Scheuer closed the day’s hearing with these comments: “I must 
say that I was disappointed in the testimony.  .  .  .  Maybe on some other 
occasion you’ll [referring to a panel of scientists who testifi ed that day] 
speak a little bit more directly and without so much circumlocution and 
backing and fi lling and hedging and you’ll give us a little more guidance 
that we’ve been able to get out of you this morning.” (HCSST 1983: 
106) The extent to which members ask, push, cajole, prod, and shame 
scientists into making policy statements demonstrates that objective 
information is not the only thing members want from scientists.

One is struck by the extent to which scientists’ prepared statements 
conform to the idealized model of science in decision making. Scientists’ 
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written statements typically include information about what is known, 
the major uncertainties that remain, and the time frame in which 
those uncertainties might be resolved. The subtext of the prepared 
statements is that scientists participate in congressional hearings in 
order to report to decision makers the state of the discipline—that is, 
to say “Here is what scientists know about the problem you are 
considering.”

Perhaps more revealing than the prepared statements are the exchanges 
between members of Congress and scientists. The prepared statements 
represent scientists’ expectations about what members, or maybe society 
at large, want from them when they come to testify. The questions sci-
entists receive from members once they have delivered their prepared 
statements illustrate the gaps between what members want and what 
scientists, left to their own devices, will provide.

When members of Congress press scientists to take policy positions, 
scientists can be separated into three categories on the basis of their 
responses. Unapologetic boundary crossers reveal their policy prefer-
ences with little or no fanfare about the boundary between science 
and policy. Apologetic boundary crossers respond to questions about 
their policy positions by shifting roles and answer such questions 
as private citizens rather than as scientists.44 Boundary observers are 
adamant in refusing to answer policy questions. The unapologetic 
boundary crossers exhibit similar behavior to their counterparts in 
agenda setting who merge objective science and policy commitments 
easily. The apologetic boundary crossers and the boundary observers 
demonstrate that boundary negotiations, at least for some scientists, 
are explicit in the legislative setting. The following examples illustrate 
the three cases.

Unapologetic Boundary Crossing
• Jay Hair, Executive Vice President of the National Wildlife Founda-
tion, presents a letter with signatures from 35 scientists who support the 
view that the scientifi c consensus is suffi cient to justify immediate legisla-
tive steps to curb acid rain. (SCEPW 1981b: 718–721)45

• Edward Haase of the Phelps Dodge Corporation argues that two 
extreme responses to acid rain are possible. One is to take no action; the 
other is to “[enact] a massive emission reduction program without 
responding to ongoing research and cost effectiveness” (SCENR 1984: 
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560). Haase advises supporting more scientifi c research, only incremental 
adoption of emissions reductions requirements guided by cost effective-
ness, and fl exible permits that would allow industry to achieve reductions 
in the most cost-effective manner (ibid.: 561).
• James Gibson of Colorado State University is asked whether we know 
enough to act. He responds that there is enough known about the effects 
of sulfur emissions on lake acidity to warrant controls (SCEPW 1986b: 
10).46

Apologetic Boundary Crossing
• Barry Huebert, a professor of chemistry at Colorado College, when 
asked by Representative Henry Waxman if the government was doing 
enough to fi nd out the effects of acid rain, prefaces his response thus: 
“This is purely a personal opinion. I don’t think they are doing 
enough.  .  .  .” (HCEC 1981a: 106–107)
• Frank Press, president of the National Academy of Sciences, is asked 
by Senator Gore whether a 10–15-year research program doesn’t delay 
action too long. Press responds: “I have to be careful about going beyond 
my own organization’s studies and recommendations. But I am sure that 
you do expect me to give you some of my own views on these issues, 
and with care I will do that.” (SCCST 1987: 18) Press goes on to recom-
mend policies creating research on alternative energy sources (SCCST 
1987: 18–19).47

Boundary Observance
• Representative Charles Whitely asks Paul Ringold, the associate direc-
tor of the National Acid Precipitation Assessment Program, to give the 
committee his policy recommendations. When Ringold refuses, Whitely 
reads language to him from NAPAP’s originating legislation to point out 
to Ringold that NAPAP is required to base its policy recommendations 
on its scientifi c fi ndings. Ringold again refuses to answer and only prom-
ises that NAPAP will be ready to make recommendations in 2–3 years 
(HCA 1986).
• Jerry Mahlman of the National Oceanic and Atmospheric Administra-
tion’s Geophysical Fluid Dynamics Laboratory, prefaces his comments 
during congressional testimony this way: “Because I speak with the 
credentials as a physical scientist, I do not offer personal opinions 
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on what society should do about these predicted climate changes. 
Societal actions in response to greenhouse warming involve value 
judgments that are beyond the realm of climate science.” (HCS 
1995b: 12)
• The following exchange between Senator Max Baucus and Daniel 
Albritton of NOAA is quoted at length to illustrate the contortions 
that sensitivity to the science/policy boundary can produce among 
scientists who participate in legislative settings48: Albritton mentions 
that he had worked on ozone depletion and has a strong sense of 
déjà vu in terms of the uncertainty about taking action. He says that 
signatories to the Montreal Protocol signed on the strength of the theory 
rather than waiting for confi rmation through direct observation. 
Albritton says we should keep that in mind. Baucus responds with a 
question:

Baucus: Is it fair for me therefore to infer from what you just said that even 
though we are here now discussing this matter today and not fi ve years from 
today, that based upon the probabilities and your predictions we should not wait 
but we should act now?
Albritton: The answer to that is not purely a scientifi c question.
Baucus: No, it’s not a scientifi c question. It is your recommendation. It is your 
best recommendation based upon your experience.
Albritton: Well, my experience has been describing the science—the pros and 
cons and the knowns and unknowns—so that an informed decision could be 
made. I only cite that in terms of the ozone protection decision-makers took a 
course of action based on their strength of conviction in a theory knowing that 
action sooner would be easier than action later in that regard, and there are 
many analogies for the greenhouse effect.
Baucus: I’m not trying to put words in your mouth, but I’m just asking you as 
a private citizen, whether in your judgment it makes sense to therefore act 
now.
Albritton: Well, I can describe that as a private citizen.
Baucus: You can?
Albritton: Namely, I take out insurance against an event that I actually work 
hard to prevent happening, namely, my death. I view that I can safely invest a 
fraction of my income in taking out insurance so that something would not 
happen.
Baucus: I’ll take that as a positive response. (SCEPW 1991: 20–21).

A special subcategory of the boundary observers are those who try to 
avoid being asked for their policy positions by carefully laying out, at 
the opening of their testimonies, the kinds of information they are willing 
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to offer. Scientists who do this must offer their own defi nition of how a 
line between science and policy should be drawn. The following state-
ment, in which Christopher Bernabo, Executive Director of NAPAP, 
offers an elaborate explanation of the division between science and 
policy, provides an example:

Addressing the acid rain issue effectively requires both research and appropriate 
environmental policies. Objective scientifi c information is only one input, albeit 
an important one, to developing environmental policies. Policy makers, not 
researchers, must decide when there is adequate information for them to make 
a given decision. The scientists can defi ne at any point in time what is known, 
with what level of uncertainty, and what isn’t yet known.

Questions policymakers must also address require making a host of subjective 
judgments for which scientists have no special expertise. For example, scientists 
have the task of relating the response of ecosystems to the amount of acid deposi-
tion they receive; but it is the role of policymakers to determine whether the 
deposition should be limited, and by how much considering the societal costs 
and benefi ts of prescribed actions. Although one major goal of the National 
Program is to quantify such costs and benefi ts, often costs and especially benefi ts 
cannot be quantifi ed reliably, and subjective value judgments are needed to sup-
plement scientifi c analyses. Science does not provide a basis for making such 
value judgments—those judgments are the role of the policymaker. However, 
the confi dence in selecting the most effective actions to yield the desired environ-
mental results can be improved greatly by enhanced scientifi c understanding. 
(SCENR 1984: 351)

Bernabo’s effort at boundary work here is an attempt to manage policy 
makers’ expectations about the role of science in policy making. Bernabo 
clearly is arguing that scientifi c research can help policy deliberations but 
will stop well short of actively engaging in them.

Taken together, the above examples demonstrate that scientists 
have a number of options in deciding how to respond to policy 
questions during congressional hearings. Scientists exhibit one of 
three responses when pressed to make policy statements during the 
hearings, demonstrating that negotiations of the science/policy boundary 
are a prominent, visible part of scientists’ participation in legislative 
hearings.

Boundary Work in the Hearings

In evaluating the boundary work conducted by scientists at this stage, 
institutional affi liation surfaces as a potential explanatory variable. Three 
categories of institutional affi liation appear to be relevant to the bound-
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ary work in evidence during the hearings. Analytically speaking, these 
categories are not very robust. For example, the categories are not neces-
sarily mutually exclusive. Any scientist may carry one or more of these 
institutional affi liations. However, each category serves to highlight a 
specifi c aspect of scientifi c work that, at some point during the time 
period in question, is usefully distinguished from a universal category of 
“scientist.”

The fi rst category—academic or university scientists—is a general one 
and refers broadly to the scientifi c community that is actively publishing 
in peer-reviewed scientifi c journals on the subjects of acid rain or climate 
change.49 Second are research scientists who work for interested organi-
zations such as energy utilities or environmental NGOs. Because these 
scientists’ parent organizations are likely to be active lobbyists during 
legislative debate, their participation is shaped by the involvement of 
their parent institutions. The third category includes scientists who work 
directly for the agencies administering federally funded research on acid 
rain or climate change. This category is most important in the acid rain 
case in that scientists involved in NAPAP are often called to testify at 
hearings in which NAPAP reports are the subject of discussion.50 In these 
instances, it is the scientists who are directly employed by the federal 
government to run NAPAP who testify as NAPAP scientists.51 Though 
this group of scientists is small relative to the larger community conduct-
ing research on acid precipitation, they are disproportionately visible in 
the congressional setting.

NAPAP scientists are not the only ones who refuse to make policy 
statements during congressional testimony. However, they stand out in 
their consistency as a group in their approach, or rather their lack of 
approach, to the science/policy boundary. The data show that all scien-
tists representing NAPAP who are asked to make policy statements 
refuse.52 As the example of boundary work cited above demonstrates, 
NAPAP scientists are conscious of the boundary even when they have 
not been prompted by others in the hearings to approach the science/
policy boundary. In the case of climate change, some scientists who work 
for agencies funded through the United States Global Change Research 
Program take care not to cross into policy territory in their testimonies. 
This is the case, for example, with Albritton and Mahlman (see above), 
though Mahlman, it appears, was less tempted than Albritton.53 How-
ever, there is at least one notable exception. James Hansen, a NASA 
scientist, stepped into obvious policy territory when he published his 



120  Chapter 3

recommendation that policy toward climate change should focus not on 
CO2 but on other greenhouse gases that would be easier to reduce 
(Hansen et al. 2000).54

The explanation for the reticence of the NAPAP scientists has two 
likely sources. First, NAPAP began its research in 1982 under the Reagan 
administration, and Reagan was known to be against acid rain controls. 
This may have limited the willingness of NAPAP scientists to state their 
policy preferences, given that they were, according to one of the directors 
of NAPAP, “proponents or concerned observers” of the acid rain problem 
(HCSST 1988).55 Second, NAPAP scientists are in close proximity to 
decision-making power, which increases the likelihood (a) that NAPAP 
research will be perceived as politicized and/or (b) that NAPAP research 
will become politicized.56 That some government scientists in the climate 
change case exhibit similar reticence during a period of administration 
support of the climate change issue gives weight to the structural 
explanation.

Whereas the NAPAP scientists were uniformly resistant to stating their 
policy preferences during congressional hearings, we see a bit more varia-
tion in boundary work among agency scientists who testify in climate 
hearings. One reason why some scientists connected with the USGCRP 
may not have exhibited the same reluctance in discussing policy alterna-
tives is that the fi rst assessment of climate change produced by the 
USGCRP was released in November 2000 (NAST 2000). To date, no 
hearings have been held on this assessment. If the argument about prox-
imity to power is correct, we would expect USGCRP scientists to exhibit 
similar reticence as their NAPAP counterparts in making policy state-
ments in the event they are called to testify at hearings reviewing the 
USGCRP’s work.

Another difference between the acid rain case and the climate change 
case is the fact that climate scientists working in government settings are 
somewhat insulated from the political negotiations around climate 
change controls given that those discussions were, at least during the 
1990s, primarily taking place at the international level.57 Another factor 
that may allow USGCRP scientists to make policy statements is the pres-
ence and stature of the IPCC reports on climate change. Whereas the 
USGCRP is not supposed to make policy recommendations, the IPCC is 
specifi cally organized to make links between the scientifi c understanding 
of climate change and policy options in responding to climate change. 
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Once the IPCC has made such links, scientists may feel more comfortable 
discussing policy options under the aegis of the peer-reviewed work of 
the IPCC.

One notable trend among all scientists across both cases and the entire 
period under study is the willingness to call for more scientifi c research. 
Typically, after scientists have discussed uncertainties in their knowledge, 
they raise the need for more research. On occasion, calls for research 
and (of course) for research funding are made much more pointedly. For 
example, Frank Press makes the following case for continued support 
for climate research: “A research effort of the complexity and magnitude 
I have outlined requires stable funding over a relatively long period. 
Staying the course has not always been the hallmark of federal research 
support.” (SCCST 1987: 14) Though the endorsement of federal resources 
to support continued research is a policy recommendation, it never pro-
duces the kind of agonizing gymnastics that some of the scientists engage 
in when pressed to discuss the question of whether we know enough to 
act or what those actions might be. That is, scientists who discuss levels 
of federal funding for acid rain or climate research are all unapologetic 
boundary crossers.

The qualitative analysis suggests that scientists working directly for 
government research programs are the least likely to make policy state-
ments. Academic scientists appear to go either way; scientists represent-
ing NGOs appear to be the most likely to take policy positions. To 
analyze this pattern more robustly, acid rain hearings from 1979 to 1990 
and climate change hearings from 1975 to 1992 were coded to capture 
witness education, organizational affi liation, and policy position with 
respect to regulatory controls.58 Twelve hundred and nine witnesses testi-
fi ed at the acid rain hearings held between 1975 and 1990. The climate 
change data include 508 witnesses who testifi ed between 1975 and 
1992.59 Witnesses were divided into six education categories: (1) natural 
science PhD, (2) medical doctorate (MD), (3) engineering PhD, (4) social 
science PhD, (5) master’s degree or any mention of graduate training in 
the sciences, and (6) no advanced degree or training in the sciences. In 
addition, witnesses were categorized according to organizational affi lia-
tion. For acid rain, the coded categories were (1) interest group, (2) 
business, (3) government, (4) academic, (5) think tank, and (6) self. For 
climate change, because there were witnesses representing countries 
other than the United States, a seventh category was added and coded 
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as “other.” Table 3.5 gives summary statistics for witness characteristics 
for acid rain; tables 3.6 and 3.7 provide summary statistics for witnesses 
testifying in climate change hearings.

The witnesses are coded in order to make it possible to study, in par-
ticular, how scientists interact with members of Congress during hearings 
on the two issues. Given that the label “scientist” might be contested in 
this setting, the coding scheme attempts to be agnostic with respect to 
who is considered a “scientist.” Rather than starting with a defi nition of 
“scientist,” the study examines those actors who present themselves or 
are presented as experts either in the science of acid rain or in climate 
change. The study tracks education level and distinguishes among natural 
science, social science, engineering, and medical training. In reviewing 
the data, the overwhelming majority of witnesses who introduce them-
selves or who are introduced as experts in the science of climate change 
mention having a PhD in the natural sciences.60 Although it may be that 
there are many alternate ways to be an expert in the science of acid rain 
or of climate change, it is clear from the data that a PhD in the natural 
sciences is a convenient shorthand used by members of Congress and 
their staff to portray such expertise during congressional hearings.61

Table 3.5
Summary statistics on acid rain witnesses (N = 1,210).

Number of witnesses Percentage of witnesses

Education levels
Natural science PhD 266 22.00
Medical doctorate (MD)  24  2.00
Engineering PhD  26  2.10
Social science PhD  13  1.10
Master’s in sciences  22  1.80
No graduate training in 
sciences

859 71.00

Organization affi liations
Interest group 457 37.80
Business 162 13.40
Government 452 37.40
Academic 111  9.10
Think tank  5  0.40
Self  23  1.90
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Table 3.6
Summary statistics on climate change witnesses, 1975–1989 (N = 348).

Number of witnesses Percentage of witnesses

Education levels
Natural science PhD 225 64.70
Medical doctorate (MD)  1  0.30
Engineering PhD  7  2
Social science PhD  9  2.60
Master’s in sciences  6  1.70
No graduate training in 
sciences

100 28.70

Organization affi liations
Interest group  66 19
Business  21  6
Government 141 40.50
Academic  90 25.90
Think tank  24  6.90
Self  4  1.10
Other  2  0.60

Table 3.7
Summary statistics on climate change witnesses, 1990–1992 (N = 159). These 
data are from a random sample of 50 percent of the hearings held on climate 
change during these years.

Number of witnesses Percentage of witnesses

Education levels
Natural science PhD 99 62.30
Medical doctorate (MD) 1 0.60
Engineering PhD 0 0
Social science PhD 5 3.20
Master’s in science 4 2.50
No graduate training in 
sciences

50 31.40

Organization affi liations
Interest group 28 17.60
Business 7 4.40
Government 68 42.80
Academic 46 28.90
Think tank 8 5
Self 0 0
Other 2 1.30
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Finally, witnesses were coded according to the policy position 
they took on acid rain and on climate change regulations, respectively. 
This coding proved to be the most diffi cult in that witnesses do not 
always state their policy positions clearly and/or they articulate different 
positions at different stages of their testimony. To capture the nuance 
in witness articulation of policy positions, several categories were 
created to capture the different ways that witnesses would present their 
policy positions. Tables 3.8 and 3.9 list the categories of policy positions 
found in the acid rain and climate change hearings, respectively. Both 
tables indicate how these coding schemes are simplifi ed to capture 
categories of witnesses who broadly support regulatory action in the 
two cases versus those who, by and large, argue against regulations. 
This more simplifi ed approach to the data also maintains a category 
for witnesses whose positions with respect to policy change are 
ambiguous.

The coding of witnesses did not prejudge which witnesses might intro-
duce themselves as scientists or be introduced as scientists. That is, a 
witness who did not hold an advanced degree in a relevant fi eld could 
claim the title of scientist or be given that title by the members of Con-
gress organizing a hearing. It turns out that that happens very rarely. In 
the large majority of cases, if a witness is presented or presents him or 
herself as an expert in the sciences related to acid rain or climate change, 
that witness holds a PhD in the natural sciences.62 It is, however, not 
surprising that witnesses who labeled scientists by themselves or others 
are, overwhelmingly individuals who hold PhDs in the natural sciences. 
Witnesses may be invited to testify before Congress for any number of 
reasons. Yet, in the acid rain and climate change hearings studied here, 
members relied overwhelmingly on individuals holding PhDs in the 
natural sciences when they wanted to have “scientifi c expertise” repre-
sented in the hearing. This suggests that, in spite of the ability for indi-
viduals to disagree on what it means to be a “scientist,” this particular 
defi nition is one that participants relied upon that did not create 
controversy.

The coded data substantiate several patterns that emerged in the 
qualitative analysis of the hearings. First, these data show that 
scientists are more likely to avoid taking a policy position than their 
non-science-trained counterparts. When separating witnesses holding 
PhDs in the natural sciences from all other witnesses, this relationship is 
statistically signifi cant for both the acid rain hearings and for the climate 
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Table 3.8
Acid rain witnesses’ positions.

Number 
of 
witnesses

Percentage 
of 
witnesses

Ambiguous 
policy 
position

Support 
for acid 
rain 
controls

No 
support 
for acid 
rain 
controls

Witness discusses 
acid rain but takes 
no policy position

267 22.00 X

No support for 
acid rain controls 
of any kind

198 16.40 X

Controls OK in 
theory, but not in 
my state or applied 
to my industrya

185 15.30 X

Controls OK in 
theory, but witness 
argues against a 
specifi c detail of a 
bill in question

 92  7.60 X

Support for acid 
rain controls

379 31.30 X

Argues for stronger 
controls than those 
being considered

 36  3.00 X

No mention of 
acid rain in witness 
testimony

 53  4.40 X

a. Witnesses who said that acid rain controls were acceptable, but not when 
applied to their industry or in their state are understood as arguing against 
controls given that they don’t want to participate in the costs of controlling acid 
rain. These witnesses are basically arguing for no controls that would affect 
them. These witnesses differed from the witnesses who said that they supported 
controls, but felt like some feature of a bill was problematic. This latter category 
is hard to interpret as weakly supporting or being against acid rain controls given 
that some in this category may have honestly wanted to see regulations, but 
wanted to see improvements in the regulations proposed, while others used this 
as a rhetorical tactic to undermine support for any bill under consideration.
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Table 3.9
Climate change witnesses’ positions, 1975–1992. These data include a random 
sample of 50 percent of the hearings held between 1990 and 1992. Thus, the 
witness totals do not represent an accurate count of witnesses who testifi ed 
during the period 1990–1992. At the same time, the random sample should 
provide an unbiased estimate of the percentages of witnesses taking a given policy 
position during this period.

Number 
of 
witnesses

Percentage 
of 
witnesses

Ambiguous 
policy 
position

Support 
for acid 
rain 
controls

No 
support 
for acid 
rain 
controls

Witness discusses 
climate change, but 
takes no policy 
position 

151 29.80 X

Witness argues 
against climate 
change controls of 
any kind

 8  1.60 X

Witness says 
controls are OK in 
theory, but argues 
against having them 
applied to witness’s 
state/industry

 31  6.10 X

Witness says 
controls are OK in 
theory, but argues 
against a specifi c 
detail of a bill in 
question

 2  0.40 X

Witness advocates 
for no-regrets 
policies

 74 14.60 X

Witness argues for 
climate change 
controls

101 19.90 X

Witness argues for 
stronger controls 
than those being 
considered

 6  1.20 X

Witness does not 
mention climate 
change in testimony

134 26.40 X
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hearings (table 3.10). For the acid rain hearings, the relationship remains 
statistically signifi cant when comparing all witnesses who mention 
advanced degrees with witnesses who claim no advanced training. 
Looking at the climate change hearings, we see the same relationship. 
Specifi cally, those with advanced training appear more likely than those 
without to refrain from stating a policy position, but the relationship 
narrowly misses statistical signifi cance at the 95 percent confi dence 
level.63

Turning to the organizational affi liation of this group, we also fi nd the 
qualitative analysis substantiated. When we compare the natural science 
PhDs who take no policy position with the natural science PhDs who 
take any policy position, what stands out is the signifi cant percentage 
non-position takers who are government scientists. In fact, the likelihood 
of taking no policy position increases if a natural science PhD works for 
the government. This relationship is statistically signifi cant for both the 
acid rain and the climate change cases (table 3.11).64 In contrast, looking 
specifi cally at witnesses who hold natural science PhDs and academic 
positions, they are equally divided among those who take policy posi-
tions and those who do not. Moreover, there is no statistically signifi cant 
difference between academic PhDs and non-academic PhDs in the likeli-
hood of taking a policy position in the hearings. This is true for both 
the acid rain and climate change hearings (table 3.12).

Table 3.10
Witnesses’ positions by education level.

Takes no policy position Takes any position

N (%) N (%) p value

Acid rain hearings
PhD, MD, or master’s 136 (42.0) 188 (58.0) 0.000
No advanced education 103 (12.9) 697 (87.1)
Natural science PhD 118 (47.6) 130 (52.4) 0.000
Any other education 121 (13.8) 755 (86.2)

Climate change hearings
PhD, MD, or master’s 119 (43.3) 156 (56.7) 0.066
No advanced education  32 (32.7)  66 (67.3)
Natural science PhD 114 (45.4) 137 (54.6) 0.005
Any other education  37 (30.3)  85 (69.7)
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Table 3.11
Witnesses’ positions by education and government affi liation.

Takes no policy position Takes any position

N (%) N (%) p value

Acid rain hearings
Natural science PhDs 
employed by government

61 (70.1)  26 (29.9) 0.000

All other natural science 
PhDs

57 (35.4) 104 (64.6)

Climate change hearings
Natural science PhDs 
employed by government

50 (62.5)  30 (37.5) 0.000

All other natural science 
PhDs

64 (37.4) 107 (62.6)

Table 3.12
Witnesses’ positions by education and academic affi liation.

Takes no policy position Takes any position

N (%) N (%) p value

Acid rain hearings
Natural science PhDs with 
academic affi liations

45 (50) 45 (50) 0.565

All other natural science 
PhDs

73 (46.2) 85 (53.8)

Climate change hearings
Natural science PhDs with 
academic affi liations

46 (44.7) 57 (55.3) 0.841

All other natural science 
PhDs

68 (46) 80 (54)

These data suggest that government scientists are less likely to 
take policy positions than their counterparts in academia or those 
who represent interest groups. This may, of course, be selection 
bias—scientists attracted to government jobs may be more likely 
to feel that it is important to maintain their objectivity. On its face, 
this argument, however, seems counter-intuitive. Scientists who most 
value objectivity seem like they would stay in academia and avoid 
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the potential of advising policy makers altogether. A more likely 
explanation is that scientists who work for the federal government 
feel that their credibility as objective scientists is much more fragile 
than their academic counterparts feel that theirs is. Using the same 
logic, scientists who are employed by interest groups may feel that 
their organizational affi liation, by itself, casts them as interested scien-
tists, leaving them little to lose if they express policy positions before 
legislators.65

Analysis

The empirical evidence presented here reinforces expected patterns of 
congressional policy making. Supporting the fi ndings of Talbert, Jones, 
and Baumgartner (1995), early congressional hearings are held by pro-
ponents of a policy issue who wish to see that issue advanced on the 
formal congressional agenda. These hearings are biased toward the com-
mittee chair’s preferred view, as expected. In addition, however, these 
data show that these early hearings match closely the science narratives 
established during agenda setting and offer little opportunity for dissent-
ing views. Moreover, scientists are very heavily represented in these early 
hearings. Thus, one fi nds a period in congressional policy making during 
which debate is limited and science narratives are prominently displayed 
in the legislative setting.

At the same time, this chapter raises several interesting questions 
about scientists’ role in policy making: Why do scientists become 
more visibly aware of a boundary between science and policy in the 
legislative stage of the process when they display no such sensitivity 
during agenda setting? Why do members of Congress push scien-
tists to make policy statements in the fi rst place? Can we predict 
which scientists will observe the science/policy boundary in legisla-
tive settings? The section addresses these questions and explores 
several notable differences across the two cases in patterns’ of scientists’ 
participation.

What Is So Special about Congress?
If, as this study claims, scientists’ behavior is systematically different in 
each stage of the policy-making process, context might be driving how 
scientists view their roles in each setting. The question, then, is What 
happens in the congressional setting that makes scientists more aware of 
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or concerned about a boundary between science and policy? A related 
question is Why would the expectation of neutral participation not apply 
evenly across the policy-making process?

There are three factors that might explain scientists’ tendency to 
show explicit concern about the science/policy boundary during con-
gressional hearings. The fi rst is that scientists may have less control 
of their message during congressional hearings. During agenda setting, 
scientists rely on publications intended for non-science audiences, edito-
rials, press conferences, and interviews with the media to get their 
message out. Some of these outlets allow scientists to directly control 
the information they wish to convey. On the other hand, media coverage 
of scientifi c research relies on journalists and editors as intermediaries 
between scientists and the public. Although journalists may mischarac-
terize scientifi c fi ndings, professional norms in journalism dictate that 
journalists suppress their own political views in order to accurately 
refl ect “both sides” in a debate. A journalist working under this norm 
will try to convey as accurately as possible the story the scientist 
wants to tell—that is, to let the scientist represent that “side” of the 
issue. Members of Congress are under no such obligation. To the 
contrary, members of Congress very often push scientists to say what 
the members want them to say and steer scientists away from the 
comfortable terrain of prepared statements during a hearing. Coming 
up against such clear role expectations may put scientists on guard 
and make them more concerned about how their statements will be 
interpreted.

Adding to that is the problem of proximity to decision-making power. 
When concrete policy action is under consideration, scientists may feel 
pressure to say only things that are likely to be backed by the larger sci-
entifi c community. The immediate goal of agenda setting, on the other 
hand, is to hold up an idea for debate and deliberation. A restrained 
account of scientifi c certainties and uncertainties regarding an emerging 
environmental policy issue might be insuffi cient to generate interest 
outside of scientifi c circles. If scientists feel like the agenda-setting stage 
does not carry with it specifi c political commitments, it may be easier 
for them to justify straying from the strict scientifi c record. The fact that 
the stakes clearly are higher in the congressional setting once an issue 
has reached the formal agenda may, in and of itself, alter scientists’ 
conduct.
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Another explanation for the change in behavior is that scientists them-
selves may view the process of agenda setting as apolitical or “pre-
 political.” Scientists’ own conceptions of their social role may include 
alerting the public to potential problems in the environment. Such action 
may not alter their view of themselves as objective experts. Participating 
in debates about choices among policy alternatives, however, falls 
squarely in political territory. Attention to the science/policy boundary 
may arise in the legislative stage of decision making because it is here 
that scientists recognize, defi nitely, that they have entered the political 
fray. Though such a boundary between what is scientifi c and what is 
political does not stand up under strict scrutiny, it still may function as 
a marker that is meaningful for scientists.

Finally, scientists who are not active during agenda setting sometimes 
appear in legislative hearings. In such cases, the setting selects for type 
of scientist. Those willing to make policy statements appear both in 
agenda setting and in legislative debates. Those scientists who are wary 
of being viewed as biased, on the other hand, might be less likely to be 
active in the agenda-setting stage, where scientists, almost by defi nition, 
have to make a political case for why their issue merits attention. If 
setting selects for type of scientist, then the differences we see when 
comparing agenda setting and legislation may be explained by the fact 
that more “types” of scientists are participating in legislative debates, 
including those who are very wary of making policy statements.66

Who Cares What Scientists Think about Policy Options?
Evidently, members of Congress care about scientists’ views of policy 
choices related to acid rain and climate change. The frequency with 
which scientists are asked their policy preferences suggests that members 
of Congress value such statements from scientists. Efforts to engage sci-
entists in discussions of policy options are clearly at odds with what some 
scientists see as their role, i.e., providing objective information and 
letting policy experts draw implications from that information. It is 
curious that members of Congress who seem to draw on scientists’ cred-
ibility also put them in a position that might erode that credibility. In 
fact, there is evidence that members of Congress become less interested 
in scientists who are viewed as having an obvious policy bent.67 By 
pushing scientists to make policy statements, members of Congress rely 
on scientists as a resource in congressional hearings, but are also willing 
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to erode the future usefulness of that resource by encouraging scientists 
to go on record with policy commitments.

Certainly, members of Congress want to be able to claim that 
their own policy positions are supported by objective science. If it is true 
that objective science leads to obvious policy choices, then there is no 
contradiction between seeking objective scientifi c inputs and showing 
that scientists are behind a member’s preferred policy position. The 
practical problem is that numerous and even contradictory policy posi-
tions can be supported by legitimate interpretations of the scientifi c 
record.68 This is not purely a function of the wiggle room that scientifi c 
uncertainty affords. Because objective scientifi c information does not 
point to incontrovertible policy choices, members of Congress are, in 
fact, placing scientists in an awkward position by asking them to 
make policy commitments. In saying “Given the scientifi c evidence 
you have seen, what would you do?” members ask scientists to provide 
political interpretations of the existing scientifi c record. Though 
asking for this type of boundary crossing may not contradict the funda-
mentals of scientifi c practice in society, it certainly does counter the 
rhetorically invoked role for scientists in policy making, i.e., that of 
neutral experts.

One reason that members of Congress might press scientists for their 
policy views is to gauge the confi dence that the scientists have in the 
fi ndings they are reporting.69 This assumes, of course, that scientists will 
not recommend action until major scientifi c uncertainties are resolved, 
an assumption that may not be warranted.70 Another reason that 
members of Congress might press scientists to make policy claims is that 
scientists’ statements appear to garner a great deal of media attention. 
One way to see this is to compare the media coverage that Al Gore (then 
a senator) and James Hansen (a NASA scientist) received during the 
1980s. Both men, arguably, have been important agenda setters for 
climate change. Although this comparison may only tell us something 
about Hansen’s skills versus Gore’s, the literature on agenda setting 
leads us to expect that a senator would have an enormous advantage 
over an agency scientist in capturing media attention (Kingdon 1984). 
The outcome is quite the reverse in the case of these two individuals. 
Between 1980 and 1989, the years in which climate change gained 
prominence as national policy issue, Gore is mentioned in 29 media 
stories related to climate change; Hansen is mentioned in 41 stories.71 
Another noteworthy aspect of the comparison is that, although the 
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majority of the stories about both individuals were written in 1989 (a 
particularly good year for media coverage of climate change), there are 
only two stories about Gore before 1989; there are 17 stories about 
Hansen in that period. This comparison suggests that Gore became a 
major spokesperson for climate change only after the issue had risen to 
prominence as a national policy issue.72 Given that both Gore and 
Hansen are participants in the early climate change hearings, the fact 
that Hansen received more media attention points to a willingness on 
the part of journalists and editors to portray scientists as spokespersons 
for environmental policy issues. Members of Congress may push scien-
tists to take policy positions during hearings because they perceive 
scientists to carry more weight with the public than non-scientists, at 
least when addressing environmental policy issues. That Gore was well 
schooled in the science of climate change adds further emphasis this 
point. That is, a prominent elected offi cial who was particularly knowl-
edgeable about the issue proved to be less effective in grabbing media 
attention than an agency scientist.

Lacking defi nitive data on why members of Congress are so insistent 
that scientists make policy recommendations, the frequency with which 
such exchanges occur suggests that members perceive such statements to 
be valuable. Thus, we see members of Congress seeking to portray sci-
entists as objective advisors—remaining within the boundary that legiti-
mizes their participation—and, at the same time, coaxing them to cross 
that boundary and enter into political discussions about possible courses 
of action. During agenda setting, the science/policy boundary is trans-
gressed with little fanfare or even recognition. During legislation, 
however, scientists appear much more self-conscious about the boundary 
in that discussion of the boundary and explicit boundary work are much 
more likely during legislative debate. This observation does not exclude 
the possibility that scientists are equally aware of the boundary earlier 
in the policy process, but it does demonstrate that explicit attention to 
the boundary occurs more often in legislative policy making than in 
agenda setting.

The Science Narrative at the Legislative Stage

Returning to the comparison between the agenda-setting and legislative 
stages of the policy process, we fi nd that the science narrative stays 
largely intact for both acid rain and climate change.73 This is especially 
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true during early hearings in each case, when there is little visible opposi-
tion. However, even after serious debate ensues on each issue, early 
institutionalization of the respective issues provides a stabilizing force 
that bolsters the science narrative in the face of counter-narratives that 
do eventually emerge. This stability does not imply that the respective 
narratives do not evolve over the course of legislative debate; they do. 
Rather, the major features of each science narrative persist throughout 
this period of congressional debate.

In the case of acid rain, the science narrative was supported by the 
continuous research effort—from 1982 to the mid 1990s—conducted by 
NAPAP. In addition, members of Congress who chaired the Senate Com-
mittee on Environment and Public Works pursued the issue throughout 
the 1980s, even during the period of Republican control of the Senate. 
NAPAP’s role in stabilizing the acid rain science narrative, however, is 
complex and must be carefully explained.

NAPAP’s symbolic role is important in sustaining the science narra-
tive. The fact that the government supported and engaged in scientifi c 
research into the problem gave the issue legitimacy as a problem worthy 
of public attention.74 The resources given to the program also created an 
interest group in favor of scientifi c research. This group was not limited 
to the scientists receiving research support, but included the program 
administrators who were likely to defend the program as a way to protect 
their turf in an environment of relatively scarce resources.

A second factor in the stability of the science narrative was Reagan’s 
support of NAPAP. Admittedly, Reagan allied himself with NAPAP as 
a way to insulate himself from pressure to take action on acid rain; 
Reagan used NAPAP as a way to dodge a more serious policy commit-
ment to addressing acid rain. Given that research is an integral part of 
the science narrative for acid rain, this turns out to be a poor strategy 
for someone who wants the issue to go away. By supporting acid rain 
research, Reagan contributed to the legitimacy of the science narrative 
that, ultimately, outlasted his administration.

NAPAP’s substantive contribution to the science narrative is much 
more tenuous. First, NAPAP was criticized as not being able to provide 
timely or relevant information to policy making (Roberts 1991; Rubin, 
Morgan, and Lave 1991). This lacuna between science and policy is not 
predicted by the acid rain science narrative that closely links scientifi c 
research and decision making. Perhaps more surprising is that NAPAP 
fi ndings actually revise downward the predictions for ill effects from acid 
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rain.75 This revision might be expected to alter the science narrative by 
giving a valuable resource to opponents of acid rain controls in their 
arguments that the costs of controls outweigh the benefi ts. Opponents 
of regulation, however, never relied on NAPAP data to bolster their 
arguments. In fact, during the period that NAPAP’s revisions were 
released, members of Congress who had previously opposed acid rain 
controls began to join forces with those advocating for a regulatory 
program. While a few actors in Congress (particularly Representative 
John Dingell and Senator Robert Byrd, who were protecting specifi c 
industries in their districts) were able to stall legislation consistently in 
the 1980s, the overall trend in Congress was toward a greater acceptance 
of the idea of acid rain controls. This trend parallels public opinion 
during the time, which was increasingly supportive of congressional 
action to limit acid rain.76

This general trend also appears in the hearings. A number of the 
members who initially worked to protect industry from regulation shifted 
their tactic to pursuing the most fl exible regulatory scheme possible. 
Byrd, for example was on record against acid rain controls in 1981 
(SCENR 1984). In a 1987 hearing on clean coal technologies, however, 
Byrd made a case for adopting a fl exible compliance scheme for industry 
(SCEPW 1987b).77 This change refl ects the growing awareness that the 
Clean Air Act Amendments were imminent and arguments against acid 
rain controls were no longer politically legitimate.

Certainly NAPAP’s fi ndings, overall, remained consistent with the 
science narrative in that NAPAP reports contained evidence that acid 
rain was occurring and was causing damage to vulnerable ecosystems. 
In this sense, the policy outcome should not be viewed as out of step 
with NAPAP fi ndings. It remains curious, however, that those opposed 
to acid rain controls did not try to play up NAPAP’s more nuanced story 
about the effects of acid rain. NAPAP, as an institution, appears to have 
supported the original science narrative in spite of fi ndings it reported 
that created a more moderate picture than that originally depicted by 
the science narrative.

In the case of climate change, scientists and climate change research 
programs (the USGCRP and the IPCC) appear to have similarly stabi-
lized the science narrative.78 New reports and assessments produced by 
these research efforts reiterate the concern about climate change and 
disseminate research fi ndings that claim to improve our understanding 
of the problem (Houghton et al. 1990, 1992, 1996, 2001; NAST 2000; 
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IPCC 2007). The IPCC’s 1996 report garnered major media attention 
by arguing that “the balance of evidence  .  .  .  suggests a discernible human 
infl uence on global climate” (Houghton et al. 1996: 5). These measured 
words were replaced in the 2007 report by language calling climate 
change “unequivocal” and citing human infl uence with 90 percent con-
fi dence (IPCC 2007: 5). Both media attention and congressional atten-
tion to these reports reinforce these messages.79

What is most surprising about the case of climate change is the resil-
ience of the science narrative in the face of both congressional and 
presidential attempts to stall any policy response that would commit the 
United States to reducing its emissions of greenhouse gases, particularly 
the Kyoto Treaty. During the Clinton administration, Congress held 
hearings (HCS 1995b; HCGR 1998b) and included language in appro-
priations bills calling for “no premature implementation of Kyoto” 
(Morrissey 1999). The Senate also passed a measure rejecting the Kyoto 
Treaty on the ground that developing countries were not included in 
emissions reductions. Surprisingly, during this same period, agency staff 
seemed to feel that a regulatory program on climate change was inevi-
table and reported that there was active competition among agencies 
and departments over who would implement the presumed, yet non-
existent, carbon emissions trading program.80 In addition, the EPA testi-
fi ed in a hearing before Congress that it had the regulatory authority to 
regulate CO2 as a global warming pollutant (SCENR 1999), a conten-
tion supported by a recent Supreme Court decision that rebuked the G. 
W. Bush administration for declining to regulate CO2 as a pollutant.81 
More recently, Senators John McCain and Joseph Lieberman sponsored 
a bill to reduce emissions of greenhouse gases to 2000 levels by 2010. 
In spite of the fact that the Senate rejected the bill, McCain signaled his 
intention to keep the issue on the agenda (Pianin 2003). The combina-
tion of the election of a Democratic Congress in 2006 with feverish 
media attention to climate change in 2007 ended a period of intermittent 
attention to climate change by placing the issue squarely in the public 
spotlight.

Conclusion

The analysis of scientists’ participation in the legislative hearings process 
reveals two crucial issues for science in policy making. First, the effect 
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of the visibility of scientists’ role increases with proximity to policy-
making power. Because the hearings are public and are recorded, scien-
tists who participate go on record as experts. This ensures a measure of 
scrutiny that scientists do not experience when they become involved in 
agenda setting. Going on record in policy settings may be similar in 
some respects to going on record in the scientifi c literature. However, 
peer review of scientifi c research does not focus on the political ramifi ca-
tions or leanings of scientifi c research, though ideally it should unearth 
these to the extent that they affect research methods and results. 
When science is introduced into policy making, on the other hand, 
attention is focused specifi cally on the political aspects of scientists’ 
work. Because of the diffi culty that non-scientists have in assessing 
the quality of the scientifi c information presented, scientists’ credibility 
is based on the consistency of their behavior with the legitimate role 
of scientists in decision making, i.e., the expectation that they will 
participate objectively. This draws attention to the science/policy 
boundary.

The fact of public scrutiny drives the second issue—the attention given 
by both scientists and policy makers to the science/policy boundary. 
Scientists’ responses to the boundary vary. Some scientists express their 
awareness through careful negotiation of the boundary by shifting from 
the role of scientist to the role of citizen when making explicit links 
between scientifi c information and policy options. Other scientists are 
careful not to make policy recommendations in order to stay within their 
role as scientifi c expert. In addition, there are scientists who, by making 
both science-based and policy-relevant statements in hearings, display a 
lack of awareness of the boundary. Finally, there are scientists who, in 
order to avoid any association with policy issues, never accept invitations 
to Congress.82 Scientists’ behavior in the legislative setting is orchestrated 
by a combination of professional community norms, the dictates of 
institutional affi liation, and scientists’ personal choices about the role or 
roles they play as scientifi c experts.

Equally, we see members of Congress negotiating the science/policy 
boundary in pursuit of their legislative goals. Members invoke scientists’ 
objectivity at the same time that they threaten that objectivity by asking 
scientists to give political interpretations of the evidence they present. 
Some members, in the way they coax and coach scientists across the 
boundary, demonstrate that they are aware of the diffi culties the latter 
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move poses. To the extent that both scientifi c objectivity and scientists’ 
statements in support of policy positions add to the credibility of members’ 
preferred policy positions, we can expect to see members continue to 
press scientists into these two contradictory roles. The awareness and 
negotiation of the science/policy boundary that emerges during legisla-
tion is given full expression during policy implementation. In the next 
chapter, we will see how the formalization of the science/policy boundary 
increases the salience of the boundary for scientists and decision makers 
alike.
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Today I phoned the “Good Science” Research Labs to follow up my letter 
requesting an interview. This lab conducts scientifi c research in support of 
regulatory decision-making. I spoke with my contact at the lab who told me he 
had received my letter and circulated it among his colleagues to see if any 
one was interested. He explained, however, that it seemed like I was really 
interested in politics, not science. Consequently, he argued, his research lab 
was an inappropriate site for my study. Kindly, he offered to put me in 
touch with his counterparts on the policy side of regulatory decision-making. 
I pursued my case by explaining that I was interested in the information 
produced through scientifi c research and the transfer of this information to 
political decision-makers. This clarifi cation did nothing for my case. My contact 
refused a second time, yet on quite different grounds. He said that his lab 
had provided research support for a recent visible and highly controversial 
regulatory decision. The politics surrounding the ruling made the scientists 
at the lab feel uncomfortable about discussing their role in the setting of the 
regulatory standard.

—fi eld notes, July 1, 1998

Scientists have a central role in environmental policy making both in 
indicating to the public the existence of environmental problems and 
lending their expertise to the development of policy solutions (Yearly 
1991). The ability to fulfi ll these roles without also appearing to act 
politically, however, is crucial in order for scientists to maintain their 
legitimacy as participants in policy deliberation. During the implementa-
tion stage of decision making, explicit negotiation of the science/policy 
boundary becomes a substantial component of the work that scientists 
do. In addition to conducting research and providing the results of their 
research, they must defend their ability to carry out this task neutrally 
and objectively. During the agenda-setting and legislative stages of deci-
sion making, the belief in scientists’ objectivity is invoked rhetorically. 
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In the agenda-setting stage, scientists are assumed to be constrained by 
the larger scientifi c community so that their claims about the policy 
implications of their research are taken as objective. During legislation, 
the repeated invocation of a boundary between science and policy pro-
duces, among many scientists, a reluctance to cross the boundary without 
at least some negotiation of their role as scientists. During implementa-
tion, the science/policy boundary exists both rhetorically and materially 
through structures designed to produce boundary-respecting behavior 
among scientists who participate in this policy setting.

In the example from my fi eld notes cited above, I was not able to 
interview anyone from the offi ce in question.1 Because of this, I can only 
speculate about the reason that a controversial political decision would 
make scientists wary about discussing the research they submitted to 
decision makers—something scientists were willing to do in both of the 
earlier stages of decision making. What I can say about the interaction 
is that it indicates the prominence of the science/policy boundary in the 
worldview of scientists participating in policy implementation. Rather 
than actively claiming their authority and expertise, the group of scien-
tists sought cover in the laboratory—an arena that is generally viewed 
as being outside of the political fray.

In order to understand scientists’ role in policy implementation and 
how that role differs from the earlier stages of decision making, I 
analyze the formally expressed role expectations that shape scientists 
approach to the science/policy boundary. During implementation, sci-
entists fi nd themselves in a heavily formalized and procedurally driven 
policy setting. Formal structure—a characterizing feature of the imple-
mentation stage of decision making—provides a basis against which to 
judge the legitimacy of policy decisions. Included in this formalization 
is a particular understanding of the role of science in decision making—
an understanding that provides legitimacy for scientists insofar as they 
adhere to the formal defi nition of their role. The constraints applied 
through formal organizational structures produce two effects. One is a 
visible increase in efforts to demonstrate proper, legitimizing conduct. 
This task, one that is largely symbolic, is undertaken in addition to the 
research that scientists conduct in the service of policy making.2 The 
second effect of these constraints is that they can limit scientists’ access 
to policy deliberations. This allows for the emergence of competing 
narratives that challenge scientists’ ability to infl uence the policy-making 
process.
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During implementation, the evolution of acid rain and climate change 
policies is signifi cantly shaped by the governmental programs created to 
address each issue. The National Acid Precipitation Assessment Program 
and the Acid Rain Program are the two implementation efforts associ-
ated with acid rain, and the United State Global Change Research 
Program is the government’s current programmatic commitment to 
climate change. While the USGCRP is carrying out climate change 
research in keeping with the original science narrative, the acid rain issue 
has been fundamentally redefi ned through the Acid Rain Program enacted 
as part of the Clean Air Act Amendments of 1990.

By focusing on the implementation of research programs as well as 
on regulations, this chapter includes two types of implementation 
environments. Though they fi t into the category of policy implementa-
tion equally well, they present distinct characteristics.3 Theodore 
Lowi’s typology, which emphasizes the politics that accompany a specifi c 
type of policy program, highlights several differences one would 
expect to see when comparing research programs—distributive 
policies—versus regulatory programs. Lowi (1964, 1972) argues that 
distributive policies subdivide federal resources according to the number 
of groups pressing for those resources and that, owing to the committee 
structure in Congress and the size of federal largesse, such groups rarely 
see themselves as in competition with one another. When such programs 
are implemented, agencies work closely with organized groups that 
support the agencies’ missions and face few organized opponents. This 
low-confl ict environment is sustained because the costs of distributive 
policies are distributed broadly across society (Lowi 1964, 1972; Wilson 
1989). The National Institutes of Health is an example of an agency 
whose policies are largely distributive and whose environment is, 
comparatively speaking, supportive of its mission. Regulatory programs, 
on the other hand, create politics where there are real winners and 
losers. As a consequence, regulatory agencies face organized and hostile 
interests (Lowi 1964, 1972; Wilson 1989). Regulatory programs, in 
comparison with distributive ones, are both harder to pass legislatively 
and more contentious to implement. At the same time, agencies having 
jurisdiction over distributive programs are no less involved in policy 
implementation than their counterparts are in implementing regulatory 
programs.4

I begin this chapter with a discussion of formal structures in organiza-
tional design, especially those that emerge during policy implementation. 
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Next, drawing from a number of examples from my fi eld work, I examine 
the formal apparatus that guides scientists who are involved in imple-
mentation and analyze how this apparatus shapes scientists’ participa-
tion. In particular, I study the types of boundary negotiation that emerge 
to allow for the legitimate application of science in policy making. This 
section draws on Thomas Gieryn’s concept of boundary work (1983, 
1995, 1999). In the next section, I discuss the application of a particular 
version of the science/policy boundary with respect to NAPAP and the 
USGCRP. That is followed by an analysis of scientists’ status in imple-
mentation settings. Finally I discuss how the science/policy boundary, 
as it is expressed in implementation settings, limits scientists’ participa-
tion in policy deliberations and erodes their authorship over policy nar-
ratives. My analysis in this chapter is informed by empirical evidence 
from the implementation of acid rain and climate change policy pro-
grams and by more general evidence from agencies that routinely employ 
scientists.

Formalization and Legitimacy

The implementation stage of decision making is characterized by formal 
rules that are established to reduce uncertainty and to produce legitimate 
policy outcomes.5 Formal organizational design expresses expectations 
about policy outcomes. In addition to its formal features, an organization 
inevitably has informal components that are equally important in sup-
porting the organization’s ability to achieve its goals. However, the for-
mally elaborated structures and procedures of an organization are created 
and applied in pursuit of organizational control and predictability. 
Formal organizational design sets up specialized units within the orga-
nization and specifi es their tasks, designates relationships among units, 
defi nes roles for members of the organization, and specifi es ways of 
engaging with the organizational environment. In addition, formal struc-
tures and procedures are used to communicate an organization’s inten-
tions and priorities to external audiences who are concerned with the 
organization’s performance (Meyer and Rowan 1991).

Early work in organization theory, the “rationalist” approach, focused 
exclusively on formal organization.6 This approach has been revised by 
a more realistic view of the organization—the natural systems approach—
that accounts for informal features of the organization that are not 
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explained by or even anticipated in the formal organizational design.7 In 
spite of this move in organization theory, formal structures continue to 
be an important subject of research, especially when the subject of 
research are organizations created to implement public policy.

Regulatory agencies, in particular, are characterized by political battles 
fought over the structural elements that will shape their performance.8 
Specifi cally, regulatory agencies participate in policy making through the 
process of rule making, which involves setting specifi c standards and 
guidelines to fulfi ll legislative mandates. Rule making itself is conducted 
according to procedures. These procedures can be reformulated, yet even 
the reformulation is formalized and is conducted according to rules that 
agencies, Congress, the Executive Branch, and interest groups are aware 
of and often agree on.9 An important component of the formalization 
of policy implementation is a written record of procedures and of all 
rule-making processes. Formal procedures, though they can be heavily 
contested when initially set, act as a stable referent for policy makers 
and stakeholders alike. Procedures become scripts for policy action. 
Moreover, they create a track record for policy decisions in that they 
increase transparency and empower stakeholders to examine the exercise 
of power.10

Although formal procedure is a general characteristic of bureaucratic 
organizations, a number of important changes in administrative decision 
making that occurred during the 1970s have increased Executive Branch 
agencies’ reliance on formalized policy making.11 Increased standing in 
Executive Branch decision making and a more open and transparent 
decision-making process—attributable to the Freedom of Information 
Act and the Federal Advisory Committee Act—have encouraged inter-
ested actors to check the use of political power in the Executive Branch.12 
The most common form of check is litigation. Judicial review of agency 
decisions often turns on the agency’s adherence to formal rule-making 
procedures.13 Legitimacy cannot be defi ned solely in terms of the absence 
of litigation or, in cases in which litigation does occur, by an agency’s 
successful defense of its rule. Yet the connection between formal proce-
dure and legitimacy that is often made in the context of litigation is one 
that operates broadly in administrative decision making and informs 
administrative practice.

Reliance on formal procedure in establishing the legitimacy of policy 
decisions is an attempt to link political power to public accountability.14 
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From the point of view of the decision maker, formalization acts both 
as a constraint and as a protection. The constraints are straightforward: 
decisions must not be made arbitrarily. On the other hand, formalization 
protects policy makers in that it reduces their uncertainty about what 
will be accepted by stakeholders and by the courts as legitimate policy. 
The existence of formal procedures establishes routine paths that can be 
followed in demonstrating legitimate policy practice. From the point of 
view of those for whom power is exercised (citizens and stakeholders), 
formal procedure is a guide that can be used to judge the appropriate 
use of power.

Linking power and accountability is especially important in policy 
domains that rely heavily on scientifi c input.15 For policy programs that 
require scientifi c expertise, organizational design often includes a for-
mally specifi ed role for scientists. This role assumes scientifi c objectivity 
and seeks to maintain it in the policy process.16 Because scientists’ legiti-
macy as participants in the policy process is based on this idealized view, 
scientists have an incentive to limit their action or to appear to limit their 
action to that which is formally defi ned for them.17 This incentive 
increases as a function of scientists’ proximity, in organizational terms, 
to the exercise of public decision-making power.

Boundary Work during Implementation

The most prominent organizing image for formally structuring science 
into regulatory decision making is the “assessment/management” frame-
work that defi nes distinct domains for scientists and policy makers in 
the process of setting regulations. This demarcation is an expression of 
the science/policy boundary and is institutionalized throughout regula-
tory agencies that implement environmental and health policies. The 
assessment/management distinction comes from the articulation of two 
stages of the process known as risk analysis. Risk assessment is the 
scientist-dominated, fact-gathering stage of the process that is ideally 
insulated from subjective views about policy outcomes and should 
precede policy considerations. Risk management, on the other hand, 
marks the end of scientists’ involvement and is conducted by policy 
makers who incorporate scientifi c fi ndings in a normative consideration 
of policy alternatives. The assessment/management distinction attempts 
to create a clear role for scientists that draws on their special knowledge 
yet keeps them from overstepping their bounds. Ideally, it allows scien-
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tists to participate in decision making without compromising the basis 
of their legitimate participation—their objectivity.

An examination of the arguments for separating science from policy 
reveals contradictory understandings of science in decision-making set-
tings. The fi rst argument for separate science and policy domains is an 
anti-technocracy argument. Because expertise is not a democratically 
distributed resource, democracy is preserved in a political system that 
relies on scientists only if scientists are prevented from exercising deci-
sion-making power. Concerns about technocracy, however, reject a 
deeply embedded notion about what scientists do. According to the 
Enlightenment view of science, we understand nature or reality through 
scientifi c discovery of that reality. If scientists represent nature in policy 
making, they are constrained by ontological truths that are not subject 
to political debate. Given this, fear of the abuse of power by scientists 
is not consistent with the Enlightenment view of science. Rather, the 
argument for separate domains, from an Enlightenment perspective, is 
to preserve the integrity of science.

In spite of the inconsistent views of science embedded in the anti-
 technocratic and the Enlightenment models, the assessment/management 
framework addresses them both. Keeping scientists out of the arena of 
decision making alleviates concerns about technocracy. Equally, separate 
domains for science and policy uphold the Enlightenment ideal in that 
science is protected from political bias so that its natural (i.e., objective) 
state is preserved. The ability to speak to both of these models of science 
in decision making may account, in part, for the prevalence of the assess-
ment/management framework in regulatory settings.18

Though the assessment/management distinction was evident in agen-
cies’ attempts to conduct risk analyses during the 1970s, it was fi rst for-
mally articulated in a 1983 report by the National Research Council. 
The NRC produced this report in response to a congressional request 
for a review of the regulatory process used for estimating environmental 
risks to public health. This report argues for the procedural separation 
of risk assessment from risk management.19 Further, the report breaks 
down the risk-assessment process into four clearly delineated steps: 
hazard identifi cation, dose-response relationship, exposure assessment, 
and risk characterization. The steps involved in risk management are less 
clearly defi ned but include the consideration of political, social, eco-
nomic, and engineering factors along with the risk-related information 
generated during risk assessment. This information is then used to 
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compare and decide among regulatory options in addressing potential 
public health issues.

The NRC report does acknowledge the diffi culty of separating science 
and policy making in evaluating risks to human health (NRC 1983b: 
33).20 Still, the report maintains the status of science over policy when 
both come into play in risk assessment. That is, the report argues that 
policy considerations are necessary for deciding how to make inferences 
when scientifi c information is incomplete. On these occasions, however, 
the report argues that policy should follow the dictates of science (ibid.: 
37). The demarcation set out by this report, a classic example of bound-
ary work that seeks to establish the position of science by comparing it 
to non-science (Gieryn 1983), is now deeply embedded in federal regula-
tory procedure.21

The assessment/management structure developed in the 1983 NRC 
report was originally conceived of as a way to identify human health 
risks (1983b). In spite of this focus, the structure was rapidly taken up 
not only by agencies studying human health effects, but also agencies 
studying risks to the environment or to ecosystems. The list of agencies 
and departments who rely on the assessment/management paradigm 
includes both health and environmentally oriented organizations. For 
example, the Department of Health and Human Services—which houses 
the National Institutes of Health, the Centers for Disease Control and 
Prevention, and the Food and Drug Administration; the Environmental 
Protection Agency; the Occupational Health and Safety Administration; 
Department of the Interior; Department of Transportation; and Depart-
ment of Energy all use the assessment/management distinction to orga-
nize their approach to risk assessment.22

Additional evidence of the centrality of the NRC report in setting up 
the assessment/management distinction is the report’s currency in discus-
sion of environmental and health regulations. So common is the NRC 
report to these discussions that it is referred to primarily by its well-
known nickname, “the red book.” On occasion, one of my interviewees 
would mention “the red book” and then, in consideration of my status 
as an outsider, would make sure that I understood the reference. More 
often, however, my interviewees referred to the report by its nickname 
with no additional specifi cation, demonstrating how deeply embedded 
in their practice and lexicon the report is.23

Congress’s commitment to the importance of science in risk analysis 
reinforces the assessment/management distinction in agencies’ decision 
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making. For example, in an attempt to ensure reliance on scientifi c infor-
mation in regulatory rule making, legislation adopted in 1994 required 
that all proposed rules in the USDA with a cost of more than $100 
million be subject to risk assessment and to cost-benefi t analysis. This 
legislation created the Offi ce of Risk Assessment and Cost-Benefi t Analy-
sis (ORACBA), whose purpose was to ensure that USDA regulations 
would be “based on sound scientifi c, technical and economic analysis.”24 
The offi ce, in setting up its risk-analysis program, sought guidance from 
both the Environmental Protection Agency and the Food and Drug 
Administration (interview, September 23, 1998). Such coordination 
among agencies ensures that the of the assessment/management distinc-
tion set out in the NRC report is maintained across Executive Branch 
agencies.

The assessment/management distinction is deeply embedded in the 
structures and language that guide the use of science in policy making 
in implementation settings. At the same time, such institutionalization 
does not create a stable boundary between science and policy making. 
Scholarship treating the science/policy boundary repeatedly calls out this 
aspect of science in policy settings (Jasanoff 1990; Gieryn 1995; Guston 
2000). For example, Guston argues that some organizations are set up 
to internalize the science/policy boundary so that the organization can 
conduct carry that boundary internally. Such arrangements are helpful 
in policy settings in that the uncertainty around the boundary is managed 
by a single organization. Negotiations of the boundary under such condi-
tions may be less visible, but they are no less constant.

Gieryn equally emphasizes the fl uidity of the science/policy boundary 
in implementation settings in his discussion of “protection” boundary 
work.25 Gieryn draws on Jasanoff’s study of science advisors in regula-
tory policy making to exemplify the problem of science in implementa-
tion settings. For Gieryn, the goal of boundary work is to keep science 
close enough to policy activity so that science is pertinent for policy 
making but distant enough for science maintain its autonomy from 
political authority (1995: 434–435).

Price (1965) addresses just this problem in setting out a normative 
framework for applying science to policy. Price offers four “estates,” 
each of which offers a different mix of autonomy and relevance. Scien-
tists with complete autonomy and no authority are at the opposite end 
of the spectrum from policy makers, who have little autonomy—
constrained as they are by democratic structures and norms—but have 
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signifi cant authority through their decision-making capacity. In between 
these two extremes are professionals and administrators, who mediate 
between the scientifi c and policy estates.

Unlike Price, Gieryn does not expect that participants will agree on 
a stable division of labor between science and policy making. Instead, 
he argues that boundaries between science and policy making are 
constantly under negotiation. Jasanoff, in her 1990 analysis of science 
advisory bodies, demonstrates the accuracy of Gieryn’s observation. 
Jasanoff shows that none of the mechanisms for drawing science into 
regulatory decision making that she studies comes to a stable equilib-
rium. Instead, each decision requires a new negotiation about what 
counts as science and what counts as policy. In addition, Jasanoff 
shows that scientists are not alone in negotiating the boundary. Policy 
makers and stakeholders are equally active in trying to assert distinctions 
between science and policy that will produce outcomes that will serve 
their respective aims.

In this chapter, I highlight specifi c instances of boundary work in 
implementation settings. All of these fall into the category that Gieryn 
labels “protection” boundary work. For my analysis, I specify the tools 
scientists use to maintain their status in these settings and emphasize the 
fact that scientists are not alone in negotiating science/policy boundaries. 
Scientists who participate in policy implementation face intense scrutiny 
when compared with their counterparts who participate during agenda 
setting and legislation. This raises the salience of boundary work in this 
setting and creates a dynamic in which scientists devote considerable 
energy to defending themselves as scientists. This sets them apart from 
their counterparts in other settings in that their counterparts have to 
attend publicly to the science/policy boundary only periodically if at all. 
Also notable during this stage of policy making is the fact that scientists 
tend to rely heavily on the assessment/management framework in order 
to defend their credibility in spite of the availability of other schemas 
that might shore up their participation in policy making; the boundary 
is fl uid, but the repertoire of available tools to draw the boundary in 
legitimizing ways appears to be limited.

Three distinct solutions to the problem of setting up an appropriate 
proximity between science and policy emerge in implementation settings. 
The fi rst—asserting a clean separation between science and policy—
comes from advocates who adhere to the assessment/management frame-
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work and draw on the language provided by that framework to argue 
that objective science can be produced and handed off to policy makers, 
who will incorporate science into their policy decisions. The second type 
of boundary work—linking strategies—draws on the idea of science and 
policy as distinct, but relies on indicators established in the scientifi c 
community as the metric for good science. In this case, scientists in policy 
settings who publish and receive awards from the science community 
work to establish their membership within the scientifi c community in 
spite of their proximity to policy making by linking their behavior to 
that of academic scientists. The third type of boundary work—regulatory 
science—creates a separate category of science for policy making that 
does not try to replicate the standards articulated for academic science 
(Weinberg 1982; Salter 1988). This distinction suggests that the assess-
ment/management framework does not or cannot provide adequate sepa-
ration between science and policy making in regulatory settings. At the 
same time, it carves out a space for scientists to address policy-relevant 
questions without undermining the notion of an objective science exist-
ing outside the political area.

The three types of boundary work are presented below.

Boundary Work I: Clean Separation
There are a number of examples of boundary efforts that seek to rein-
force the separation of science and policy.26 For example, the National 
Institute for Environmental Health Sciences (NIEHS), a research organi-
zation within the Department of Health and Human Services, engages 
in a number of boundary efforts to assert its distance from policy making. 
First, the public relations literature on the NIEHS clearly points out that 
the institute has no regulatory power (US Department of Health and 
Human Services 1990: 1). Rather, the NIEHS emphasizes that it exists 
to conduct basic research and to award grants for non-governmental 
research. A second expression of the organizational distance from deci-
sion-making power is the geographical setting of the NIEHS: Research 
Triangle Park, in North Carolina. This distances the organization and 
its research efforts considerably from its parent organization, the Depart-
ment of Health and Human Services, which is located in Washington.

This general reinforcement of the assessment/management distinction 
is further articulated through the NIEHS’s more conservative interpreta-
tion of the National Research Council’s formulation of the assessment 
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stage of risk analysis. One interview contact working in the NIEHS 
characterized the scientists in the organization as participating in only 
the fi rst two steps of risk assessment—hazard identifi cation and dose-
response relationship—and, from time to time, the third step—exposure 
assessment (interview, June 1, 1998). The offi cial argued that any scien-
tist who went further than that did so as a matter of personal choice and 
not as a member of the research organization. Further, the offi cial 
expressed doubt about the ability of scientists to participate in risk char-
acterization, the fourth stage of risk assessment, while maintaining 
the objectivity that is a necessary component of scientists’ legitimate role 
in policy making.27 The credibility of the research conducted at the 
NIEHS is articulated and reinforced through boundary efforts that are 
consistent with the assessment/management notion of science and policy 
domains.

Similar boundary efforts drawing on the assessment/management dis-
tinction are conducted by Environmental Protection Agency’s research 
arm, the Offi ce of Research and Development. The ORD, like the NIEHS, 
works to secure its legitimacy—and the legitimacy of science at the EPA 
more generally—by demonstrating its independence from regulatory 
considerations. Unlike the NIEHS, the ORD is housed within the EPA, 
a regulatory agency. This creates additional pressures on the scientists 
who work in this setting. One interview contact referred to “high walls” 
separating scientifi c research and policy at the EPA (interview, July 16, 
1998). For example, the ORD consults the EPA’s “program” offi ces—the 
offi ces within the agency that refi ne and implement regulatory policy—in 
order to set the research agenda for the agency. The consultation is 
important in that the program offi ces can signal to the ORD gaps in the 
scientifi c record that, if fi lled, might support regulatory decision making. 
Once research projects have been selected, however, the ORD operates 
without input from the program offi ces. This separation is also main-
tained for extramural research or research that is conducted for the 
agency by independent researchers. Contact between any EPA offi cial 
and researchers working under an EPA grant is strictly prohibited (inter-
view, July 16, 1998). Finally, scientists working for the EPA’s Science 
Advisory Board also characterize their work as separate from that of the 
agency (interview, September 19, 1998). One member argued that SAB 
scientists are “in the agency, but not of the agency,” emphasizing their 
distance from policy makers in the organization (interview, November 
10, 1998).
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Boundary Work II: Linking Science Performed in Policy Settings to 
Academic Science
A second set of boundary efforts consistent with the assessment/manage-
ment formulation argues for the legitimacy of scientists in policy making 
by making links between scientists working within the policy arena and 
those working in more traditional research settings, i.e., linking strate-
gies. This demarcation is established not through the articulation of dif-
ferences between scientists and non-scientists, but by emphasizing 
similarities among scientists working in different professional settings. 
Links between agency scientists and academic scientists are both a check 
on the behavior of agency scientists and evidence that agency scientists 
are part of the academic science community.28 This type of boundary 
work seeks to establish that scientists who participate in decision making 
bring with them the norms of the academic science community—norms 
that can protect scientists working in policy settings from political 
bias.

There are a number of strategies that agency staff use to make links 
to academic research settings. The most widely used link is the practice 
of peer review, in which an agency submits its own research or its 
use of research conducted outside the agency to evaluation by non-
 government scientists (i.e., university and perhaps industry scientists).29 
Peer review is intended to protect against policy-oriented biases by 
removing the determination of credibility from the institutional settings 
in which the information is to be used.30 Information that is deemed 
acceptable by independent scientists is more likely to avoid or withstand 
charges of policy bias.

Another typical linking effort is the attempt to establish the credibility 
of scientists working in regulatory settings among their counterparts in 
universities. Examples of such efforts are publishing research fi ndings in 
peer-reviewed science journals, maintaining membership in professional 
science associations, and attending and presenting work at professional 
conferences. If agency scientists are accepted among their peers, they can 
argue that they are able to maintain science norms successfully in policy 
settings. As an alternative to using the norms of professional science 
to evaluate agency scientists, a more direct linking mechanism is for 
regulatory agencies simply to set up research contracts with university 
scientists.

Returning to our earlier examples, the National Institute for 
Environmental Health Sciences and the EPA’s Offi ce of Research and 
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Development, we can see these linking efforts in action. The NIEHS 
creates a strong link with the non-governmental science community 
by fi ltering the products of its research through publication in peer-
reviewed science journals.31 Both internally conducted research and 
contracted research must go through the publication process in order 
for research results to be made public. The NIEHS sponsored scientifi c 
journal Environmental Health Perspectives is one avenue for publica-
tion of research results. The process of publishing an article in this 
journal is similar to that of publishing one in a non-government 
journal, with a professional editorial board and anonymous peer review-
ers.32 The NIEHS sees the government, scientists, the health care com-
munity, labor organizations, and the public as its audience. All these 
groups gain access to NIEHS-supported research through published 
reports.33

The EPA’s Offi ce of Research and Development similarly makes use 
of linking strategies. Peer review makes up a large portion of the ORD’s 
and, more generally, of the EPA’s linking strategies.34 Both the research 
agenda and the products of ORD research are peer reviewed by inde-
pendent science committees (US EPA 1997: 21). Extramural research 
also goes through two stages of peer review. First, proposals received by 
the ORD are sent to reviewers to be ranked. When ORD-funded extra-
mural projects are completed, independent scientists review the results. 
The ORD also attempts to bolster its research fi ndings by sending them 
to non-governmental researchers for replication (interview, July 16, 
1998).

Another linking effort on the part of the ORD is its reliance on stan-
dards established by the scientifi c community. The ORD actively seeks 
to have its scientists’ performance measured according to standards 
established outside governmental settings. ORD researchers are expected 
to publish in peer-reviewed scientifi c journals. In addition, the ORD 
tracks the scientifi c citations of its research. It also pursues external rec-
ognition of ORD scientists (interview, July 16, 1998). Scientists on the 
EPA’s Science Advisory Board also say that they use linking strategies to 
establish their credibility. Specifi cally, one member of the Science Advi-
sory Board reports that the board makes an effort to recruit scientists 
outside of the agency in order to create a network of scientists that can 
serve on SAB boards and act as consultants (interview, November 10, 
1998).
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Boundary Work III: Separating Regulatory Science and Academic 
Science
Both the clean-separation type of boundary work and the linking type 
are consistent with organizational structures and procedures designed to 
maintain the assessment/management distinction in that they are intended 
to demonstrate that science is insulated from the polluting infl uence of 
politics. A third type of boundary work present in regulatory settings, 
however, suggests the inadequacy of the assessment/management distinc-
tion in protecting scientists from political bias. This type of boundary 
work capitalizes on a distinction between science conducted for policy 
and science carried out in traditional, academic settings. The assertion 
of a difference between “regulatory science” and “academic science” 
suggests that the proximity of policy considerations substantially alters 
the conduct of science. Specifi cally, science in policy making is asked to 
be predictive and to answer questions quickly under conditions of high 
uncertainty (Weinberg 1982). This makes regulatory science unlike aca-
demic science in that the latter is not required to produce results under 
such relentless conditions. With this demarcation, regulatory science, 
because it is set apart from academic science, can operate under stan-
dards that differ from those normally used in academic settings.35

The distinction between regulatory science and academic science sup-
ports the legitimacy of science by allowing for a type of science that is 
affected by policy interests but is ultimately not a refl ection on academic 
practice. Under these conditions, the merit of regulatory science is 
the balance that it strikes between the necessity of providing timely 
information to policy makers and the adherence to academic scientifi c 
standards.36 Academic science, then, stands apart from regulatory science 
in the rigor of its method and in the independence of its inquiry.37 
Notably, the scrutiny and potential criticism that regulatory science 
invites does not threaten academic practice if the two types of science 
are distinct.

Once the two domains are established, scientists can argue that regula-
tory science is a legitimate approach that allows scientists to be respon-
sive to policy makers without producing unreliable, biased results. This 
move might reduce the frequency with which science produced for deci-
sion making is attacked as substandard. However, there is little evidence 
that scientists who participate in policy making make use of this third 
type of boundary work. Much more common are attempts to show that 
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scientists have maintained a proper distance between science and policy 
and that scientists who work in policy settings really belong to scientifi c 
communities and adhere to the same professional norms that guide those 
communities.

In addition, boundary work seeking to protect the status of academic 
science relative to science conducted in policy settings poses a direct 
challenge to the ORD’s boundary efforts. Unlike the NIEHS, which has 
been relatively successful at portraying its science as part of the com-
munity of academic researchers, the ORD must conduct boundary work 
in an effort to contradict a general perception of EPA science as second 
rate.38 One ORD staff member argued that the perception of science at 
the EPA as something less than academic science might result in a 
severely diminished budget for science research at the EPA in favor of 
supporting the EPA’s program offi ces (interview, July 10, 1998). Fur-
thermore, the same staff member decried the dismissal of high-quality 
work conducted by the ORD by the larger science community under the 
assumption that the ORD cannot produce “good” science.39

Research on the science/policy boundary, particularly in regulatory 
policy settings, suggests that the concept of “regulatory science” might 
provide a practical solution to the problem of science and decision 
making. Jasanoff, in particular, fi nds that efforts by scientists and policy 
makers to blur the boundary between science and politics were often 
more successful in legitimizing policy outcomes than efforts to shore up 
the boundary (1990: 208–228). Though regulatory science might provide 
a defensible way forward in regulatory settings, the formal procedures 
that guide scientists’ participation in decision making and the rhetorical 
repertoire used to invoke the boundary rely much more heavily on the 
fi rst two models presented here.

The implementation setting presents an environment in which scien-
tists must repeatedly demonstrate their scientifi c credentials and prac-
tices. The lack of stability of the science/policy boundary in these settings 
means that the boundary must be established anew in each instance of 
policy making in which science is invoked. Training and professional 
affi liation are, in this setting, insuffi cient cues to convince stakeholders 
of the quality of work produced. The decline in presumptive credibility 
acts as a constraint on scientists in this setting in that they must expend 
time and energy defending their role and their work. The status of the 
profession and the spoils that status brings do not extend very far into 
the implementation setting. To combat the idea that it is diffi cult to 
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produce good science in implementation settings, scientists and policy 
makers involved in policy implementation rely heavily on the fi rst two 
models of the assessment/management framework and forgo other avail-
able constructs and symbols that might lead them to a different type of 
boundary negotiation.

Government-Sponsored Research: Accepting the Assessment/
Management Framework in NAPAP and the USGCRP

The two federal research programs created to study acid rain and 
climate change, NAPAP and the USGCRP, are administered in keeping 
with the assessment/management distinction. That is, they are insulated 
organizationally from political decision making. NAPAP’s organizing 
legislation actually includes language that requires NAPAP to make 
recommendations on the basis of its research fi ndings. This language, 
because of its lack of adherence to the science/policy boundary, became 
a point of contention between NAPAP’s leaders and members of Con-
gress. The scope of NAPAP research encompasses emissions contributing 
to acid deposition, effects from emissions, and comparisons of the effec-
tiveness of various control technologies.40 NAPAP reports have covered 
each of these topics. At the same time, NAPAP’s leaders have consistently 
resisted delving into policy recommendations, even when pressed by 
members of Congress to do so.41 NAPAP’s insistence on keeping to the 
science side of the science/policy boundary is refl ected in the language of 
its reports, appears when NAPAP leadership’s testifi es before Congress, 
and has been noted by outside observers of the program (Roberts 
1991).

One concession to the requirement for recommendations comes when 
a NAPAP scientist, pressed during congressional testimony to overcome 
his reluctance to make policy recommendations, falls back on promising 
recommendations in future reports (HCA 1986). In a second concession 
to the requirement for recommendations, NAPAP, in its 1991 assess-
ment, acknowledges the call for recommendations while attempting to 
preserve the science/policy boundary:

Policy decisions on acid rain will be most effective and effi cient when based on 
a compilation of the best available scientifi c, technological and economic infor-
mation relevant to the issue. The National Acid Precipitation Assessment Program 
(NAPAP) is responsible for providing credible, well-reviewed technical fi ndings 
and recommendations to inform the public decision process. NAPAP is not 
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responsible for establishing control policy; policy decisions must remain the 
responsibility of public offi cials, who ultimately make those decisions on the 
basis of technical information, social values, political considerations and other 
aspects of the public interest. (NAPAP 1991: i, emphasis added)

NAPAP’s attempt to distinguish “recommendations” from “policy 
decisions” by linking social and political considerations to the latter is 
notable.

NAPAP’s negotiation of the science/policy boundary—one that empha-
sizes NAPAP’s involvement in assessment rather than management—
demonstrates an acceptance of the assessment/management distinction. 
In addition, NAPAP employs linking efforts—mainly through extramu-
ral research—to support the credibility of the science it produces. Through 
extramural research, NAPAP is able to rely on the work of the academic 
research community. This linkage is prominently displayed in its 1991 
assessment, for example, in the list of contributors for each chapter, a 
collection of government scientists, academic scientists, and scientists 
from the national laboratories (1991: iv–vi).

In spite of the controversy over the policy relevance of NAPAP’s 
assessment, the United States Global Change Research Program 
(USGCRP) is formally required to adhere to the science-policy norm 
practiced by NAPAP. While NAPAP leadership sought to insulate its 
research from potentially corrosive policy considerations, the USGCRP 
was instructed to adhere to this boundary by its organizing legislation. 
The USGCRP is specifi cally prohibited from recommending policies on 
global change, participating in energy technology R&D, or conducting 
research on mitigation strategies (USGCRP 1997: 110). The purpose of 
this proscription may be to protect the credibility of the USGCRP as an 
independent and objective research program. Alternatively, it may be to 
keep the USGCRP from becoming infl uential in policy development 
regarding climate change.42 Either way, it leaves the research program 
vulnerable to criticisms similar to those leveled at NAPAP (Roberts 1991; 
Rubin, Lave, and Morgan 1991).43

Like NAPAP, the USGCRP employs a number of linking strategies to 
ensure the quality of its research. First, each agency and each department 
working in coordination with the USGCRP sponsors extramural (i.e., 
academic or industry) research to fulfi ll its program goals. These links 
with researchers outside government contribute to the credibility of the 
research program. In addition, all USGCRP research programs undergo 
“external peer review” (USGCRP 1997: 110). By passing muster with 
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the larger scientifi c community, the USGCRP protects its credibility in 
spite of its location within the government. A fi nal linking strategy 
employed by the USGCRP is to coordinate and carry out its research in 
conjunction with a number of reputable scientifi c organizations, namely 
the Intergovernmental Panel on Climate Change, the International 
Geosphere-Biosphere Program, and the National Academy of Sciences 
(USGCRP 1997: 111–112). To the extent that the USGCRP can maintain 
equal footing with these high-status science organizations, it can resist 
charges of politicization that might arise as a consequence of its associa-
tion with any specifi c presidential administration.

Preserving Status: Extra-Scientifi c Work during Implementation

The use of formal structure to maintain the science/policy boundary and, 
in so doing, to maintain the legitimacy of science produces two effects 
we do not see in earlier stages of policy making. The fi rst is an increase 
in the amount of time scientists must devote to public demonstrations 
that they are adhering to the assessment/management distinction and 
should be judged as objective participants. The second effect, addressed 
in the following section, is a marginalized role in articulating the policy 
narrative as it evolves during policy implementation.

During agenda setting and legislation, a scientist who enters policy 
making from the academic community routinely needs do little more 
than state his or her credentials for the status of “scientist” to be con-
ferred. For scientists participating in implementation, credibility must 
be demonstrated repeatedly. The structures that defi ne scientists’ role in 
this stage of decision making encourage proactive attempts to demon-
strate credibility. This extra-scientifi c work is, of course, can also be 
found outside the policy implementation setting. As such, it is a general 
method scientists use to distinguish themselves from non-scientists 
(Gieryn 1983). However, this practice becomes a part of the standard 
routine for scientists involved in implementation and often has formal 
expression in agency procedures. This codifi cation of boundary work is 
specifi c to the implementation stage of decision making and makes 
boundary work more visible than it is during agenda setting and 
legislation.

The presence of this extra-scientifi c component of scientists’ role is a 
function of scientists’ formal incorporation into the policy process. 
During both innovation and legislation, scientists can deliver science 
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narratives to policy makers without formally entering the policy process. 
During implementation, many scientists leave their academic setting and 
join regulatory agencies as permanent employees.44 Proximity to regula-
tory decision-making power is directly correlated with this increase in 
symbolic action to defend scientists’ status.

A comparison between the NIEHS and the ORD demonstrates the 
correlation between proximity to regulatory decision making and the 
need for such status-defending acts to support scientists’ participation. 
The organizations have a number of comparable features.45 Each focuses 
on environmental health issues,46 and each implement research programs 
that include in-house research and grants to outside researchers. In addi-
tion, both operate within larger policy-making organizations yet lack 
power to make regulatory policy themselves.

In spite of their similarities, the NIEHS and the ORD differ with 
respect to their proximities to decision-making power. The NIEHS is one 
part of the larger research organization, the National Institutes of Health, 
which is located within the Department of Health and Human Services 
but which has no regulatory decision-making power.47 The ORD is 
located within the Environmental Protection Agency and works directly 
with program offi ces involved in regulatory decision making. Because of 
this difference, there is considerable variation in the boundary efforts 
that the two organizations mobilize in order to support the status of 
science conducted under their auspices.

The NIEHS obviously benefi ts from its organizational and actual dis-
tance from centers of decision making. Because it functions within a 
larger research institution (the National Institutes of Health), and because 
of its geographic location (away from Washington),48 the NIEHS is cred-
ible in arguing that it is well insulated from the policy-making process. 
In addition, the procedural mechanism used to establish the currency of 
NIEHS science in the larger scientifi c community—i.e., that results of 
NIEHS research are available only in articles published in peer-reviewed 
scientifi c journals—is fairly straightforward and does not require scien-
tists working with the NIEHS to engage in efforts to establish the credi-
bility of their work above and beyond what they would do in a university 
setting.

In attempting to establish the credibility of science at the EPA, the 
ORD engages in boundary efforts both more elaborate and numerous 
than those of the NIEHS. The proximity of science and policy within the 
EPA makes it diffi cult for scientists to demonstrate adherence to the 
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assessment/management distinction, something that becomes essential 
once that distinction has been articulated as the proper way to produce 
credible science in policy settings. The ORD’s boundary efforts work 
against a common perception that science at the EPA is affected by the 
EPA’s larger regulatory goals.

A portion of the research organized by the ORD is conducted to 
answer specifi c questions posed by the EPA’s program offi ces. Because 
of the specifi city of these research projects and the need to produce rapid 
results, the ORD cannot implement the NIEHS solution of fi ltering 
all research through professional journals. Instead, the ORD uses a 
multi-layer peer-review process that relies on independent scientists 
to review its research agenda, its programs, and its research results. 
In addition, the ORD takes the precaution of having its research 
results replicated outside the agency. The organization’s enumeration 
of relevant academic science standards as its measure of success 
signals its rejection of the “regulatory science” label. These efforts 
may have the effect of improving the quality of science at the EPA. 
Because of the diffi culty of measuring such an improvement, these 
efforts act symbolically to demonstrate the appropriateness of the pro-
cedures set up to protect science at the EPA from distorting political 
considerations.

Linking efforts are one way for the ORD to show that it engages in 
“good” science practice. Another way the ORD tries to defend its cred-
ibility is by renegotiating the assessment/management distinction in terms 
that are favorable to its organizational position. While the NIEHS occu-
pies safe ground in its conservative approach to the role of science in 
risk assessment, the ORD argues for the legitimate participation of sci-
entists in the management stage of risk analysis. ORD, in its 1997 update 
to its strategic plan, highlights technical elements of risk management, 
making an argument for a role for science in risk management that others 
have overlooked: “[The ORD] expands on the Risk Management Options 
portion of the NAS paradigm49 to show the many scientifi c and technical 
activities, in addition to risk assessment, that are part of risk manage-
ment.” (US EPA 1998: 2) According to the ORD, scientists can evaluate 
the feasibility of different response options, can develop compliance 
models or methods once options have been selected, and can provide 
data that is needed to monitor compliance (ibid.: 5). While the NIEHS 
can comfortably defend its position as well within the science side of 
the assessment/management divide, the ORD must try to negotiate its 
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legitimacy as it interacts with offi ces in the EPA that are making regula-
tory decisions. Calling attention to highly technical aspects of risk man-
agement, the ORD argues that the risk-analysis process can be enhanced 
by extending the reach of objective information. In turn, this extension 
of science into the management stage of risk analysis supports the idea 
that good research can be done at the boundary between science and 
policy.

The comparison between the NIEHS and the ORD brings the differ-
ences between distributive policy arenas and regulatory ones to the 
foreground. While both organizations may be trying to monopolize 
boundary work that affects their organizational goals, the NIEHS 
appears to be more successful. This suggests that the success of efforts 
to internalize boundary work within an organization—that is, to create 
a boundary organization—may depend, in part, on that organization’s 
environment.50

The Status of Science in NAPAP and in the USGCRP

Like the ORD, NAPAP and the USGCRP have both experienced chal-
lenges to the credibility of their research. This produces in both organiza-
tions efforts to defend their propriety as scientifi c research organizations. 
NAPAP’s 1987 report, in particular, was challenged both by members 
of Congress and by scientists. Members of Congress who were in favor 
of controls on acid rain objected to the report’s “non-action political 
agenda”; academic scientists argued that the report’s executive summary 
did not faithfully represent the science contained in the report itself 
(HCSST 1988). NAPAP’s preemptive stance against making political 
statements was unsuccessful, in this instance, in protecting the organiza-
tion from the charge of politicization. In response to the charges that the 
executive summary was politically biased in presenting the scientifi c 
evidence, NAPAP’s director, James Mahoney, proposed to include a 
“summary of science” section in the next report that would be different 
from a section that included fi ndings and recommendations (ibid.: 15). 
Mahoney hoped that a “summary of science” section would allow 
researchers to discuss fi ndings and uncertainties without having to worry 
that their discussion would be taken as policy recommendations 
(ibid.: 15).51

The science of the USGCRP, like that of NAPAP, has come under 
attack, although its critics have largely been those who oppose climate 
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change regulations. For example, the USGCRP was indirectly implicated 
in a review of the modeling efforts of climate change scientists by the 
House Science Committee through a congressional hearing seeking to 
expose the tendency of scientists to overstate the certainty of their con-
clusions in order to secure continued funding from the government (HCS 
1995b).52 In spite of these criticisms, external scientists have reviewed 
the science of the USGCRP favorably (Reichhardt 1995). This allows the 
USGCRP to retain its credibility and to characterize the criticisms as 
politically motivated rather than scientifi cally based.

Furthermore, the USGCRP shied away from endorsing controversial 
policies in its fi rst published assessment on climate change. The cover 
page of the assessment contains the following two statements:

Humanity’s infl uence on the global climate will grow in the coming century. 
Increasingly, there will be signifi cant climate-related changes that will affect each 
one of us. (NAST 2000)

We must begin now to consider our responses, as the actions taken today will 
affect the quality of life for us and future generations (National Assessment 
Synthesis Team. (ibid.)

The fi rst statement takes no risks in that the Intergovernmental Panel 
on Climate Change, in its 1995 report, linked human activity to an 
increase in global average temperature (Houghton et al. 1996). The 
second statement, which suggests action, is tempered by the fact that the 
recommendations in the body of the report all call for more research 
(NAST 2000: 124–133). The purpose of the research, however, is linked 
to the ability to “provide more effective guidance for responding to the 
challenges posed by climate change” (ibid.: 122). Giving an offi cial 
account of climate science might have been an occasion for the USGCRP 
to come under fi re, but this report received relatively little public 
attention.53

Erosion of the Science Narrative for Acid Rain

The second difference in scientists’ role that appears during implementa-
tion is a diminished ability to shape the narratives that frame environ-
mental policy issues. There are at least two factors that limit scientists’ 
role in setting policy narratives. First, the formalization of separate 
domains for science and policy and the use of boundary work to 
reinforce that demarcation proscribes scientists from engaging in the 
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normative practice of defi ning policy issues in terms of blame and likely 
policy solutions. A second issue is the expansion of organizations involved 
in policy implementation that can host competing policy narratives. 
In the case of acid rain policy, the competing narrative arises from 
the need to demonstrate the legitimacy of the policy program to its 
supporters and critics. In the case of acid rain, this need is met by 
linking those programs to improvements in public health, an ever-popular 
policy goal.

The Acid Rain Program, originally conceived as a way to protect 
lakes and forests, is currently being characterized as a program for 
improving the health of vulnerable human populations from the pollut-
ants that cause acid rain. This shift in emphasis has diminished the role 
of environmental scientists in shaping the evolution of the Acid Rain 
Program. This has affected NAPAP, but it has also implicated the ORD 
(owing to the placement of the Acid Rain Program within the EPA). Both 
NAPAP (the organizational center of the environmental science approach 
to acid rain) and the ORD (the offi ce within the EPA that oversees the 
agency’s research agenda) have resisted this change in focus. NAPAP 
continues to prioritize ecological effects. In it’s publications, human 
health effects are consistently listed and treated after information about 
ecological effects is presented.54 This shows a framing—consistent with 
the original science narrative—of acid rain as primarily an ecological 
issue. The ORD, for its part, has argued that toxicological data are 
needed to demonstrate a causal mechanism linking acid rain pollutants 
to human health effects. The Acid Rain Program relies, instead, on epi-
demiological evidence to show a link between pollutants and health 
effects (interview, October 29, 1998). The ORD’s concern with toxico-
logical data suggests that scientists within the EPA are attempting to 
reassert their role in defi ning the scientifi c terms of the Acid Rain 
Program.

As a consequence of this shift, the prominence of NAPAP, and the 
acid rain narrative it supports, has been dramatically eroded. It is impor-
tant to note, however, that the shift is not a shift away from science, 
merely a shift among scientifi c disciplines, albeit one that limits the role 
of those scientists who were initially involved in placing acid rain on the 
political agenda. One reason for this shift may be that NAPAP has largely 
fulfi lled its purpose by conducting science in support of a regulatory 
program that, now up and running, needs less scientifi c input. NAPAP, 
however, continues to have a role in assessing the effectiveness of 
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the acid rain program. What is striking is how marginal its role has 
become in spite of scientifi c evidence that the current emissions caps are 
not suffi ciently tight to produce signifi cant improvement in lakes and 
forests.55

Two factors, both arising from the need to demonstrate legitimate 
policy activities, act to reduce the centrality of NAPAP in guiding the 
evolution of acid rain policy.

The fi rst of these is the attempt to formally construct separate domains 
for science and policy. The efforts from within NAPAP to work within 
the boundaries of what is considered objective and “scientifi c” did 
protect the body of NAPAP reports from charges of political bias.56 At 
the same time, this boundary work prevented NAPAP scientists from 
articulating a complete policy narrative about acid rain. That some links 
between scientifi c research and policy were expected was demonstrated 
by the criticism that NAPAP drew for the distance it maintained between 
science and policy. Although scientists had engaged in normative con-
structions of the acid rain issue during the agenda-setting and legislative 
stages of policy making, scientists’ organizational position during imple-
mentation restricts their ability to articulate their fi ndings through a 
science narrative which makes implicit links between research and policy 
choices.

A second factor that diminishes scientists’ role in setting the acid rain 
policy narrative is the emergence of an alternative, organizationally sup-
ported narrative. This narrative arises from the need to demonstrate the 
legitimacy of the existing regulatory program. Those involved in imple-
menting the Acid Rain Program must demonstrate the program’s 
effectiveness to its supporters and to its detractors.57 In order to prove 
that money spent on mitigating acid rain is well spent, program admin-
istrators must show that the benefi ts outweigh the costs. The method 
that Acid Rain Program administrators have used to make this case is 
to construct acid rain policy as a matter of pollution and human health 
effects.

The argument that reductions in the pollutants that cause acid rain 
will improve the health of sensitive human populations was made inter-
mittently during initial debate about the issue.58 However, the human 
health focus has not been a major feature of the science narrative on 
acid rain. In part, this may have to do with the extent of expertise of 
the scientists who initially brought the acid rain issue to light. The 
scientists originally involved in naming acid rain as a policy problem 
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came from, among other disciplines, atmospheric chemistry, lake 
ecology, forest ecology, and soil ecology. These scientists did not have 
appropriate expertise to conduct research on human health effects 
from acid pollutants. The inclusion of the human health aspect of 
the acid rain issue shifts the policy issue away from their area of 
expertise.

For its part, the Acid Rain Program at the EPA has two incentives to 
focus on improvements in human health to justify the program. First, 
protecting humans from adverse environmental conditions is central to 
the EPA’s mission. Second, from an organizational standpoint, the ability 
to show an improvement in human health is procedurally simpler than 
demonstrating ecological improvements. This has to do with the kinds 
of data available to EPA staff. Both epidemiological evidence and toxi-
cological data are used to link respiratory ailments and sulfate aerosols 
in the atmosphere (US EPA 1995, chapter 4: 1–11). Using this informa-
tion, EPA staff can estimate the incidence of health effects associated 
with increased pollution concentrations and estimate their costs (ibid., 
chapters 4 and 5). Though there are diffi culties in determining the inci-
dence of health-related effects of sulfur emissions and in estimating the 
costs of these health effects, it is substantially more diffi cult to determine 
the extent of impacts and the costs associated with damaged lakes and 
forests.59 Given this, it is not surprising that EPA staffers have placed 
emphasis on human health effects associated with sulfur and nitrous 
oxide emissions. The ability to show human health benefi ts from regula-
tory actions is a reliable method for defending the Acid Rain Program’s 
cost effectiveness.60 The general worthiness of human health as a regula-
tory goal makes it easier for EPA staff to successfully defend their 
program.

As a result of this shift in focus, NAPAP scientists have been less 
involved in the implementation of the Acid Rain Program than they 
might have been if cost-effectiveness evaluations were focused on eco-
logical effects. This does not mean that NAPAP no longer plays a role 
in the Acid Rain Program. Rather, other actors who have stakes in the 
evolution of the policy narrative framing acid rain join NAPAP scientists 
in trying to articulate and maintain that narrative. Because the separation 
of science and policy is embedded in NAPAP’s organizational culture, 
NAPAP scientists lack either the experience or the inclination to engage 
normative arguments that would reassert the policy goals articulated in 
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the original science narrative about acid rain. The need to demonstrate 
the legitimacy of the policy program has led to an alternative policy 
narrative for acid rain that has its own organizational base. From that 
base, the new narrative challenges the exclusively ecology-centered 
science narrative embodied in NAPAP.61

Though there is no federal regulatory program to address climate 
change, there are at least glimmers of similar challenges arising for 
climate change scientists. For example, the USGCRP’s proscription from 
engaging in policy considerations—similar to NAPAP’s self-imposed, 
science-only research focus—sets it apart from other organizations study-
ing climate change. For example, the Intergovernmental Panel on Climate 
Change, the preeminent climate change science organization, includes as 
part of its mission the consideration of policy alternatives. Further, the 
USGCRP’s restriction represents a departure from the agenda-setting 
context in which scientists’ public statements about climate change have 
explicit policy implications.62

A second similarity between the evolution of acid rain policy and that 
of climate change policy is resistance to the incorporation of human 
health issues into the science narrative. One interviewee reported a spe-
cifi c reluctance to engage in conversations about the human health effects 
of climate change within the USGCRP (interview, June 1, 1998). Though 
it remains to be seen whether a human health focus will be incorporated 
into the broader policy narrative framing climate change, the current 
organizational monopoly that the USGCRP has on government- supported 
climate change research suggests that human health issues will continue 
to have secondary status to ecological effects.

Conclusion

Scientists who participate in the policy process during implementation 
operate under a number of constraints. These constraints arise from the 
attempt to formalize scientists’ participation according to a prescribed 
and defensible role that supports their legitimacy in the policy process. 
This role is based on a specifi c model of scientifi c practice: the assess-
ment/management framework, which seeks to eradicate or protect against 
normative commitments among scientists. When comparing scientists 
who participate in implementation settings with those who participate 
in legislation, one sees more freedom to express policy preferences and 
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positions among the scientists in legislative settings. Consistent with the 
fi ndings in this chapter, however, government scientists rarely express 
policy positions when they participate in hearings. Another distinction 
to make in comparing the constraints that exist in each setting is that 
boundary work is formalized at the organizational level during policy 
implementation such that scientists working for the ORD operate under 
one model of the science/policy boundary while those employed by the 
NIEHS operate under a different model. Scientists participating in legis-
lative politics often are put in the position of explicitly negotiating the 
science/policy boundary, but their solutions are individual. The excep-
tions among government scientists —those, including James Hansen, 
who do articulate policy positions in legislative settings— underscore this 
point. Constraints scientists face in implementation settings are more 
elaborated, more institutionalized, and more likely to quell explicit policy 
discussion on the part of scientists than those scientists face in agenda 
setting or legislation.

As a consequence, scientists who participate in implementation are 
measured against the expectations set out in the assessment/management 
framework. Scientists, in attempting to uphold the science/policy bound-
ary elaborated through formal structures in the implementation setting, 
spend a larger percentage of their time defending their credibility as sci-
entists than their counterparts in earlier stages do. In addition, they are 
limited in their capacity to discuss the policy implications of the research 
results they bring to decision making. Because of this, scientists have less 
capacity to articulate policy narratives and begin to rapidly lose ground 
to actors working from other organizational bases who advance compet-
ing narratives.

An idealized model of science in decision making sees scientists as 
contributing substantively to policy decisions by providing reliable, 
objective information that will help policy makers reach publicly articu-
lated goals. This model, which fails to acknowledge decades of interested 
and even activist involvement by scientists in policy making, persists in 
implementation settings.63 The need to demonstrate the legitimacy of the 
policy process and the way that need is expressed through formalization 
pressures scientists to engage in symbolic behavior as a way to defend 
their status in environmental policy making. From an analytical stand-
point, the symbolic behavior of scientists, intimately linked with their 
status and, as a consequence, with their level of infl uence, must 
be studied in its own right. It is not immediately clear that scientists’ 
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symbolic acts should be suspect. All actors involved in the political 
process must engage in some legitimacy-producing behavior. Though we 
might believe that scientists should be judged solely on their substantive 
contributions to policy making, most actors in the political process lack 
the expertise necessary to evaluate the substantive contributions of sci-
entists. At the same time, if the symbolic acts scientists use to establish 
their credibility are divorced from the substantive information they 
provide, our acceptance of scientists as legitimate actors in the policy 
process may be manipulated. Concerns about scientists’ misuse of power 
may be connected to evaluations of the appropriateness of symbolic 
action as a part of scientists’ role in policy making.

A second theme of this chapter is the diffi culty of relating “objective” 
scientifi c information to policy decisions. We see confl icting outcomes 
when we compare the controversy over the publication of NAPAP’s fi rst 
integrated assessment and the experience of the ORD within its regula-
tory setting, the EPA. Scientists involved in NAPAP were careful to 
conduct their research and to present its results in a way that demon-
strated their distance from policy considerations. NAPAP was then criti-
cized for providing information that was too technical to be of much use 
in constructing policy. The ORD, which operates more closely with 
policy makers in an attempt to provide them with information that is 
timely and relevant, suffers from the image that its science is biased by 
organizational commitments to environmental protection. These two 
examples suggest that striking an appropriate balance is diffi cult at best; 
scientists can fail by being overly insulated from policy makers and they 
can lose their credibility when they are perceived as being too close to 
policy making power. The contradiction in these two outcomes demon-
strates the limits of science in resolving political confl ict. Science, at its 
most objective and most legitimate, does not necessarily answer political 
questions about distribution of costs and benefi ts or about the links 
between political action and public consequence. Science that is more 
intimately linked to policy questions loses its objective status and, there-
fore, its legitimacy.

The problem of the tradeoff between relevance and objectivity has 
been addressed in the analytical literature and in policy circles. Several 
organizational solutions have been advanced that are intended to situate 
scientists in proximity to policy in a way that allows for their relevance 
and preserves their objectivity.64 It may be that a comparative study of 
these organizational solutions and an evaluation of their relative rates of 
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success might indicate more and less effective ways of mediating between 
science and policy. This is a practical approach, however, that leaves 
aside the normative implications of portraying through organizational 
or procedural means an image of science as objective and relevant. Once 
science becomes a resource in policy making, it is a political resource 
with political consequences. The need for scientists to defend their status 
in policy making is, itself, extraneous to the substantive information they 
bring to the process. The literature on scientists’ use of boundary work 
is helpful here in that it explains how scientists establish their authority 
relative to non-scientists and in that it highlights the social underpinnings 
of such boundary-setting practices.

Structures and procedures erected in the implementation stage of 
policy making seek to limit scientists to their most neutral and objective 
roles. These structures are legitimizing, and yet they do not produce the 
substance-driven, objective participation they intend. A precarious 
tension arises out of the need for legitimacy in policy making and the 
understanding that that legitimacy is based on a false conception of 
scientifi c practice. A central question for future research and analysis is 
whether a more accurate picture of science can be incorporated into 
decision making in a way that will allow for policy decisions relying on 
science to be accepted as legitimate.



Conclusion

Studies of science in policy making have struggled over the question of 
whether scientists have signifi cant infl uence in the policy-making process. 
This comparison, both across cases and across time, suggests that scien-
tists’ potential for infl uence changes with the policy setting in which they 
participate. More specifi cally, this research fi nds that scientists’ participa-
tion is least contested during agenda setting. At this stage of the policy 
process, scientists are infl uential participants in establishing environmen-
tal issues as important policy problems. The success of the respective 
science narratives for acid rain and climate change is exemplifi ed by the 
rapid institutionalization of each in the form of national research pro-
grams created to provide science advice to policy makers as they weigh 
their options in responding to each problem. That the respective science 
narratives contained oversimplifi ed understandings of how science 
informs policy making had little effect on the widespread support for 
creating national research programs.

My research points to procedural constraints that become increasingly 
important as the policy process evolves. For scientists, these constraints 
are designed to restrict scientists’ participation to that of neutral advisor. 
Though the constraints are unlikely to affect scientists’ putative objectiv-
ity, they do ensure that scientists who participate in more formal policy 
settings spend a good deal of their time engaging in explicit discussions 
of the science/policy boundary and working to demonstrate that they 
have remained neutral.

My research also contributes to current understandings of the policy-
making process by suggesting an alternate view of scientists in the policy 
process than that offered by Kingdon. Where Kingdon argues that experts 
play almost no role in agenda setting, my analysis demonstrates that 
scientists are important actors in setting environmental policy agendas. 
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In addition, my research takes a relatively unexplored insight of Gieryn’s 
about the potential for “obduracy” in debates about the boundaries of 
science and demonstrates an arena in which such obduracy may, in fact, 
exist. Specifi cally, there is relatively little debate surrounding the role that 
scientists take in policy agenda setting and a surprising willingness accept 
scientists’ defi nition of the most important environmental policy prob-
lems. Before exploring the implications of the research, I will discuss 
several competing explanations that might explain the changes we see 
over the course of policy making for the two issues.

Competing Explanations

The central argument—that formal constraints restrict scientists’ partici-
pation such that their potential for infl uence declines as the policy process 
evolves—fi ts well with the details of the acid rain and climate change 
cases. Still, a number of competing explanations might also explain 
the variation we see over time. For example, as the policy process 
evolves, so does the scientifi c understanding of both acid rain and climate 
change. One might expect that scientists’ infl uence is linked to the 
level of certainty surrounding the scientifi c record at issue in the policy 
debate.

A closer look at the trends in scientifi c understandings of the two 
issues shows that that scientists’ infl uence cannot be easily predicted 
by assessing the strength of the scientifi c record that supports their 
arguments. In general, one would expect that, as scientifi c uncertainties 
are resolved, scientists would have less diffi culty maintaining their 
credibility. My analysis shows the opposite. As the policy process 
unfolds, scientists are placed under increasing scrutiny with respect 
to the credibility of the advice they offer, even as scientifi c uncertainties 
are reduced.

The relationship between scientists’ credibility and the resolution of 
scientifi c uncertainties, however, may be somewhat complicated by the 
fact that increased scientifi c understanding of a problem may show that 
scientists’ original claims about the problem were either overstated or 
incorrect. It may be that scientists’ credibility only increases in the 
course of the policy process when scientifi c uncertainties are resolved in 
ways that support rather than weaken scientists’ original claims. This 
was the case for climate change in that improved scientifi c knowledge 
has bolstered scientists’ original claims about global warming. The 
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resolution of uncertainties for acid rain, however, went in the opposite 
direction. Though continued research supported the broad argument 
about acid rain, i.e., that certain pollutants released into the atmosphere 
are transported over long distances and lead to acid precipitation, it also 
showed that scientists’ original predictions about the effects of acid rain 
were overstated. Scientists may have lost some credibility as a result of 
a perception that they could not correctly predict the impacts of acid 
rain. Such a loss of credibility may also have diminished scientists’ 
ability to control the terms of their participation in the policy process. 
If this were the explanation for scientists’ loss of autonomy in the acid 
rain case, we would expect climate scientists not to have experienced a 
similar loss of autonomy, but they did. Moreover, even as scientifi c 
research was revising downward the expected impacts of acid rain, leg-
islative momentum was picking up. Therefore, scientists do not seem to 
have experienced any loss of credibility at the time in the policy process 
when the expected effects of acid rain were revised. Scientists’ loss of 
infl uence in shaping the acid rain narrative came later in the policy 
process, when the Acid Rain Program was being implemented. Com-
parison of the strength of the scientifi c record to scientists’ credibility 
yields, at best, a complicated picture. Moreover, it is diffi cult to come 
up with a relationship between strength of the science and scientifi c 
credibility that can account for both the acid rain case and the climate 
change case.

Another possible reason for the change in scientists’ level of infl uence 
in the policy process might be interest-group activity. When problems of 
environmental policy are transferred from scientifi c circles into the public 
domain, interest groups, both those supporting and opposing early sci-
entifi c framings, are likely to give standard responses to the suggested 
policy implications.1 Industry interest groups reliably argue that regula-
tions are ineffi cient and that supporters of regulation are engaging in 
scare tactics. Environmental groups, on the other hand, are likely to 
emphasize that irreversible environmental damage is close at hand and 
that swift action is called for. As the policy process matures, interest 
groups usually develop more detailed arguments to support these stan-
dard positions.

Invariably, opponents of suggested regulations call attention to uncer-
tainties in the scientifi c record. This puts scientists on the defensive in 
policy settings, in that they must be able to account for their predictions 
in light of uncertainties in the science. It makes sense that, under these 
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conditions, scientists would be more circumspect in the kinds of state-
ments they are willing to make and might retreat into a more “objective” 
role.

The interest-group explanation, however, is not very successful in 
distinguishing scientists’ experiences in legislative settings from their 
experiences in implementation settings. Interest-group pressure is intense 
during legislative debates—a stage in the policy process when industry 
has a chance of defeating a proposed regulatory program. Although 
industry groups continue to pursue their interests in implementation 
settings, the passage of legislation reduces the scope of what is open 
for debate. In particular, successful legislation settles the question 
of whether the scientifi c record is suffi ciently clear to warrant policy 
action. If interest-group scrutiny were the crucial factor in shaping sci-
entists behavior, scientists would look more constrained in legislative 
settings than in implementation settings, rather than the reverse. That 
said, interest-group pressure is probably one of the reasons why role 
expectations affect scientists’ behavior. Role expectations are more 
powerful if there are actors who will call attention to deviations from 
expected roles.

The explanation that ties the change in scientists’ behavior to the 
constraints that come with formalized procedures present in later stages 
of policy making fi ts the two cases better than either the scientifi c-
 uncertainty explanation or the interest-group explanation. An important 
consideration when one is discussing the change in scientists’ behavior 
is whether the individual scientists changed or whether the setting affects 
scientists’ behavior in policy making by selecting which scientists appear 
during which stages. In the latter case, scientists can remain constant in 
their approach to policy making while the “public face of science” 
changes, as each policy stage attracts only a subsection of the larger sci-
entifi c community. The fact that there are relatively few scientists involved 
in the implementation of the acid rain program who were present during 
the fi rst two stages suggests that selection bias might be at work. Adding 
to this is the fact that the scientists who participate in the implementation 
of research programs for acid rain appear to be the scientists who are 
least likely to make policy statements during legislative hearings. These 
scientists were, notably, not involved in agenda setting for acid rain. On 
the other hand, the legislative setting in both the acid rain case and the 
climate change case allows for scientists to take one of three approaches. 
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This demonstrates that scientists who are participating in the same 
stage of the policy process do not necessarily behave uniformly. Various 
types of scientists appear during legislative debate, and the choices 
they make about how to negotiate the science/policy boundary are appar-
ent. Although the cross-sectional and longitudinal analyses do not settle 
the question of whether setting shapes behavior more than it selects 
for a particular type of scientist, the insight that scientists’ potential for 
infl uence changes across settings is robust in either case, because both 
pathways ultimately lead to a distinct “public face of science” in each 
setting.

Implications of the Research Findings

The issue of changing constraints across the policy-making process may 
be analytically interesting in its own right, but it is important from the 
standpoint of science in decision making only if scientists’ responses to 
those constraints produce outcomes that have the potential to undermine 
democratic decision making. From Sheila Jasanoff we learn that even in 
implementation settings—the settings that, I argue, are characterized by 
the greatest constraints—scientists are able to present fi ndings, under the 
authority of science, that merge political judgments with scientifi c infor-
mation. Jasanoff’s research (1990) suggests that the constraints are, at 
best, imperfect in preventing scientists from crossing the science/policy 
boundary as articulated in these settings.

Still, the presence of role expectations that call for scientists to act 
objectively increases the potential for deviations from the norm to be 
noticed by other policy participants. This, in turn, creates more oppor-
tunities for participants to actively debate where the line between science 
and policy should be drawn. Such debate promises to democratize the 
incorporation of science into politics. During agenda setting, scientists’ 
persuasive efforts attract less critical attention. The lack of critical atten-
tion here is counter-intuitive because, at this stage, scientists have the 
potential to exercise considerable infl uence.2 Persuasion is a central 
currency of political debate (Majone 1989), and scientists, with their 
insight into the state of the environment, have an advantage in environ-
mental policy debates over other actors in advancing persuasive posi-
tions. First, scientists are likely to be the actors who initially sound 
the alarm. This means that they introduce a policy frame in the absence 
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of other, targeted counter-frames. Second, policy frames that make 
use of the status of science and scientists tend to be more persuasive 
than those expressed in non-scientifi c terms (Stone 1989). Lack of con-
straint does not, in and of itself, translate into infl uence for scientists. 
Equally, scientists may attempt to be persuasive without actually suc-
ceeding. However, there is strong evidence from the cases presented here 
that scientists’ framings were convincing. In addition, there is evidence 
that, as the policy process evolves, scientists’ framing efforts were chal-
lenged by others.

Framing is important because successful frames are likely to be insti-
tutionalized in the policy process. For example, congressional commit-
tees can adopt a specifi c frame and reinforce that frame through committee 
hearings and bills voted out of committee. Policy, communities and 
interests groups, following congressional activity, might then organize 
their activities around that frame. Finally, in some cases, legislation will 
be successful and give legal expression to a successful frame that will 
then guide agency implementation or even create a new organization 
that is structured in terms of that frame. Once a particular frame 
has taken hold, actors tend to see that frame as the only way to think 
about the problem and are likely discount or even overlook competing 
arguments.3

Baumgartner and Jones (1993: 83–102) highlight the particular dynam-
ics of policy making during periods of “Downsian mobilization” in 
which policy entrepreneurs create institutions around a policy problem 
during a wave of public enthusiasm that creates particularly favorable 
conditions for institution building. The early stages of policy formation 
for acid rain and climate change illustrate this process and exemplify 
periods in which a lack of debate about the dominant policy narrative 
is particularly noteworthy. Baumgartner and Jones, in presenting their 
theory of Downsian mobilization (ibid.: 88), observe that Anthony 
Downs, in his own discussion of policy dynamics, overlooks the staying 
power of institutions set up during such waves of enthusiasm. Downs 
(1972) predicts that decline in public enthusiasm undermines any forward 
progress related to the initial program. Baumgartner and Jones, to the 
contrary, argue that institutions can support a given approach to a policy 
problem such that that approach remains stable over long periods of 
time (1993: 89).

This view of a period of enthusiastic institution building dovetails 
nicely with Thomas Gieryn’s argument about the relative obduracy of 
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some science/policy boundary settlements. Gieryn argues that although 
most attempts to advance science as a force in society are accompanied 
by vigorous debate about what constitutes science, there are spaces in 
which such debate does not occur (1995: 407). We see this in the 
early stages of acid rain and climate change policy making, in which 
the framing of each is one-sided. Once members of Congress begin to 
argue for remedial action, participants in the policy debate are likely 
to offer alternative framings. The perspectives offered by Baumgartner 
and Jones and by Gieryn offer some insights into why studies of 
science in policy making have differed about scientists’ infl uence in 
the policy process. If, as we see in this research, scientists’ behavior 
changes predictably over the course of the policy-making process, 
then generalizations based on an examination of scientists in a single 
policy stage will not be able to account for their activities in another 
stage.

Institutionalized science narratives are important in the policy process 
because they treat as settled—and, therefore, they take out of conten-
tion—a number of factors bound up in addressing issues such as acid 
rain and climate change.4 If the normative aspects of scientists’ stories 
about acid rain and climate change are debated and subjected to demo-
cratic processes, we can be confi dent that their institutionalization is 
democratically supported. If, on the other hand, scientists’ normative 
commitments are understood as scientifi c rather than political, their 
institutionalization raises some concern. As a practical matter, allowing 
scientists to set to the terms of debate can narrow the scope of policy 
innovation, since most scientists have limited experience, at best, in 
designing policy.5 More sobering is the potential for scientists’ role as 
agenda setters to produce technocratic outcomes.

Turning to the legislative stage of decision making, we see scientists 
in a different role. Scientists continue to enjoy a special status during the 
legislative process in that, for environmental policy issues, scientists 
are often called before congressional hearings as witnesses. Scientists 
are given a voice in the legislative stage of the policy process. The pres-
sures of the legislative process, however, ensure that scientists are not 
the only voice in policy debate. Members of Congress, in order to be 
successful in pursuing their policy goals, must ensure that they consider 
a number of different views in shaping legislation.6 This is especially true 
when members of Congress are proposing concerted policy action to 
address a problem. In spite of the fact that multiple groups are present 
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in legislative policy making, scientists who act as witnesses are typically 
accorded a certain amount of respect. In addition, scientists enter into a 
policy process that has been framed according to a science narrative 
established by themselves or their colleagues. So, while scientists are not 
the only actors involved in legislative decision making, they do have a 
particular status in the process owing to their expertise. Their heavy 
representation among witnesses demonstrates the extent to which 
members of Congress view scientists as integral to their congressional 
goals, at least in the arena of environmental policy.

Given this, what do we learn about scientists in the legislative stage 
of policy making? First, the legislative arena offers the fi rst glimpse into 
the tension between the idealized image of scientists that emphasizes the 
universality and objectivity of science and the wish for scientists to offer 
clear links between scientifi c fi ndings and policy options, a process that 
is neither universal nor objective. In many scientists who participate in 
legislative decision making, this tension produces a visible effort to nego-
tiate the boundary between science and policy. Through such negotia-
tion, scientists attempt to retain their status as neutral experts and to 
provide relevant information to policy makers. But the ability to fulfi ll 
one of these roles almost precludes the ability to satisfy the other. In 
spite of this, scientists are repeatedly called upon to play both roles when 
they participate in congressional hearings. The variety of tactics employed 
in confronting the science/policy boundary refutes any notion of 
scientists behaving as a unifi ed group when they enter the arena of policy 
making.

An interesting point to make about scientists in legislative decision 
making is that this is an arena in which scientists’ interests are very likely 
to be exposed or “deconstructed.” Sociologists do not precede policy 
makers in seeking to uncover politically relevant agendas that are being 
packaged in universal terms.7 In environmental policy making, efforts to 
deconstruct participants’ claims seek to expose both pro-environmental 
and anti-environmental positions. This means that other types of policy 
commitments can pass through the policy process with little examina-
tion. At the same time, scientists’ status does not guarantee them more 
infl uence than non-scientists. In legislative settings, some scientists are 
careful to articulate how they understand the science/policy boundary. 
This is something we do not see among scientists engaged in agenda 
setting.
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Turning to the question of improving the way scientists are drawn into 
legislative decision making, we must consider the appropriateness of 
relying on an image of science that, while lending scientists status, is 
descriptively inaccurate. However, because members of Congress use 
myriad rhetorical devices in an effort to mobilize support for their 
favored policy positions, it is unlikely that they will cease to rely on 
objective expertise as one of these devices. It is also hard to see how this 
effort, so easily countered by an opponent who also claims to have 
expertise on his or her side, subverts democratic decision making.

In implementation, the last stage of decision making, we see scientists 
working actively to demonstrate and maintain a status that was pre-
sumed during agenda setting and was even somewhat in evidence during 
legislation. Implementation is the most formally elaborated stage of the 
policy-making process. The procedures and structures found in this stage 
of decision making are designed around an idealized notion of science. 
As a consequence, scientists are much more preoccupied with upholding 
this ideal during implementation than during agenda setting or during 
legislation (when the ideal is invoked rhetorically). During implementa-
tion, the ideal is enacted through numerous procedures set up to dem-
onstrate links between agency scientists and their university counterparts 
and through efforts to show either that the boundary between science 
and policy is being maintained or, where that cannot be shown, that the 
boundary has been incorrectly placed. Efforts to justify and maintain a 
boundary between science and policy account for much of what scientists 
do during implementation.

The question of infl uence during implementation is diffi cult. Science 
still retains its status as a rational tool to use in policy making that can 
reduce or resolve political controversies. Intractable policy decisions are 
often handed to science advisory committees that attempt to repackage 
political debates in calmer, technical terms that will settle confl icts over 
outcomes (Jasanoff 1990). At the same time, we see in the acid rain case 
that scientists face serious challenges to their previously exclusive role as 
the authors of the science narrative framing the approach to acid rain. 
Political pressures to defend the acid rain program actually reduce the 
infl uence of the scientists who fi rst articulated the policy issue. It is dif-
fi cult to generalize from this single case, but the experience of examining 
scientists in each of the three stages of acid rain policy suggests that the 
science narrative, initially a signifi cant infl uence on the course of acid 
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rain policy, is challenged and altered by political actors who face a dif-
ferent set of pressures and constraints in pursuing their policy-making 
goals.

In general, during implementation, scientists’ status is repeatedly chal-
lenged by the ease with which science, so proximate to political power, 
can be politicized. Scientists must work hard to maintain their status as 
“objective” participants. Because the types of scientifi c claims whose 
credibility can be readily demonstrated are often less useful in answering 
policy questions, scientists can risk their relevance by defending their 
credibility.8 Alternatively, scientists who preserve their relevance do so 
at the risk of their credibility.9 Implementation offers countless oppor-
tunities for scientists to strike this balance incorrectly and, therefore, 
limit their infl uence in shaping policy outcomes. This fi nding is impor-
tant when reviewing the literature on science in policy making. The 
notion of “translation” advanced by Latour (1985, 1988) and Callon 
(1985) places scientists in an authoritative role through their ability to 
bring non-scientists into their way of seeing the world and recasting 
non-scientists’ problems in scientifi c terms. This ensures that non-
 scientists will turn to scientists in attempting to achieve their goals. 
Translation allows scientists to maintain a position of authority over 
non-scientists in approaching problems newly “translated” into scien-
tifi c terms. Several scholars counter this view of scientists and society 
and argue instead that the process of defi ning roles for scientists and 
non-scientists involves multiple actors (Star and Griesemer 1989; 
Jasanoff 2004a; Jasanoff and Wynne 1998; Miller 2004a; Shackley and 
Wynne 1995, 1996). From this perspective, scientists do not necessarily 
have more authority than non-scientists in infl uencing the way common 
social problems are defi ned. By comparing scientists who participate 
in agenda setting with those who are active in policy implementation, 
we see evidence for both perspectives and at least the suggestion 
that the two patterns of scientifi c involvement occur predictably in the 
policy-making process.

The co-production approach privileges neither science nor non-science 
in analyzing how science and policy are understood. Instead, the co-
production approach argues that science and policy are formed together 
through a process of mutual negotiation (Jasanoff 2004a; Jasanoff and 
Wynne 1998; Miller 2004a). The evidence here suggests that scientists 
operate under fewer constraints during agenda setting. However, it does 
not suggest that scientists are somehow insulated from larger political 
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and social forces that shape their own representations of environmental 
policy problems. The shift between the 1950s framing of climate change 
and the 1970s framing is a prominent example of co-production.

Generalizability of the Findings

It is important to consider the applicability of the fi ndings of this research 
beyond the cases of acid rain and global warming. First, we want to 
know whether these cases are representative of environmental policy 
making in general. The two cases were selected specifi cally for their 
characteristics that are typical of environmental policy making. However, 
there is some evidence that both the scientists and the policy makers 
involved in global warming policy learned from the acid rain case. This 
suggests that the cases are not entirely independent. Evidence for learning 
comes from the fact that Two individuals, Bert Bolin and Dennis Tirpak, 
were involved in acid rain and in climate change policy. Their participa-
tion in both policy debates provides support for the idea that climate 
change policy was infl uenced by experience gleaned from the acid rain 
case. evidence that learning did occur from acid rain to climate change.10 
Furthermore, some policy makers involved in implementing the Acid 
Rain Program were also involved in climate change negotiations (inter-
view, September 14, 1998). The issue of emissions trading meant that 
those involved with the Acid Rain Program had relevant expertise in 
setting up a climate change treaty that would use the concept of emis-
sions trading.

On the other hand, evidence that counters the idea of learning between 
the two cases can be found in early congressional hearings on global 
warming. Before 1990, when the emissions trading program at EPA that 
links acid rain and global warming was created, the referent that was 
used in congressional hearings for guidance in thinking about global 
warming policy was ozone depletion (SCEPW 1989: 12, 1991: 20, 1997: 
33, 36, 42, 211, 221). Because the evidence is mixed, it is diffi cult to tell 
whether or not the cases are independent. To the extent that they are 
not, the issue of learning may mean that the fi ndings of these cases do 
not extend to other issues of environmental policy. On the other hand, 
if learning occurred from acid rain to global warming or from ozone 
depletion to global warming, it may be that learning will spread through-
out the general policy community working on environmental policy 
issues.
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The applicability of the fi ndings to other issue areas should also be 
addressed. Kingdon’s 1984 work on health policy suggests that profes-
sionals have a slightly different role in the stages of policy making than 
the scientists in my two cases. Kingdon fi nds that professionals involved 
in health policy (he does not study scientists specifi cally) have infl uence 
in suggesting possible solutions for policy problems, but are not espe-
cially important in placing those problems on the agenda. My research 
fi nds that scientists have more infl uence during agenda setting than 
during later stages of policy making.

Certainly, part of the discrepancy in fi ndings might be due to the fact 
that Kingdon does not try to trace the issues he studies from their origins. 
In fact, he argues that, given the issues he studies, he could not fi nd an 
indisputable starting point. My research, on the other hand, allows for 
insight about how issues move from scientifi c circles into the public eye. 
My evidence supports the argument that scientists were very effective in 
placing issues previously confi ned to scientifi c communities on the public 
policy agenda. One might argue that this is due to selection on the 
dependent variable; after all, my study focuses on issues that are known 
to be on the policy agenda. However, the question is not whether the 
issues reach the policy agenda, but which actors are instrumental in 
getting issues on the public agenda. The differences in the types of policy 
issues treated by my study and by Kingdon’s call for more cross-sectional 
analyses that might further elaborate where actors are most likely to 
wield power in the policy process.

Equally, in moving beyond regulatory policy to domains in which 
scientists are involved in producing technology, we may fi nd further 
additional types of boundary work. For example, in non-regulatory 
agencies such as the National Aeronautics and Space Administration or 
the Army Corps of Engineers, science is applied in a less contested politi-
cal environment than it is in regulatory settings. In political science terms, 
these are arenas of distributive rather than redistributive policy. Scientists 
are routinely included in discussions about how and where federal dollars 
should be spent to further science and technology objectives. Operating 
in these environments may produce less boundary work than we see in 
the later stages of policy making for acid rain and climate change. It 
would be interesting, then, to set out as a hypothesis that the science/
policy boundary is less salient for scientists involved in distributive 
policy.11
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Research comparing national styles of applying science in decision 
making (Brickman, Jasanoff, and Ilgen,1985; Vogel 1986; Jasanoff 1993, 
2004b; Hajer 1995; Daemmrich 2004; Parthasarathy 2004) and research 
on civic epistemology (Jasanoff 2005a) demonstrates that the role of 
science and scientists is shaped by context and culture. This cautions 
against assuming that these fi ndings will apply outside the United States. 
The case material treated here—the debates about acid rain and climate 
change in the United States—elucidates environmental policy making in 
the American political system. Degree of formalization, in particular, 
may not extend beyond the American case; the emphasis on legal pro-
cedures in American policy, which encourages formalization, is not 
found in other countries (Kagan 2001). In countries where policy making, 
overall, tends to be more collegial than legalistic, scientists may not be 
subject to a similar set of formally elaborated role expectations. Though 
the fi ndings here are not expected to be relevant in other countries, it is 
possible that a hypothesis regarding the level of formality of policy-
making processes could guide expectations about how and where to 
expect explicit contests over the science/policy boundary in other 
settings.

A New Role for Scientists?

In studying the role of science in environmental policy making, the 
tension between the ideal for science in decision making (i.e., that scien-
tists should provide objective information) and the actual practice of 
using science in policy makes the persistence of the ideal intriguing. If 
the ideal image is hard to sustain, why is it so durable? The preponder-
ance of my interviewees made some mention of the tension. They argued 
that, in practice, the role of science is only one of many factors that shape 
policy outcomes. The ideal, however, drives a symbolic reliance on 
science that calls for a record of scientifi c research to support policy 
decisions. Ample evidence of this can be found both in the records of 
committee hearings and in the Federal Register (where much of the 
information recorded for environmental policy decisions is scientifi c or 
technical).12 This demonstrates the extent to which policy decisions are 
defended in scientifi c terms.

Some scholars have argued that the gap between practice and ideal 
should be closed by simply allowing scientists to express their policy 
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preferences (Primack and von Hippel 1974; Collingridge and Reeve 
1986; Salter 1988). This would allow both scientists and policy makers 
to be open about the ways they link scientifi c evidence to policy decisions 
without having to assert that this is done according to objective criteria. 
This might work particularly well in the legislative setting, where members 
of Congress are already inclined to press scientists to make policy-
 relevant statements. The fact that members of Congress seek out this 
information suggests that it is relevant to policy making even if it does 
not carry with it the consensus and the credibility associated with “good 
science.”

There are, however, a number of pressures that work against this 
move. First of all, both scientists and policy makers benefi t from the 
idealized image of scientists as objective actors offering universal infor-
mation. Explaining political action in scientifi c terms presents those acts 
as technical rather than political and, when it works, can be a powerful 
political strategy for reducing controversy. Jasanoff articulates a related 
concern. To the extent that scientifi c authority legitimizes regulatory 
decisions, anything that undermines that authority might also slow down 
the decision-making process. Jasanoff argues this with reference to the 
fl aws in the system of peer review that make it a poor mechanism for 
fi ltering out bad science. Jasanoff worries that if this were common 
knowledge, and if science were understood to be less rigorous that the 
science ideal suggests, regulatory decision making might lose a powerful 
legitimizing tool (1990: 82). Jasanoff seems to be concerned about the 
built-in conservatism of the US decision-making system. Since the system 
is more likely to produce no outcome than to produce new policy, 
anyone who supports environmental regulation might be worried about 
the removal of a force that legitimizes policy decisions. If we undermine 
the status of science that is linked to the idealized image of scientifi c 
practice, we may buy more controversy.

Dorothy Nelkin’s analysis of technical controversy makes a similar 
point. In evaluating the sources of controversy in technical decision 
making, Nelkin argues that a technical decision becomes controversial 
when a group of challengers claim that the decision is actually political 
rather than technical. Nelkin says that the challengers, like the original 
decision makers, use technical knowledge. However, the challengers use 
technical information tactically (Nelkin 1979: 17). Nelkin overlooks the 
political power exercised by the original group of decision makers in 
deciding that a decision is technical. She therefore privileges those with 
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agenda-setting power over those who come later to decisions and attempt 
to recast those decisions in terms that ensure their access to decision 
making. Nelkin wishes to constrain technical controversy for much the 
same reasons that Jasanoff worries about the loss of scientists’ status that 
might come with exposing the weaknesses of the peer-review process. 
That is, decision making under these conditions is time consuming and 
complicated and is often stalemated.13 These perspectives suggest that 
environmental policy making in the United States will be further frag-
mented if we remove from the process the putatively authoritative voice 
of science.

Nelkin’s push for ways to limit controversy, in addition to her view 
that scientists and technical experts are subject to politicization but have 
no role in politicizing technical decisions, suggests that she accepts the 
ideal image of science in policy making—i.e. that objective, universal 
information limits political controversy. Jasanoff, on the other hand, 
views the ideal image as inaccurate but argues that decision making 
would be much more diffi cult if the ideal were not in place. These evalu-
ations of the importance of scientifi c authority in policy making raise the 
question of whether scientists can be relevant and credible in policy 
making without invoking the science ideal.

The push to improve the use of science in decision making arises from 
two distinct goals. One is the rationalist goal of ensuring that decisions 
correctly link means and ends. The other is the democratic goal of ensur-
ing broad participation, which relies on a different set of criteria for 
evaluating good decision making and places less emphasis on fi nding the 
“correct” solution. A third perspective, which does not fi t in with either 
the rationalist goal or the democratic goal, is to see the use of science in 
policy making as symbolic. Throughout this book, we have seen that the 
use of science in decision making is characterized by reference to an ideal 
of science that is normative rather than descriptive. In spite of the fact 
that the ideal does not provide an accurate account of how science is 
incorporated in decision making, the ideal serves a symbolic role in that 
it demonstrates the attempt to use science in a way that is rational and 
that upholds democratic norms of decision making. This effort is sym-
bolic to the extent that the attempt rather than the actual achievement 
of rational and democratic decision making is rewarded.14 The persis-
tence of this ideal in informing the use of science in decision making 
suggests that the attempt itself carries weight in policy settings. In this 
way, decision makers communicate to interest groups and to the public 
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their good will in attempting to fi nd solutions to complex environmental 
problems.

Using science symbolically is an affront to the rationalist perspective 
in that it relaxes the goal of making better policy decisions. Likewise, a 
symbolic role for scientists in policy making can undermine democratic 
decision-making goals when the symbolism that surrounds scientists in 
policy making places them in a privileged position with regard to non-
scientists in decision making. Because of the extent to which the ideal 
image of science is used to justify scientists’ role in policy making, the 
symbolic element of their participation must be considered in evaluating 
the acceptability of relying on scientists in making environmental policy 
decisions. From the standpoint of policy practice, subjecting scientists’ 
arguments about environmental issues that merit public attention to 
more open debate and discussion could go a long way toward balancing 
democratic ideals against the crucial information scientists bring to the 
policy-making process.



Appendix A
A Primer on the Roots of a Constructivist 
View of Science in Society

A number of scholars have contributed to a constructivist understanding 
of science in society through a methodical critique of work in the phi-
losophy and history of science that attempts to isolate the particular 
characteristics of science that sustain its unique cultural authority. Karl 
Popper (1963) pursued this question in trying to isolate the characteris-
tics of quantum physics that made it different from other contemporary 
theories about the way the world works. These included history, psycho-
analysis, and individual psychology. Popper settled on falsifi ability as the 
characteristic that made science unique in producing reliable knowledge. 
For Popper, verifi cation through an inductive approach of observation 
and experimentation—i.e., an empirical approach—was insuffi cient in 
that the next observation might prove a theory wrong. Moreover, many 
of the theories that Popper considered pseudo-science claimed empirical 
verifi cation. According to Popper, pseudo-science managed this by stating 
theories so vaguely that their empirical confi rmation was guaranteed. 
What distinguished real science from pseudo-science, Popper argued, was 
the interplay between conjecture and criticism that takes place in real 
science. Scientists, by stating theoretical expectations so that they might 
be criticized and ultimately falsifi ed, contribute to the advancement of 
science in that only robust theories survive attempts to tear them 
down.

Popper’s explanation of how scientifi c theories come to be falsifi ed, 
however, depended on experimentation. Tests of the physical world must 
be conducted in order to falsify scientists’ claims. For Popper, this process 
of experimentation was straightforward; either an experiment falsifi es or 
validates a scientifi c claim. Harry Collins (1981) questioned this picture 
of experimentation and argued that the results of an experiment are open 
to interpretations that are often based on non-scientifi c judgments. 
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Collins, relying on his study of debates about gravitational radiation, 
points out that, in areas of science where results are established, one 
knows an experiment has been performed correctly when the experi-
menter gets the correct answer. But when experimenters are entering 
novel territory, debates about whether or not the results are reliable or 
whether the experiment was performed correctly can and do arise. Collins 
explains the dilemma this way: “Usually, successful practice of an experi-
mental skill is evident in a successful outcome to an experiment, but 
where detection of a novel phenomenon is in question, it is not clear 
what one should count as a ‘successful outcome’—detection or non-
detection of the phenomenon.” (1981: 34) From the scientifi c standpoint, 
replication of a new experiment can show whether or not the outcome 
is valid. Collins, however, argues that efforts at replication often result 
in disputes among scientists whether the replication was a faithful rec-
reation of the fi rst experiment.

In his study of debates about the detection of gravitational radiation, 
Collins fi nds that none of the six attempts at replication, all of which 
showed negative results, produced consensus among participants in the 
debate that it was, in fact, a good replication of the original study.1 Each 
of the scientists who were critical of the original experimental results 
was also critical of at least one of the attempted replications (Collins 
1981: 44). Moreover, Collins notes that most of the scientists involved 
had formed opinions about the original work before the results of the 
negative experiments were in, which suggests that their interpretation of 
the quality of experiments was infl uenced by their previous theoretical 
commitments. Collins (1985: 2) coined the term “experimenter’s regress” 
to capture the dynamic that can ensue in attempts to validate or refute 
an experiment. Collins’s work raised the question of how, in cases of 
novel scientifi c experiment, a community of scientists form a consensus 
about whether an experiment is reliable. Collins’s work points to the 
potential for non-scientifi c factors to play a role in what scientists ulti-
mately consider valid science. This raises a question about the extent to 
which the cultural authority of science comes from its unique ability to 
represent reality.

Additional research contributes to the idea that social interactions 
rather than verifi able correspondence with reality serves as the basis for 
what separates good science from bad science or science from non-science. 
For example, Robert Merton, himself a defender of the idea that intrinsic 
properties of science contribute to its objective account of reality, pointed 
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out another non-scientifi c dynamic in scientifi c practice: the “Matthew 
Effect” (1968).2 The Matthew Effect occurs when scientists who have 
established reputations get disproportional credit for comparable work 
than lesser-known scientists (1968: 57). In addition, the Matthew Effect 
occurs in communications about science any time that announcements 
made by scientists with strong reputations get more publicity than 
announcements made by scientists who have yet to establish themselves 
(ibid.: 58). Similar patterns show up in peer review. One study of peer 
review found that reviewers are more likely to review positively studies 
whose fi ndings agree with reviewers’ expectations (Mahoney 1977). This 
runs counter to the expectation that peer review will separate good science 
from bad by judging a study on its individual merits. In another study of 
the peer-review process, researchers compared the rankings given by two 
independent review panels to the same set of grant proposals. This com-
parison showed a high rate of disagreement between the two panels (Cole, 
Cole, and Simon 1981). Moreover this disagreement was not concen-
trated around those proposals that received a ranking that was on the 
border between grants that would receive funding and those that would 
not. The disagreement about proposal quality existed across the rankings 
given. This suggests that it is even diffi cult for reviewers to agree about 
the best and worst proposals in a group.

If falsifi ability is socially negotiated rather than verifi ed through 
reference to objective criteria, then the status of science as an accurate 
refl ection of reality is open to question. Adding to this contingency is 
Thomas Kuhn’s account of the function of paradigms in scientifi c research 
(1970).3 According to Kuhn, paradigms create a coherent framework for 
scientifi c work by articulating interesting questions, defi ning accepted 
methods and procedures, and creating the promise of theoretically 
expected empirical outcomes. Kuhn argues that unexpected fi ndings 
often lead to redefi nition of a paradigm. In fact, because anomalous 
fi ndings can overturn a paradigm, scientists who are committed to 
a certain paradigm will sometimes discount the implications of their 
fi ndings in order to maintain the coherence of the framework that 
the paradigm offers.

Kuhn created enormous controversy by arguing that the replacement 
of one paradigm by another should not be viewed as scientifi c progress. 
He argues that scientifi c progress can only be judged within the context 
of a specifi c paradigm and that competing paradigms cannot be meaning-
fully compared as superior or inferior. This implies that, when a new 
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paradigm replaces an existing paradigm, one cannot conclude that 
scientifi c progress has occurred.

Kuhn’s view of science challenges the notion of linear scientifi c prog-
ress. He argues that replacement of one paradigm by another is not a 
function of which paradigm is more ontologically successful. Instead, a 
paradigm becomes dominant by being able to answer questions that sci-
entists value at the time. Here, Kuhn suggests, what is in vogue in a dis-
cipline or a subdiscipline provides a better explanation for the success 
of a new paradigm than any correspondence that paradigm has to reality. 
Kuhn argues, further, that one cannot compare the ontological status of 
paradigms, insofar as paradigms represent incompatible ways of viewing 
nature. As a consequence of this incomparability, Kuhn writes, “We 
may  .  .  .  have to relinquish the notion  .  .  .  that changes of paradigm carry 
scientists and those who learn from them closer and closer to the truth.” 
(1970: 170)

At the same time that Kuhn rejects the idea of paradigm shifts repre-
senting progress in science, he also argues that normal science—science 
conducted under the guidance of a particular paradigm—can produce 
facts that are consonant with the theory laid out by the paradigm. 
Normal science, as it is carried out within the context of a paradigm, 
can produce scientifi c progress. The social element of Kuhn’s articulation 
of science comes into play primarily in the process of scientists making 
judgments about which paradigm to adopt during periods in which 
competing paradigms are available.

Bruno Latour and Steve Woolgar offer a more thoroughly social 
view of science through their argument that scientifi c facts are, ulti-
mately, the products of social negotiations. For Latour and Woolgar, 
the process of constructing scientifi c facts begins in the laboratory 
when a scientist makes a tentative claim to have found a new fact. 
Other scientists, doubting the “factness” of the new claim, will typically 
meet the new claim with their own counter-arguments. During this 
stage, while scientists debate the status of a factual claim, the “fact” goes 
through a circular process of gaining and losing its standing as a 
fact. One cannot tell during the debate whether a claim will eventually 
achieve the status of fact among debaters, or whether the debate will 
be resolved in the other direction. Akin to the fi ndings in other 
studies, Latour and Woolgar argue that social processes are at work 
in settling controversies about which claims should have the status 
of fact.
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Latour and Woolgar argue that their account is not an attack on 
whether facts are, in fact, facts: “We do not wish to say that facts do 
not exist, nor that there is no such thing as reality. In this simple sense, 
our position is not relativist.” (1986: 180) They explain their view of 
the social underpinnings of facts as follows: “It is because the contro-
versy settles, [sic] that a statement splits into an entity [i.e., reality] 
and a statement about an entity [i.e., a factual claim]; such a split 
never precedes the resolution of the controversy.” (ibid.: 180) In this 
way, they argue that a claim about what is “out there” does not begin 
to look unique—i.e., like a fact—until a network of actors has accepted 
a specifi c claim as a true representation of reality. Up until the point of 
agreement among scientists involved in a controversy, a claim has no a 
priori power to explain reality. Many claims that are advanced as facts 
never achieve the status of fact. Therefore, the reality they claim to rep-
resent is never acknowledged. From an epistemological standpoint, the 
implication of Latour and Woolgar’s argument is that, even if reality 
exists “out there,” its status, or its availability as reality, is entirely con-
tingent up to the moment when antagonists come to agreement about 
the existence of that reality. A crucial aspect of Latour and Woolgar’s 
argument is that the status of a fact depends on the social networks that 
support it.4 For Latour and Woolgar, the more elaborate the network 
of actors are who accept a claim as factual, the more factual status 
the claim has.

Upon fi rst reading, constructivist arguments about the social underpin-
nings of science can be unsettling. If (as the constructivists suggest) con-
sonance with reality is socially negotiated rather than verifi ed through 
some objective process, this opens the door to relativism. If there are not 
empirical or natural-world constraints on this process, then, one might 
argue, there are few reliable guides for identifying good science. Under 
such circumstances, social trends or ideology might dictate what stands 
for science.

Most scholars who argue for the social underpinnings of science do 
not endorse relativism.5 Instead, the constructivists point to social pro-
cesses involved in stabilizing the boundary between science and non-
science and argue that such mechanisms are suffi cient to maintain the 
cultural authority of science as producing reliable, verifi able knowledge. 
The constructivist approach does not dispense with reality. It dispenses 
with the idea that determining what counts as reality requires objective 
means.





Appendix B
Methodology for Analyzing Scientists’ 
Participation in Legislative Settings

The data collected for the analysis in chapter 3, which covers scientists 
in legislative settings, are drawn from congressional hearings on acid rain 
and climate change. Lists of hearings for each case were drawn from the 
LexisNexis Congressional Information Service database.

Data on Acid Rain Hearings

For acid rain, the time period studied was 1975–1990. The fi rst congres-
sional mention of acid rain occurred in a hearing held in 1975. In 1990 
Congress passed the Clean Air Act Amendments containing a program 
for controlling acid rain. In order to fi nd a list of hearings that focused 
on acid rain, I searched the Congressional Information Service, Inc. index 
for hearings with the terms “acid rain,” “acid deposition,” and “acid 
precipitation” anywhere in the summary. This produced a list of 172 
hearings. From this list, I discarded those in which acid rain was men-
tioned only once or was not otherwise a substantial focus of the hearing. 
This produced a list of 73 hearings. From this list of hearings that focused 
substantially or entirely on acid rain, I selected 24 hearings and subjected 
them to close, qualitative analysis. The hearings selected for close analy-
sis were selected to include hearings across the relevant time period. 
Hearings were also selected so that the range committees involved would 
be included in the analysis. Finally, hearings in which scientists were 
signifi cant participants were analyzed. For a list of these hearings, see 
appendix C.

In addition, I conducted a quantitative analysis of the list of 90 hear-
ings that focused on particularly or substantially on acid rain. The data 
set classifi es the hearings by name, committee, and date and tracks 
whether the hearing was legislative or non-legislative. The database also 
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includes the name, education level, organizational affi liation and policy 
position of every witness who testifi ed at one of these 90 hearings, for 
a total of 1,209 witnesses. This number includes witnesses who testifi ed 
on more than one occasion, so the database may include a single person 
multiple times. Questions raised in the qualitative analysis of the hearings 
can be tested across the entire list of hearings by querying this larger 
data set.1

Data on Climate Change Hearings

I selected a sample of climate change hearings for qualitative analysis in 
a similar fashion. Using the CIS index and the search string “global 
warming” OR “climate change” AND NOT “appropriations” produced 
a list of 196 hearings.2 Excluding hearings whose summaries included 
only single mentions of climate change produced a list of 143 hearings. 
This list is longer than that for acid rain because legislative debate about 
climate change is ongoing.3 From this list, I analyzed 41 hearings. The 
list includes (a) hearings that spanned the period 1956–2002, (b) hear-
ings from the committees most heavily involved in the issue, and (c) 
hearings where scientists dominated the witness list. These hearings are 
listed in appendix D.

The data collection for quantitative analysis of the hearings held on 
climate change follows the same format as that for the acid rain hearings. 
The data set classifi es the hearings by name, committee, and date and 
tracks whether the hearing is legislative or non-legislative. The database 
also includes the name, educational level, organizational affi liation, and 
policy position of every witness who testifi ed. However, there are notable 
differences between the two databases. First, in the absence of a federal 
program to regulate emissions of greenhouse gases, debate concerning 
climate change has been ongoing since the mid 1970s. The open-ended 
nature of the legislative debate means both that many more hearings 
have been held on climate change than on acid rain and that there is no 
obvious endpoint to congressional debate. As a consequence of the open-
ended nature of the climate change debate, not all of the hearings held 
have been coded. Instead, all the hearings that treat climate change 
between 1976 and 1989 have been coded. During the late 1980s, there 
was a signifi cant increase in the annual number of hearings held on 
climate change. This increase signals a gain in the issue’s salience in 
Congress. To capture this stage of congressional attention, a random 
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sample of 50 percent of the hearings held in 1990, 1991, and 1992 were 
coded. This limits the workload associated with coding hearings, which 
is signifi cant, while ensuring that an unbiased picture of the trends in 
these three years is captured. Still, it is important to note that data for 
the climate change hearings from 1990 to 1992 are estimated from the 
randomly sampled hearings. Full count data exist only for the years 
1976–1989.4





Appendix C
Acid Rain Hearings Included in Qualitative 
Analysis

HCA (House Committee on Agriculture). 1986. Effects of Acid Deposi-
tion and Air Pollutants on Forest Productivity: Hearing before the Sub-
committee on Forests, Family Farms, and Energy of the House Committee 
on Agriculture. 99th Congress, 2nd Session. Government Printing Offi ce 
(May 13).

HCA. 1987. Forest Ecosystems and Atmospheric Pollution Research Act 
of 1987: Hearing before the Subcommittee on Forests, Family Farms, 
and Energy of the House Committee on Agriculture. 100th Congress, 
1st Session. Government Printing Offi ce (June 9).

HCEC (House Committee on Energy and Commerce). 1981a. Acid Pre-
cipitation (Part 1): Hearings before the Subcommittee on Heath and the 
Environment of the House Committee on Energy and Commerce. 97th 
Congress, 1st Session. Government Printing Offi ce (October 1, 2, and 6).

HCEC. 1981b. Acid Precipitation (Part 2): Hearings before the Subcom-
mittee on Heath and the Environment of the House Committee on 
Energy and Commerce. 97th Congress, 1st Session. Government Printing 
Offi ce (October 20).

HCFA (House Committee on Foreign Affairs). 1981. United States-
Canadian Relations and Acid Rain: Hearing before the Subcommittee 
on Human Rights and International Organizations and on Inter-
 American Affairs of the House Committee on Foreign Affairs. 97th 
Congress, 1st Session. Government Printing Offi ce (May 20).

HCIFC. 1980. Acid Rain: Hearing before the Subcommittee on 
Oversight and Investigations of the House Committee on Interstate and 
Foreign Commerce. 96th Congress, 2nd Session. Government Printing 
Offi ce (February 26–27).
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HCIIA (House Committee on Interior and Insular Affairs). 1984. Effects 
of Air Pollution and Acid Rain on Forest Decline: Hearing Before the 
Subcommittee on Mining, Forest Management, and Bonneville Power 
Administration of House Committee on Interior and Insular Affairs. 
98th Congress, 2nd Session. Government Printing Offi ce (June 7).

HCSST (House Committee on Science, Space and Technology). 1975a. 
Research and Development Related to Sulphates in the Atmosphere: 
Hearings before the Subcommittee on the Environment and the Atmo-
sphere of the House Committee on Science, Space, and Technology. 94th 
Congress, 1st Session. Government Printing Offi ce (July 8, 9, 11, 14).

HCSST. 1983. Acid Rain: Implications for Fossil Fuel R&D. Hearings 
before the Subcommittee on Energy Development and Applications and 
the Subcommittee on Natural Resources, Agriculture Research, and 
Environment of the House Committee on Science, Space, and Technol-
ogy. 98th Congress, 1st Session. Washington, D.C.: Government Printing 
Offi ce (September 13, 20).

HCSST. 1985. Acid Rain Research: Hearing before the Subcommittee 
on Natural Resources, Agricultural Research and Environment of the 
House Committee on Science, Space, and Technology.

HCSST. 1988. National Acid Precipitation Assessment Program: Hearing 
before the Subcommittee on Natural Resources, Agriculture Research 
and Environment of the House Committee on Science, Space and Tech-
nology. 100th Congress, 2nd Session. Government Printing Offi ce (April 
27).

HCSST. 1989. Air Pollution Research and Development Needs: Hearing 
before the Subcommittee on Natural Resources, Agriculture Research 
and Environment of the House Committee on Science, Space and 
Technology. 101st Congress, 1st Session. Government Printing Offi ce 
(November 16).

HSCA (House Select Committee on Aging). 1983. Alzheimer’s Disease: 
Is There an Acid Rain Connection? Hearing before the Subcommittee 
on Human Services of the House Select Committee on Aging. 98th Con-
gress, 1st Session. Government Printing Offi ce (August 8).

SCENR. 1984. Implementation of the Acid Precipitation Act of 1980: 
Hearing before the Senate Committee on Energy and Natural Resources. 
98th Congress, 2nd Session. Government Printing Offi ce (April 30).
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SCEPW (Senate Committee on Environment and Public Works). 1981. 
Acid Rain: Hearing before the Senate Committee on Environment and 
Public Works. 97th Congress, 1st Session. Government Printing Offi ce 
(October 29).

SCEPW. 1983. Environmental Research and Development, Part 
2. Hearing before the Senate Committee on Environment and Public 
Work., 98th Congress, 1st Session. Government Printing Offi ce 
(October 17).

SCEPW. 1986a. Acid Deposition and Related Air Pollution Issues: 
Hearing before the Committee on Environment and Public Works, 
United States Senate. 99th Congress, 2nd Session. Government Printing 
Offi ce (June 26).

SCEPW. 1986b. Review of the Federal Government’s Research Program 
on the Causes and Effects of Acid Rain: Hearing before the Committee 
on Environment and Public Works, United States Senate. S. Hrg. 99–
578. Government Printing Offi ce (December 11).

SCEPW. 1987a. Health Effects of Acid Rain Precursors: Hearing before 
the Subcommittee on Environmental Protection of the Senate Committee 
on Environment and Public Works. 100th Congress, 1st Session. 
Government Printing Offi ce (February 3).

SCEPW. 1987b. Acid Rain Control Technologies: Existing and Emerg-
ing Acid Rain Control Technologies: Hearing before the Subcommittee 
on Environmental Protection of the Senate Committee on Environment 
and Public Works. 100th Congress, 1st Session. Government Printing 
Offi ce (March 4).

SCEPW. 1987c. Acid Rain Control Technologies: Clean Coal and 
the US and Canada’s Acid Rain Envoys’ Report: Hearing before the 
Subcommittee on Environmental Protection of the Senate Committee on 
Environment and Public Works. 100th Congress, 1st Session. Govern-
ment Printing Offi ce (March 11).

SCEPW. 1987d. Acid Rain and Nonattainment Issues: Hearing before 
the Subcommittee on Environmental Protection of the Senate Committee 
on Environment and Public Works. 100th Congress, 1st Session. 
Government Printing Offi ce (April 22).

SCFR (Senate Committee on Foreign Relations). 1982. Acid Rain: 
Hearing before the Subcommittee on Arms Control, Oceans, 
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International Operations and Environment of the Senate Committee on 
Foreign Relations. 97th Congress, 2nd Session. Government Printing 
Offi ce (February 10).

SSCSB (Senate Select Committee on Small Business). 1980. Economic 
Impact of Acid Rain: Hearing before the Senate Select Committee on 
Small Business and the Senate Committee on Environment and Public 
Works. 96th Congress, 2nd Session. Government Printing Offi ce 
(September 23).



Appendix D
Climate Change Hearings Included in 
Qualitative Analysis

HCoA (House Committee on Appropriations). 1956. Second Supple-
mental Appropriation Bill, 1956. Hearings before the House Committee 
on Appropriations. 84th Congress, Second Session. Government Printing 
Offi ce (February 6–8, 16, 23, 27, 28, March 1, 5, 6, 8).

HCoA. 1957. National Science Foundation. Report on International 
Geophysical Year. Hearings before the House Committee on Appro-
priations. 85th Congress, First Session. Government Printing Offi ce 
(May 1).

HCoA. 1958. National Science Foundation. Review of the First Eleven 
Months of the International Geophysical Year. Hearings before the 
House Committee on Appropriations. 85th Congress, Second Session. 
Government Printing Offi ce (June 2).

HCoA. 1959. National Science Foundation; National Academy of Sci-
ences. Report on the International Geophysical Year (February 1959). 
Hearings before the House Committee on Appropriations. 86th Con-
gress, First Session. Government Printing Offi ce (February 18).

HCGR (House Committee on Government Reform). 1998a. Kyoto Pro-
tocol: Is the Clinton-Gore Administration Selling Out Americans? Parts 
I-VI: Hearings before the Subcommittee on National Economic Growth, 
Natural Resources, and Regulatory Affairs. 105th Congress, 2nd Session. 
Government Printing Offi ce (April 23; May 19, 20; June 24; July 15; 
September 16).

HCGR (House Committee on Government Reform). 1998b. Will the 
Administration Implement the Kyoto Protocol through the Back Door? 
Hearing before the Subcommittee on National Economic Growth, 
Natural Resources, and Regulatory Affairs of the House Committee on 
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Government Reform and Oversight. 105th Congress, 2nd Session. 
Government Printing Offi ce (October 9).

HCIFC (House Committee on Interstate and Foreign Commerce). 1958. 
International Geophysical Year. Hearing before the House Committee 
on Interstate and Foreign Commerce. 85th Congress, 2nd Session. 
Government Printing Offi ce (March 26).

HCR (House Committee on Resources). 2003. Kyoto Global Warming 
Treaty’s Impact on Ohio’s Coal-Dependent Communities. 108th Con-
gress, 1st Session. Government Printing Offi ce (May 13).

HCS. 1995b. Scientifi c Integrity and the Public Trust: The Science Behind 
Federal Policies and Mandates: Case Study 2—Climate Models and Pro-
jections of Potential Impacts of Global Climate Change: Hearings before 
the Subcommittee on Energy and Environment of the House Committee 
on Science. 104th Congress, 1st Session. Government Printing Offi ce 
(November 16).

HCSB (House Committee on Small Business). 1998a. Oversight Hearing 
on the Kyoto Protocol: The Undermining of American Prosperity: Hear-
ings before the House Committee on Small Business. 105th Congress, 
Second Session. Government Printing Offi ce (June 4).

HCSB. 1998b. Kyoto Protocol: The Undermining of American Prosper-
ity—The Science: Hearings before the House Committee on Small Busi-
ness. 105th Congress, Second Session. Government Printing Offi ce (July 
29).

HCSB. 1999. Effect of the Kyoto Protocol on American Small Business: 
Hearings before the House Committee on Small Business. 106th Con-
gress, First Session. Government Printing Offi ce (April 29).

HCSST. 1975b. Costs and Effects of Chronic Exposure to Low-Level 
Pollutants in the Environment: Hearings before the Subcommittee on 
Environment and the Atmosphere of the House Committee on Science, 
Space, and Technology. 94th Congress, 1st Session. Government Printing 
Offi ce (November 7, 10–14, 17).

HCSST. 1976. The National Climate Program Act: Hearings before the 
Subcommittee on the Environment and the Atmosphere of the House 
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Notes

Introduction

1. Roger Revelle added the material that is quoted here just before sending the 
paper off for publication. Though the fi ndings in the paper were the joint work 
of Revelle and Seuss, Revelle was more active than his co-author in telegraphing 
the fi ndings and their potential relevance to decision makers and to the public.

2. The US budget supporting scientifi c research for acid rain was over $500 
million from 1982 to 1990. The research budget for climate change averaged 
$1.8 billion per year from fi scal year 1995 to fi scal year 1998. From fi scal year 
1999 to fi scal year 2004, the budget ranged between $1.65 billion and $1.82 
billion per year (USGCRP 1996, 1997, 2002; USCCSP 2004).

3. The iconic example of a scientist infl uencing the direction of policy is Albert 
Einstein’s infl uential letter to President Roosevelt urging him not to let American 
research efforts fall behind those of Nazi Germany in producing an atomic 
weapon. The issue of scientists in natural security policy has drawn considerable 
scholarly attention. See, e.g., Gilpin and Wright 1964; Price 1965; Greenberg 
1967; Primack and von Hippel 1974; Boffey 1975.

4. Beginning with debates regarding the wisdom of developing the hydrogen 
bomb, a number of political scientists did take up the question of scientists in 
public decision making (Gilpin 1962; Gilpin and Wright 1964; Price 1965; 
Greenberg 1967; Primack and von Hippel 1974; Boffey 1975). For more recent 
works in which political scientists specifi cally address science in public policy, 
see Bryner 1987; Haas 1990; Guston 1999, 2000; Litfi n 1994; VanDeveer 2006; 
Zehr 1994a,b, 2005.

5. The fi eld of STS, while agreeing on the importance of studying the role of 
science and technology in society, continues to debate how effective scientists 
are in shaping social interaction around scientifi c norms. Some argue that scien-
tists are able to set themselves up in society as “obligatory points of passage” so 
that non-scientists come to view science as central in achieving their goals (Callon 
and Law 1982; Law 1987). Critics of this approach argue that scientists’ role in 
society is negotiated among scientists and non-scientists alike such that scientists 



are dependent on other actors for their status in society rather than being able 
to merely impose their worldview on an accepting audience (Star and Griesemer 
1989; Jasanoff and Wynne 1998; Jasanoff 2004a,b; Miller 2004a).

6. For examples of studies that took up policy making outside of the halls 
of Congress, see Baumgartner and Jones 1993; Polsby 1984; Pressman and 
Wildavsky 1973.

7. For a review of scholarly work using the policy-stages approach, see deLeon 
1999.

8. Polsby (1984: 2–3) divides the process into three stages: innovation, enact-
ment and implementation. These correspond to the three stages in my study. I 
use the term “agenda setting” instead of “innovation” because it is more com-
monly used in the current literature. In addition, I use “legislation” rather than 
“enactment” to signal the broad range of legislative activities, including enact-
ment, that draw on scientifi c expertise. Other studies divide the process into four 
stages (Kingdon 1984: 3) or seven (Lasswell 1956: 2).

9. “Formalization” refers to the explicit organizational structures that guide 
action within an organization. These include divisions or units within an orga-
nization designed to accomplish specifi c tasks, roles for organizational members, 
and procedural rules that guide action among members and set out reciprocal 
expectations between organizational members. For a discussion of the role of 
formal structure within organizations, see Schulman 1989.

10. DeGregorio (1992) presents three different leadership styles that committee 
chairs adopt in setting up hearings and fi nds that, although other actors and 
events can shape the agenda of a hearing, the committee’s chair exerts the greatest 
amount of infl uence on its agenda.

11. Cohen (1995), however, argues that the crucial work of Congress is often 
carried out behind closed doors rather than in the public forums of the 
institution.

12. Although statutory authority is a reliable guide for predicting implementa-
tion jurisdictions, there are notable exceptions. For example, a number of entre-
preneurial agencies used their existing jurisdictions as a platform for creating 
laws around tobacco use in the face of congressional inaction. For a cogent dis-
cussion of these policy innovations and congressional efforts to quell them, see 
Fritschler and Hoefl er 1996.

13. Research in organization theory establishes that even the most formalized 
of organizations also have elaborate informal components (Selznick 1957). That 
the implementation stage of decision making is more formalized than agenda 
setting does not suggest that there are no informal aspects to policy implementa-
tion, nor does it establish the relative importance of formal and informal proce-
dures in shaping policy outcomes during implementation.

14. For example, Talbert, Jones, and Baumgartner (1995) provide convincing 
evidence that non-legislative hearings (i.e., hearings that do not consider a 
specifi c bill) have a role in carving out turf and jurisdiction in the chamber. 
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Specifi cally, committees often hold hearings on a specifi c topic to indicate to the 
chamber leadership that the committee has the necessary expertise to manage 
future bills that touch on that topic. These activities, to be effective, have to be 
staged in advance of major congressional activity on a specifi c issue in order for 
the committee to be given jurisdiction over relevant bills.

15. Although there are several studies that consider the role of expertise in 
the US legislative process (Huitt 1954; Weiss 1989; Esterling 2004; Bimber 
1996), there are almost no studies of scientists in legislation. Zehr’s 2005 
study of boundary work in hearings on acid rain and climate change is an 
exception.

16. Note that Zehr’s 2005 study of boundary work among scientists involved 
in congressional hearings is, perhaps, the only existing study that explicitly treats 
scientists’ role in Congress. Zehr, however, does not come to any specifi c conclu-
sions about the importance of scientists’ participation in infl uencing congressio-
nal decision making.

17. This discussion does not assume a defi nitive boundary between science and 
policy. Rather, it adopts rhetorical conventions about the proper role for science 
in policy making while recognizing that those conventions are contested and 
often in fl ux (Gieryn 1995; Jasanoff 1990). To the extent that such conventions 
shape actors expectations and behavior, they are important, even if the conven-
tions assume a distinct boundary that does not, in fact, exist. For a more detailed 
discussion of boundary work, see chapter 1 of the present volume.

18. Deborah Stone develops the concept of “causal story” in her 1989 work on 
agenda setting. A “casual story” contains both a causal explanation of an event 
or a state of affairs and a persuasive account of the policy implications of that 
causal relationship. Here, I am concerned specifi cally with how scientists create 
causal stories, what I call “science narratives.” In chapter 2, I explore this 
concept in light of the two cases—policy formation for acid rain and climate 
change.

19. Controversies among scientists around the executive summaries of reports 
on acid rain and on climate change demonstrate just this problem. Though sci-
entists often agree that the content of the reports are scientifi cally sound, they 
can rarely agree on how to summarize the scientifi c fi ndings for use by policy 
makers. See, e.g., Shabecoff’s (1987) coverage of the debate about the National 
Acid Precipitation Assessment Program’s fi rst report. Notably, some of the sci-
entists who were critical of the report’s executive summary had participated in 
the preparation of the body of the report. On a similar debate that erupted after 
the Intergovernmental Panel on Climate Change reported a “discernable human 
infl uence on global climate” (Houghton et al. 1996), see Stevens 1996.

20. That scientists begin to openly address the idea of a science/policy boundary 
in legislative settings does not suggest that scientists are unaware of the boundary 
during agenda setting. Rather, scientists’ outward performance across the two 
stages varies, whereas their understanding of the science/policy boundary in these 
two stages may be constant. On scientists’ concern with how they can maintain 
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their status as scientists and apply their knowledge in policy settings, see Tackacs 
1996; Keller 2002.

21. For a description of the tasks associated with risk assessment versus those 
associated with risk management, see NRC 1983b.

22. Agencies rely mainly on the so-called “Redbook” (NRC 1983b) for guidance 
in risk analysis. In addition, departments that are developing their own risk-
analysis capabilities sometimes seek advice from more experienced agencies. The 
US Department of Agriculture, for example, sought help from both the Food and 
Drug Administration and the Environmental Protection Agency in designing its 
congressionally mandated Offi ce of Risk Assessment and Cost-Benefi t Analysis 
(interview, September 23, 1998).

23. For a discussion of organizations that attempt to codify informal practices 
through continuous identifi cation of such practices and subsequent update of 
organizational procedures in light of those practices, see Schulman 1993.

24. Cohen, March, and Olsen (1972) point out that solutions can precede prob-
lems in decision making.

25. Jasanoff (1990) concentrates on science advisors who participate in policy 
implementation and fi nds that science advisors do, in fact, include normative 
judgments in the advice they provide as scientists.

26. For examples of analyses that similarly combine structure and agency in 
explaining outcomes, see Kingdon 1984; Baumgartner and Jones 1993. Kingdon, 
in his work on the policy process, explains how actors who are infl uential in one 
stage of policy making may be minor participants in a subsequent stage. In addi-
tion, Kingdon highlights the role of focusing events, which can turn latent public 
concern into active political pressure. Here structure and exogenous factors 
constrain or enable actors in the policy process. At the same time, Kingdon 
emphasizes the role of policy entrepreneurs (resourceful and politically savvy 
actors who use their skills to advance favored issues at opportune moments). 
Overall, Kingdon’s explanation emphasizes the combined infl uence of structures, 
actors, and chance events in shaping policy outcomes. Though policy entrepre-
neurs are able to take advantage of fortuitous events in pursuing their goals, they 
are not able to remake the policy world to their liking. At the same time, out-
comes cannot be predicted from structure alone. Baumgartner and Jones similarly 
tackle agency and structure in explaining policy change in their work on punctu-
ated equilibria. In general, policy change is incremental and is dominated by 
stable actors and structures. Occasionally, however, policy entrepreneurs are able 
to reframe policy issues in ways that create novel venues for policy deliberation. 
These venues can then provide a platform for new policy ideas that can challenge 
existing patterns of policy making. Sometimes this leads to rapid and substantial 
policy change.

27. Using statistical language, this analysis points to differences in means across 
stages of decision making. A difference in means across cases, however, can be 
consistent with even substantial variation within cases. Means and variances are 
two, independent methods of summarizing a distribution of characteristics within 
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a population. This analysis acknowledges variation in scientists’ behavior within 
each stage, but points to more signifi cant differences across cases.

28. Bowker and Star (1999) show how ubiquitous classifi cation systems are in 
society in general. Further, they demonstrate how important classifi cation systems 
are, for example, in preserving ideologies and sensitize the reader to the social 
implications of any classifi cation system.

29. Litfi n (1994: 187) argues that scientists were not willing to make policy 
recommendations based on their research in the case she studies (ozone deple-
tion). This leaves open the possibility that scientists who are willing to enter 
policy debates might themselves act as knowledge brokers.

30. For example, Takacs’s study of conservation biologists demonstrates that 
scientists can view themselves simultaneously as objective scientists and as activ-
ists whose duty is toward the preservation of their subject matter, i.e., diverse 
and thriving ecosystems. In this case, the full range of professional activities that 
conservation biologists undertake extends beyond a traditional interpretation of 
the label “scientist.”

31. The Acid Rain Control program is ongoing, whereas National Acid Precipi-
tation Assessment Program research was funded only through the mid 1990s.

32. The following reports of hearings held in the 1950s give at least brief atten-
tion to climate change: HCoA 1956, 1957, 1958, 1959; SCA 1956; HCIFC 
1958.

33. For a detailed discussion of media coverage of climate change, see chapter 
2 of the present volume.

34. For a detailed analysis of the USGCRP’s creation, see Pielke 2000a,b.

35. The exception to this is, of course, the ban on chlorofl uorocarbons (CFCs). 
However, the ban was made in response to ozone depletion before CFCs 
were recognized for their signifi cant global warming potential. The EPA ran the 
voluntary programs “Climate Wise” and “Energy Star” (now merged under the 
name “Energy Star”). These programs provide industry with information and 
advice about energy effi ciency that reduce costs and emissions of greenhouse 
gases. Industry participates, obviously, on a voluntary basis. More information 
about the Energy Star program is available at http://www.energystar.gov.

36. Two groups of states are considering regional agreements to create cap-and-
trade programs for reducing greenhouse gases. The states are Connecticut, Dela-
ware, Maine, Massachusetts, New Hampshire, New Jersey, New York, Rhode 
Island, and Vermont in the Northeast and Washington, Oregon, and California 
on the West Coast (DePalma 2005). For a discussion of California’s law, passed 
in September 2006, see Martin 2006.

37. A number of studies that consider scientists role in policy formation have 
studied environmental and environmental health policy cases (Bryner 1993; 
Boehmer-Christiansen 1988, 1996; Crandal and Lave 1981; Collingridge and 
Reeve 1986; Demerrit 1999; Ezrahi 1980; Fleagle 1994; Gould 1985; Green-
wood 1984; Haas 1990, 1992; Hajer 1993; Jasanoff 1990; Landy, Roberts, and 
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Thomas 1994; Litfi n 1994; Parson 2003; Powell 1999; Shackley et al. 1998; 
Shackley and Wynne 1995, 1996, 1997; VanDeveer 1998; Wagner 1995; Zehr 
1994a,b).

38. Recognition of problems in these cases did not arise primarily in academic 
communities. Either the issue had been around for a long time, as in the cases 
of nationalized health care (Kingdon 1996: 6–9) and waterway user charges 
(ibid.: 12–14), or non-experts were able to detect problems without recourse to 
academic research, for example, rising health care costs (ibid.: 5–6)—something 
apparent in the federal budget for Medicare and Medicaid—and transportation 
deregulation (ibid.: 9–12) where the industry itself complained of onerous regula-
tions. One of Kingdon’s examples lends some support for the argument presented 
here, however. Kingdon points out that the economics literature preceded 
government attention to transportation deregulation and did impact the political 
agenda (ibid.: 54–55). Moreover, Kingdon gives credit to two economists, Hen-
drick Houthakker and Paul MacAvoy, members of the Council of Economic 
Advisors, for bringing the new orthodoxy in economics to bear on public policy 
(ibid.: 54).

39. Rowland and Molina’s results were published in Nature (June 28, 1974). 
The date of the discovery is given in Molina’s autobiography at http://www.
nobel.se. Notably, this autobiography includes Molina’s account of their decision 
to publicize their fi ndings outside of the academic community owing to their 
political and social importance. Molina writes: “The years following the publica-
tion of our paper were hectic, as we had decided to communicate the CFC-ozone 
issue not only to other scientists, but also to policy makers and to the news 
media; we realized this was the only way to insure that society would take some 
measures to alleviate the problem.”

Chapter 1

1. See, e.g., Ezrahi 1980; Grobstein 1981; Greenberg 1984; Mazur 1981; Nelkin 
1979; Price 1965; Primack and von Hippel 1974; Weinberg 1972.

2. For a review of the basic elements required for democratic participation in a 
polity, see Dahl 1956.

3. An alternate view of technocracy argues that embracing a rationalist approach 
to decision making is, in and of itself, technocratic in that causal connections 
and high standards of proof are required to justify political action. This defi nition 
of technocracy requires no specifi c role for scientists to the extent that non-sci-
entists can present their cases in rationalist terms. Though this does involve a 
barrier to entry, it is one that can be overcome (see, e.g., Brown 1992; Epstein 
2000). Here, I use the term in a quite different sense. Specifi cally, technocratic 
outcomes obtain when scientists, drawing on their social status, are able to limit 
the participation of other actors who would normally have access to decision 
making. The issue here is not scientists’ ability to persuade other actors of the 
wisdom of the policy choices they endorse; persuasion is not only fair game in 
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democratic decision making, it is one of the most important techniques for 
achieving consensus. Instead, technocracy obtains when scientists are able to 
convince other actors that a decision lies purely in the domain of science and, 
therefore, should not be subject to democratic debate. This involves persuasion 
of a sort, yet it limits the potential for non-scientists to articulate their own 
interests with respect to policy outcomes.

4. This extensive literature includes the following: Gieryn 1983, 1995, 1999; 
Star and Griesemer 1989; Jasanoff 1990, 2004a; Fujimura 1992; Shackley and 
Wynne 1996; Jasanoff and Wynne 1998; Guston 1999, 2000; Zehr 2005.

5. Much of this work comes from the fi eld of science and technology studies. 
For a brief review of the early roots of this constructivist approach to science, 
see appendix A.

6. Reiner Grundmann notes this tendency in his analysis of ozone and climate 
policy making. He argues that “practitioners in many fi elds still subscribe to 
the ‘speaking-truth-to-power view of science’ ” (2006: 74–75), in spite of the 
fact that this view of science in decision making has been thoroughly 
challenged.

7. See, e.g., Lindblom’s 1959 discussion of synoptic decision making.

8. The distinction between risk assessment and risk management, which I discuss 
in greater detail in chapter 4, is an example of such institutionalization.

9. In fact, early writings in public administration (Taylor 1911; Gulick and 
Urwick 1937; Fayol 1949) even sought to apply scientifi c principles to bureau-
cratic organizations to ensure that they would operate rationally and effi ciently. 
The idea that the bureaucracy was merely a center for neutral implementation 
of important decisions made elsewhere was so thoroughly accepted in the disci-
pline that the study of public administration fell out of favor relative to studying 
Congress and the presidency. Pressman and Wildavsky’s work on implementa-
tion revived interest in the bureaucracy as a source of policy outcomes rather 
than merely a receptacle for them (Pressman and Wildavsky 1973).

10. For a more detailed discussion of the institutional mechanisms that support 
and sustain this view of science in decision making, see chapter 4 of the present 
volume.

11. Lindblom (1959)) links his rejection of a rationalist approach to Herbert 
Simon’s concept of “bounded rationality,” for which Simon would be awarded 
the Nobel Prize in economics in 1978.

12. A number of critics have attacked Lindblom’s emphasis on incremental 
policy change for its inherent acceptance of the status quo. For a cogent review 
of these criticisms, see Weiss and Woodhouse 1992. For Lindblom’s own response 
to his critics, see Lindblom 1979.

13. Stone (1989: 294) lists several characteristics of causal stories that increase 
their chances for success. A causal story, she writes, is more likely to be successful 
if (a) its proponents are visible, have access to the media, or hold prominent 
positions, (b) it taps into deeply held cultural values, (c) it dovetails with the 
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“national mood,” and (d) it implies no major redistribution of wealth or 
power.

14. Jasanoff (1990: 208–28) compares several institutional mechanisms for 
incorporating expert advice.

15. Guston’s use of the term “boundary organization” draws from the work 
of Susan Leigh Star and James Griesemer, who developed the concept of 
the “boundary object” to account for how actors with different conceptions 
of science might fi nd a mutually acceptable science/non-science settlement 
(1989).

16. In his 1991 study of how the public assesses the role of the American presi-
dent, Richard Brody argues that the public focuses specifi cally on outcomes 
associated with presidential policies and is much less infl uenced by prospective 
statements presidents make about their policy goals. Results, rather than position 
taking, infl uence public opinion regarding the presidency. This offers some 
empirical support for Ezrahi’s claim that state action is judged on the basis of a 
state’s ability to reach its goals.

17. For the classic view of the use of analysis or expertise in Congress, see 
Fiorina 1989; Jones 1976; Mayhew 1974.

Chapter 2

1. In referring to scientists involved in agenda setting for acid rain and climate 
change, I am not seeking to portray the scientifi c community as united around 
the initial framings offered by scientists. In fact, scientists do emerge in the public 
discussion of each issue and argue against the early framings that appeared in 
the media and in Congress. The more pertinent point here is that members of a 
vocal subgroup of the scientifi c community were allowed to speak publicly about 
these two issues for a signifi cant period of time before their framing was coun-
tered by others in the scientifi c community and by non-scientists. This allowed 
members of each subgroup to “speak for science” early in the process without 
having their authority to do so challenged.

2. I cover the periods of intense debate on the two issues in chapter 3.

3. In chapter 3, where I analyze scientists’ participation in legislative decision 
making, I also discuss the effects of an institutionalized science narrative.

4. A long-standing debate in political science between elite and pluralist schools 
argues about whether one can study the ability to keep an issue off the public 
agenda. See Bachrach and Baratz 1962 for an overview of this debate. Baumgart-
ner and Jones refer to the “intractability” of agenda setting and point out that, 
thus far, studies of agenda setting have not produced a set of indicators that can 
be used across cases (1993: 39). Polsby, in his study of policy innovations, 
describes the diffi culties in delimiting the universe of cases from which one might 
draw samples to study (1984: 6–13).
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5. Stone (1989: 283) argues that there are two elements to “causal stories” in 
policy making: the empirical and the moral. The fi rst establishes causal relation-
ships while the moral element assigns blame.

6. In history, narrative analysis suggests a methodology that is appropriate when 
events cannot be represented through general laws or conclusions. William 
Paulson elucidates this through his comparison of narrative and science, or 
algorithm, as occupying opposite ends of a continuum of explanation. Narrative, 
Paulson argues (1994), emphasizes the element of chance in events, while the use 
of science or algorithm implies a measure of predictability in outcomes. Used in 
this manner, narrative refers to the way in which an historian recounts events, 
as well as the underlying assumption that the only way to explain an outcome 
is to detail the events leading up to it rather than attempting to codify those 
events through some formula. For a concise review of the debate about the use 
of narrative analysis in history, see Rosaldo 1989: 127–143. However, the term 
“narrative” also refers to an analytic tool that draws attention to the organizing 
frameworks that guide and justify an individual or group’s beliefs and actions. 
It is the latter sense of the term that is used here.

7. For an analysis of the consolidation of the framing of climate change as a 
problem of pollution, see Miller 2000.

8. By “science narrative” I mean the narrative that is established and reinforced 
by scientists or actors who claim membership in the larger scientifi c community. 
This distinguishes it from narratives that incorporate scientifi c information, a 
characteristic that, although expected as part of a science narrative, is not limited 
to it.

9. That scientists’ factual claims do not translate immediately into policy impera-
tives is demonstrated, in part, by the existence of “knowledge brokers”—actors 
in the policy process who “have a fl air for translating the work [of academics 
and other researchers], identifying the policy-relevant angles in it, and framing 
it in language accessible to decision makers” (Litfi n 1994: 37). The boundary-
spanning role played by knowledge brokers demonstrates a need for translating 
science as it is practiced professionally into a format more useful for policy 
makers. The concept of co-production equally asserts a role for non-scientists in 
establishing the meaning of science for society (Jasanoff and Wynne 1998; 
Jasanoff 2004a,b). At the same time, the suggestion that scientifi c fi ndings do 
not necessarily have immediate meaning in policy making does not imply that 
the scientifi c community or its products are apolitical.

10. For example, Senator John Chafee, in a 1987 hearing on climate change, 
credited scientists for informing policy makers about global warming and the 
ozone hole: “The scientifi c community as a whole, I believe, should be congratu-
lated for recognizing these problems and for bringing them to our attention. A 
signifi cant number of scientists are telling us that these problems can no longer 
be treated solely as important scientifi c questions.” (SCCST 1987: 6)

11. The climate change case is discussed later in this chapter.
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12. For an overview of the history of scientifi c research bearing on acid rain, see 
Cowling 1982.

13. Cowling (1982: 111A) credits Gorham with producing “the fi rst detailed 
analysis of Smith’s early work.”

14. For example, scientists began to organize explicitly as acid rain researchers. 
This new scientifi c identity gained formal expression in the International Direc-
tory of Acid Deposition Researchers, which attempts to list all scientists by both 
discipline and country who are working on some aspect of acid deposition 
research (North Carolina State University Acid Deposition Program for National 
Acid Precipitation Assessment Program 1983, 1986).

15. There are, no doubt, important social contingencies that affected scientists’ 
understanding of acid rain as a subject of scientifi c research. By asserting that 
acid rain had relevance only within the scientifi c community is not to say that it 
existed in some “objective” state. In fact, there is evidence that scientists’ under-
standing of acid rain was heavily infl uenced by social and cultural events occur-
ring in the 1960s. Evidence from the climate change case offers a useful 
comparison that substantiates this point. In addition, although the term “acid 
rain” did, as far as records show, originate in the scientifi c community, it is pos-
sible that non-scientists were aware of ecosystem changes (e.g., declines in fi sh 
populations) and did not have to rely on a pronouncement from the scientifi c 
community in order to see its effects.

16. A pH of 7 is the measure for pure water. Lower scores on the pH scale 
indicate greater acidity.

17. Even in this spare statement, NAPAP leans toward a negative framing with 
the sentence “The major concern about the aquatic effects of acidic deposition 
[is toxicity] to aquatic organisms.” (emphasis added) An entirely value-neutral 
statement about acid rain might indicate that acid rain creates conditions that 
do not support aquatic life without labeling that as a “major concern.” Even so, 
this statement represents a typical causal story for acid rain.

18. Stephen Zehr’s work on acid rain countered a number of analyses that por-
trayed scientists as relatively powerless in the acid rain debate in the US (Gould 
1985; Yanerella 1985). Unlike his predecessors, Zehr takes a Latourian approach 
and argues that scientists were critical in shaping acid rain policy, particularly 
in portraying science as crucial step in fi nding a solution (Zehr 1994a).

19. For more examples from early publications aimed at public audiences, see 
Galloway 1978; NRC 1981; Cowling 1982.

20. The case of forest decline is complicated because nitrogen oxides, which 
form acid rain, are also a pollutant that contributes to the formation of surface 
ozone. In this regard, lowering emissions of nitrogen oxides could limit subse-
quent ozone formation. Still, this longer linked chain of causation was distinct 
from the initial claim that the acid deposition, itself, was harming forests. 
Though some species of trees did suffer from acid deposition, forests, in general, 
were not at risk.
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21. The Atmospheric Sciences Program of Ohio State University hosted the 
conference and acted as a co-sponsor (USDA 1976).

22. See SCEPW 1979 for early congressional oversight of EPA’s R&D efforts 
with respect to acid rain. See SCENR 1980a for a hearing reviewing research 
conducted by the Department of Energy.

23. A search in the LexisNexis database for major newspaper articles mention-
ing “acid rain” yielded 134 stories and abstracts published between 1972 and 
1980. (There are no stories that mention acid rain before 1972.) Only two of 
the stories published between 1972 and 1980 criticize the acid rain science nar-
rative. Both articles that take issue with the narrative are editorials, both pub-
lished in 1980 (Wall Street Journal 1980; White 1980). In the preceding 8 years’ 
of coverage of the issue, the acid rain science narrative is presented intact with 
no counter-narratives. In a separate search of the Historical New York Times 
database, 50 stories mentioning “acid rain” are found between 1970 and 1979 
(and none before 1970). The fi rst to include a hint of counter-narrative was 
published in 1979; it argued that “the damage acid rain might do is still largely 
a matter of conjecture” owing to a lack of quantitative data on effects (Hill 1979: 
E8).

24. I treat this topic in more detail in chapter 3.

25. For a detailed and lively account of the development of scientifi c research 
on global warming, see Weart 2003.

26. A brief history of the International Geophysical Year can be found at 
http://www.nas.edu. Miller’s (2001) analysis of event leading up to the IGY 
demonstrates the links between post-World War II reorganization of interna-
tional relations and institution building and the ideals of meteorologists aiming 
to create an international observational network.

27. In spite of the fact that Revelle’s written statement is the most quoted, the 
oral comments that Revelle gave at the 1956 hearing were slightly different. What 
the House Committee on Appropriations heard was “Here we are perhaps 
making the greatest geophysical experiment in history, an experiment which 
could not be made in the past because we didn’t have an industrial civilization 
and which will be impossible to make in the future because all the fossil fuels 
will be gone.” (HCoA 1956: 473) Notably, in his oral comments Revelle does 
not characterize the experiment as bad, but rather as a unique opportunity for 
research. The same language from Revelle’s written statement appears in a report 
submitted by Joseph Kaplan, Chair of the National Science Foundation Com-
mittee on the IGY to the Senate Committee on Appropriations (SCA 1956: 230). 
Later, Revelle uses the exact same language in his 1957 paper published with 
Hans Seuss (Revelle and Seuss 1957). Spencer Weart, in his history of climate 
change, specifi es that Revelle added the language to the scientifi c paper in 1957 
when he made a few last minute revisions before sending the paper off for pub-
lication (Weart 2003: 29–30). This suggests that Revelle originally composed the 
famous characterization with a congressional audience in mind and later included 
the sentence in his scientifi c paper.
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28. According to Weart (2003: 30), “Revelle meant ‘experiment’ in the tradi-
tional scientifi c sense, a nice opportunity for the study of geophysical processes. 
Yet he did recognize that there might be some future risk.” Revelle’s mention of 
tropical storms on the East Coast may be an indication of that he was thinking 
about risks of climate change, but this point is a mere a subplot in his congres-
sional testimony (HCoA 1956: 479).

29. For an articulation of this perspective on the relationship between the 
government and the scientifi c community, see Bush 1945. For a discussion of 
revisions to the “social contract for science,” see Guston 2000.

30. The House Committee on Appropriations held two hearings on the progress 
of the IGY (HCoA 1958, 1959).

31. In 1957, Wallace Broecker proposed in his PhD thesis that shifts between 
glacial periods or ice ages and non-glacial or “interglacial” periods were rapid 
rather than gradual. The idea of rapid climate change led scientists to look for 
mechanisms that might drive such change (Weart 2003: 50–65). One example 
is the idea that melting polar ice would uncover darker surfaces. Dark surfaces 
absorb more solar radiation than lighter ones. Since ice is light in color, and 
therefore highly refl ective, losing ice cover to darker surfaces would mean the 
Earth would absorb more energy. Thus, a warming trend that melted the Polar 
ice caps would then lead to more absorption of solar radiation and further 
warming.

32. David Hart, in an unpublished paper on climate change research (1992: 17), 
points out that Scandinavian scientists studying climate change since the 1950s 
had always viewed the issue in environmental terms. This view seemed to take 
hold in the US by the early 1970s, when researchers produced two reports on 
environmental harms in preparation for the 1972 United Nations Conference on 
the Human Environment (SCEP 1970; SMIC 1971). Hart discusses both of these 
reports (1992: 18–19).

33. Climate change was mentioned in several hearings that took place before 
the 1976 hearing. In a 1973 hearing on US and global food supplies, Reid Bryson 
raises the issue of climate change as a factor in agricultural productivity (SCANF 
1973). Two years later, a NASA scientist, James Fletcher, raises the issue in the 
context of the negative effects of chlorofl uorocarbons (CFCs) (SCASS 1975). In 
a separate 1975 hearing convened to discuss the only marginally related issue of 
chronic, low-level exposure to pollutants, scientist Helmut Landsberg grabs an 
opportunity to point out the long-term effects of fossil fuel consumption on the 
climate (HCSST 1975b). The 1976 hearing stands out because the focus of the 
hearing is climate.

34. For example, Reid Bryson links changes in climate to rainfall and agricul-
tural productivity (SCANF 1973: 119–140). Stephen Schneider, who later advo-
cates strongly for government action to mitigate climate change, argues at the 
1976 hearing that climate prediction is crucial for water resource management 
(HCSST 1976: 37–90). Later in the same hearing, an entire panel of scientists 
discusses the links between climate change and food supply (ibid.: 102–131).
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35. Although carbon dioxide is now one of several greenhouse gases recognized 
for their heat-trapping potential and for their increasing atmospheric con-
centrations, carbon dioxide continues to occupy center stage as the major driver 
of global warming. Note, for example, the emerging market in carbon credits 
and the emergence of the concept of an individual’s “carbon footprint.” For 
an argument against the continued focus on carbon dioxide, see Hansen et al. 
2000.

36. On melting sea ice, see IPCC 2007. On the potential for climate change to 
increase hurricane frequency, see Goldenberg et al. 2001; Knutson, Tuleya, and 
Kurihara 1998.

37. For examples of the causal story for climate change across the two periods, 
see Revelle’s discussion of the potential for global warming as a consequence of 
the increase in carbon dioxide in the atmosphere (HCoA: 1956: 472–3). Similar 
information is conveyed in a 1977 NRC report on climate change and water 
supply (NRC 1977a: 13): “The increasing use of fossil fuels in recent years has 
resulted in a global atmospheric CO2 increase of about 0.7 percent per year. CO2 
molecules are very strong absorbers of long-wave thermal radiation at wave-
lengths at which the earth’s atmosphere is otherwise transparent. The increased 
absorption tends to insulate the earth’s surface from infrared heat losses to outer 
space, leading to higher surface temperatures (the greenhouse effect).”

38. This report also includes the causal story that links increases in greenhouse 
gases to global warming: “Some gaseous constituents of the atmosphere also 
absorb solar and infrared radiation, and carbon dioxide, water vapor, and ozone 
are in this category. It is well known that the CO2 content of the global atmo-
sphere has been rising due to the burning of fossil fuels—coal, petroleum, and 
natural gas—and it is expected that it will go up about another 20% by 2000 
A.D.” (SMIC 1971: 11)

39. Note that Broecker is paraphrasing Revelle and Seuss (1957), albeit with a 
negative connotation that was lacking in the original.

40. Broecker’s article is published in the scientifi c journal Nature. The article 
appears in the “Commentary” section of the journal and is intended as an 
opinion piece, albeit one that marshals empirical evidence to support its central 
claim (1987: 124, 125).

41. Between 1980 and 2005, the only year in which Congress did not hold at 
least one hearing on climate change was 1983. Before 1987, there were typically 
only one or two hearings per year. In 1987, four hearings were held in four sepa-
rate committees. In 1988, eight committees held nine hearings. In 1989, twelve 
committees held 21 hearings. The pattern for print media is similar. Until 1983, 
newspaper coverage of global warming was sporadic, with ten stories or fewer 
per year. In 1983 there were 23 stories; in 1984 there were 11. After 1984, the 
number of stories jumps dramatically each year: 22 in 1985, 59 in 1986, 75 
in 1987, 462 in 1988, and more than 1,000 every subsequent year. My data 
for the congressional hearings and media stores are from the LexisNexis 
database.
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42. These data are available through LexisNexis Congressional Publications 
database. Note, also, that in every year since 1980, excepting 1983, there is at 
least one substantive hearing on this issue such that the routine agenda status is 
not driven solely by appropriations committees reviewing federal research on 
climate change.

43. During hearings held in 1976 and 1977, many scientists discussed the poten-
tial for improving agricultural production through seasonal weather prediction 
and argued that a better understanding of climate, derived through federally 
supported research, might allow for such predictions (HCSST 1976, 1977). One 
reason that seasonal weather prediction may have fallen off both the congres-
sional and scientifi c agenda is the fact that it was not very successful. Reid 
Bryson, a proponent of the idea of seasonal weather prediction, was forced to 
publicly acknowledge the limits of seasonal weather prediction after predicting 
a record cold winter in 1982–83, a winter that turned out to be quite warm. 
Bryson’s prediction appeared in the New York Times in September 1982 (But-
terfi eld 1982). In December, Bryson is quoted as saying “We blew it” in reference 
to the climatologists’ prediction of an unusually harsh winter (Clifford May 
1982).

44. For a list of the climate change hearings included in the qualitative analysis, 
see appendix D.

45. These numbers are based on searches in the Lexis-Nexis database under 
“General News” and “Major Papers.” Search terms included “global warming” 
and “climate change.”

46. “No matter how much pressure builds up among concerned experts,” Weart 
argues (2003, 155), “some trigger is needed to produce and explosion of public 
attention. The break came in the summer of 1988.” The “break” came in the 
form of a heat wave that provided the perfect setting for Hansen’s testimony.

47. It is interesting to note that James Hansen, a NASA scientist, was associated 
with the 1986 NASA report and testifi ed before Congress about that report’s 
fi ndings (SCEPW 1986a). Because of his role in 1986 and his evocative testimony 
two years later, Hansen takes on for climate change something like the role Odén 
played in shaping the agenda for acid rain.

48. NAPAP was funded at $500 million over a ten-year period. The USGCRP 
was funded at approximately $800 million in its fi rst year of operations. The 
latter fi gure quickly grew, and the annual budget for the program between 1995 
and 1998 was $1.8 billion. As has already been noted, from fi scal year 1999 to 
fi scal year 2004 the budget ranged between $1.65 billion and $1.82 billion per 
year (USGCRP 1996, 1997, 2002; USCCSP 2004).

49. The US government’s commitment to scientifi c research on global warming 
slightly trailed international activity. In 1988, the World Meteorological Orga-
nization and the United Nations Environment Program jointly created the Inter-
governmental Panel on Climate Change to provide periodic assessments of the 
most current scientifi c information on climate change through an international 
review of published scientifi c research. The creation of organized scientifi c 
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research efforts at both the national and international level point to scientists’ 
persuasiveness in arguing that climate change posed a signifi cant environmental 
problem that was amenable to scientifi c inquiry.

50. Later in the hearing, the statistician, Andrew Solow, was asked to clarify his 
views. He pointed out that a lack of defi nitive information in the present cannot 
rule out future warming (HCMMF 1989: 27).

51. For an overview of witness positions on climate change from 1975 to 1992, 
see fi gure 3.1. This includes data for witnesses of all education background, not 
just scientists.

52. The analysis of media coverage was conducted using LexisNexis database 
of English-language newspapers. The search for relevant stories drew from the 
categories “general news” and “major papers” and used the following search 
terms: “climate change” OR “warming” AND “carbon dioxide.” The earliest 
story returned by this search occurs in 1975. The analysis stops after 1988 
because LexisNexis will not return results that are larger than 1,000, and that 
number is reached in 1989 for the current search string. While it is not possible 
to continue the analysis beyond 1988, there is evidence to suggest that contro-
versy about climate change begins to pick up in 1989. Several notable contrari-
ans, including Richard Lindzen, Fred Singer, and Fred Seitz, begin to receive 
media coverage in 1989. Pat Michaels, also a respected voice among the contrar-
ians, stands out among this group in that his is quoted in a story appearing in 
1988. While these participants are commonly referenced in the media in the 
1990s, they are notably absent before 1988.

53. These data are consistent with Baumgartner and Jones’s research on periods 
of “Downsian mobilization,” during which experts tend to dominate the way an 
issue is framed in the early period of media attention. They argue that issue 
framings that run counter to that of the experts increase with media attention 
(1993: 83–125).

54. Baumgartner and Jones (1993) take this term from Downs’s (1972) analysis 
of the cyclical nature of public attention to policy problems. Downs describes 
the cycle as containing a period of marked public enthusiasm for tackling a policy 
problem that is typically followed by a more sober assessment of how diffi cult 
the problem will be to solve. For Baumgartner and Jones, however, the period 
of public enthusiasm is crucial in that it creates an atmosphere where new institu-
tions can be created around a specifi c defi nition of a policy problem (1993: 
86–89).

55. I explore this idealized role and its articulation in legislative and implementa-
tion policy settings in detail in the following two chapters.

56. See, e.g., Bolin et al. 1972; NRC 1981.

57. Anticipation of effects was based, in part, on the arguments in Europe con-
cerning forest death, particularly in Germany.

58. While forest decline still may call for policy redress, the assumption that 
cutting sulfur dioxide emissions would reduce damage to forests is not necessarily 
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justifi ed. Certainly, a number of opponents to acid rain controls in the US made 
this very argument, i.e., that cutting sulfur dioxide emissions will not affect lake 
acidifi cation or forest decline. See, e.g., Senator Robert Byrd’s comments at a 
hearing before the Senate Committee on Energy and Natural Resources (SCENR 
1984).

59. The mixed record on crop productivity was raised during a congressional 
hearing by Senator Byrd, who appeared as a witness on April 30, 1984 before 
the Senate Committee on Energy and Natural Resources.

60. The belief that scientifi c research will facilitate policy making is supported 
by the idealized model of science in policy making where objective information, 
by revealing ontological truths, points decision makers toward the correct solu-
tion. Science, according to this conception, limits political debate by revealing a 
unique path of response with which all participants with access to the scientifi c 
truths will agree. If, however, the appropriate response cannot be read directly 
from scientifi c fi ndings, then the mechanism for translating scientifi c information 
into policy advice must be spelled out in order to ensure that scientifi c research 
will be connected in meaningful ways to policy making needs. Such mechanisms 
exist in the policy-making process. For example, the “precautionary principle” 
instructs decision makers to err on the side of protection of human health when 
faced with uncertain scientifi c information. It is clear, however, that such mecha-
nisms are not neutral with respect to policy outcomes (Bryner 1987). In attempt-
ing to set up a research program around acid rain that would be neutral with 
respect to policy outcomes, those in charge of NAPAP opened themselves up for 
criticisms of irrelevance.

61. This research program, called the National Acid Precipitation Assessment 
Program, was part of the Synthetic Fuels Act of 1980. This act, a “mammoth” 
piece of legislation that reputedly contained “something for everyone,” passed 
the House with a vote of 317–93 and the Senate by a 78–12 vote (Congressional 
Quarterly Almanac 1980: 478).

62. Interview, December 2, 1998.

63. Rubin, Lave, and Morgan (1991) use NAPAP and its shortcomings as a 
cautionary tale in setting up research for climate change. In addition, NAPAP 
was criticized on more than one occasion during congressional hearings for not 
providing more policy-relevant information. In particular, see the hearing before 
the House Subcommittee on Natural Resources, Agricultural Research and 
Environment held on April 27, 1988, during the 100th Congress, and entitled 
“National Acid Precipitation Assessment Program.” I address the confl ict on 
NAPAP’s attempt to remain policy neutral in their research on acid rain in 
chapter 3.

64. The National Research Council, in a 1977 report, predicted warming of 
0.3ºC for every 10% increase in CO2 (NRC 1977a: 14). The IPCC has predicted 
a 1.5–4.5ºC increase in global average temperature with a doubling of CO2. 
Notably, the 1977 prediction falls in the center of the IPCC range. The IPCC 
statement of climate sensitivity has been constant across its three assessment 

222  Notes to Chapter 2



reports published, respectively, in 1990, 1996, and 2001 (Houghton, Jenkins, 
and Ephraums 1990; Houghton et al. 1996; Watson et al. 2001: 67).

65. A simple comparison of the temperature of the earth with other planets in 
the solar system, along with the concentrations of gases in their atmospheres, 
provides considerable supporting evidence for the theory (Houghton et al. 1996: 
55–59).

66. These complexities arise from a number of feedbacks in the system that are 
not well understood. These feedbacks come from, for example, water vapor, 
cloud processes, and ice and snow albedo. For a summary of these, see Houghton 
et al. 1996: 34–35. Also uncertain are the responses of terrestrial and marine 
biotic systems (ibid., chapters 9 and 10).

67. Compare the IPCC reports from 1990, 1992, 1996, and 2001 (Houghton, 
Jenkins, and Ephraums 1990; Houghton, Callander, and Varney 1992; Hough-
ton et al. 1996, 2001).

68. Models are also better able to handle monsoons, the El Nino Southern Oscil-
lation (ENSO), the North Atlantic Oscillation and are even beginning to predict 
tracks and frequency of tropical storms (Houghton et al. 2001: 473).

69. For an evaluation of improvements in GCM capabilities and a discussion of 
GCM projections, see Houghton et al. 2001: 473–512. See also Stott et al. 2000. 
For criticisms of the reliance on GCMs as a way to approach climate policy see 
Brunner 1996; Shackley et al. 1998.

70. See, e.g., Conservation Foundation 1963; NRC 1976, 1977a,b. Thompson, 
Ellis and Wildavsky, in their work on political cultures, draw up fi ve archetypal 
“myths” about nature. The “nature ephemeral” belief holds that nature is easily 
perturbed and must be protected to avoid signifi cant, negative consequences. 
Thompson, Ellis and Wildavsky specify that each of the fi ve beliefs about nature 
is partial in its understanding of nature but is held by its adherents as if it is 
self-evident (1990: 26–33). The assertions regarding the negative consequences 
of climate change that were made in the 1970s and 1980s are consistent with 
the “nature ephemeral” view outlined by Thompson, Ellis, and Wildavsky in 
that they were driven by concerns in about the scale of climate change rather 
than empirical evidence about how global warming would play out.

71. For example, Dr. Eric Barron expressed this view in a statement before a 
congressional committee: “.  .  .  the best scientifi c assessments we have suggest that 
the changes are going to be large and that in a sense we need to look out because 
the future climate is going to be dramatically different than the present climate” 
(SCEPW 1997).

72. The criticism of NAPAP demonstrates the disconnect that can occur between 
scientifi c research programs and policy development (Roberts 1991; Rubin, Lave 
and Morgan 1991). For criticism focused on the ability of the USGCRP to 
produce policy-relevant knowledge, see Brunner 1996.

73. For example, the conference statement from the UNEP/WMO/ICSU meeting 
held in Villach, Austria (a meeting that collected scientists from 29 countries to 
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discuss climate change) includes a number of policy recommendations that call 
for new policies on emissions of greenhouse gases as well as support for scientifi c 
research (SCEPW: 1985b: 97–100).

74. The National Climate Program, created by legislation in 1975, is a precursor 
to the USGCRP. The Climate Program was created to improve scientifi c under-
standing of climate in response to several “climate anomalies” experienced in 
the early 1970s. Roger Pielke, in his history of the USGCRP (2000a), argues that 
the Climate Program was superseded by the USGCRP owing to an increasing 
congressional interest human-induced climate change and the insuffi ciency of the 
Climate Program for that purpose.

75. In 1985, Dean Abrahamson of the Hubert H. Humphrey Institute of Public 
Affairs distinguished himself by arguing that the science was suffi ciently resolved 
to know that a policy response was required and by recommending committing 
resources to research on policy options rather than to more scientifi c research 
(SCEPW 1985b). Though Abrahamson was not the only proponent of action in 
1985, he stands out for his view that additional scientifi c research would not be 
the most effective way to decide a course of action in response to the threat of 
global warming.

76. The Intergovernmental Panel on Climate Change is another organization 
that is predicated on the notion that scientifi c research will guide policy decisions 
about limiting emissions of greenhouse gases.

77. See Sarewitz, Pielke, and Byerly 2000.

78. The IPCC made an even stronger statement in its Third Assessment report: 
“An increasing body of observations gives a collective picture of a warming 
world and modeling studies indicate that most of the observed warming at the 
Earth’s surface over the last 50 years is likely to have been due to human activi-
ties.” (Watson and Core Writing Team 2001: 137) Several major news outlets 
reported on the respective IPCC statements when they were fi rst released in draft 
form. See, e.g., Wall Street Journal 1995; Revkin 2000b.

79. Shackley and Wynne’s 1997 analysis of the attempt to create a measure of 
global warming potentials (GWP) is instructive. They argue that scientists sought 
to provide policy makers with a tool that would allow them to make comparisons 
among greenhouse gases in deciding the most effi cient way to reduce any nation’s 
contribution to global warming. However, ambiguities in the links between 
radiative forcing and climate sensitivity have complicated the interpretation of 
the measure. In addition, scientists were criticized for not including important 
socio-economic variables in the tool, e.g., discount rates that would incorporate 
the value of making changes in the present over future changes. The debate over 
GWPs reveals the distance between the complexities policy makers face when 
making decisions about reducing greenhouse gases and the ability of scientists 
to model those complexities.

80. In this section, I focus on the tendency of the scientifi c community to assume 
the relevance of scientifi c research in solving policy dilemmas. However, this 
should not be read as a criticism of all scientifi c research conducted to inform 
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policy making. Rather, I wish to point to a lack of discrimination about what 
we can know and the often attendant assumption that all knowledge will facili-
tate policy making.

81. I address the stability of the science narrative during the drawn-out legisla-
tive debate over acid rain in chapter 3.

82. See, e.g.,, Wilson 1989: 179–195.

83. Interview, EPA staff member, September 14, 1998.

84. The Byrd-Hagel resolution, passed by the Senate in July 1997, stipulated 
that the US should not sign any resolution committing the US to greenhouse gas 
reductions if developing countries were not also required to reduce emissions. 
The Kyoto Treaty only commits developed countries to emissions reductions; if 
ratifi ed, the treaty would require the US to reducing greenhouse gases to 5.2% 
below 1990 levels by 2012. The Kyoto Treaty came into force without US 
participation on February 16, 2005 after Russian ratifi cation of the treaty in 
December 2004.

85. Previously, California regulators approved a measure to cut greenhouse gas 
emissions from automobiles by 30 percent (Hakim 2004).

86. For example, Rubin, Lave and Morgan (1991: 49) express this view in their 
assessment of the creation of NAPAP.

87. It is interesting to note that this dynamic of pessimistic predictions about 
climate change policy followed by studies of the importance of scientists in 
shaping policy outcomes is paralleled in the literature on acid rain policy. A 
number of studies seeking to explain the failure of scientists in persuading policy 
makers to create a regulatory program (Gould 1985; Yanerella 1985) were fol-
lowed by studies that focused on the particular role of scientists in bringing about 
policy change (Hajer 1993; Zehr 1994a). The explanations of acid rain policy 
offered in the academic literature shift with the 1990 Clean Air Act Amendments. 
A similar trend seems to be taking place in the literature on global warming 
policy.

88. In comparing the two cases, mitigating acid rain requires signifi cantly less 
intrusion into the economy than does climate change. Given the different in 
magnitude of the implied regulatory responses, one can anticipate that policy 
making for climate change will occur much more slowly, if at all.

Chapter 3

1. The text quoted here is taken directly from the transcript of this hearing. The 
two speakers are the late Senator John H. Chafee and Dr. John P. Christy, an 
atmospheric scientist at the University of Alabama, Huntsville. Most hearings 
list speakers with PhDs as “Dr.,” yet this convention is not always followed. In 
spite of the fact that this section of hearing transcript does not make it obvious 
that Christy is a PhD scientist, his credentials were announced when he was 
introduced at the opening of the hearing.

Notes to Chapters 2 and 3  225



2. Though scientists may attempt to present themselves as neutral actors (see, 
e.g., Hilgartner 2000), one should not assume that claims to neutrality actually 
indicate neutrality.

3. The visible difference in scientists’ behavior in these two settings does not 
suggest that scientists are unaware of the idea of a boundary between science 
and policy making during agenda setting. Awareness of the boundary may not 
change from one setting to the next. For example, Takacs shows in his 1996 
analysis that the conservation biologists he interviews are quite self-conscious 
about the boundary between science and politics in thinking about their efforts 
in advocating for protecting biodiversity. This study, on the other hand, fi nds 
that open discussion of the science/policy boundary is more likely in legislative 
settings than it is in agenda setting. Moreover, this research is interested in why 
an implicit negotiation over the boundary between science and politics becomes 
explicit with the shift in venue.

4. The data presented below demonstrate the over-representation of scientists in 
congressional hearings. This is especially true in the climate hearings.

5. Once again, inherent confl icts in scientists’ role in policy making may also 
exist in agenda setting. To the extent that such confl icts do exist in agenda 
setting, they are less publicly visible.

6. The systemic agenda refers to the collection of issues that the public and the 
media consider pertinent policy issues, while the formal agenda refers to specifi c 
issues that are up for active consideration by public offi cials (Cobb and Elder 
1983: 14). The distinction between the two was discussed in the preceding 
chapter.

7. The co-production view of the role of science in policy argues that scientists 
are not alone in creating “scientifi c” understandings of the world. This view is 
clearly supported when one studies congressional debates in which non-scientists 
take an active role in shaping the ways in which even technical policy issues are 
understood. Still, one should not assume that scientists act alone up until the 
point that powerful elected offi cials take up an issue. The formality of congres-
sional procedure makes interactions between scientists and non-scientists more 
visible and more readily studied. The co-production framework, however, chal-
lenges us to fi nd cases of co-production in settings in which the infl uence from 
scientists and non-scientists may be equally shared, albeit less visible.

8. The literature on the ability of Congress to use expertise is divided. A number 
of studies point to diffi culties—i.e., issues of uncertainty, relevance, and timing—
in incorporating analysis into congressional decision making (Jones 1976; Schick 
1976; Weiss 1989). Moreover, arguments that much of congressional activity is 
symbolic would suggest that there is little incentive for members to worry about 
the effectiveness of the policies they pass and therefore not seek out relevant 
expertise (Edelman 1974). David Mayhew (1974: 132) explains: “The reason, 
of course, [for the occurrence of symbolism] is that in a large class of legislative 
undertakings the electoral payment is for positions rather than for effects.” 
Adding to the picture of Congress as impervious to expertise is Ralph Huitt’s 
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case study of the House Banking Committee, in which members did not change 
their positions in light of information presented in hearings. Rather, they inter-
preted information in ways that were consistent with their earlier beliefs (1954: 
19–20). In contrast, a number of scholars point out that Congress is increasingly 
steeped in sources of expertise in an effort to remain independent of the Execu-
tive Branch (Polsby 1969; Jones 1976; Schick 1976; Bimber 1996). Moreover, 
recent research fi nds that interest groups have an incentive to rely on expertise 
to predict policy outcomes for the positions they advance given that they are 
instrumentally interested in the effects of proposed policies. Self-interested behav-
ior on the part of interest groups, then, creates a “political economy of expertise” 
in congressional policy formation (Esterling 2004).

9. For example, a congressional staffer for the House Committee on Science 
whom I interviewed raised the issue of attempts by Congress to oversee agency 
use of science. The staffer presented these attempts as rather futile, explaining 
given “the use of science in legislation is sloppier than anything you’ll fi nd in the 
agencies” (interview, May 14, 1998).

10. See, for example the National Environmental Policy Institute’s report 
“Enhancing Science in the Regulatory Process” which includes an appendix on 
ways to improve the use of scientifi c information in the legislative process (NEPI 
1998). See also the House Committee on Science hearings entitled Scientifi c 
Integrity and the Public Trust (HCS 1995a–c). While these hearings focus on 
agency use of science, they do contain discussion of scientists’ participation in 
hearings and, in particular, the allegation that scientists misled members of 
Congress about the quality of their research in order to protect the federal 
budgets that support their research (see especially HCS 1995b). For a response 
to these hearings, see Brown 1996, 1997.

11. This issue raises a distinction between science and scientists in legislative 
hearings. In the present chapter I am primarily interested in the role of scientists 
in the policy process, but I recognize that, arguably, scientists are there as rep-
resentatives of an abstract body of knowledge. Transmitting this knowledge, 
either for practical or symbolic purposes, motivates both legislators and scientists 
in legislative settings. Also note, in keeping with Deborah Stone’s work on 
agenda setting, non-scientists can also mobilize scientifi c framings of issues as 
part of their persuasive arsenal (1997).

12. For succinct reviews of the several proposed roles that hearings might play 
in the larger legislative process, see Huitt 1954; Diermeier and Feddersen 
2002.

13. Refl ecting Muskie’s success in expanding the mission of the committee is the 
change in the name of the committee, which is now called the Senate Committee 
on Environment and Public Works.

14. The qualifi cation here is that the process of transcription is subject to error. 
For example, when one climate change scientist testifi es about albedo effects in 
climate change, the word appears in the record as “albito” (SCEPW 1985b: 7). 
In addition to noticeable errors such as this, it can be diffi cult to capture tone 
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from hearing transcripts. One aid in this endeavor is the convention of including 
the notation “[Laughter]” in the transcripts to note when participants laugh at 
some remark.

15. Reading the coverage of acid rain and climate change in major newspapers, 
not surprisingly, closely tracks congressional hearings. Journalists, on some occa-
sions, react to congressional hearings by covering them as newsworthy events. 
Members of Congress, on occasion, react to issues that receive prominent cover-
age in major newspapers. Without attempting to tease out causality—does Con-
gress follow the media or does the press follow Congress, newspaper coverage 
provides some triangulation for relying on the hearings as a window into the 
evolution of the policy debates over each issue.

16. Ralph Huitt, explaining his reliance on hearings for his study of the congres-
sional committee, writes: “The public hearing is only a part of the activity of a 
committee, but it is an important and often revealing part.” (1954: 341)

17. In some cases, scientifi c representation in the hearings is overwhelming. For 
example, in hearings from 1975 to 1992 that discuss climate change, scientists 
with PhDs in natural sciences make up 64% of witnesses appearing before Con-
gress. When one includes all witnesses who list any postgraduate degree among 
their qualifi cations, the percentage increases to 70.4% of witnesses.

18. Richard Fenno (1973) argues that members are motivated by some combina-
tion of reelection, infl uence within the chamber, and good public policy. Gather-
ing information from experts might forward any one of these three goals.

19. One of the central fi ndings of this research is that setting or context shapes 
scientists’ behavior. One mechanism of effect may be that each setting attracts 
a different subgroup of scientists. The differences one sees across the cases, 
therefore, might be caused by the different “types” of scientists willing to par-
ticipate in a specifi c stage. To the extent that this mechanism is driving the 
observed effect, one can argue that setting changes not the individual scientist, 
but “the public face of scientists” who participate in the policy-making process. 
I discuss this in greater detail in the introduction.

20. This includes scientists who work under the auspices of the National 
Research Council. The NRC, the research arm of the National Academy of Sci-
ences, was created in 1916 as a way to enlist the Academy’s network of scientists 
in conducting studies of current knowledge on policy-relevant scientifi c issues. 
NRC reports are often produced at the request of members of Congress. More-
over, NRC scientists in charge of producing those reports often represent those 
reports before congressional committees. See, for example, the testimony of 
Thomas Dietz before the House Committee on Science, Space, and Technology 
to discuss the National Research Council’s research on the human dimensions 
of global climate change (HCSST 1992).

21. Interview with congressional staffer, May 12, 1998.

22. At a 2002 meeting of the Ecological Society of America, an entire panel was 
devoted to the role of ecologists in policy making. A number of questions posed 
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to this panel focused on the risks of political engagement. More senior scientists 
attending the panel cautioned their more junior colleagues against political 
engagement until after they had been granted tenure (Alpert and Keller 2003; 
Keller 2002.)

23. This act created the National Acid Precipitation Assessment Program, which 
organized and funded scientifi c research on acid rain starting in 1983.

24. For a description of how data for this chapter were collected, see appendix 
B.

25. To avoid including in the analysis hearings in which acid rain was only dis-
cussed peripherally, a hearing is counted only if the term “acid rain” appears 
more than once in the Congressional Information Service summary of the 
hearing.

26. Though in most years after 1979 roughly 40 percent of witnesses went on 
record against acid rain controls, there are two outliers. In 1985 only 8% of 
witnesses took positions against acid rain controls, and in 1986 57% of witnesses 
argued against controls. These two years mark the lowest and highest percent-
ages of witnesses taking positions against acid rain after 1979.

27. This represents a marked difference from the scientifi c debate over global 
climate change.

28. For a discussion of the resolution of several of the uncertainties of acid rain, 
see chapter 2.

29. For a description of the methods for data collection with respect to the 
hearings on climate change, see appendix B.

30. For more detail on these hearings, see note 84 to chapter 2.

31. Global cooling predictions were also based on the understanding of the 
greenhouse effect. Aerosol pollution released into the lower atmosphere acts to 
block incoming solar radiation. This reduces the amount of energy entering the 
Earth’s climate system. All other things being equal, this should lead to cooling. 
In fact, the discrepancy between the observed warming of this century and the 
predicted warming from early climate models is now attributed to the fact that 
the models did not originally include the period of high aerosol pollution (Hough-
ton et al. 1996: 229–284; Stott et al. 2000). This cooling effect, however, has 
been countered by pollution control policies of the 1970s that have improved 
air quality throughout industrialized countries. Confusion over the simultaneous 
predictions of warming and cooling caused many observers to discount scientists’ 
claims about the ability for human action to affect the global climate. For 
example, Thomas Moore, an economist testifying at a subsequent congressional 
hearing, said “I cannot help mentioning that Steve Schneider was a great advo-
cate of global cooling as a problem in the 1970s and since that did not sell he 
now sells global warming.” (HCS 1995b: 237) For a similar view, see Bray 
1991.

32. Sixteen committees, thus far, have held hearings on climate change, with the 
preponderance of hearings held by fi ve committees. The Senate committees 
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holding the most hearings are Commerce, Science, and Transportation; 
Energy and Natural Resources; and Environment and Public Works. The House 
Committees holding the most hearings are Science Space, and Technology; 
Appropriations; and Energy and Commerce. (See table 3.2 of the present 
volume.)

33. The House Committee on Science, Space, and Technology held six 
hearings during this period, while each of the two Senate Committees held fi ve 
hearings. Together, these make up 67% of the hearings held in the period 
1980–1988.

34. The trend established in this fi gure continues into the early 1990s with both 
signifi cant numbers of hearings held annually and with additional committees 
taking on the issue. In 1990, there were 23 hearings held by nine committees. 
In 1991, 24 hearings were held by nine committees. In 1992, 18 hearings were 
held by ten committees.

35. A number of recent studies have revised the initial methods used to calibrate 
satellite temperature data. Taken together, these studies show that satellite obser-
vations fi nd warming that is consistent with observations made at the Earth’s 
surface. For a review of this literature, see Karl et al. 2006.

36. Ultimately, the Senate passed a resolution that it would not approve the 
Kyoto Protocol if developing countries were not also held to strict emissions 
standards. Though President Clinton favored signing the protocol, he was not 
able to overcome congressional opposition. President Bush opposes the Kyoto 
Treaty, which came into force without the participation of the US in February 
2005.

37. Senators Robert Byrd, Chuck Hagel, and John Ashcroft and Representatives 
Bill Paxon and Joe Knollenberg all introduced measures to prevent implementa-
tion of the Kyoto in advance of its adoption as a treaty by the Senate.

38. Chafee introduced his fi rst bill on the issue, S. 2617, in 1998. This bill called 
for amendments to the Clean Air Act to allow for credits for voluntary reductions 
of greenhouse gas emissions. In 1999, Chafee introduced S. 547, a bill to provide 
credit for voluntary reductions without amending the Clean Air Act. Senators 
Joseph Lieberman and Connie Mack co-sponsored S. 2617. Co-sponsors for S. 
547 were Senators Baucus, Biden, Collins, Jeffords, Lieberman, Mack, Moyni-
han, Reid, Voinovich, Warner, and Wyden.

39. McCain, as chair of the Senate Committee on Commerce, Science, and 
Transportation, chaired four hearings on climate change (SCCST 2000a–c, 
2001). Lieberman introduced a bill, S. 139, with McCain cosponsoring on 
January 9, 2003. McCain sponsored two similar bills in 2005, with Lieberman 
among the 15 co-sponsors. The fi rst, S. 342, was introduced on February 10, 
2005, and the second, S. 1151, was introduced on May 26, 2005. In addition, 
Lieberman and McCain have offered amendments to legislation in 2003 and in 
2005 that would have created an emissions trading program for greenhouse 
gases. Neither amendment passed.
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40. In the Senate, the Commerce Committee approved a bill to increase vehicle 
fuel effi ciency on May 8, 2007. While the bill does not explicitly address climate 
change, media coverage of the legislation has made the link (Simon 2007).

41. This idea clearly informed the legislation that created the National Acid 
Precipitation Assessment Program. Roger Pielke Jr., additionally, argues that this 
expectation supported the organization of the US Global Change Program to its 
detriment (2000a,b).

42. See, e.g., SCEPW 1983; 1986a; HCSST 1988, 1989; SCCST 2000a.

43. For a review of the literature on the shortcomings of peer review as a fi lter 
for poor research, see Jasanoff 1990: 69–76.

44. It may be that apologetic boundary crossers hope that they will be asked to 
give their policy positions. In such cases, being pressed by a committee member 
to articulate a policy position gives scientists license to change hats without 
appearing to be motivated to do so. Such scientists may be more “strategic” than 
“apologetic.” I am indebted to Mark Hunter for this point.

45. Similarly, in the climate change case, Gordon MacDonald, vice president 
and chief scientist for the MITRE Corporation, recommends four areas for gov-
ernment action including controls on greenhouse gas emissions (SCEPW 1985b: 
23).

46. For another example of academic scientists going on record making policy 
statements, see HCSST 1988, in which Likens, Goffman, and Galloway each 
testify that the executive summary of the 1987 NAPAP report is misleading and 
that there is enough scientifi c evidence to justify policy action.

47. Arthur Johnson of the University of Pennsylvania responded similarly to 
Press when he was asked, during a different hearing, to endorse the idea of regu-
lating sulfur emissions. He made a point of saying that he was about to state 
his personal opinion and proceeds to tell the committee that the effects were 
suffi ciently damaging and our knowledge was good enough to justify controls 
(SCEPW 1986b: 28)

48. Albritton, as an agency scientist, stands out from other agency offi cials who 
are quite willing to take policy positions during legislative testimony. See, e.g., 
Donna Fitzpatrick’s testimony before the Senate Committee on Energy and 
Natural Resources, in which she calls for additional research to reduce scientifi c 
uncertainties before policy options are addressed (SCENR 1988b: 85–86). Albrit-
ton’s reluctance to take a policy position in this hearing might be a function of 
the fact that he represents the Reagan administration and does not want to go 
on record with a contrary position. However, Albritton does not offer his views 
on policy options regarding climate change when he testifi es during the Clinton 
administration (HCSST 1993: 4–7, 71–72, 78, 80–81; HCEC 1993: 7–10, 
51–75).

49. Scientists who testify to present reports from the National Research 
Council—the research arm of the National Academy of Sciences—look much 
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like their counter parts in academia. This is not surprising; scientists involved in 
preparing NRC reports often come from university settings. While the NRC itself 
represents a link between Congress and the scientifi c community, the scientists 
involved with any specifi c NRC report are participating in NRC work 
temporarily.

50. Climate scientists involved in the US Global Change Research Program 
(USGCRP) have less of a presence in the climate hearings. This may be a function 
of the existence of the Intergovernmental Panel on Climate Change (IPCC), 
which has a great deal more status because of its global reach than the USGCRP. 
That said, research funded through the USGCRP is collected into the reports 
published by the IPCC and US climate researchers typically are affi liated with 
both organizations.

51. By contrast, academic scientists whose research is supported by NAPAP 
funding do not testify as NAPAP scientists but, instead, give their academic 
affi liations.

52. For examples in addition to the one cited above, see Christopher Bernabo’s 
testimonies in four separate hearings (SCEPW 1983b: 24; HCSST 1983: 89; 
SCENR 1984; HCSST 1985) and James Mahoney’s testimony about how to keep 
science and policy separate in future NAPAP reports (HCIIA 1984:15).

53. Both Gerald Mahlman and Daniel Albritton are listed as scientists who work 
for the National Oceanic and Atmospheric Administration (NOAA), which is 
part of the network of agencies collected under the USGCRP umbrella.

54. Hansen’s statement drew considerable criticism from the science community; 
not for the science behind his recommendation, but for the way his statement 
might be perceived among decision makers who might think that CO2 is not 
really a problem (Revkin 2000a).

55. One interviewee, in recounting the period at EPA under Gorsuch, reported 
that many the most talented researchers working on acid rain left EPA because 
of their disagreement with the Gorsuch-Reagan approach to environmental 
policy (interview, October 28, 1998).

56. Proximity to decision-making power becomes an important variable in 
explaining scientists’ behavior during the implementation stage of decision 
making (see chapter 4 of the present volume) in that scientists who work in regu-
latory settings have to work to maintain their legitimacy by demonstrating that 
they have not become politicized. The effect of this is that scientists who are 
supposed to be producing scientifi c fi ndings, spend a disproportionate amount 
of time defending their ability to produce good science in the political setting in 
which they conduct their research.

57. More recently, policy activity in the US to control greenhouse gases has 
emerged at the state level (Hakim 2004; DePalma 2005)

58. For a description of the database and data collection effort, see appendix B. 
The hearings on acid rain represent two signifi cant cycles of policy formation 
including the creation of a federal research program and the eventual passage of 
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a regulatory program to mitigate acid rain. The coding for climate change 
includes one signifi cant cycle of policy making that resulted in a federal research 
program to study the issue. Since then, debate about climate change in Congress 
has been relatively open ended in that no resolution to the debate has occurred. 
Given large number of hearings held on climate change and the lack of closure 
on the issue, only the fi rst 17 years of climate change hearings were coded. In 
addition, beginning in 1990, the coding includes a random sample of 50% of 
the hearings held in 1990, 1991, and 1992.

59. From 1975 to 1989, 348 witnesses testifi ed in a hearing mentioning climate 
change. Each of these witnesses appears in the data. From 1990 to 1992, the 
coding was conducted for a random sample of 50% of the hearings, in which 
160 witnesses testifi ed. This coding gives us a reliable picture of the hearings 
during these years, but does not represent an accurate count of the numbers of 
witnesses who testifi ed.

60. In one exception in the acid rain hearings, several MDs testify about the 
potential for acid rain to increase the bioavailability of aluminum and, thereby, 
increase the risk of Alzheimer’s Disease in the population. In this case, natural 
science PhDs would not have the appropriate expertise to speak to the issue. 
Notable is how rare hearings like this one are in that it is rare that a witnesses 
educational credentials are mentioned unless those credentials are natural science 
PhDs.

61. Members of Congress, quite obviously, call many witnesses to testify about 
each issue. This demonstrates that natural science PhDs are not the only wit-
nesses whose perspective is sought when these issues are debated in Congress.

62. For example, in the climate change hearings coded between 1975 and 
1992.

63. Witnesses who testify at these hearings but do not mention acid rain or 
climate change, respectively, are excluded from this analysis since these witnesses, 
by defi nition, will not take a position on the issue. A witness cannot take a posi-
tion on an issue that she does not discuss.

64. Once again, government scientists are directly employed by a government 
agency. This group is distinguished from the larger community of scientists 
employed in academic or other research settings who received government grants 
for their research, but are not direct government employees.

65. Future research that compares scientists’ careers and professional activities 
by their organizational affi liation would be necessary to provide a more robust 
answer to the question of why affi liation correlates with willingness to take a 
policy position. The correlation is compelling, but, by itself, cannot explain what 
is driving the relationship.

66. A defi nitive test for setting selecting type of scientist would rest on the ability 
to identify all the scientists involved in agenda setting. The legislative hearings 
do provide a record of all the scientists who participated, so determination of 
participation during legislation could be exhaustive. Pinning down all the 
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participants in agenda setting is much more diffi cult owing to the lack of formal 
procedures governing this stage of policy making.

67. For example, one agency offi cial I interviewed explained to me that a 
popular scientist who had frequently been called to testify before Congress about 
climate change was no longer being called as a science witness given that his 
policy preferences with respect to global warming were so clear (interview, May 
12, 1998).

68. For example, during testimony before the Senate Committee on Environment 
and Public Works, Richard Lindzen and Stephen Schneider agree with IPCC’s 
claim that “the balance of evidence, from changes in global mean surface air 
temperature and from changes in geographical, seasonal and vertical patterns of 
atmospheric temperature, suggests a discernible human infl uence on global 
climate” (Houghton et al. 1996: 5). However, they take opposite stands regard-
ing policy to reduce greenhouse gas emissions (SCEPW 1997). In an even more 
startling example, Sallie Baliunas testifi es before a Senate Committee on Energy 
and Natural Resources that the bulk of the warming experienced in this century 
is attributable to solar activity rather than to increases in greenhouse gases 
(SCENR 1996: 41). When asked whether her fi ndings are inconsistent with what 
is reported by the IPCC (Houghton et al. 1996), Baliunas argues that she does 
not disagree with the IPCC. This prompts another scientist who is testifying, V. 
Ramanathan, to point out that the IPCC has said there is evidence of a human 
infl uence on the climate, i.e. a warming that cannot be explained by natural 
variability. In this case, both scientists want to indicate that their views are sup-
ported by the science contained in the well-respected IPCC reports, yet they 
clearly do not agree about the report’s conclusions about the cause of the 
observed warming in the twentieth century.

69. Tentative support for this argument comes from the testimony strategy 
adopted by Jerry Mahlman, director of the NOAA’s Geophysical Fluid Dynamics 
Laboratory, who systematically refuses to take a policy position during hearings. 
Instead, Mahlman routinely attaches probabilities to the fi ndings he reports as 
a way to indicate those in which scientists have the most confi dence. See, e.g., 
SCENR 1994: 24.

70. For example, scientists’ willingness to make policy statements may be driven 
by their personalities more than their view of the uncertainty of scientifi c 
claims.

71. Data on media coverage is gathered using the LexisNexis database and 
searching for stories in the “General News” and “Major Papers” categories. 
Search terms used are “Albert Gore” AND “climate” AND “carbon.” For 
Hansen, the search terms used are “James Hansen,” AND “climate” AND 
“carbon.”

72. Figure 2.6 shows a dramatic increases in congressional attention to climate 
change beginning in 1987. Figure 2.7 shows a steady increase in media attention 
beginning in 1977.
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73. The acid rain science narrative linked acid deposition to sulfur dioxide and 
nitrogen oxide emissions and predicted damage to surface waters, aquatic eco-
systems, buildings, and potentially to forests and soils. The narrative portrayed 
acid rain as an important environmental policy problem. In addition, it pointed 
to increased scientifi c research as an appropriate step toward fi nding policy solu-
tions. On the development of the acid rain science narrative, see chapter 2 of the 
present volume.

74. On the link between governmental attention to an issue and that issue’s 
legitimacy, see Cobb and Elder 1983: 172.

75. For a detailed discussion of NAPAP’s revised fi ndings, see chapter 2 of the 
present volume.

76. A Harris poll conducted on May 19, 1986 asked respondents if they con-
sidered acid rain to be very serious, somewhat serious, a small problem, no 
problem at all, or if they weren’t sure. Forty-two percent responded that acid 
rain was very serious, and 37 percent listed the issue as somewhat serious. In a 
Harris poll conducted on March 12, 1989, 68 percent of respondents said they 
favored federal spending for stricter control of acid rain and toxic dumping even 
if it meant raising taxes (Harris Poll, Institute for Social Research, University of 
North Carolina).

77. Cohen (1992: 42) also notes Byrd’s shift: “Byrd had been the chief barrier 
to Senate action on acid rain legislation during the Reagan era. But in 1987, he 
began to understand that the political tide was turning against him and his West 
Virginia constituents who mined high-sulfur coal.” Cohen gives a detailed discus-
sion of the negotiations between Mitchell and Byrd that followed Byrd’s change 
of heart (ibid.: 41–46).

78. Recall that the climate change science narrative linked greenhouse gas 
emissions, especially CO2, to an increase in global average temperature and 
predicted a number of mostly negative consequences like drought or sea-level 
rise. In addition, the climate change science narrative characterized climate 
change and an important environmental policy problem and pointed to scientifi c 
research as an important fi rst step in responding to the problem. On the develop-
ment of the science narrative for climate change, see chapter 2 of the present 
volume.

79. For hearings convened in response to IPCC activity, see SCEPW 1985; 
SCCST 1990, 2001; SCENR 1996; HCST 2007a,b. For examples of media atten-
tion to all fi ve of the IPCC’s major assessment reports, see Whitney 1990; Stevens 
1992; New York Times 1995; McCarthy et al. 2001; Maugh 2007.

80. The two likely contenders were the Environmental Protection Agency, which 
administers the acid rain emissions trading program, and the Department of 
Energy, which collects national data on carbon emissions (interviews, August 24 
and September 14, 1998).

81. The Court handed down this decision on April 2, 2007.
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82. Congressional staff report that scientists invited to testify do not always 
accept such invitations (interview, May 12, 1998). In addition, norms in some 
disciplines in the sciences steer scientists away from becoming associated with 
policy causes (Alpert and Keller 2003; Keller 2002).

Chapter 4

1. The data for this chapter are drawn from a set of intensive interviews with 
scientists and policy makers who work at the interface between science and 
public decision making. These interviews were conducted in 1998 and focused 
primarily on civil servants in the Executive Branch. In addition, a number of 
interviewees were affi liated with NGOs or with Congress. For a list of inter-
viewee affi liations and interview dates, see appendix E.

2. Meyer and Rowan (1991) argue that the “institutional” level of an organiza-
tion focuses primarily on interactions with the organization’s environment that 
enhance the organization’s legitimacy among its stakeholders. This institutional 
level, however, is buffered from the central tasks the organization performs so 
that external demands may be met symbolically without actually changing the 
organization’s “technical core” (ibid.). Organizational structures designed to 
prevent scientists from acting politically have this symbolic quality irrespective 
of their effectiveness in maintaining scientists’ objectivity.

3. The word “implementation,” when used in the context of policy making, 
encompasses state activities undertaken to carry out the policies and laws enacted 
by the state. While states actively engage in prohibiting or limiting actions taken 
in the private sector, states also encourage action on the part of private actors 
through the selective distribution of public resources. This latter tool makes up 
a signifi cant proportion of state action given that regulatory policies are diffi cult 
to pass and implement and can erode state legitimacy. This is especially in the 
US context where the ideal of limited government persists.

4. An outmoded view of politics suggests that the real work of policy making 
takes place in legislative settings and that implementation is a simple technical 
matter requiring no discretion on the part of agency offi cials. This view was 
discarded with Pressman and Wildavsky’s 1973 analysis of the actual policy 
making that takes place during implementation. Certainly, Pressman and 
Wildavsky’s point is well illustrated by highly contentious and visible battles over 
agency rule making. However, they did not limit their claim about the extent of 
policy making in the Executive Branch to regulatory agencies. For another 
approach that points to the distinguishing features of distributive and regulatory 
programs without excluding either one from the domain of policy implementa-
tion, see Wilson 1989.

5. Agenda setting, lacking even an institutional home that carries out the process, 
is the least formal of the stages of policy making. Legislation is, of course, a step 
up in formality. Yet text after text discussing the process of how a bill becomes 
a law must incorporate descriptions of personalities and closed-door meetings 
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where compromises and agreements are made. See, e.g., Birnbaum and Murray 
1987; Cohen 1992; Light 1995. Perhaps as a testament to just how formalized 
the implementation process is, rare is the analysis of this process which focuses 
on personality rather than procedure in explaining outcomes. An exception that 
strengthens the case for reliance on the formal is Anne Gorsuch’s turbulent tenure 
as EPA administrator. Gorsuch was forced to resign her position as EPA admin-
istrator when she became the subject of two separate investigations, one con-
ducted by the House Committee on Energy and Commerce and one by the Justice 
Department. These investigations were mounted in response to her actions that 
contradicted the formal requirements of her role in the organization (US House 
Committee on Energy and Commerce 1983; Landy, Roberts, and Thomas 1990: 
246–251).

6. Normative organization theory, which defi ned the discipline up until World 
War II, focused exclusively on the formal components of organizations in their 
pursuit of “one best way” of organizing to achieve effi ciently organization goals. 
See for example, Gulick and Urwick’s work on the principles of administration 
(1937) and Frederick Taylor’s work on scientifi c management (1911, 1947).

7. See, e.g., Philip Selznick’s analysis of “the nonrational dimensions of organi-
zational behavior” (1948: 25).

8. Moe (1989) argues that regulatory agencies in the US are characterized by 
structures that arise out of political struggle among actors who seek to secure 
future regulatory outputs. The focus on structure arises out of an attempt to 
constrain the behavior of actors in the agency as well as those with claims on 
the agency’s performance, e.g. members of Congress, presidents, and interest 
groups.

9. For a discussion of the use of procedures as a way to revise existing procedure, 
see Schulman’s treatment of safety at the Diablo Canyon nuclear power plant 
(1993).

10. Review of agency rule making in the courts is quite common, especially for 
politically embattled agencies like the EPA. While the courts can review the 
substance of the agency’s decision, it was common for the court, lacking the 
technical expertise to review the substance of the decision, to review the agency’s 
adherence to procedure (Shapiro 1988). This practice is based on the notion that 
correct adherence to procedure leads to the correct decision and demonstrates 
clearly the link between formal procedure, the exercise of power, and legitimacy. 
More recently, courts have been willing to review the substance of the agencies 
regulatory decisions (Melnick 1983).

11. These changes grew out of the acknowledgment that administrative decision 
making involves the meaningful exercise of political power. The attempt to keep 
politics and values separate from administrative duties was championed by the 
Progressives and supported analytically by scholars. (See, e.g., Gulick and Urwick 
1937.) Pressman and Wildavsky’s 1973 work on implementation re-invigorated 
the study of administrative decision making as an arena of political action. More 
recently, Aberbach, Putnam, and Rockman (1981) show in their comparative 
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study of bureaucrats and politicians in Western democracies that the roles are 
least distinguishable in the United States when compared with Britain, France, 
Germany, Italy, the Netherlands and Sweden.

12. The rules of standing were expanded to allow plaintiffs who did not experi-
ence direct economic injury to sue in Offi ce of Communication of the United 
Church of Christ v. FCC, 359 F. 2nd 944 (D.C. Cir. 1966). For a discussion of 
the impacts of increased standing and greater access to government information, 
see Wilson 1989: 129–131, 280–282.

13. American administrative decision making is unusual in its reliance on litiga-
tion as a method of resolving policy controversy (Brickman, Jasanoff, and Ilgen 
1985; Kagan 2001; Miller and Barnes 2004). Though it is not clear that Ameri-
cans’ particularly contentious form of decision making brings about more strin-
gent or more effective regulation (Vogel 1986), litigation itself offers yet another 
layer of formal procedure to the policy-making process. This additional layer of 
procedure creates an opportunity for extended consideration of and increased 
access to policy decisions.

14. Porter (1995) writes extensively on how quantifi cation, specifi cally, is used 
in bureaucratic settings as a way to claim that political power has been exercised 
fairly.

15. Without asserting that scientifi c input is inherently part of any policy domain, 
I will argue in this chapter that scientifi c information is currently a crucial com-
ponent in the legitimization of environmental policy issues. See, e.g., Jasanoff’s 
critique of democratic bases of legitimization in environmental policy making 
(1990: 17).

16. Bryner, in his analysis of both scientifi c and economic expertise in regulatory 
decision making, elaborates this point: “The expectation of expertise and auton-
omy surrounding bureaucracy rests primarily on the idea of professional norms 
and political neutrality. Scientifi c and economic analyses are expected to legiti-
mize the exercise of governmental power because they are ‘objective’ and inde-
pendent of partisan considerations. As agency experts are given the primary 
responsibility for decision making, the decision-making process is made conso-
nant with other political values precisely because it is, in theory, nonpolitical, 
interested only in the rational pursuit of scientifi c truth. Professional norms and 
peer review serve as additional checks on discretion which, in turn, reinforces 
the acceptability of expertise as a basis for decision-making.” (1987: 55–56)

17. Jasanoff (1990) and Wagner (1995) each demonstrate the tendency for sci-
entists attempting to portray their contributions to policy making as if they are 
entirely factual even when they are participating politically.

18. A number of studies undermine the notion that there is a distinct sphere for 
science that sets it apart from non-science. See, e.g., Gieryn 1983, 1995; Latour 
and Woolgar 1979. Insights regarding the inability to set any fi xed boundary 
between science and non-science and the fundamentally social nature of scientifi c 
research have not weakened the idea of separating science from policy in the US 
regulatory context. Thus, one fi nds organizational arrangements and institu-
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tional norms that continue to operate as if separate spheres are both possible 
and necessary.

19. The report defi nes risk assessment as “the characterization of the potential 
adverse health effects of human exposure to environmental hazard” (NRC 
1983b: 18). Risk management is defi ned as “an agency decision-making process 
that entails consideration of political, social, economic, and engineering informa-
tion with risk-related information to develop, analyze, and compare regulatory 
options and to select the appropriate regulatory response to a potential chronic 
health hazard” (ibid.: 19).

20. The NRC reiterates its concern about the science/policy boundary being 
diffi cult to maintain in its 1996 report on risk. In this report, the committee fi nds 
that policy considerations must be weighed through the risk-analysis process 
rather than as a follow up to scientifi c evaluations of risk (NRC 1996).

21. An interesting component of this particular demarcation is the clarity with 
which the assessment process is presented—four neatly delineated steps—as 
compared with the “fuzziness” of their discussion of risk management. Certainly, 
one might argue that the focus of the report is on assessment such that no articu-
lation of the process of risk management is necessary. On the other hand, the 
amorphous elements of the risk-management process named in the NRC report 
have found their way into current agency documents as a characterization for 
the risk-management process (US EPA 1997: 3).

22. Reports from the Centers for Disease Control and Prevention of the Depart-
ment of Health and Human Services and from the Offi ce of Research and Devel-
opment of the EPA both refer directly to the 1983 NRC report when presenting 
their approaches to risk analysis (NRC 1983b). The Departments of Interior, 
Transportation and Energy employ variants on the NRC framework that retain 
the distinction between risk assessment, a science-based activity, and risk man-
agement, a policy activity in their approaches to risk analysis.

23. In my interviews, I came across no other report or publication that was so 
widely used that it came to be referred to by a nickname that seemed to be rec-
ognized across both offi ces, agencies, and departments. The exception to this is 
the follow up report published by the NRC in 1996. Because of the report’s 
predominantly orange cover and by extension of the nickname of the 1983 
report, some had taken to calling the 1996 report “the orange book.” This, 
however, was not a common name for the 1996 report. Rather, it was more of 
a joke made in reference to the original report’s nickname that was shared among 
policy insiders dealing with risk analysis.

24. This language is used in ORACBA’s pamphlet publication describing the 
origins and goals of the offi ce. Similar language is also found on the offi ce’s 
website (http://www.usda.gov): “ORACBA’s primary role is to ensure that major 
regulations proposed by USDA are based on sound scientifi c and economic 
analysis.” In addition, an ORACBA newsletter discussing their policy, argues 
that risk assessment should keep science and policy separate (Carrington and 
Bolger 2000).
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25. Gieryn (1995: 424–439) defi nes four types of boundary work: monopoliza-
tion, expansion, expulsion, and protection. Gieryn relies of Jasanoff’s 1990 study 
of science advisors as the exemplar of protection-type boundary work.

26. Thompson (1967) advances the idea of buffering in organizations to protect 
the central work of the organization or the organization’s “core technology”: 
“Under norms of rationality, organizations seek to seal off their core technologies 
from environmental infl uences.” (ibid.: 19) Stockpiling, for example, is a buffer-
ing technique that enables the organization to survive a downturn in supply. The 
attempt to protect science from politicization may be understood in terms similar 
to this quite typical organizational technique. However, the growing literature 
on boundary work has not, to date, made use of this long-standing concept from 
organization theory.

27. Taking the assessment-management paradigm to a different organizational 
setting, the same interview contact worried about the EPA’s role in allocating 
resources for research organizations in the government. From the interview sub-
ject’s perspective, the EPA, as a regulatory body, was too deeply involved in 
political decision making to have the objectivity necessary to make decisions 
about funding for science research (interview, June 1, 1998).

28. The terms “agency science” and “academic science” denote a difference 
in institutional setting. The substantive differences between science con-
ducted within regulatory settings and university settings will be addressed 
below.

29. Jasanoff’s work on science in the environmental policy setting focuses par-
ticularly on calls for peer review of science information before it is used in policy 
making. Jasanoff argues that these calls rely on a technocratic model of decision 
making which attempts to limit political debate by shifting critical decisions 
about policy out of the political arena (1990: 15–16).

30. Studies demonstrating the shortcomings of the peer-review process in 
weeding out substandard science or even misconduct suggest that moving the 
determination of credibility from policy settings to academic ones substitutes one 
set of potential biases for another. For a succinct review of the literature on 
weaknesses in the peer-review process, see Jasanoff 1990: 69–76.

31. Interview, June 1, 1998 and USDHHS (1990: 1–2). See also the NIEHS 
website (http://ehis.niehs.nih.gov), which has information about and access to 
the NIEHS journal Environmental Health Perspectives.

32. The editorial policy of the NIEHS journal Environmental Health Perspec-
tives can be accessed through the NIEHS website.

33. On one occasion, Congress tried to gain access to raw data produced by an 
NIEHS grantee. This access was denied according to an NIEHS policy that 
research results be made available only through published technical reports 
(interview, June 1, 1998).

34. During the G. H. W. Bush administration, EPA Administrator William Reilly 
created an EPA policy requiring that all major science and technological products 
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used to support decision making undergo peer review. This policy was re-
approved by Administrator Carol Browner (interview, July 10, 1998).

35. There are a number of treatments of regulatory science (Jasanoff 1990; Irwin 
et al. 1997), trans-science (Weinberg 1982), and mandated science (Salter 1988). 
Each of these studies makes a different assumption about whether science con-
ducted in the regulatory setting is actually less robust than academic science or 
is merely perceived to be less credible. Weinberg, in particular, argues that the 
standards of proof for trans-science should be relaxed given that science con-
ducted in the regulatory setting is pushed to produce fi ndings in areas of great 
uncertainty.

36. Salter, in her 1988 treatment of mandated science, argues that good science 
can be conducted even when values are at stake without the science itself becom-
ing biased. Salter worries about scientists falsifying results or reaching conclu-
sions to satisfying funders, but argues that this undesirable outcome can be 
avoided when science is conducted by mandate.

37. Of course, the ideal of academic science is not an accurate descriptor of 
how science is conducted in academic settings. For instance, academic research 
is heavily infl uenced by the availability of government funding (Greenberg 
2001).

38. This perception was repeatedly raised by my interviewees. Some seemed to 
argue that the perception was true, but most of them characterized the charge 
as unwarranted.

39. Interview, July 10, 1998. In addition, Jasanoff’s analysis of the peer-review 
process supports the claim of bias among university scientists against agency 
science. She argues that this bias can undermine the peer-review process that 
relies on university scientists to review agency-produced science. Jasanoff points 
out that university scientists “may  .  .  .  approach their task with an inherent bias 
against work produced by agency experts, who are believed by many to be less 
competent on average than scientists actively pursuing a research career” (1990: 
79).

40. Including the comparison of policy response scenarios in NAPAP’s research 
agenda is consistent with the EPA’s view that much of what is conducted under 
the aegis of risk management is heavily scientifi c or technical and can be improved 
by involving scientifi c evaluation (US EPA 1997: 2–5).

41. I discuss these instances in chapter 3.

42. I am indebted to an anonymous reviewer for this point.

43. See, e.g., Brunner 1996.

44. Price (1965) argues that those who leave the academic setting and enter 
policy making change roles and act as professionals who accept the constraints 
imposed by the norms of the profession or as administrators who accept con-
straint in the form of political oversight. These constraints are imposed to ensure 
that these actors act responsibly in the policy-making process. My argument 
is distinct from Price’s in that I fi nd scientists accepting constraints on their 
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participation as a way to ensure the preservation of their role as scientists rather 
than as professionals or administrators.

45. Two of my interview subjects independently made unprompted comparisons 
between science at the NIEHS and the EPA (June 1, 1998 and July 10, 1998). 
A third interview subject when asked directly about the comparability of NIEHS 
and ORD, the research arm of the EPA, responded favorably to the comparison 
both in terms of their organization within a larger policy organization—HHS 
and the EPA, respectively—and the subject matter of the research conducted– 
environmental health (July 16, 1998).

46. ORD has a larger research agenda in that environmental issues that do not 
have a human health component are part of the EPA’s statutory mandate. 
However, the bulk of EPA regulations are written with the goal of improving 
public health.

47. Note that NIEHS, though organizationally part of the National Institutes of 
Health, is located not in Bethesda, Maryland, but in Research Triangle Park, 
North Carolina. For the most part, the National Institutes of Health engage in 
“distributive politics,” i.e., dolling out federal grants. Distributive politics are far 
less contentious than regulatory politics (Lowi 1964, 1972)—something that may 
account for NIEHS’s alternate location.

48. The Centers for Disease Control and Prevention (CDC), which are 
located in Atlanta, once faced the possibility of being relocated to Washington. 
Leadership at the CDC at the time argued vociferously and successfully 
against the move. Their reasoning was that their scientifi c and technical credibil-
ity would be higher if they were not located in the nation’s capital (Etheridge 
1992). The CDC example suggests that NIEHS is not the only agency within 
the Executive Branch that views proximity to centers of policy making as 
threatening.

49. The report referred to here is actually published by the NRC (1983b). The 
NRC is the operating arm of both the National Academy of Sciences, and the 
National Academy of Engineering and was created by Congress to provide sci-
entifi c information of interest to decision makers. However, “the National 
Academy of Sciences” or “the Academy” is often used to refer to the entire 
organization, probably because the NAS predates the other affi liated organiza-
tions including the Institutes of Medicine.

50. Notably, Guston (2000) develops his concept of boundary organizations 
specifi cally in the arena of distributive politics where governments and the sci-
entifi c community are involved in interactions around the distribution of research 
dollars.

51. Mahoney made these statements as the new director of NAPAP. The 
previous director, Lawrence Kulp, had resigned in the furor over the executive 
summary of the 1987 report.

52. Representative Dana Rohrabacher, who chaired these hearings, referred to 
theories about global warming as “liberal claptrap” (New York Times 1995).
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53. For example, in the year in which the IPCC produced its fi rst of three assess-
ment reports, there were 86 stories about the organization in major newspapers. 
The USGCRP’s fi rst report, published in 2000, generated 10 stories. These 
numbers might suggest that climate change was a more salient issue in 1992 than 
in 2000. Yet in 2000, a year in which the IPCC did not release one of its three 
major assessments, it generated 82 stories. These data are drawn from the Lexis-
Nexis newspaper database for “General News” in “Major Papers.” Full-text 
searchers for “USGCRP” and “IPCC,” respectively, were used to search the 
database.

54. See, e.g., NAPAP 1991, 1998. The priority given ecological effects over 
health effects is replicated at NAPAP’s website (http://www.oar.noaa.gov). Also, 
in one of NAPAP’s annual reports to Congress, though health effects are treated 
in the report, a list of NAPAP task groups at the time shows that no task group 
was convened on health effects (NAPAP 1990: unnumbered page preceding table 
of contents).

55. A number of studies make the case that nitrous oxide emissions reductions 
set out in the Clean Air Act Amendments of 1990 are not strict enough to protect 
lakes, forests and soils (interviews, September 14 and December 2, 1998; USGAO 
2000).

56. Recall that the executive summary of the 1987 report was quite contro-
versial.

57. This requirement is included in Title IV of the 1990 Clean Air Act Amend-
ments that initiated the Acid Rain Program.

58. See, e.g., HSCA 1983.

59. Interviews, September 14, October 28, and December 2, 1998.

60. In a congressional review of the Acid Rain Program, human health effects 
were argued as one of the main benefi ts derived from the program (JEC 1997). 
In general, the acid rain program construes human health as the primary benefi t 
from the program (interviews, October 28 and December 2, 1998).

61. An additional example of scientists ceding the role of persuasion comes from 
Karen Litfi n’s treatment of the policy debates around ozone depletion. Litfi n 
notes that “knowledge brokers,” in this case offi cials from the EPA, offered 
persuasive frames about how to understand the patchy scientifi c evidence about 
ozone loss. Scientists, according to Litfi n, who might have offered such frames, 
stuck closely to scientifi cally defensible statements about ozone loss and were 
reluctant to draw policy implications (1994: 115). Notably, the examples she 
gives of scientists talking about ozone loss come from formal policy settings, 
such as congressional hearings. Because Litfi n excludes the early statements sci-
entists made about ozone depletion from her analysis, she does not address the 
distinctions between the early and the later, more formal statements from scien-
tists. The statements from scientists that she includes in her analysis are quite 
different from their earliest warnings about ozone loss, which contained explicit 
policy recommendations—most notably that the use of CFCs should be banned. 
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(For Molina’s description of his and Rowland’s policy position on CFCs, see 
note 34 to this chapter). In both cases, we see scientists initiate debate with 
policy-relevant, persuasive arguments and then relinquish this role to others in 
order to project a more objective stance in the process

62. There are a number of examples of scientists taking strong policy positions 
on global warming. Steve Schneider has been a notable voice from the science 
community in advocating for policy action. The IPCC’s 1995 update includes 
controversial language in its executive summary linking the observed warming 
to human action (Houghton et al. 1996). Prior to the IPCC 1995 update, Jim 
Hansen testifi ed before the US Senate that the heat of the summer of 1988 was 
linked to global warming. At the time Hansen’s claim was widely criticized by 
his professional colleagues as premature. More recently, Hansen has published 
a report through the National Academy of Sciences that argues for a focus on 
non-carbon based climate forcing gases (Hansen et al. 2000). Again, Hansen has 
drawn criticism from fellow scientists, this time for allowing space for contrari-
ans to argue that global warming fears are exaggerated (Revkin 2000a). What 
is especially interesting about Hansen’s statement is that he works in NASA’s 
Goddard Institute for Space Studies, one of the organizations operating under 
the umbrella of the USGCRP. The fact that his statements were made by the 
non-governmental National Academy of Sciences removes him from the USGCRP 
prohibition from recommending policies on global change issues.

63. Scientists’ participation in debates over pursuing the hydrogen bomb or 
supersonic transport are examples.

64. Kelly Moore’s 1996 analysis looks specifi cally and mediating organiza-
tions—public-interest organizations—that attempt to link scientifi c and political 
considerations in a way that preserves two crucial but potentially contradictory 
images of the scientist as objective and useful. From policy circles comes the 
NRC report on risk analysis which addresses the specifi c question of whether 
risk analysis is better conducted by an organization that is independent of agen-
cies and departments with regulatory power. The NRC rejects this solution and 
argues instead for a procedural rather than an organizational separation of 
science and policy making (1983b).

Conclusion

1. Thompson, Ellis, and Wildavsky (1990) argue that political cultures are based 
on value structures that are derived from deep-seated views of nature. According 
to one story about nature, nature is robust and can withstand small perturba-
tions—clearly the perspective from which many industry groups operate. The 
confl icting story, that nature is fragile, shapes environmentalists’ response to 
information about environmental damage.

2. Schattschneider (1961: 68) makes a strong case for the important of agenda 
setting: “He who determines what politics is about runs the country, and the 
choice of confl icts allocates power.”
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3. Baumgartner and Jones (1994) argue that policy change often requires the 
emergence of novel venues that create a space for novel ideas to be debated. 
Absent such venues, policy change tends to be incremental and dominated by 
deeply institutionalized approaches. Litfi n (1994) demonstrates this in the case 
of ozone depletion. Since the issue was originally framed in terms of its potential 
to increase skin cancers and damage aquatic food chains, the discovery that CFCs 
were not only ozone destroyers but also greenhouse gases hardly made a dent in 
the deliberations over whether or not to limit CFC production.

4. Herbert Simon emphasizes this in his seminal work on organizations (1976). 
Members of an organization suffer from “bounded rationality” in that the orga-
nization predisposes them to approach problem solving in particular ways that 
place in relief some types of information while obscuring others. Simon was 
surely correct in pointing out that selective attention makes decision making 
possible. We could not act if we made no assumptions about the world and 
treated everything as open to question.

5. In the case of acid rain, for example, the policy innovation that turned 
the tide in legislative debate—emissions trading—came from economists via 
an attentive lawyer at the National Resources Defense Council, not from 
atmospheric physicists and chemists instrumental in putting acid rain on the 
policy map.

6. See chapter 3 of the present volume.

7. Jasanoff makes a similar point about the regulatory political environment as 
an arena in which the deconstruction of scientifi c arguments is commonplace 
(1990: 13).

8. For example, NAPAP’s attempt to remain objective isolated the organization 
from decision makers who were grappling with a number of value confl icts in 
making decisions about acid rain policy. I discuss this in chapters 3 and 4.

9. Recall the discussion in chapter 3.

10. I did not interview either of these people. Their respective association with 
the two issues is appears in the public record.

11. An additional question that is raised by considering the domain of distribu-
tive policy is the difference between producing science in policy-making settings 
versus producing technology in policy-making settings. This is a much larger 
question that is beyond the scope of the present volume.

12. I discuss reliance on scientifi c information in public records of decision 
making in chapter 2.

13. Robert Kagan (2001) also expresses concern about the time and cost involved 
in the adversarial approach to policy formation in the US.

14. I discuss the incentives for members of Congress to engage in symbolic acts 
in chapter 3. The role of science, while it can fulfi ll its stated aims, can also be 
used in this more symbolic manner, in which the statement of goals is more 
important than their actual achievement.
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Appendix A

1. The critics of the original experiment agreed that one of the six negative 
experiments was a good refutation of the original results. However, the original 
experimenter and one other scientist who sympathetic to the original experiment 
were critical of the attempted replication that the critics supported (Collins 1981: 
42).

2. Robert Merton (1942) set out four norms that, he argued, govern science and 
provide for its unique capacity to explain the natural world: universalism, com-
munism, disinterestedness, and organized skepticism.

3. Kuhn’s book The Structure of Scientifi c Revolutions was originally published 
in 1962.

4. Latour elaborates the importance of networks in subsequent work (1983, 
1987, 1988, 1999b).

5. Collins (1981) stands out among these scholars mentioned here in that he 
does argue from a relativist position.

Appendix B

1. For access to the data on acid rain hearings, contact the author (annk@
berkeley.edu).

2. Appropriations hearings were excluded in the original search after fi nding in 
the acid rain hearings that scientists rarely appear in appropriations hearings and 
that issues of science were almost never debated in this context.

3. There have, of course, been oversight hearings on acid rain since the passage 
of the Clean Air Act Amendments of 1990. However, these are not hearings that 
involve scientists in debates about scientifi c knowledge and potential policy 
action. Given that, these hearings are not included in the sample. Since the 
passage of the Clean Air Act Amendments of 1990, there has been no congres-
sional debate on revisions to the existing regulatory program for acid rain. In 
fact, most of the oversight hearings on acid rain hail the program as a success.

4. For access to the data on climate change hearings, contact the author (annk@
berkeley.edu).
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