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Preface

A picture says more than a thousand words. This is something that we all know
to be true. Imaging has been important since the early days of medicine and biol-
ogy, as seen in the anatomical studies of Leonardo Da Vinci or Andreas Vesalius.
More than 100 years ago, the first noninvasive imaging technologies, such as Kon-
rad Roentgen’s X-ray technology, were applied to the medical field—and while still
crude—revolutionized medical diagnosis. Today, every patient will be exposed to
some kind of advanced imaging technology such as medical resonance imaging,
computed tomography or four-dimensional ultrasound during their lifetime. Many
diseases, such as brain tumors, are initially diagnosed solely by imaging, and most
of the surgical planning relies on the patient imagery. 4D ultrasound is available to
expecting parents who wish to create unique early memories of the new baby, and
it may soon be used for the morphometric diagnosis of malformations that may one
day be treatable—in utero!

Light and electron microscopy are unequal brethren, which have contributed
to most of our knowledge about the existence and organization of cells, tissues
and microorganisms. Every student of biology or medicine is introduced to the
fascinating images of the microcosm. New advances have converted these imag-
ing technologies, which were considered by many to be antiquated, into powerful
tools for research in systems biology and related fields. The development of laser
technology and advances in the development of computer systems have been instru-
mental in the improvement of imaging technologies, which will be utilized for many
generations to gain new insight into complex biological and medical phenomena.

With the completion of the human genome, hopes were high that we would now
be able to read the “blueprint” of life and understand how the human body works.
Unfortunately, as is quite common in science, the complete genome has triggered
more questions than it has helped to answer at this point. A simple approach to
understanding how the body functions by reading the “blueprint” is not possible,
as almost all of the bodily functions are spatiotemporal in nature. In addition, a
protein modification which causes curled wings in Drosophila melanogaster will
naturally have a completely different function in humans, and so a 1:1 transposition
of knowledge from one organism to another is impossible. Genome researchers are
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now forced to conduct additional large-scale experiments, including gene expres-
sion, proteomic and metabolomic studies. Integrating the data from these complex
experiments is an extremely difficult task, and displaying the results requires new
approaches to imaging in order to allow a wide audience to make sense of the facts.
Imaging technologies will be especially useful for the creation of spatiotemporal
models, which can be used for the integration of “omics” data.

As we can see from the above three paragraphs, advanced imaging in medicine
and biology is a very wide field. When we started to plan this book, we were unable
to find a publication that provided a broad sampling of this rapidly expanding field.
We hope that our readers will appreciate and benefit from the diversity of topics
presented here.

We would like to thank Dr. Andrea Pillmann and Anne Clauss from Springer
Verlag, Heidelberg, for their endless patience with the authors and editors. Without
their constant support, this book would have been impossible to create.

Calgary, Benedikt Hallgrimsson
December 2008 Christoph W. Sensen
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Chapter 1
Micro-Computed Tomography

Steven K. Boyd

Abstract Micro-computed tomography (micro-CT) provides high-resolution three-
dimensional (3D) geometry and density information for the analysis of biological
materials, and is particularly well-suited for bone research. These detailed 3D
data have provided significant insights into issues surrounding bone quality, and
the recent advancement of this technology now provides the opportunity to per-
form these measurements in living subjects, including both experimental animal
models and direct patient measurements. This chapter reviews the fundamental
principles of micro-CT and caveats related to its use. It describes the current
approaches for analyzing these rich 3D datasets, as well as leading-edge devel-
opments. These include analysis techniques such as structure classification, image
registration, image-guided failure analysis, extrapolation of structure from time
series, and high-throughput approaches for morphological analysis.

Introduction

Micro-computed tomography (micro-CT) is a noninvasive and nondestructive imag-
ing method that provides high-resolution three-dimensional (3D) structure and
density information. A principal application of micro-CT is for the measurement
of the 3D architecture of bone (Fig. 1.1) since there is no need to perform sample
preparation, but it can also be applied to other tissues such as cartilage, liga-
ments and vasculature, provided appropriate procedures are used (e.g., contrast-
enhanced imaging). Since the introduction of micro-CT in the 1990s (Riiegsegger
et al. 1996; Holdsworth et al. 1993; Feldkamp et al. 1989), more than 90% of
research publications that have employed this technology have focused on bone

S.K. Boyd

Department of Mechanical and Manufacturing Engineering, Schulich School of Engineer-
ing, University of Calgary, 2500 University Drive, NW, Calgary, Alberta, Canada T2N 1N4,
e-mail: skboyd@ucalgary.ca

C.W. Sensen and B. Hallgrimsson (eds.), Advanced Imaging in Biology and Medicine. 3
© Springer-Verlag Berlin Heidelberg 2009



4 S.K. Boyd

Fig. 1.1 Examples of micro-CT data, including a human distal radius, a mouse paw, and aluminum
foam. The black scale bar adjacent to each image is 1 mm in length

research, and the reason for this is twofold. First, bone is a highly mineralized tissue
consisting of approximately 75% inorganic material in the form of hydroxyapatite
(Cajo(PO4)6(OHz)) and 25% matrix, which is primarily collagen. Because bone is
a “hard” tissue, it is particularly well suited to providing high-contrast images from
micro-CT. Second, bone plays an important functional role in the body, and the res-
olution of micro-CT (on the order of 1-50 um) is ideally suited to measuring bone
architectural features (i.e., trabeculae), which typically are in the size range of 30—
120 um. Bone is important in the skeleton because it provides mechanical support
for the locomotion and protection of vital organs, and it also has physiological roles
in mineral homeostasis (primarily calcium) and in the production of blood cells in
red marrow.

There are many diseases that affect bone, and osteoporosis is one of the most
prevalent. The clinical management of osteoporosis focuses largely on the preven-
tion of fracture, and insight into fracture risk is often provided by medical imaging.
The standard clinical approach has been to assess bone mineral density (BMD)
using dual-energy X-ray absorptiometry (DXA), and BMD is currently the standard
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surrogate for estimating bone strength due to the reasonably strong (and intuitive)
relation between “how much” mineralized bone there is and its strength. An impor-
tant limitation of DXA (Bolotin 2007), however, is that it is measured in two
dimensions (i.e., areal BMD), meaning that results can be biased by bone size and it
cannot resolve information about bone architecture. Since the introduction of micro-
CT, it has become increasingly clear that bone strength is not only dependent on
“how much” mineralized bone there is, but also how well it is organized at the
architectural level (Van Rietbergen et al. 1998). The orientation, thickness and con-
nectedness of bone tissue are important in providing structural support. Although
the measurement of architecture has been possible for decades by the analysis of
histological sections, the procedure is destructive, time-consuming, and quantita-
tive analysis is based on 2D stereological methods (Parfitt et al. 1983) which can
provide biased results, particularly in the context of disease. The “breakthrough’ of
micro-CT is that it is nondestructive, fast and efficient, and quantitative analysis can
be performed on 3D images representing the architecture, including assessments of
morphological features as well as estimates of strength. Through the use of exper-
imental animal models and human biopsies, insight into the contribution of bone
architecture to bone strength and an understanding of the disease process and effects
of intervention have been provided for a broad range of diseases such as osteoporo-
sis, osteoarthritis, breast cancer and many more. Most of the knowledge gained to
date has been based on in vitro measurements, but it is particularly exciting that in
vivo micro-CT methods have been developed in the past five years, and these can
be applied to both experimental animal models as well as direct measurements of
patients.

The following sections will provide background on the medical physics for
micro-CT imaging, and a discussion regarding maximizing image quality and
caveats to avoid. This will be followed by a description of state-of-the-art approaches
for assessing these data, example applications, and future directions.

Principles

Before any image analysis can begin, high-quality micro-CT data must be collected,
and to provide the best data possible it is crucial to understand the principles behind
micro-CT. The fundamental hardware components of a micro-CT system are the
same as any CT scanner and include an X-ray source, the object stage, and the
detector. Computed tomography techniques are based on collecting X-ray projec-
tion data in an ordered fashion from multiple projection angles, but the geometric
arrangement of these components can vary. An excellent, detailed description of
micro-CT principles can be found elsewhere (Bonse and Busch 1996). In typical
in vitro micro-CT systems, the object to be scanned is placed on a rotating stage,
while the source and detector are stationary (Fig. 1.2). In in vivo micro-CT sys-
tems, it is not feasible to rotate the object, so it is kept stationary while the source
and detector are rotated. The field of CT in general has evolved through several
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Fig. 1.2 The basic configuration of a cone beam micro-CT scanner. The object is placed between
the X-ray source and the detector. In a standard in vitro system the object stage rotates, and in an
in vivo system the object is stationary while the source-detector system rotates. The positioning
of the object with respect to the X-ray source and detector changes the scan field of view and
resolution. Multiple slices can be simultaneously collected using the cone-beam reconstruction.
Image provided by Dr. M. Stauber; adapted with permission

generations of design, where the most recent is a helical scanning configuration used
in clinical CT scanners—the object translates relative to the source and detectors to
enable rapid scanning over long axial lengths. However, micro-CT uses earlier gen-
eration technology (third generation), where the point-source X-rays generated from
an X-ray tube are emitted in a cone beam geometry to enable the collection of mul-
tiple slices of data in one rotation of the system, but without axial translation. The
advantage of this configuration is that the mechanical stability of the system affords
high-resolution acquisition, and allows flexibility of the geometric positioning of the
object to be scanned relative to the X-ray source and detector. Micro-CT systems,
where the object is placed on a rotating stage (typically in vitro micro-CT scanners),
take advantage of this flexibility by allowing the translation of the stage relative to
the source and detector before acquiring the sequential tomographic projections.
Thus, moving the object closer to the X-ray source can result in increased image
resolution, but there is a trade-off in limiting the field of view (FOV). Alternatively,
moving the object closer to the detector provides a greater FOV, albeit with a lower
image resolution.
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Attenuation of X-Rays

The basis of computed tomography is the measurement of the attenuation of X-rays
(photons) passing through an object. The attenuation depends on the energy of the
X-rays and the composition and size of the object being scanned, and partial absorp-
tion is necessary in order to produce contrast. At high energy levels, the attenuation
is dominated by Compton scattering, whereas at low energies the photoelectric
effect is an important contributor and attenuation is highly dependent on the atomic
number of the material (a desirable feature for characterizing object material char-
acteristics). Although maximum contrast (i.e., mineralized bone vs. marrow) can
be achieved when low energies are employed, the physical size of the specimen
can result in too much attenuation overall, and insufficient X-rays at the detector
for tomographic reconstruction—only small sized specimens can be scanned at low
energies. Increasing the number of photons being emitted (i.e., longer times per
projection, or increased X-ray current) can improve contrast, but it cannot com-
pensate for the complete attenuation that occurs if the specimen is large. For large
specimens, it is necessary to use higher energy X-rays to obtain a sufficient signal-
to-noise ratio. In micro-CT, the X-ray source typically has a focal spot size of 5pum,
and the source energy and current can be adjusted and optimized when scanning
different materials. The X-ray tube potentials can be adjusted typically in the range
20-100kVp, and currents below 200 LA, depending on the manufacturer. The focal
X-ray spot size, which effects image resolution, typically increases as X-ray power
increases and depends on the energy and current selected. For example, on a typ-
ical commercial micro-CT system, the spot size is 5um when the power is below
4 W, but increases to 8 um for powers of up to 8§ W. Ideally, the smallest focal spot
should be used, but because the production of X-rays (bremsstrahlung—radiation
emission accompanying electron deceleration) in tubes is very inefficient (~1% of
the electrical energy supplied is converted to X-rays), too much power will cause
the excessive heat at the focal spot and cause the target to melt.

Beam Hardening

It is important to note that X-ray energy from a desktop micro-CT is polychromatic
—that is, there is a spectrum of X-ray energies emitted for any given potential set-
ting. For example, a setting of 40 kVp may result in an X-ray spectrum that is peaked
at 25keV. The fact that there is a spectrum of energies has an important practi-
cal consequence referred to as beam hardening. The lower energy X-rays passing
through an object are preferentially attenuated over higher energy X-rays, and the
result is a shift in the energy spectrum toward higher energies after passing through
the object (thus, the beam is “hardened”). Although beam hardening can be partially
compensated for by post-processing, particularly in cases where there are only a
few different materials in the object being scanned (i.e., bone and marrow), its cor-
rection is approximate and not trivial because it depends on material composition
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and path length through the sample. Although X-ray attenuation can be related to
the density of the material being scanned, beam hardening results in errors in this
conversion. Desktop micro-CT systems use tubes as the X-ray source, so polychro-
matic X-rays cannot be avoided. Approaches used to reduce the effects of beam
hardening include using thin metallic plates (i.e., 0.5-1.0 mm aluminum or copper
plates) to filter out low-energy X-rays from the beam prior to them penetrating into
the measured object. Using the lowest possible energy to achieve partial attenua-
tion combined with an appropriate filter provides the closest approximation to a
single-peak spectrum, but this does not eliminate the problem.

The only way to completely eliminate beam hardening is to have monochromatic
X-rays. Filtering can be performed to obtain a monochromatic beam by using Bragg
reflection to pass only X-rays of a single energy; however, the intensity of the X-
ray beam produced by an X-ray tube after filtering is reduced by several orders of
magnitude, and as a result data acquisition is slow and impractical. However, with
the advent of synchrotron radiation (SR), where X-rays are produced in highly spe-
cialized national laboratories by accelerating charged particles, the intensities of the
X-rays are much higher, and monochromatization of the polychromatic beam can
be achieved while still maintaining extremely high intensity. The filtering by Bragg
reflection can be adjusted to output monochromatic X-rays of different energies, so
the source can be tuned for specific materials and object sizes. The advantage of
SR-based micro-CT is that the material properties can be characterized well, but the
obvious disadvantage is the scarcity of these large and expensive facilities.

Detection and Geometry

The X-ray detector records the incident photons after they have passed through the
object, and to do this the X-rays must be converted to visible light. Scintillation
detectors perform this conversion to the visible light range based on the photo effects
of materials called scintillators (e.g., CaWOy, CsI(TI), etc.), and subsequently a
CCD chip detects the analog signal. An analog-to-digital converter generates a dig-
ital signal for each picture element (pixel) which represents the total X-ray signal
integrated over time at that pixel. A precise digital signal is required for micro-CT,
and typically 8—16bits are used, providing 256—65,536 signal levels. CCD pixel
sizes typically found in modern micro-CT scanners are on the order of 25um?, and
the CCD normally provides 12-bit data.

Detector sizes may range from 1,024 x 1,024 square, but the use of asymmetrical
CCD sizes where the largest dimension ranges from 2,048 to >4,000 pixels (and the
other dimension is much smaller, i.e., ~256) has certain advantages. Although the
X-ray tube for micro-CT provides a point source, the beam can be collimated to a
produce either a fan beam or a cone beam geometry. A square detector is appropriate
for a cone beam micro-CT, and this geometry has the advantage of being efficient
because it is able to collect multiple slices simultaneously with one scanner rota-
tion. However, the trade-off is that geometric distortions can result from the cone
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beam geometry, particularly for the slices located furthest from the source-detector
plane (Fig. 1.1). The fan beam geometry avoids this issue by collecting one slice per
rotation, but has the disadvantage of being slow. Therefore, a compromise is to use a
partial cone beam reconstruction where multiple slices are collected simultaneously,
but not to the extent of requiring a square detector, thus minimizing geometric dis-
tortions. For this reason, detectors with asymmetric dimensions such as 3,072 x 256
may be utilized because they provide excellent resolution in the slice plane, but by
limiting the number of simultaneously collected slices, the CCD can be quickly read
and can provide slice data with minimal geometric distortions.

Reconstruction and Caveats

Cone beam reconstruction (Feldkamp et al. 1984) is used to convert the projection
data collected by the CCD at multiple angle steps during a rotation (the sinogram
data) into a stack of slices comprising the 3D image volume. Typically, projections
are collected over 180° plus half the beam width at each end (i.e., a total rota-
tion of ~220°), and a high-resolution scan may contain 2,000 projections. There
are other reconstruction methods that exist for including the use of an iterative
or analytical method, but back projection is most commonly used due to its sim-
plicity. This involves projecting each measured profile back over the reconstructed
image area along rays oriented at the same angle as used for the projection. Prior to
reconstruction, convolution (or filtering) is applied to the projection data to remove
blurring artifacts and to enhance edges. A commonly used filter is the Shepp-—
Logan filter. Also, beam-hardening corrections (software) can be applied (Brooks
and, Di Chiro 1976) and tailored to particular X-ray settings and assumed object
compositions (i.e., bone with marrow).

The stacks of reconstructed slices provide the 3D dataset, and the scalar val-
ues represented in those data (termed CT numbers) are related to the density of
the scanned object. Calibration is a necessary step where the CT numbers in the
reconstructed image are related to the physical densities, and this is normally done
using a phantom with known densities. Although the relation between density and
CT number is highly linear and could be determined based on two data points,
using a range of five known densities provides assurance. Liquid phantoms con-
taining known concentrations of K,HPO,4 can be used, but it is more common to
use solid-state phantoms of calcium hydroxyapatite (HA) rods ranging from O to
800mgcm > due to their long-term stability (see http://www.qrm.de). Subsequent
to calibration, the micro-CT data can be expressed in terms of an equivalent volu-
metric density of calcium hydroxyapatite (mgcm 3 HA). Normal clinical CT uses
Hounsfield units where air is designated —1,000HU, water 0 HU and very dense
materials 41,000 HU; however, this system is not normally used in micro-CT. When
interpreting the density data, it is important to keep in mind the influence of artifacts
such as beam hardening, as already discussed, as well as problems associated with
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local tomography, partial volume effects and motion artifacts, as discussed in the
following.

A common problem that can occur during measurement is that the object being
scanned does not fit entirely within the field of view, which makes it necessary to
perform local tomography (i.e., reconstruction of the region within the FOV only) to
recover the image data. Although geometric features can accurately be determined
with local tomography, density values are no longer accurate. The errors are largest
when dense material is outside the FOV, and unfortunately the anatomic configura-
tion of bone, where the cortex is at the periphery, leads to errors. Density data from
bones that could not fit entirely within the FOV should be treated with caution.

Partial volume effects (PVE) are caused when more than one tissue type is rep-
resented by a single 3D voxel element. This typically occurs, for example, at the
interface between bone and marrow when the voxel lies on the tissue boundary.
The magnitude of PVE depends on the resolution of the micro-CT image relative
to the sizes of the structures being measured. As the image resolution approaches
the sizes of the structures (i.e., trabecular size), the PVE becomes more dominant.
Although increasing image resolution may reduce PVE, it cannot be eliminated, as
it is a natural consequence of a discrete representation of anatomical features by
micro-CT.

Fig. 1.3 Motion artifacts can be reduced when scanning in vivo through the use of a forearm
cast (fop left) and secured scanning bed (top right). Low-density foam (pink) provides additional
support but is not visible in the resulting micro-CT scan. Errors due to motion artifacts can
be simulated (bottom row) by manipulating the sinogram directly (adapted from Pauchard; with
permission)
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Motion artifacts during scanning will directly affect the quality of the image
reconstruction and must be addressed for both in vitro and in vivo scanning. For
in vitro specimens, a common approach is to tightly pack the specimen using a
low-density material (i.e., foam). The problem is more challenging to address with
in vivo measurements, and specialized beds for animal scanning or support casts for
patient scanning have been developed (Fig. 1.3). The effects of movement artifacts
can be subtle, and efforts are now underway to achieve their automatic detection and
quantification (Pauchard and Boyd 2008).

Resolution

Resolution is fundamentally dependent on the number of photons produced by the
X-ray source (Bonse and Busch 1996). For a given signal-to-noise ratio, doubling
the resolution would require 16 times more photons. It is important to distinguish
image resolution and voxel size. The voxel size of the reconstructed image applies
during the filtered back-projection reconstruction procedure, and although there is
flexibility in the actual setting it is typically ~1.5 times the spatial resolution as a
rule of thumb. Spatial resolution represents the ability to detect physical features,
and depends on many factors of the imaging system (source, detector, geometry,
etc). It is defined by the measured modulation transfer function (MTF) and can
be assessed on line pairs with varying frequencies (Ipmm~'). MTF is normalized
to one when the spatial frequency is zero, and a common comparator of imaging
systems is based on 10% MTEF, which provides the smallest resolvable physical
feature. It is measured on narrow sinusoidal line profiles, or approximated by mea-
suring a thin object of known dimensions. The reporting of micro-CT resolution
should ideally use the 10% MTF value, but this information is not always readily
available (it may be provided by the manufacturer). The voxel size is most often
reported, and it may not be representative of the true resolution. When it is reported,
it should, at the very least, always be carefully distinguished from the true resolution
by reporting it as the “nominal” isotropic resolution.

Sample Preparation

Minimal specimen preparation is required in order to perform micro-CT scanning.
Often biological materials are stored in a phosphate buffer solution, alcohol or
formaldehyde, and the specimens can be maintained in those solutions during scan-
ning. One consideration may be that the liquid (i.e., alcohol) could cause damage
to the specimen holder used for micro-CT. Obviously, no specimen preparation is
required for in vivo scanning, although animal scanning requires use of an anesthetic
(isoflurane).
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Current Technologies

Micro-CT systems are currently used for a wide range of applications, and their
designs are tuned in terms of image resolution, field of view, and radiation dose
(important for in vivo measurements). It finds major application in the field of
biomedicine, particularly for bone research (because no sample preparation is
needed), but also for other biomaterials where preparation may be necessary (i.e.,
contrast-enhanced imaging) (Guldberg et al. 2003). Outside of biomedicine, other
applications include measurements of small electronic parts, microdevices, porous
materials (ranging from foams to rock cores), and even snow structure for avalanche
research. The commercialization of this technology includes suppliers such as

Scanco Medical (http://www.scanco.ch)

Skyscan (http://www.skyscan.be)

GE Healthcare (http://www.gehealthcare.com/usen/fun_img/pcimaging/)
Xradia (http://www.xradia.com)

In the general category of in vitro measurement systems, resolutions range from
as low as <1um (so-called nano-CT) to 100um. As the resolution improves, the
field of view is reduced, and sometimes high resolutions can result in data sets
that are so large that they are unmanageable and impractical. Therefore, most in
vitro systems provide resolutions on the order of 5-10 um, and fields of view rang-
ing from 20 to 80 mm, and are designed for animal bone scans (i.e., mouse femur,
mouse skull) and human biopsy data. Recently, in vivo systems have been intro-
duced for both animal and human scanning. The resolution is limited in part by the
radiation dose that can be safely administered, and for animal scanning it is possi-
ble to obtain 10-15um resolutions in vivo without significant adverse effects after
repeated scanning (Klinck et al. 2008; Brouwers et al. 2007). A typical delivered
dose is <1Gy for animal measurements in the mouse or rat. As for human mea-
surements, although peripheral quantitative computed tomography (pQCT) systems
that can obtain data at approximately 100 um (in-plane resolution; slice thickness of
>200um) have been available for over a decade, a new human micro-CT scanner
providing high resolution data (HR-pQCT) has recently been developed. It can pro-
vide data with an isotropic resolution of ~100um (82 um voxel size) and a 130 mm
FOV, and this can be obtained with multislice data at the distal radius and tibia while
maintaining a safe, low-radiation dose (<3 uSv).

Finally, synchrotron radiation (SR) micro-CT is unique because rather than using
an X-ray tube, it uses synchrotron facilities. Nonetheless, it offers the possibility of
<1pm resolution, and excellent accuracy for density measures due to the use of a
monochromatic X-ray energy beam.

Based on developments in the past two decades, there are a wide variety of
options for the collection of micro-CT data, and after the rich 3D data have been
collected, the analysis of these data are then required.
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Quantitative Assessment

The quantitative assessment typically entails describing the morphometric charac-
teristics of the data, and these measurements can be generally categorized into either
metric or nonmetric measurements. Metric measurements include parameters that
have a specific unit of measure (e.g., trabecular thickness is measured in millime-
ters), and a nonmetric measurement normally measures a topological feature (e.g.,
connectivity of the structure). Although the focus here is on bone measurements,
these morphometric parameters can be applied to other porous materials measured
in the micro-CT scanner. Prior to performing morphometric analyses, it is common
practice to filter noise from the image data and segment it to extract the mineralized
phase.

Filtration is normally done using a Gaussian filter, but median filters can also
provide reasonable results. The general rule of thumb is to perform the least amount
of filtering possible. Many approaches have been used to extract the mineralized
phase of bone, but the most common is to simply threshold the data with a global
threshold value. This approach works well when micro-CT data is calibrated and
requires that the image resolution is good. For low-resolution data, methods based
on edge detection and local adaptation may provide better segmentation (Waarsing
et al. 2004). However, they often introduce variability into the segmentation process,
particularly in data that has not been density-calibrated, and therefore may confound
the outcome measurements from the study. For example, to test the effect of an
anti-osteoporosis treatment, the changes in bone tissue density may influence local
thresholding or edge-detection methods, leading to biased experimental findings.
In general, a good rule of thumb is to use the simplest segmentation method that
provides satisfactory results.

The identification of regions of analysis is often the rate-limiting step when
performing large analyses. This step is necessary, for example, to classify the trabec-
ular and cortical compartments for subsequent analysis. Although simple geometric
shapes (i.e., a sphere, cube) can be used to extract ROIs, it is often advantageous
to include the entire compartment for analysis, and this process can be time-
consuming. Recently, however, there have been fully automated approaches for
identifying compartmental ROIs in both animal and human studies that have shown
promise (Buie et al. 2007; Kohler et al. 2007).

Stereological Methods

Before the advent of micro-CT, stereological methods were used to define morpho-
metric parameters representing the trabecular structure (Parfitt et al. 1983), and the
concepts of these measurements form the basis for the morphological parameters
used today. Previously, using histological sections prepared from bone samples, pri-
mary measurements were made directly from the slices. These included the total
bone perimeter length in millimeters as Py, the total bone area in square millimeters
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Table 1.1 Definitions of 2D stereological measurements, their units, and the micro-CT stereolog-
ical equivalent metrics

Stereological Definition Unit Micro-CT
TBV (Ap/A)100 [%] BV/TV
Sy (Pp/A)1.199 [mm?mm~3] BS/BV
S/v (Pp/Ap)1.199 [mm?mm~3] BS/TV
MTPT 2,000/1.199(Ap /Py) [um] Tb.Th
MTPD 1.199/2(Py /A,) [/mm] Tb.N
MTPS (2,000/1.199)(A — Ap) /Py [wm] Tb.Sp

The value of 1.199 was determined experimentally for iliac trabecular bone and a
plate model is assumed (Parfitt et al. 1983)

as Ay, and the total section area in square millimeters as A;. Based on an assump-
tion that the structure was primarily comprised of rod- or plate-like structures,
indices such as trabecular bone volume (TBV) and mean trabecular plate thick-
ness, density and separation (MTPT, MTPD, MTPS, respectively) were defined.
The parameter descriptions more commonly used with micro-CT include bone vol-
ume ratio (BV/TV), bone surface to volume (BS/BV), bone surface ratio (BS/TV),
trabecular thickness (Tb.Th), trabecular separation (Tb.Sp) and trabecular number
(Tb.N). The definitions of the stereological measurements in terms of their primary
2D parameters, and assuming a plate-like bone architecture (derived from iliac crest
data), are provided with units of measurement and current morphological names
used in micro-CT (Table 1.1).

Although the development of new morphological measurement parameters is
constantly evolving as new technologies are developed (i.e., SR micro-CT), and
for specific applications (e.g., the characterization of micro-crack morphology)
(Schneider et al. 2007), there are some basic parameters that are used consistently
in the field of micro-CT to characterize porous structures, and bone in particular.

Metric Measurements

Bone volume ratio (BV/TV) [%] is a fundamental parameter that represents the
amount of bone tissue compared to the total bone volume. It is calculated sim-
ply by summing the total number of voxels in the segmented image that represent
bone divided by the total volume. Although it is similar to the bone mineral density
(BMD) measured from QCT or DXA, it is not identical, because the calculation is
based on the segmented data and density information has been removed. Variations
in tissue density are not captured by BV/TV for any tissue that did not meet the
threshold criteria of the segmentation process.

Bone surface ratio (BS/BV) [mm? mm™3] measures the surface area of the bone
relative to the amount of bone tissue. The surface area can be calculated using iso-
surfacing methods (e.g., marching cubes) to extract the bone surface (Lorensen and
Cline 1987). The triangles that represent the bone surface are added to obtain the
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total surface area. The BS/BV parameter indicates the proportion of bone surface
that is available for remodeling.

Trabecular thickness (Tb.Th) [mm] and trabecular separation (Tb.Sp) [mml]
parameters are both calculated by direct measurements of the 3D data. To distin-
guish these measurements from stereologically derived measures, they are often
termed “direct” methods, and denoted by a “*” (e.g., Tb.Th*, Tb.Sp*). The direct
measurement is akin to fitting spheres into the bone or marrow space of the 3D
dataset (Fig. 1.4). The advantage of the so-called direct technique (Hildebrand
and Riiegsegger 1997a) is that it not only provides the average thickness or sep-
aration, but also the variations of those measures throughout the structure, and is
independent of the type of bone architecture (rod-like or plate-like). The Tb.Th

Fig. 1.4 A 3D structure is shown (fop right) and used to illustrate the metric measurements for
trabecular thickness (Tb.Th; fop right), trabecular separation (Tb.Sp, bottom left) and trabecular
number (Tb.N, bottom right). The color scale represents the size of the spheres used to calculate
the parameters for these three parameters on the object (bone), background (marrow) and topology
(skeleton), respectively
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measurement can also be applied to the cortical compartment to provide a mea-
surement of thickness (Ct.Th).

Trabecular number (Tb.N) [mm '] represents the number of trabeculae per unit
length. It is calculated on the same basis as Tb.Th and Tb.Sp described above. The
main difference is that the 3D structure is skeletonized (to extract the topology)
(Fig. 1.4) and the distance between the skeletonized structures is inverted to provide
the average number of trabeculae per unit length. This parameter provides an esti-
mate of how many trabeculae exist in a bone structure, whereas Tb.Th and Tb.Sp
provide the trabecular size and marrow spaces, respectively.

Nonmetric Measurements

Three common nonmetric morphological measurements include the structural model
index, the measure of anisotropy, and the connectivity density. There are several
other methods that are not covered here, and these include some well-established
methods such as the trabecular pattern factor (Odgaard 1997), representing the
number of concave vs. convex structures, and digital topological analysis
(Wehrli et al. 2001), which characterizes the topological structure in terms of
surfaces, profiles, curves and junctions.

The structural model index (SMI) characterizes the 3D bone structure in terms of
the quantity of plates and rods in the structure (Hildebrand and Riiegsegger 1997b).
The SMI ranges between 0 and 3, where O indicates an ideal plate structure and 3 an
ideal rod structure—intermediate values indicate a mixture of rods and plates. Often
this index is used to monitor the change in bone structure over time (i.e., osteoporo-
sis progression). A basic component needed for its calculation is the bone surface,
and since this measurement can be sensitive to resolution, the index is also some-
what dependent on image quality and resolution. A new approach to the concept of
SMI has been to directly classify structures in terms of plates and rods (Stauber and
Miiller 2006), and this method may foresee more widespread use as an alternative
to SMI due to it being less sensitive to image noise.

The degree of anisotropy (DA) reflects the preferred orientation of bone architec-
ture, also often termed the bone fabric. The orientation of the structural components
(i.e., trabeculae) is often related to the normal loading patterns for that bone, and
when those normal loading patterns are disturbed (e.g., a joint injury), the degree of
anisotropy may also be affected as the bone adapts to the new loading. The four most
common methods of assessment include the mean intercept length (MIL) (Harrigan
and Mann 1984), volume orientation (VO), star volume distribution (SVD), and
star length distribution (SLD) (Odgaard 1997). Of these four, the MIL is the most
established, and the standard against which all other techniques are compared. The
procedure defines the three orthogonal orientations of the bone structure, and the
result is normally presented as the ratio of the largest over the smallest magnitude
of the orthogonal axes. A DA of one indicates that the structure is isotropic (no
preferred orientation), but it is more common to find values that are greater than
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one, which represents a preferred orientation. For example, the cancellous bone in
the lumbar spine is typically highly anisotropic (DA > 1). Defining the anisotropy
of a structure is important, as it represents the organization of the bone, and this is
closely related to the mechanical properties of the bone (Odgaard 1997).

Connectivity is defined as the degree to which a structure is multiply connected,
and it is usually represented as connectivity density (Conn.D) [I mm~3]. Although
connectivity can be defined in a number of ways, the most common approach in
micro-CT is to use the topological approach (Odgaard and Gundersen 1993) because
it is relatively stable and straightforward to determine from 3D segmented data. The
number of connections between trabeculae is important in terms of bone strength
because of the support provided. However, there is no direct correlation between
connectivity density and strength because changes in connectivity can occur by two
main mechanisms with very different implications for strength. For example, when
bone loss occurs in plate-like bone it can lead to fenestrations (perforations) and
result in an increase in connectivity; however, if bone loss occurs in rod-like bone,
the connectivity will decrease. In both cases, the strength in the bone decreases, but
the changes in connectivity are opposite. Nevertheless, connectivity is often used as
an indicator of irreversible changes to bone architecture because, once trabeculae
become disconnected, it seems that treatment to increase bone mass cannot restore
those lost bridges. Although the inability to restore lost bridges has not been con-
clusively proven, new data with direct observations of individual trabeculae by in
vivo micro-CT may clarify whether it can indeed occur.

Hybrid Approaches

The recent development of patient micro-CT (HR-pQCT) has provided unprece-
dented 3D images of human bone architecture (Fig. 1.1). However, even with a
voxel size of only 82um, the structures are at the limit of accurate quantification
by the standard direct morphometric procedures described above (MacNeil and
Boyd 2007). For this reason, a conservative approach to the analysis of these data
has been to use a hybrid analysis approach that combines stereological techniques
and direct methods (Laib and Ruegsegger 1999). Metric quantities such as BV/TV,
Tb.Th, Tb.Sp, and Ct.Th are not calculated directly from patient scans as would
normally be done for micro-CT. The BV/TV is calculated by adding the CT den-
sity data (mgem > HA) and dividing a value considered to define mineralized bone
(1,200mgcm—3HA). A direct measure of BV/TV is not performed because partial
volume effects leads to an overestimation of bone volume ratio. Similarly, for Tb.Th
and Tb.Sp, these are derived based on the calculated BV/TV described here and the
Tb.N by the direct method outlined earlier. The Tb.N is a stable calculation, even
when the image resolution is low relative to the structures being measured; there-
fore, using the direct Tb.N and BV/TV, the thickness and separation parameters
are determined standard stereological approaches (i.e., Tb.Th = BV/TV/Tb.N*;
Tb.Sp = (1 —BV/TV)/Tb.N*). As was discussed earlier, the 2D stereological
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approaches suffer from the need to assume that the bone is plate-like or rod-like;
however, in the hybrid approach used with HR-pQCT, this problem has been avoided
by using a direct measurement of Tb.N from the 3D dataset. Mean cortical thickness
(Ct.Th) is also not calculated directly, but instead estimated by dividing the mean
cortical volume by the outer bone surface (periosteal surface).

Advanced Analysis Methods

There are several well-established analysis techniques that are used routinely to
evaluate micro-CT data, and these are performed easily using widely available soft-
ware packages (either supplied by the manufacturer or free). The establishment of
new procedures always requires careful validation, and its success is largely depen-
dent on the method being widely available and proven to provide new information
that is distinct from other parameters. For example, the finite element method (which
is discussed later in detail) must be shown to provide insight into bone strength
above and beyond what can already be deduced by simple morphometric parameters
such as bone volume ratio, or volumetric density.

One of the main drivers of new analysis methods is the development of new
micro-CT hardware. The advent of SR micro-CT provides the ability to measure
architectural features at resolutions never before possible, and the advent of in vivo
micro-CT provides new opportunities to assess 3D data longitudinally. The follow-
ing sections outline some recent developments in micro-CT analysis, and many of
these new approaches have been driven by advances in technology.

Synchrotron Radiation Micro-CT

The ability to measure bone with submicrometer resolution using SR micro-CT
(Peyrin et al. 1998) provides new insight into bone ultrastructure architecture and
accordingly bone quality. The images generated with SR micro-CT provide out-
standing spatial resolution and contrast, and it is possible to view cortical canal
networks in mouse cortical bone, and even osteocyte lacunae (Schneider et al. 2007).
Although several standard morphological indices have been designed to describe the
trabecular and cortical structure of bone, the 3D quantification of canal networks and
lacunae cannot be described by these parameters. Work focusing on cortical bone
using standard micro-CT (Cooper et al. 2003) has been the basis for morphologi-
cal indices describing new nomenclature for measurements based on SR micro-CT.
For example, the number, volume and spacing of canals are expressed as N.Ca,
Ca.V and Ca.Sp, respectively. Similarly, at the cellular level, parameters describ-
ing lacunae number, volume and volume density are expressed as N.Lc, Lc.V and
Lc.V/CL.TV, respectively. New nomenclature is also being developed for quantify-
ing microcrack size in a similar fashion, as 3D data is only now becoming available
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for these highly detailed data (Voide et al. 2006). Although these morphological
parameters introduced for SR micro-CT are new, they are based on the same analy-
sis procedures described earlier for direct measurements of trabecular architecture.
The versatility of the previously developed analysis procedures using direct method
techniques (Hildebrand and Riiegsegger 1997a) has applications ranging from SR
micro-CT-based measures to lower resolution magnetic resonance imaging (e.g.,
cartilage thickness from the Tb.Th* method).

Image Registration

An important development for in vivo analysis has been the application of 3D image
registration for image alignment (Boyd et al. 2006b). Because repeated scans of the
same animal or person can now be performed, the identification of a common region
of interest between follow-up scans is important for two reasons. First, registration
maximizes the reproducibility of the measurement technique by ensuring that only
the volume of intersection between all sequential scans is assessed for morpholog-
ical changes. This is important for sensitively detecting experimental effects over
time (i.e., the apposition of new bone, or loss of bone structure). Secondly, through
the use of registration with in vivo micro-CT data, it is possible to follow the devel-
opmental patterns of individual trabeculae and bones as a whole. Thus, for the first
time, the disconnection of a trabecular structure can be physically observed, and
the direct effects of treatments on the architecture can be assessed (Fig. 1.5). This
represents an important advance from classical in vitro micro-CT studies where
cross-sectional study designs are required, because only endpoint measurements
are possible for in vitro micro-CT. In a cross-sectional study design, group-wise
variations in bone architecture and the need to average quantitative results within

Fig. 1.5 The 3D bone architecture measured by in vivo micro-CT at the proximal tibia of three
different inbred strains of mice at baseline, and the same three mice five weeks after ovariectomy
(OVX). Image registration aligns the measurements from baseline to the measurements at five
weeks, and detailed changes to the architecture can be observed
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experimental groups can often hide subtle experimental effects. The advantage of in
vivo micro-CT is that a repeated measures study design can be employed, and each
animal or person acts as their own control. A repeated measures analysis not only
provides better sensitivity to changes, but it also requires significantly fewer animals
or patients to characterize the time course of a disease process (Boyd et al. 2006a).
In general, registration can be classified as either rigid registration or deformable
(nonlinear) registration (Fitzpatrick et al. 2000). Typically, to align 3D micro-CT
scans over time so that there is a common volume of interest (intersection of all
images), a rigid registration approach is appropriate. It is based on an affine trans-
formation that defines the linear rotation, shear, scale and translation of one image
with respect to another (or at least the rotation and translation). The registration of
two images involves defining one as the fixed (stationary) image and the other as the
moving image. The determination of the affine transformation is done using an auto-
mated approach in order to find the best overlap between the fixed and moving 3D
images. The measure of the “goodness of fit” is called the registration metric, and
some examples of metrics include the measures of normalized correlation or mutual
information. An optimizer determines the affine transformation that produces the
best metric value, and the moving 3D image is subsequently transformed into the
fixed image coordinate system via interpolation (usually at least linear interpola-
tion). The use of 3D registration has also been used to improve the reproducibility of
HR-pQCT measurements of the human radius by up to 40%, and this has important
implications for improving the sensitivity of patient measurements and improving
the minimum detectable change (MacNeil and Boyd 2008). When sequential images
of bone deformation are available, it is possible to precisely identify local changes
in tissue by finding the closest point from one surface to another and mapping that
distance data (scalars expressed as colors) onto one of the images (Fig. 1.6).

Shape Variation

Rigid registration has also been the basis of a new technique for characterizing
common morphological features within a cohort of animals and then comparing
cohorts for significantly different physical shape differences. The method is a new
high-throughput approach (Kristensen et al. 2008; Parsons et al. 2008) that avoids
identifying physical landmarks, the approach traditionally used to quantify general
shape. It is efficient and well suited as a screening tool for identifying important
phenotypical features. Recently, it was applied to micro-CT measurements of the
skulls of mice that develop cleft palate disease so that the developmental processes
leading to the disease can be better understood (Fig. 1.7). The basis of the technique
is to use 3D registration to superimpose the skulls of all mice from the same exper-
imental group into a common reference frame, and then generate a “mean shape”
image of the skull from that cohort. This can be done for many different strains of
mice, and once the “mean shapes” for the mice have been determined, the super-
position of those averages can be used to identify regions of shape differences. The



1 Micro-Computed Tomography 21

Fig. 1.6 Superposition by image registration of the trabecular architecture before and after
osteoporotic-like changes is illustrated with simulated data as shown. The distance from one sur-

face to another provides a measure of the local structural changes, and the colors represented the
magnitude of the change

Fig. 1.7 Shape differences between two mouse strains (A/WySnJ and C57BL/6J) are illustrated
using the high-throughput method, where a “mean shape” for each mouse strain is shown (top
row), and the difference between mean shapes is represented on the A/WySnJ average shape, where
colors represent the difference from the C57BL/6J skulls (bottom) shown from two viewpoints
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differences are deemed statistically significant if the magnitude of the shape differ-
ence is larger than the variation in shape within each cohort. This new approach
is still currently under development and offers a unique and efficient approach to
accelerating research focused on functional genomics.

3D Structure Prediction

A deformable registration method is appropriate when a linear transformation
between shapes cannot be defined (i.e., skeletal growth is typically nonlinear), or
to define 3D maps that identify the relation between two different images. Similar
to rigid registration, a fixed and moving image is defined, but rather than determin-
ing an affine transformation, a nonlinear transformation is determined. The most
common approach employed to determine the nonlinear transformation is to use
Demon’s algorithm, which is an intensity-based registration approach. An output of
the nonlinear deformation is the 3D deformation field, where a vector is produced
for every image voxel. There are many interesting uses of the deformable registra-
tion method, including the use of the displacement map to calculate engineering
strain (i.e., from two images of the same bone under different loads), and this could
be used to validate the finite element method (discussed further in a separate chap-
ter). Another novel approach is to use deformable registration to define the shape
changes in trabecular architecture between successive in vivo micro-CT scans of an
ovariectomized rat undergoing severe bone changes. The sequence of 3D deforma-
tion fields between each successive image pair can be extrapolated to generate an
approximation of future 3D bone architecture (Boyd et al. 2004). While this method
needs to be developed further, it offers the possibility of predicting bone architec-
ture in the future based on the trend in the changes measured over time from in vivo
micro-CT (Fig. 1.8).

Image-Guided Failure Analysis

A novel application of in vitro micro-CT is to monitor failures of bone structures as
loads are applied. The technique is called image-guided failure assessment (IGFA)
and was developed to better understand the mechanisms of bone failure (Nazarian
and Miiller 2004). A mechanical loading device compatible with micro-CT scanning
encloses a cancellous bone specimen and applies load while a 3D image is acquired.
Subsequently, the load is increased and the sample is re-scanned, and the procedure
continues until bone failure occurs. The 3D images provide a method of monitoring
deformations in the bone specimen and identifying the mechanism for failure. This
approach has been applied on whole human vertebral specimens to monitor end-
plate deflection (Hulme et al. 2008), and recently in our lab with human radii under
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Fig. 1.8 Deformable registration of cancellous bone micro-CT images from a series of time points
can be used to establish a trend in 3D architectural changes. In the example given here, the trend
is established from three measurements from which the future 3D structure is extrapolated. The
extrapolated and measured fourth time points can be compared visually and by using the site-
specific method illustrating the magnitude of the prediction error

both axial and torsional loads to identify whether common modes of failure can be
determined.

Future Directions

Micro-CT has proven to be an important biomedical research tool, particularly
for bone research, since it provides insight into issues of bone quality in diseases
and treatment. There are many other applications where micro-CT has an impor-
tant impact, and these may include the measurement of other biological tissues
(cartilage, ligaments, vasculature) using contrast imaging, as well as nonbiological
materials. As the micro-CT methods push the boundaries for ultrahigh-resolution
imaging from synchrotron radiation and patient applications for in vivo measure-
ments, there will be the corresponding development of new approaches that can be
used to analyze the data. While the collection of high-quality data critical to its
success, so is the development of appropriate methods of extracting information.
As new applications of micro-CT technology develop, so will appropriate analysis
procedures.
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Chapter 2

Advanced Experimental Magnetic Resonance
Imaging

Ursula I. Tuor

Abstract Magnetic resonance imaging (MRI) is a noninvasive imaging technique
with an extensive range of applications in biomedical diagnostic imaging. This chap-
ter reviews selected aspects of advanced experimental MRI with a focus on brain
imaging using animal MRI systems and their application to improving understand-
ing of the pathophysiology of the brain. Anatomical MRI is advancing diagnostic
applications through the increased use of quantitative morphology and MR relax-
ation times. Microscopic imaging is progressing with improvements in spatial
resolution. Diffusion MRI imaging continues to enhance the information it pro-
vides on tissue and cellular or axonal structure using diffusion tensor imaging and
diffusion tensor tractography. Magnetization transfer imaging is also providing sup-
plementary information on pathophysiological changes in tissue, particularly white
matter. Functional MRI in animals in conjunction with other invasive methods has
improved our understanding of the fMRI response. Molecular MRI is a rapidly
growing field that holds promise for the noninvasive imaging of molecular cellular
processes using targeted or responsive contrast agents.

Introduction

Magnetic resonance imaging (MRI) has evolved rapidly from the acquisition of the
first magnetic resonance images in the 1970s to an essential noninvasive method
of producing body images of high quality for experimental or diagnostic use in
the life sciences and medicine. MRI has a multitude of applications that continue
to grow with the ongoing development of MRI hardware, software and contrast
agents. Innovations in hardware involve the various components comprising an MRI
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system, including new radiofrequency (rf) coils and types of magnets, whereas soft-
ware innovation includes new sequence or image processing implementation. For
example, scan times or signal-to-noise and fields of view have improved with the
development of parallel imaging and multiple receive coils (de Zwart et al. 2006;
Doty et al. 2007; Fujita 2007; Katscher and Bornert 2006; Ohliger and Sodickson
2006). The range of field strengths in use continues to expand (e.g., from 0.2 to
21T), as do the configurations of the magnets, which vary from moving magnets that
surround the patient during surgery to systems that combine MRI with other tech-
nologies such as magnetoencephalography or electroencephalography (Albayrak
et al. 2004; Laufs et al. 2007; Ritter and Villringer 2006). MRI is a large and grow-
ing field; in order to limit its scope, this chapter will concentrate on providing an
overview of advances in experimental MRI with a focus on brain imaging using
animal MRI systems and their application to improving understanding of the patho-
physiology of the brain. In many cases the reader will be referred to recent reviews
of the topic.

MRI Principles

Briefly (and using simplified physics concepts), MRI is based on the fact that some
atoms have nuclei that are unpaired and have a nonzero spin when placed in a strong
uniform magnetic field. The most commonly imaged nuclei are protons, which are
abundantly present within tissue water. Hydrogen protons have a simple spin of
1/2, with the bulk collection of these nuclei aligned either parallel or antiparallel
to the magnetic field, resulting in a net magnetization parallel to the field. Thus,
within tissues in a strong magnetic field, there is a net magnetic dipole moment
of nuclei precessing around the axial field. When the tissue is exposed to a brief
pulse of electromagnetic energy produced by an appropriate rf pulse, the steady-
stage equilibrium is perturbed so that some of the nuclei are temporarily flipped
in phase to an unaligned state at higher energy. The net magnetization recovers
as the spins return to align with the field with a time constant T (spin—lattice
relaxation). After the rf pulse, the excited spins also begin to dephase with time con-
stants T, or T,*, a process called transverse or spin—spin relaxation. T, is acquired
with a sequence where the dephasing is dependent on the microenvironment of the
protons, whereas T,* is also affected by phase shifts caused by local field inho-
mogeneities and is shorter than T,. The relaxation rates are dependent on tissue
composition and thus result in MR signals that vary with tissue structure and con-
tent. The MR signals used to render the images are detected using rf coils which
detect the rf signals that are retransmitted during the spin relaxations of the nuclei.
Spatial information used to produce images is obtained using magnetic gradients
that can apply rapid and precisely varying field strengths linearly in the x, y or z
directions.
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Anatomical MRI

Conventional MRI generally provides morphological information using contrast
obtained from tissue differences in proton density, T| and T, relaxation. The most
commonly used sequences are T|- or T,-weighted sequences that provide con-
trast in order to distinguish gray/white matter and CSF in the images according
to weighting of the T; or T, relaxation of the tissue (Boulby and Rugg-Gunn 2003;
Gowland and Stevenson 2003; Roberts and Mikulis 2007). T{- and T,-weighted
images are the standard sequences that are used routinely for neuro-MRI, both clini-
cally and experimentally, to detect anatomical or pathological tissue changes such
as cerebral infarction or tumors. Although there have been innovations in image
sequence design since the first standard spin-echo or gradient-echo methods, new
sequences such as those that provide three-dimensional or faster echo-planar imag-
ing sequences continue to employ some combination of T} or T, /T, *-weighting for
their contrast (Roberts and Mikulis 2007).

One major focus of work aimed at advancing traditional anatomical imaging
has been to obtain objective or quantitative rather than qualitative assessments
of anatomical changes. This has been achieved by the application of improved
computing and image processing techniques that allow a quantitative measure of
morphological changes in the brain. The contrast provided by regional brain dif-
ferences in T|- and T,-weighted images, along with image analysis tools that
segment structures, can allow an automated measurement of volumes of whole
brain and brain structures of interest. Also, comparisons between imaging sessions,
often using registration of the structures to an atlas, allow one to follow changes
in brain morphometry over time (e.g., Makris et al. 2005; Pelletier et al. 2004;
Whitwell and Jack 2005). Such quantitative assessment has resulted in an abil-
ity to measure the progression of morphometric changes such as those associated
with development, aging or neurodegenerative diseases (e.g., Dubois et al. 2007;
Makris et al. 2005; May and Matharu 2007; Pelletier et al. 2004; Whitwell and
Jack 2005). Similar methods have been applied to animal studies in combination
with the implementation of MRI microscopy (Benveniste and Blackband 2006; Ben-
veniste et al. 2007; Jack et al. 2007; Johnson et al. 2007; Katscher and Bornert 2006;
Nieman et al. 2007). MR microscopy has been driven by the need to identify the
morphology associated with different transgenic mice in relation to their functional
genetic and protein expression patterns. MR imaging of fixed specimens has pro-
gressed to the stage that a resolution of 10 um? has become feasible, thereby provid-
ing a nondestructive sectioning of samples at a resolution near that of conventional
microscopy (Driehuys et al. 2008).

Quantitation of T; and T,

Many pathologies or lesions of the brain result in local changes in T;- or T,-
weighted images which provide diagnostic information, a prime example being
stroke or cerebral infarction (e.g., Fig. 2.1). Gaining acceptance in experimental
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Proton T, weighted T, map

Proton T, weighted T, map

Fig. 2.1 (a—f) Differential contrast observed in proton, T; and T, magnetic resonance images
of neonatal rat brains following cerebral hypoxia—ischemia. Intensity increases vary within the
ischemic lesion depending on the sequence, i.e., proton maps (a, d), T;-weighted (b), T,-weighted
(e), Ty maps (c) or T, maps (f). Images were acquired using a 9.4 T Bruker MRI system, a SNAP-
Shot Flash Inversion recovery sequence for T} imaging and a multiple-echo spin-echo sequence
for T, imaging

studies and in some clinical applications such as multiple sclerosis or stroke is the
use of MR sequences and image processing which provide quantitation of T and
T, (Boulby and Rugg-Gunn 2003; Dijkhuizen 2006; Gowland and Stevenson 2003;
Neema et al. 2007; Weber et al. 2006a). Quantified T or T, can provide a more con-
sistent and potentially sensitive measure of pathological changes in tissue between
subjects. Perhaps most extensively studied, particularly in animal models, are the
quantitative Ty and T, changes that occur following stroke or cerebral ischemia
(e.g., Fig. 2.1). The challenge is to interpret the T; and T, changes according to
the cellular and extracellular tissue changes. Fluid environments (e.g., CSF or tissue
edema) are mobile and characterized by a slower loss of spin coherence and longer
T and T, whereas structured or constrained environments (e.g., myelinated white
matter) undergo more spin—spin interactions and a more rapid loss of coherent spins,
resulting in shorter T,. Thus, T should be sensitive to tissue water content, and
indeed T1-based sequences have been used to measure brain water content with MRI
(Neeb et al. 2006). The increase in brain water or edema associated with stroke or
cerebral hypoxia—ischemiais also reflected as an increase in T (Barbier et al. 2005;
Qiao et al. 2004). Vasogenic edema refers to an increase in brain water accompa-
nied by dysfunction of the blood—brain barrier, and can be associated with increases
in protein related to blood brain—barrier dysfunction. Edema with protein extrava-
sation has been found to be associated most closely with increased T,, supporting
a greater sensitivity of spin coherence to proteins in the cellular microenvironment
than increases in tissue water alone (Qiao et al. 2001). In general, standard quanti-
tative MRI can be informative, but because T and T, changes do not have unique
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tissue correlates, the assessment of tissue status or viability is enhanced by adding
other imaging sequences, such as magnetization transfer or diffusion imaging, as
discussed in detail below.

To complete the discussion of T, quantitation, one should note that additional
potential information regarding tissue structure (including myelination of white
matter) may be revealed using a multicomponent analysis of the T, relaxation (Laule
et al. 2007; Wozniak and Lim 2006). When the T, relaxation in brain is followed
for a large number of echo times with a spacing between echoes that is as short
as possible, the resulting T, decay curve usually comprises two or three relax-
ation components considered to reveal different water environments. The shortest
T, component within the analysis is interpreted to arise from water in the myelin
sheath, whereas the longer components are attributed to axonal/intracellular and
extracellular water. A very long T, component may be detected if the region of
interest includes CSF. Compartmental T, changes have been detected with disorders
such as multiple sclerosis and ischemia and hold promise regarding their ability to
deliver insights into detection of demyelination and remyelination processes (Laule
et al. 2007; Pirko and Johnson 2008) [T2 multiecho].

Diffusion Imaging

A wealth of information on cell or tissue structure, including axons in white mat-
ter, can also be inferred from MR sequences that probe the preferred directionality
and/or diffusivity of water molecules within the tissue (Mori and Zhang 2006;
Neil 2008; Wheeler-Kingshott et al. 2003). MR images (diffusion-weighted) are
sensitive to the molecular motion of the water molecules, and such images are
obtained by applying a pair of equal but opposing sequential field gradients. Signal
intensities acquired are reduced according to the diffusivity of the water molecules,
and if images are acquired for at least two different gradient strengths (e.g., zero and
b1) then an apparent diffusion coefficient (ADC) can be calculated. Water motion in
tissues is restricted by cell membranes, myelin sheaths or intracellular organelles,
and the greater the restriction in motion the brighter the image in a diffusion-
weighted image. Water diffusion in brain is altered by various processes, including
development and aging or injury (Huppi and Dubois 2006; Wozniak and Lim 2006;
Nucifora et al. 2007). For example, following acute stroke or cerebral ischemia,
increases in DWI and decreases in ADC are observed (Fig. 2.2a, b). These are con-
sidered to reflect cell swelling and a reduction in extracellular space associated with
ischemic reductions in ATP and ion pump failure (Sotak 2004; Talos et al. 2006;
Weber et al. 2006a).

Diffusion tensor imaging (DTI) provides a measure of both the magnitude and
direction of water diffusibility where this information is represented in a 3 x 3
matrix or tensor form for each voxel (Bammer et al. 2005; Mori and Zhang 2006;
Nucifora et al. 2007; Talos et al. 2006). Such information is important in that water
diffusion within tissues is generally unequal directionally. For example, in brain,
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Fig. 2.2 (a—f) Applications of diffusion MRI using standard (a, b) and diffusion tensor imaging
(c—f). Example of standard diffusion MR images from a neonatal rat brain soon after a transient
cerebral hypoxia—ischemia depicts areas of ischemic injury as increases in intensity in a diffusion-
weighted image (a) or a decrease in the apparent diffusion coefficient of water in the ADC map
(b). Diffusion tensor MRI is performed using six or more diffusion sensitizing scans (c) that, for
each voxel, provides a tensor with eigenvalues (A, A,,A3) that can be represented as an ellipsoid
with direction V (d). Examples of a fractional anisotropy map (e) and of a color-coded orientation
map (f) are from adult mice as reported by Mori and Zhang (reprinted from Mori and Zhang 2006,
Figs. 8d and 10c, with permission from Elsevier)

diffusion of water within white matter axons can be highly aniosotropic or aligned in
the direction of the axons. A full diffusion tensor (3 x 3 matrix) for each image voxel
is obtained by acquiring at least six and often 12 or more noncollinear diffusion-
sensitized images (Fig. 2.2c). This allows the determination of a magnitude and
preferred direction of diffusivity for each voxel represented by an ellipsoid, and is
generally used to study the integrity and directionality of white matter tracts (trac-
tography). Limiting the number of diffusion directions to three orthogonal directions
allows the determination of the trace or an average scalar measure of diffusion by
determining the sum of the eigenvalues of the diagonalized matrix (Fig. 2.2d). The
eigenvalues can also be used to calculate a measure of fractional anisotropy that con-
sists of a value between 0 (dark on a map and indicative of complete isotropy) to 1
(bright on a map and fully aniosotropic) (Fig. 2.2e). The direction of the main eigen-
vector can be color-coded and provide a directionality map (Fig. 2.2f). As reviewed
recently, the effects of patho/physiological processes such as injury or development
on changes in relative anisotropy and axial diffusivity suggest that these diffusion
measures hold promise as indicators of changes in myelination or axonal injury
(Haku et al. 2006; MacDonald et al. 2007; Mori and Zhang 2006).

Diffusion tensor tractography utilizes the directionality of the main eigenvectors
determined for each voxel and additional information concerning the relationships
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between voxels to generate images of connections between voxels that are con-
sidered to reflect white matter tracts. Diffusion tensor tractography is providing a
promising new tool for exploring brain connections noninvasively in normal and
diseased states (Mori and Zhang 2006; Neil 2008; Wheeler-Kingshott et al. 2003).
Applications have been easier to implement first in humans considering the rela-
tively large amounts of white matter compared to animals with lissencephalic brains.
However, as the resolution achievable in experimental MR systems has increased,
DTTI imaging in animals has provided insights into the white matter tract changes
associated with development and injury (Bockhorst et al. 2008; Mori et al. 2006).
In contrast to clinical studies, animal results can be corroborated with histology.
Indeed, interpretation of the tractography results is not exact and it is important to
realize that the tracts visualized can be highly dependent on the algorithms and oper-
ator thresholds used. DTT analysis also has limitations when images are coarsely
sampled, noisy or voxel-averaged, or when the tracts are curved or have multiple
branches or crossings, and overcoming some of these limitations is an area of active
research (Dauguet et al. 2007; Hua et al. 2008; Talos et al. 2006). One approach to
address such issues is to combine fMRI with DTI tractography to aid in the appro-
priate choice of seed regions and to determine the functionality of tracts (Schonberg
et al. 2006; Staempfli et al. 2008).

Magnetization Transfer Ratio (MTR) Imaging

Another less conventional MRI sequence is MT imaging that relies on tissue contrast
from the interactions that occur between the protons in free fluid and those bound to
macromolecular structures (Tofts et al. 2003). MT imaging probes the properties of
the bound water by applying a radiofrequency pulse that is off-resonance from the
free water protons yet still able to saturate the broader macromolecular proton pool.
The constant exchange of magnetization between the free and bound water results
in a decrease in signal intensity of off-resonance saturation images, and the ratio in
intensity in MT images collected with and without the off-resonance saturation pulse
provides an indication of the bound protons. The map of the magnetization transfer
ratio (MTR) is produced for each voxel using MTR = 100 x (Mo—Ms)/Mo where
Ms and Mo are the signal intensities obtained with and without MT saturation,
respectively (Fig. 2.3a—c). Other approaches to quantitation have employed models
describing compartments for the exchange and relaxation rates for the magnetiza-
tion transfer process between bound and free pools of protons (Tofts et al. 2003).
Such quantitative imaging has been complex to implement, requiring rather long
scan times and potential specific absorption rate issues. However, there is substan-
tial promise in its potential to provide pathologically specific relevant information
regarding the spin exchange rate between the bound macromolecular proton pool
and the directly measured free water protons along with their relative size (Tofts
et al. 2003). Implementation of new techniques may facilitate this quantitation
and accelerate clinical acceptance of such quantitative MT imaging (Gochberg and
Gore 2007).
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Fig. 2.3 (a-g) Representative magnetization transfer ratio (MTR) imaging in adult (a—c) and
neonatal (d—g) rats. An MTR map (a) is determined using a ratio of the proton density-weighted
image in the presence of an off-resonance saturation pulse to the bound proton pool (b) and in the
absence of saturation (c). Developmental changes in MTR within white matter (white arrows) are
apparent when comparing maps from an adult (a) and neonatal rat at postnatal day 8 (d). Bright
areas in Tp-weighted images (d, f) and reductions in MTR (black arrows, E, G) are apparent 24 h
following a transient unilateral cerebral hypoxic—ischemic insult in neonatal rats where the injury
is either mild and rather selective for white matter (d, e) or more severe, resulting in hemispheric
infarction (f, g)

To date, MTR imaging has been the most widely used MT method, and exper-
imental studies have provided information regarding its biological significance
and changes associated with diseases such as multiple sclerosis, Alzheimer’s dis-
ease, brain trauma or tumors (Tofts et al. 2003). There is evidence that MTR can
detect changes in axonal integrity and demyelination. Developmental increases
of MTR in white matter are associated with myelination of axons (Engelbrecht
et al. 1998; Wozniak and Lim 2006; Xydis et al. 2006) (Fig. 2.3a, d). Reduc-
tions in MTR in white matter occur in patients with multiple sclerosis within
white matter lesions and regions of demyelination (Bagnato et al. 2006; Filippi
and Agosta 2007; Horsfield 2005). Reductions in MTR also occur in animal mod-
els of experimental autoimmune encephalomyelitis and have been correlated with
the inflammatory response and the appearance of specific macrophages (Blezer
et al. 2007; Dijkhuizen 2006). MT imaging also detects tissue changes associated
with stroke and reductions in MTR have been reported to occur following cerebral
ischemia (Dijkhuizen 2006). We have found MT imaging to be particularly sensi-
tive to ischemic changes observed in neonatal models of cerebral hypoxia—ischemia
that produce either infarction or relatively selective white matter injury (Fig. 2.3e, f)
(Tuor et al. 2008).

Thus, MTR imaging is sensitive to imaging changes in white matter related to
changes in myelination or the inflammatory process. MTR also appears quite sen-
sitive to the detection of cerebral edema, a not unexpected observation considering
that increases in brain water would produce decreases in signal in the off-resonance
saturation image. Thus, MT imaging can provide diagnostic information within the
context of the disease process being investigated, and, although not definitive of the
underlying cellular changes, it provides insights into tissue changes that are useful
in combination with information obtained from other sequences.
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Functional Magnetic Resonance Imaging

Another major application of MRI is functional MRI (fMRI) of the brain. This appli-
cation uses MRI as a tool to study brain function and has transformed experimental
and clinical neuroscience research. The field has seen an explosion of investigations
using this technology to enhance our understanding of CNS processing under both
normal and pathophysiological conditions (Jezzard and Buxton 2006; Matthews
et al. 2006; Weiller et al. 2006). The human applications of fMRI range from clas-
sification and localization of diseases such as Alzheimer’s, headache or epilepsy
to understanding the mechanisms of reorganization of the brain following stroke or
brain injury (Laatsch 2007; Sperling 2007; Ward 2006). There has been a great influ-
ence of fMRI on the cognitive neurosciences, including an improved understanding
of CNS processing of pain and language pathways (Borsook and Becerra 2006,
2007; Crosson et al. 2007). The success of fMRI can be related to the wide availabil-
ity of MRI scanners, the fact that MRI is noninvasive, its high temporal and spatial
resolution, and the lack of any exposure to radioactivity such as occurs in positron
emission tomography methods. However, fMRI technology is not trivial to imple-
ment, often requiring equipment and monitoring equipment to administer functional
testing as well as specialists to provide expertise in a range of areas, including fMRI
experimental design, image processing and interpretation.

The principle of fMRI is based on the fact that alterations in neuronal activity are
closely coupled to changes in local blood flow within the activated part of the brain,
resulting in small changes in MR signal intensity (Ferris et al. 2006; Nair 2005;
Norris 2006). Although exact details of the neurophysiological origins of the fMRI
signal contrast are still being clarified, it is apparent that there is a complex combina-
tion of changes in blood oxygenation in addition to changes in perfusion and blood
volume within capillaries and veins, the magnitude and extent of which is depen-
dant on factors such as the imaging sequence and field strength (Ferris et al. 2006;
Nair 2005; Norris 2006). A major contributor to MR signal change is a reduction in
deoxyhemoglobin, which during neuronal activation is related to the local increase
in blood flow exceeding the corresponding increase in local oxygen extraction in
magnitude. Since deoxyhemoglobin is paramagnetic, its decrease results in a sig-
nal increase in T, *-weighted images (and to a lesser degree T,-weighted images),
thereby providing a blood oxygenation level dependent (BOLD) MR signal contrast.

A major difference regarding fMRI in animals compared to humans is the need
for anesthesia to be used in many experiments as a means of limiting movement of
the subjects in the magnet. Some laboratories have had success in imaging awake
animals by training them to be habituated to the imaging environment (e.g., Chin
et al. 2008; Duong 2006; Ferris et al. 2006), but such studies are best suited to non-
invasive or nonstressful stimuli, such as pharmacological fMRI studies investigating
the effects of centrally acting drugs. A common anesthetic used for studies employ-
ing direct sensory or painful stimuli, such as electrical stimulation of the forepaw
or formalin injection, is alpha-chloralose (e.g., Tuor et al. 2001, 2007). Under these
conditions, a rather robust cortical response to forepaw stimulation is observed using
either gradient-echo or spin-echo sequences sensitive to hemodynamic or BOLD
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changes associated with activation (e.g., Fig. 2.4a,b). A major disadvantage of
alpha-chloralose is that it is not suitable for recovery studies. Other laboratories
have successfully observed activation responses to forepaw stimulation in rats using
inhalation anesthetics such as isoflurane at rather low concentrations (e.g. 0.74—
1.3%) (Colonnese et al. 2008; Masamoto et al. 2007). However, success with such
anesthetics may be dependent on additional factors. Using stimulation conditions
considered optimal for forepaw stimulation under isoflurane anesthesia (Masamoto
et al. 2007), and at minimum concentrations of isoflurane required for adequate
sedation in our adult rats (i.e., 1.8%), we have been unable to detect an activa-
tion response. An alternate method of sedation, using the o, adrenoceptor agonist
medetomidine, has also been employed successfully in recovery studies in rats
(Weber et al. 2006b, 2008). It should be noted that this sedative is accompanied by
increases in blood pressure (to greater than 180 mm Hg), bradycardia and reduc-
tions in ventilation rate. Thus, for certain fMRI studies in rodents, nonrecovery
anesthetics such as alpha-chloralose will likely remain the anesthetic of choice.

Applications of fMRI in animals, although less extensive than humans, ranges
from investigation of CNS pathways of cognitive or sensory processing such as
pain (Borsook et al. 2006; Negus et al. 2006), to the response or plasticity/recovery
of the brain or spinal cord following stroke or injury (Dijkhuizen 2006; Majcher
et al. 2007; Weber et al. 2006a) (Fig. 2.4c). Experimental animals also allow the
study of physiological changes such as blood gases or blood pressure demonstrating
the sensitivity of the cerebral vasculature and fMRI to physiological status, which
is of particular importance in diseased or injured brain (Tuor et al. 2007; Wang
et al. 2006); see e.g., Fig. 2.4d, e. This provides a rationale for requiring physiolog-
ical monitoring and/or control of blood gases and blood pressure in fMRI studies
or the development of methods that can remove global effects unrelated to neuronal
activation, for example by using the response in muscle tissue (Lowe et al. 2008).
Pharmacological fMRI (phMRI) which uses fMRI to determine regional effects of
drugs on the brain, is another growing application of this technology in preclinical
drug testing (Borsook et al. 2006; Dijkhuizen 2006; Negus et al. 2006). Finally, an
important area of research in experimental fMRI has been multimodal use of fMRI,
i.e., its combination with other techniques such as optical or electrophysiological
measures in order to better understand the physiological basis of fMRI and its inter-
pretation with respect to altered neuronal activity (Colonnese et al. 2008; Huttunen
et al. 2008; Logothetis et al. 2001; Qiao et al. 2006) or the effects of injury or
disease (Dijkhuizen 2006; Weber et al. 2006a). Such studies have provided direct
evidence for the association between increasing synaptic activity or local electrical
field potential and the BOLD response.

Molecular MR Imaging

Another intensely active area of research within the evolving field of MRI is its
extension to molecular MR imaging using novel contrast agents that are usu-
ally injected intravenously to image aspects of the metabolic, receptor and signal
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transduction processes at a cellular or subcellular level (Sosnovik and Weissleder
2007; Strijkers et al. 2007). Different approaches are being pursued to develop
either targeted or activatable MR contrasts agents. Targeted contrast agents are
directed to specific molecules or processes by conjugating the contrast agent with
the appropriate ligand. The base component of such targeted contrasts have gener-
ally been selected from conventional nontargeted contrast agents, which form two
basic classes: paramagnetic agents such as gadolinium, or those containing mag-
netic materials such as iron oxide. Another newer class of contrast agent comprises
those containing exchangeable protons that resonate at a different frequency from
bulk water and are detected directly using chemical exchange saturation transfer
(CEST) imaging thereby forming a class of CEST imaging agents. In addition to tar-
geted contrast agents, another approach has been to develop activated or responsive
probes designed to image changes in the cell environment, changes in cell proteins,
or to report gene activation (Gilad et al. 2007; Yoo and Pagel 2008). The change in
MR signal can be achieved by linking the process of interest to a change in the con-
trast agent’s physicochemical properties (Yoo and Pagel 2008). Much of the current
development of molecular imaging contrast agents is still at the preclinical testing
stage in phantoms, cell culture systems and animal models, as many of the steps in
molecular MR contrast development are still being optimized to achieve an agent
that is safe, has sufficient MR sensitivity, is target-accessible, and is specific for the
disease or process under investigation. The brain presents a special challenge regard-
ing the access of molecular contrast agents to their targets due to the blood—brain
barrier preventing delivery of contrast across the cerebral vasculature.

As mentioned above, a major class of molecular imaging contrast agents are
based on complexes that contain metal ion paramagnetic agents such as gadolin-
ium (Gd). Because free metal ions are generally toxic, nontoxic complexes such
as gadolinium diethylenetriaminepentaacetic acid (Gd-DTPA) have been developed
and used clinically for years, e.g., for contrast-enhanced vascular and dynamic imag-
ing (Caravan 2006; Lorusso et al. 2005; Strijkers et al. 2007; Weinmann et al. 2003).
These paramagnetic agents have sites of water exchange that act catalytically to
relax water protons to affect both T; and T, of the tissue, with a predominant
effect on the T; relaxation of the local hydrogen atoms of water. This creates a
hyperintense contrast on T-weighted images acquired using conventional T pulse
sequences. A major challenge in molecular imaging is to overcome the intrinsic
low sensitivity of MR imaging, which requires the imaging of cellular processes at
low concentrations (e.g., nanomolar amounts). Much effort in novel contrast design
has therefore focused on improving the relaxivity or increasing the concentration of
contrast delivered to the sites of interest. For paramagnetic agents, these approaches
have included the formation of multiple gadolinium complexes or dendrimers or the
incorporation of many thousands of gadolinium into amphiphilic lipid aggregates
including micelles, lipid perfluoroemulsions or liposomes (Caravan 2006; Mulder
et al. 2006). To achieve target specificity, these paramagnetic contrasts have been
functionalized to provide sites of linkage with the ligands of interest. For example,
lipid aggregates functionalized with biotin are coupled noncovalently using avidin—
biotin complexes and biotinylated targeted ligands (Mulder et al. 2006). Covalent
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binding systems are also possible by functionalizing the nanoparticles with amide
groups or maleimides with linkage to carboxylated or thiolated ligands, respectively.
Incorporation of optical or fluorescent probes into lipid-based nanoparticles have
produced multifunctional nanoparticles that are detectable with both MR and opti-
cal methods (Mulder et al. 2006). The ability to combine both in vivo MR and more
sensitive optical methods in the development stage of novel contrast agents is par-
ticularly useful in preclinical testing in animal models to allow validation of the
targeting of the agents, their specificity and localization.

A second major group of MR contrast agents for molecular MRI are based on
the use of superparamagnetic nanoparticles with high magnetic susceptibility, such
as iron oxide or other metals such as cobalt (Duguet et al. 2006; Gupta et al. 2007;
McCarthy et al. 2007; Mulder et al. 2007; Thorek et al. 2006). In a magnetic field the
net magnetic moment of iron oxide is several orders of magnitude greater than that
of paramagnetic agents. This creates large microscopic field gradients for dephasing
nearby protons, and results in a marked shortening of the transverse T, relaxation
properties of the tissue. Gradient echo or T>* imaging is extremely sensitive for
detecting the dephasing effect of these agents, but such sequences are also sensitive
to artifacts produced by tissue and field inhomogeneities. Thus, at the very high
fields often used for experimental imaging, T, rather than T>* maging is selected
for optimal image quality.

Several steps and approaches have been taken in the development of the opti-
mal superparamagnetic nanoparticles for molecular imaging (Gupta et al. 2007;
McCarthy et al. 2007; Mulder et al. 2007). A first step in their synthesis is producing
core particles of similar size and shape, where larger particles generally have greater
magnetic effects and a different biodistribution than ultrasmall particles. The latter,
which usually have a core a < 10nm (<50nm in diameter including their coat-
ing), more readily avoid immediate uptake by the liver and spleen, resulting in a
relatively long plasma half-life (e.g., 20h). Also, to improve their stability and to
limit nonspecific cellular interactions and immune responses, the synthesis of iron
oxide nanoparticles generally involves coating them with a hydrophilic/amphiphilic
polymer such as polyethelyne glycol, polyvinyl alcohol or dextran, or with nonpoly-
meric stabilizers such as silica (Di et al. 2007; Gupta et al. 2007). The coatings can
be synthesized to include carboxyl or amine groups on the surface, and these groups
allow their derivatization with ligands such as antibodies or peptides/proteins to tar-
get the nanoparticles to cell-expressed surface receptors. The groups on the surface
also allow the production of multifunctional nanoparticles by attaching fluorescent
tags to produce probes that are then detectable with both optical and MR imaging
methods (McCarthy et al. 2007; Mulder et al. 2007). The optimal superparam-
agnetic particle for MR imaging will depend on the biodistribution and targeting
requirements of the intended application.

A third group of newer molecular imaging agents are based on CEST and para-
magnetic CEST (PARACEST) agents (Woods et al. 2006). These contrast agents
contain one or more pool of exchangeable protons with a sharply defined reso-
nance frequency and a large chemical shift distinct from the bulk water pool. Image
contrast is obtained by applying selective radiofrequency pulses to saturate the
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exchangeable protons, which transfer their magnetization to the free water upon
exchange, leading to a drop in signal intensity and a negative contrast. Param-
agnetic lanthanide chelates are examples of PARACEST agents that have a large
chemical shift, resulting in faster exchange rates and better signal intensity changes
than CEST agents containing exchangeable protons such as hydroxyl groups. One
advantage of PARACEST contrast agents is that there is no image contrast with-
out their presence, obviating the need for imaging pre- and post-contrast injection.
Targeted PARACEST agents with high MR sensitivity are being developed using a
number of approaches, including their entrapment within liposomes, or by attaching
them to adenoviruses (Vasalatiy et al. 2008; Winter et al. 2006). PARACEST agents
also hold promise for providing the possibility of targeted multispectral proton MRI
to be performed (Aime et al. 2005), and for reporting physiological or metabolic
information, as discussed next in greater detail.

MR responsive or activated contrast agents detect changes in the cellular envi-
ronment that can include changes in concentrations or activities of proteins, enzymes
and metabolites (Gilad et al. 2007; Yoo and Pagel 2008). The “response” is depen-
dent on physicochemical phenomena such as accessibility of water, tumbling rate,
and/or changes in local field inhomogeneities of the contrast agents, which change
upon chemical reactions with the agents (e.g., gadolinium complexes). An exam-
ple of a contrast agent that detects albumin is MS-325, which has an increase in
tumbling time (and thereby a decrease in T; relaxation time) when this contrast
agent binds to serum albumin. Many of the responsive agents are PARACEST agents
which, when affected by the change in the cellular environment, undergo changes
in proton exchange rate or MR frequency. A range of different PARACEST agents
have been shown to detect changes in pH, temperature, various enzymes (such as
caspase 3, when a peptidyl ligand of the agent is cleaved by this enzyme), various
metabolites (such as L-lactate, which changes MR frequency when the PARACEST
agent binds to this metabolite) or gases such as nitric oxide (Liu et al. 2007c; Yoo
and Pagel 2008). Other substances imaged using responsive MR contrast agents
include molecular imaging of oxygen, calcium and metal ions such as zinc. The
development of MR reporter genes is also an active area of research that is a com-
plex problem because imaging gene transcription using a reporter system analogous
to optical reporters requires the encoding of an endogenous MR contrast agent, and
substances such as ferritin have been considered (Gilad et al. 2007). Alternatively, a
substance could be produced that when in contact with the MR contrast agent would
produce an altered MR signal intensity. Major challenges include low sensitivity
of detection, the need for substrates with associated undesirable pharmacokinetics,
and difficult delivery of contrast at the site of gene expression. Nevertheless, there
has been progress in the field, a recent example being the use of oligonucleotide
sequences conjugated to superparamagnetic nanoparticles to target the expression
of cerebral gene transcripts for cFOS (Liu et al. 2007a, b). Note, however, that such
studies require delivery of these targeted contrasts directly into the ventricles of
the brain. Despite these challenges, molecular imaging of gene expression can be
expected to continue to be an exciting area for future applications of molecular MR
imaging.
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There are numerous biomedical applications of the molecular MR imaging con-
trast agents under development, and (as for the synthesis of the contrast agents)
many of these have been reviewed elsewhere recently. The majority of the devel-
opments and applications for molecular imaging remain experimental with studies
performed predominantly in animal models of disease. Promising applications for
cardiovascular imaging include the imaging of vulnerable atherosclerotic plaques
using magnetic nanoparticles or the targeted molecular imaging of fibrin and
VCAM-1 (Briley-Saebo et al. 2007; Mulder et al. 2006; Sosnovik et al. 2007),
as well as molecular imaging of stroke and the inflammatory process, including
tracking of immune cells such as monocytes or macrophages and targeting of adhe-
sion molecules on the endothelium (Barber et al. 2004; Heckl 2007; McCarthy
et al. 2007; Mulder et al. 2006). Molecular imaging of cancer has also been exten-
sively studied in animals, notable examples being the detection of angiogenesis
using targets to integrins, and the imaging of specific tumor-related receptors such
as those for human epidermal growth factor receptor (Mulder et al. 2006; Strijkers
etal. 2007). Molecular imaging using magnetic nanoparticles will likely also prove a
useful tool for monitoring stem cell migration and therapies (Magnitsky et al. 2007).
In addition to detecting early stages of the disease process, nanoparticles may be
designed to also deliver treatment in the future. Finally, future integration of molec-
ular imaging into the process of drug development can be anticipated to facilitate
the preclinical evaluation of targeted drug treatments.
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Chapter 3
Freehand 3D Ultrasound Calibration: A Review

Po-Wei Hsu, Richard W. Prager(><), Andrew H. Gee, and Graham M. Treece

Abstract Freehand three-dimensional (3D) ultrasound is a technique for acquiring
3D ultrasound data by measuring the trajectory of a conventional 2D ultrasound
probe as a clinician moves it across an object of interest.

The probe trajectory is measured by fixing some sort of position sensor onto it.
The position sensor, however, can only measure its own trajectory, and a further
six-degree-of-freedom transformation is required to map from the location and ori-
entation of the position sensor to the location and orientation at which the ultrasound
image is acquired. The process of determining this transformation is known as cali-
bration. Accurate calibration is difficult to achieve and it is critical to the validity of
the acquired data. This chapter describes the techniques that have been developed
to solve this calibration problem and discusses their strengths and weaknesses.

Introduction

Three-dimensional (3D) ultrasound imaging is a medical imaging modality that
allows the clinician to obtain a 3D model of the anatomy, possibly in real time
(Nelson and Pretorius 1998; Fenster et al. 2001). Compared to other 3D modalities
it has the advantages of being cheap, safe, quick and of giving fairly high reso-
lution. However, ultrasound images are sometimes difficult to interpret because of
artefacts generated in the acquisition process. Clinical applications of 3D ultrasound
include obstetrics (Gongalves et al. 2005), gynecology (Alcazar 2005), breast biopsy
(Fenster et al. 2004b), cardiology (Fenster et al. 2004a), fetal cardiology (Yagel
et al. 2007), neurosurgery (Unsgaard et al. 2006), radiology (Meeks et al. 2003) and
surgery (Rygh et al. 2006).
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Fig. 3.1 General arrangement of a freehand 3D ultrasound system. Our freehand 3D ultrasound
software is called Stradwin. In this diagram, Stradwin is run on a laptop which simultaneously
records images from the ultrasound machine and the probe trajectory from the optical tracker.!
The cameras in the optical tracker determine the position and orientation of the ultrasound probe
by locating a set of balls that are mounted rigidly on it

Two main approaches are used to acquire the ultrasound data in 3D. Either the
probe is held still and a fixed 3D volume is scanned, or the probe is moved manually
over the volume of interest and a sequence of ultrasound images and corresponding
probe positions are recorded. The second approach is called “freehand 3D ultra-
sound” (see Fig.3.1) (Gee et al. 2003). This chapter is about this second approach
and particularly focuses on ways of achieving effective tracking of the probe trajec-
tory. First, however, we describe the motivation for using freehand 3D ultrasound
data and illustrate some of its applications.

Why is Freehand 3D Ultrasound Useful?

Compared with a fixed 3D probe, freehand 3D ultrasound has the advantage that
an arbitrarily large volume may be scanned. The data in this volume may also
be accurately located in a fixed global coordinate system. However, there is the

! For example, the Polaris system produced by Northern Digital Inc.
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(a) (b)

Fig. 3.2 Freehand 3D ultrasound used to assist with radiotherapy planning (Coles et al. 2007). The
white “goal post” shapes in a show the positions of some typical B-scans in a freehand 3D dataset.
The transducer array of the probe is located along the cross-bar of the goal-post shape. An example
of one B-scan is shown, outlined in red. The red contours show where a clinician has outlined the
position of a tumor bed (after breast-conserving surgery). The green-edged plane shows a slice
through the data aligned with the coordinate system of a radiotherapy planning machine. In b, this
slice is overlayed on data from a conventional X-ray CT radiotherapy planning system. Features
identified by the clinician in the original B-scans (e.g., the red contours), can thus be used to
improve the accuracy of the radiotherapy planning process

inconvenience of setting up the position-sensing equipment and maintaining a clear
line of sight between the position sensor’s cameras and the probe (see Fig. 3.1). Fur-
thermore, the data acquired with a freehand system may be less regularly sampled
than data from a fixed 3D probe.

Nevertheless, freehand 3D systems have their uses. They are particularly valuable
when it is necessary to locate the subject in a fixed external coordinate system, as for
example in radiotherapy planning. Figure 3.2 shows how freehand 3D ultrasound
data may be incorporated into an existing X-ray CT-based radiotherapy planning
system. It is also possible to perform the planning based on the ultrasound data
alone.

The second group of applications arises when it is not possible to scan the object
of interest in a single sweep of the probe. Figure 3.3 shows three surface models,
each constructed from a separate freehand 3D sweep. Taken together, they provide
a useful visualization of the shape of the liver, and an estimate of its volume that is
accurate to within +5%. This accuracy is not dependent on the liver conforming to a
prior model and is therefore robust to changes in shape brought about by pathology.

Figure 3.4 shows another example of multiple sweeps of the probe being used
to enable the analysis of complex geometry: in this case the structure of a neonatal
foot. The purpose of the imaging here is to provide a detailed description of the
three-dimensional geometry of the unossified cartilage in the foot. This is useful in
planning surgery to correct talipes equinovarus (club foot).
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Fig. 3.3 Measuring the volume of a liver using a freehand three-dimensional ultrasound scan that
passes across it three times to cover the whole shape (Treece et al. 2001). The liver is manually
segmented in a number of the original B-scans, and the three independent surface models are
constructed from the resulting contours

(a) (b)

Fig. 3.4 Freehand 3D ultrasound study of a neonatal foot with talipes equinovarus (club foot) by
Charlotte Cash et al. (2004). Parts a and b show two views of a surface model of the foot. This
was constructed by manually segmenting the unossified cartilage in the original B-scans of several
freehand 3D ultrasound sweeps

What is Probe Calibration and Why is it Important?

In freehand 3D ultrasound, the position sensor records the 3D location and orienta-
tion of the mobile part of the position sensor S relative to its stationary counterpart
W, as shown in Fig.3.5. It is therefore necessary to determine the position and
orientation of the scan plane with respect to the electrical center of the position
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Fig. 3.5 The coordinates Stationary part of w_.
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sensor. This transformation is determined through a process called probe calibration
(Mercier et al. 2005).

Accurate calibration, or measurement of the position of the scan plane with
respect to the position sensor, is vital for accurate freehand 3D ultrasound. The
importance of this process is further heightened by that fact that the main appli-
cations of freehand 3D systems, as described above, require image features to be
accurately located in 3D space. Radiotherapy requires points to be located correctly
in an external coordinate system. Volume measurement or geometry analysis, such
as the talipes example, require accurate relative positions. If a freehand 3D ultra-
sound system is incorrectly calibrated, it will produce dangerously plausible but
misleading images and measurements.

This chapter provides a survey of approaches to the calibration of freehand 3D
ultrasound systems. It attempts to provide an answer to the question “what is the
best way to calibrate a system for a particular application?” We start by classifying
each calibration technique according to its principles. This is followed by a dis-
cussion of the metrics used to assess calibration quality. Finally, we compare the
calibration techniques, focusing on ease of use, speed of calibration and reliability.
The comparison is performed based on our own experimental results, rather than
figures quoted from previous papers, to eliminate factors caused by differences in
3D ultrasound systems and user expertise.

Probe Calibration

In this section we describe a mathematical framework for freehand 3D ultrasound
calibration and then explain the calibration techniques found in the literature in
terms of this framework.

A Mathematical Framework for Probe Calibration

The goal in freehand 3D ultrasound calibration is to determine the rigid-body trans-
formation from the ultrasound B-scan to the electrical center of the position-sensing
device that is clamped to the ultrasound probe. This fixed transformation Tg. ;



52 P.-W. Hsu et al.

comprises six parameters—three translations in the direction of the x-, y- and z-
axes, and the three rotations (azimuth, elevation and roll) about these axes. We have
to deal with a number of coordinate systems, as shown in Fig. 3.5. There is the object
being scanned F, the fixed part of the position sensor W (the cameras, the case of an
optical sensor), the mobile part of the position sensor S, and the B-scan itself /. The
stationary part of the position sensor is often called the world coordinate system,
and the term “position sensor” is used to mean its mobile counterpart. We will also
follow these conventions in this chapter. In general, a transformation involves both
a rotation and a translation in 3D space. For brevity, we will use the notation Tp. 4
to mean a rotational transformation followed by a translation from the coordinate
system A to coordinate system B.

Another issue before we can construct a volume in space is to determine the
scales of the B-scans. A point p!’ = (u,v,0)" in a B-scan image, where u and v are
the column and row indices, typically has units in pixels rather than in millimeters.

s 00
A scaling factor Ty = | 0 s, 0 |, where s, and s, are the scales in millimetres per
000

pixel, is necessary to change the unit of the point to metric units by p/ = Tp’ " In
this chapter, we will use the notation p* to denote the coordinates of a point p in the
coordinate system A.

If both the calibration and the image scales are known, each point can be mapped
to 3D space by:

P =TrewTw sTsTsp'. (3.1

In the above equation, Ty g can be read from the position sensor. The transforma-
tion from the world coordinate system to a phantom coordinate system Tr._y is in
fact not necessary in 3D image analysis. Most of the time, it is nevertheless included
for convenience. Should it be removed, all analysis on the resulting 3D image will
remain correct. However, the anatomy may appear at an absurd orientation. We will
see later in this chapter how the choice of Tr. will help us to find the calibration
parameters.

The 3D Localizer or “Pointer”

Before we start introducing the different methods to calibrate a probe, we briefly
outline a device that is often used in modern probe calibration (Anagnostoudis and
Jan 2005). This is a 3D localizer, often called a pointer or a stylus. Figure 3.6a
shows one such stylus, consisting of a round shaft. On one end, it has position-
sensing devices that can be tracked by the position tracking system; at the other end,
it is sharpened to a point. The localizer can report the location of its tip in 3D space;
hence we can get the location of any point in space by pointing the stylus at the
target.
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w Twr

(a) Stylus (b) Coordinate system

Fig. 3.6 A 3D localizer

Figure 3.6b shows the coordinate system involved when using a stylus. If the
position of its tip 7 is known in the stylus’s coordinate system L, then the position
of the tip in 3D space is given by:

W =Tw it (3.2)

where Ty .y is provided by the position sensor. The position of the tip 7/ may be
supplied by the manufacturer (Muratore and Galloway Jr. 2001). When this position
is not known, it can be determined by a pointer calibration (Leotta et al. 1997).
During a pointer calibration, the stylus is rotated about its tip while the posi-
tion sensor’s readings are recorded. Since the tip of the stylus remains stationary
throughout the pointer calibration process, its location 7" in 3D space is therefore
fixed. We can then use (3.2) to solve for the position of the stylus tip, by minimizing

)y

i

WV Ty, (3.3)

where |- | denotes the usual Euclidean norm on R and @; the mean of (g;). We also
used the notation r* instead of 7 since r is invariant in every L;.

The stylus is nevertheless prone to errors. These include errors from inaccurate
tracking and pointer calibration errors. The accuracy of the pointer calibration is
dependent on the size of stylus. Pointer calibrations typically have RMS errors
between 0.6 and 0.9 mm, but errors up to 1.5 mm have been quoted (Hsu et al. 2007).
The tracking error is dependent on the tracking system. A typical optical tracking
system, such as the Polaris, has a tracking error of 0.35 mm. In general, a stylus has
a positioning uncertainty of approximately 1 mm.

The stylus has become popular in probe calibration because of its ability to
locate points in space. Such a stylus is often part of the package when purchasing
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the position sensor for a freehand ultrasound system, so it is available for probe
calibration.

Point Phantom

A common approach used to perform probe calibration is to scan an object with
known dimensions (a phantom). This phantom can be as simple as a point target.
Indeed, this was one of the first phantoms (Detmer et al. 1994; State et al. 1994;
Trobaugh et al. 1994) used for this purpose and continues to be used to this day
(Barratt et al. 2006; Krupa 2006). Calibration with a point phantom can be divided
into two classes, calibration with the aid of a stylus or without a stylus.

Point Phantom Without a Stylus

The point phantom can be formed by a pair of cross-wires (Detmer et al. 1994;
Barry et al. 1997; Huang et al. 2005; Krupa 2006) or a spherical bead-like object
(State et al. 1994; Leotta et al. 1997; Legget et al. 1998; Pagoulatos et al. 1999;
Barratt et al. 2006). Trobaugh et al. (1994) and Meairs et al. (2000) imaged a phan-
tom with multiple point targets one at a time, but their theory is no different to the
case when only a single target is used. The point phantom p is scanned, and its
location p’l = (u,v,0)" segmented in the B-scan. Now, if we position the phantom
coordinate system so that its origin coincides with the point phantom as shown in
Fig.3.7, then (3.1) becomes

u 0
TrewTwesTsTs{ v ] =10]. 3.4
0 0

This is an equation with 11 unknowns—two scale factors, six calibration parameters
and three parameters from Tr. . Only the three translations in Tr._ need to be
determined, since we do not not care about the orientation of F'; hence we can set the
three rotations in Tg._ to arbitrary values, such as zeroes. If we capture N images
of the point phantom from many directions and orientations, we can find these 11
unknowns by minimizing

N
Fpoint1 = Y ‘TF<—WTWHS,-TSHITSPI" ) (3.5)
i=1

with the three rotations in Tr._w set to zero. This function can be minimized
using iterative optimisation algorithms, such as the Levenberg—Marquardtalgorithm
(More 1977). After the calibration parameters and the scales have been found, the
transformation Tr.w may be discarded and replaced with an alternative Ty that
is convenient for visualization.
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Fig. 3.7 The geometry of a
point phantom

Point Phantom With a Stylus

When a stylus is available, we can find the position of the point phantom p" in
world space by pointing the stylus at the phantom. This approach was followed by
Péria et al. (1995), Hartov et al. (1999), Amin et al. (2001) and Viswanathan et al.
(2004). If the scales are unknown, the calibration can be solved by minimizing

N
!
Fpoin2z =Y, ‘PW —Twes;Ts Tsp'|. (3.6)
i=1

There is little to be gained over (3.5), since the minimum of this function needs to
be found by an iterative minimization algorithm. Viswanathan et al. (2004) imple-
mented an alternative solution form used in robotics (Andreff et al. 2001) involving
Kronecker products (Brewer 1978) to solve the calibration parameters and the image
scales, but an iterative minimization algorithm is still required.

In some rare cases, the scales may be supplied by the manufacturer (Boctor et al.
2003) or by accessing the raw ultrasound signals (Hsu et al. 2006), but this requires
special arrangements with the supplier. Otherwise, the scales can be obtained explic-
itly by using the distance measurement tool provided by the ultrasound machines
(Hsu et al. 2006).

If the scales can be found (Péria et al. 1995), then the segmented image of the
point phantom is known in millimeters: p/ = T,p! . After the point has been located
in world space by the stylus, it can be mapped to the sensor’s coordinate system
by the inverse of the position sensor readings, i.e., p5 = T;VLS p". This means that
the point phantom is known in the two-coordinate system / and S, and we want to
find a transformation Ts._; that best transforms {p%} to {p%}. This can be found by
minimizing

N
- 1
frons = Y| Ty, p" = s Top| (3.7)
i=1
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Unlike the case with the previous function, the minimum of f,uin3 can be found
in a closed form, provided that the point has been scanned at three noncollinear
locations in the B-scans. Péria et al. (1995) scanned three distinct points, but this is
not necessary. The most popular method used to find the minimum of fpein is the
singular value decomposition technique devised by Arun et al. (1987), and modified
by Umeyama (1991). Eggert et al. (1997) detailed the strengths and weaknesses of
the different solution forms.

Point Phantom Variants

There are three major difficulties when using the point phantom described above.
Most importantly, the images of the phantom need to be segmented manually.
Although some automatic algorithms may exist (Hsu et al. 2008b), the segmentation
of isolated points in ultrasonic images is seldom reliable. This is evident from the
fact that all of the abovementioned research groups who use a point target segmented
their phantom manually. This makes the calibration process long and tiresome; it can
take up to two hours depending on the number of points to be segmented. Secondly,
it is very difficult to align the point phantom precisely with the scan plane. The
finite thickness of the ultrasound beam makes the target visible in the B-scans even
if the target is not precisely at the elevational center of the scan plane. This error
can be up to several millimeters depending on the beam thickness and the ability of
the user to align the scan plane with the phantom. Finally, the phantom also needs
to be scanned from a sufficiently diverse range of positions, and its location spread
throughout the B-scan images. This is to ensure the resulting system of constraints
is not underdetermined with multiple solutions (Prager et al. 1998).

There are several phantoms that are designed to overcome the segmentation and
alignment problems of the point phantom, while still being based on the same math-
ematical principles. Liu et al. (1998) scanned a pyramid transversely. The pyramid
appears as a triangle of varying size in the B-scans, depending on where the pyramid
is scanned. The side lengths of the triangle are used to find the precise intersection of
the scan plane with the pyramid. The three points of intersection act as three distinct
point targets.

Brendel et al. (2004) scanned a sphere with a known diameter. The center of
the sphere acts as the virtual point phantom. The sphere appears as a circle in the
B-scans and can be segmented automatically by using a Hough transform (Hough
1959). Alignment is ensured providing the circle has the correct diameter. However,
the lack of good visual feedback in the B-scans means that alignment is difficult.
Sauer et al. (2001) scanned five spheres and manually fitted their image to a circle
with the corresponding diameter. Gooding et al. (2005) placed a cross-wire through
the center of the sphere to ensure good alignment while maintaining automatic seg-
mentation. Hsu et al. (2008b) scanned a phantom consisting of two cones joining at
a circle. The center of this circle serves as the virtual point phantom, as shown in
Fig.3.8. Alignment of the scan plane with the circle is aided by the cones, so that
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Fig. 3.8 Animage of the cone
phantom

even a slight misalignment can be detected. The fact that circles can be segmented
automatically makes calibration simpler and quicker to perform.

Stylus

When a stylus is available, it is possible to perform calibration using just the stylus.
Instead of scanning a point phantom and finding its location with a stylus, the tip of
the stylus itself can be scanned. Muratore and Galloway Jr. (2001) were the first to
perform probe calibration with a stylus, and Zhang et al. (2006) also followed their
approach. The calibration process is almost identical to the one where a point target
is used. The tip of the stylus is scanned from many positions and orientations. This
places constraints on the calibration parameters. If the image scales are unknown,
a function similar t0 fpoine2 is minimized, the only difference being that the point
target is now free to move around in space. The function to be minimized is

N
I
fstylus = Z ‘TWHLirL _TW<—S[TS<—1TSP1' ’ (38)
i=1

where Tw ., is the location of the stylus in space.

This technique is equivalent to a point phantom and is subject to most of its disad-
vantages. Hence alignment is a major source of error. Hsu et al. (2008b) designed a
Cambridge stylus with a thick shaft. This shaft is thinned at a point precisely 20 mm
above the tip of the stylus. Instead of locating the stylus’s tip in the scan plane, this
thinned point is located. Any misalignment is detected visually.

Khamene and Sauer (2005) solve the alignment problem by attaching a rod to
a position sensor, as shown in Fig. 3.9. Both ends of the rod are pointer-calibrated,
and their locations in space are therefore TWHLrlL and TWHLré. The rod is scanned
at an arbitrary location, and the point of intersection segmented in the B-scan. This
point’s location in world space is governed by (3.1), and lies on the line joining the
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World
coordinate
system

Fig. 3.9 The geometry of a rod stylus

two ends of the rod. The distance from the point p" to the line segment | 7 is

0 =) ()
CE I

This distance must be zero, hence
’ (TWHLV% — TWHLr{‘) X (TWHLV{‘ _ TW‘*STSHITsp1/> ‘ =0.

The x in the above equations denotes the cross product of two vectors in R3.
Calibration can be obtained by minimizing

N
froa = Y| (Twerh = Twe i) x (Twe it =T s Ts Tl )| G9)
i=1

This is an equation with six unknowns—the six calibration parameters. Hsu et al.
(2008b) pointed out that for a reliable optimization, the scales needs to be found
explicitly and fixed before optimization.

Three-Wire Phantom

The three-wire phantom is solely used by Carr (1996). Instead of mounting a pair
of cross-wires in a fluid, three mutually orthogonal wires are used. These three
wires form the three principal axes of the phantom coordinate system, as shown
in Fig. 3.10. Each wire is scanned along its length individually. Suppose that the
wire defining the x-axis is being scanned; then the point on the wire that is being
scanned must satisfy

F
u Px

TrwTwosTs—/To | v [ = [ py =0 [. (3.10)
0 pf=0
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Fig. 3.10 The geometry of a
three-wire phantom

The y and z coordinates of pf give rise to two equality constraints. If Ny, N, and N,
points were recorded along the x-, y- and z-axes of the phantom coordinate system
in that order, calibration can be solved by minimizing

Ny 2 ) Ny+Ny 5 )
S3-wire = Z <(P£) + (PZ) > + Z <(pi) + (pi) )
=1 i=Ny+1
Ny+Ny+N; 5
+ ) ((Pfi)er (vf) ) G.11)

i=Ne+Ny+1

This approach involves solving for 14 variables. These are the two scales, six
calibration parameters and the six parameters that define the phantom coordinate
system.

This technique does not require the user to align the scan plane with the phan-
tom, and it potentially speeds up the calibration process. Segmentation remains
slow, since manual intervention is required. The user also needs to keep track of
which wire is being scanned. The phantom may need to be precision-manufactured
to ensure that the wires are straight and orthogonal to each other.

Plane Phantom

Instead of scanning a point, it is possible to scan a plane. The design complexity
of the plane varies from the floor of a container (Prager et al. 1998), a plexiglass
plate (Rousseau et al. 2005), a nylon membrane (Langg 2000) to a precision-made
Cambridge phantom (Prager et al. 1998) and its variants (Varandas et al. 2004; Ali
and Logeswaran 2007).
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Fig. 3.11 The geometry of a
plane phantom

The plane appears as a straight line in the B-scans. If we align the phantom
coordinate system so that its xy-plane coincides with the plane phantom as shown
in Fig. 3.11, then every point on the line in the image must satisfy, by (3.1):

u Y
TrewTwesTsTs | v | = pr . (3.12)
0 pf =0

The equation for the z-coordinate of the phantom coordinate system is the required
constraint on the calibration parameters. For each segmented line, we get two inde-
pendent constraints by choosing any two points on the line. Choosing more points
does not add any further information. The calibration parameters are solved by
minimizing
y 2 2
fowne = Y (1) + (05)°) (3.13)
i=1
where N is the number of images of the plane. The above equation is a function of 11
variables—two scales, six calibration parameters and three parameters from Tr._y .
These three parameters consist of two rotations and one translation. Since we only
require the xy-plane to coincide with the plane phantom, the two translations in the
plane and the rotation about a normal of the plane will be absent from the equation.
The plane technique is attractive because it enables an automatic segmentation
algorithm to be used, making the calibration process rapid to perform. The plane
appears as a straight line in the B-scans. There are several automatic algorithms for
segmenting a line, such as the Hough transform (Hough 1959) and wavelet-based
techniques (Kaspersen et al. 2001). Prager et al. (1998) implemented a simplified
version of the line detection algorithm by Clarke et al. (1996) and used the RANSAC
algorithm to reject outliers (Fischler and Bolles 1981).
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Fig. 3.12 The beam thickness problem and its solution

A major drawback of using this approach, similar to the case of a point phantom,
is that the phantom needs to be scanned from a wide range of angles and positions
(Prager et al. 1998). In particular, the user is required to scan the phantom obliquely,
as shown in Fig. 3.12a. Due to the thick ultrasound beam, point B is encountered by
the ultrasound pulse before point A. The echo from point B makes the plane appear at
an incorrect position. The user is subsequently required to scan the plane at the same
angle on both sides of the normal to limit this error (Prager et al. 1998). Furthermore,
much of the ultrasound energy is reflected away from the plane. The echo received
by the probe is therefore weak, making segmentation at these positions difficult.

It is possible to use a Cambridge phantom, as shown in Fig. 3.12b. The user is
required to mount the probe onto the clamp, so that the scan plane is aligned with
the slit of the clamp and hence with the brass bar. In order to assist the user in align-
ing the scan plane, a set of wedges (see Fig. 3.16c) can be placed on the brass bar.
The user then aligns the scan plane with the wedges. In either case, aligning the
scan plane with the brass bar may be difficult. The phantom is moved around in
space by translating the phantom or rotating the wheels so that the phantom remains
in contact with the floor of the container. Since the top of the brass bar joins the
center of the wheels, it always remains at a fixed height above the floor. The top
of the brass bar serves as a virtual plane that is scanned. The advantage of using
the Cambridge phantom is that a strong and clear reflection is received from the
brass bar, irrespective of the probe position. The user can scan the plane from dif-
ferent angles and still get a clear image. However, the user is still required to scan
the phantom from a wide range of positions and angles. Calibrating with a plane
phantom is therefore a skilled task and requires the user to be experienced. From
our experience of supporting medical physicists and clinicians, an incorrect calibra-
tion is often obtained because the phantom has not been scanned from a sufficiently
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diverse set of positions and orientations. Although an eigenvalue metric exists to
detect whether the system of equations is underconstrained (Hsu et al. 2006), the
user is still required to be sufficiently trained.

Dandekar et al. (2005) used two parallel wires to mimic a plane phantom. The
virtual plane is formed by the unique plane that passes through the two parallel
wires. The idea is to scan the set of two wires; the points of intersection of the wires
with the scan plane are chosen as the points p; and p; in Fig.3.11. The phantom
can be moved freely in the container so that both wires always intersect the scan
plane. This phantom has the advantage that the beam thickness effect is minimized.
When the plane is being scanned at an oblique angle, the plane no longer appears at
an incorrect depth. The user therefore does not need to ensure that scans from the
same angle to both sides of the normal are captured. However, the phantom needs
to be precision-manufactured to ensure that the wires are parallel. Most importantly,
the wires need to be manually segmented. This sacrifices the rapid segmentation
advantage of the plane phantom, making calibration, once again, a time-consuming
process. The user is still required to follow the same complex protocol and scan the
phantom from a wide variety of positions and angles.

Two-Plane Phantom

Boctor et al. (2003) designed a phantom with a set of parallel wires forming two
orthogonal planes. When the set of wires is being scanned, it appears as distinct
dots in the shape of a cross. If we align the phantom coordinate system with the
orthogonal planes as shown in Fig. 3.13, then a point p;, lying on the horizontal axis

Twes
Wﬁ\S[J -

Ty

Trew

Fig. 3.13 The geometry of a
two-plane phantom
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of the cross lies on the xz-plane of the phantom coordinate system and must satisfy:

pr

!
Py =0 | =TrewTw_sTs—Tsp}. (3.14)
pE

The y coordinate in the above equation is a constraint on the calibration parameter.
A similar constraint can be obtained for each point p, on the vertical axis of the
cross. Suppose that N images of the phantom are captured, each consisting of M},
points on the horizontal axis and M, points on the vertical axis of the cross; then the
calibration parameter and the scales can be found by minimizing

N M,

, M,
f2-plane = Z Z (pfhjv) + Z (plfjvjx)z ’ 3.15)
j=1

i=1 \j=1

where p; ;; and p;,; denote the jth point on the horizontal and vertical axis of the
cross in the ith image. This equation consists of 13 variables; only the translation in
the z-axis of the phantom coordinate system can be arbitrary.

An advantage of the two-plane phantom is that the set of wires appear as a cross
in the ultrasound image. This information can be used to automatically segment the
wires. Just as in the case with a point and a plane phantom, the phantom needs to be
scanned from a wide variety of positions to constrain the calibration parameters.

It may be possible to generalize this idea and scan the faces of a cube with the
phantom coordinate system suitably defined. Points on each face of the cube need
to satisfy the equation for that plane and this places a constraint on the calibration
parameters. Calibration can be solved by minimizing a similar equation to fpjane and
J2-plane- However, nobody has yet applied this calibration technique in a freehand 3D
ultrasound system.

Two-Dimensional Alignment Phantom

When calibration is performed using a point phantom with the aid of a stylus, with
known scales, calibration only needs three noncollinear points to be positioned in
the scan plane. If it is possible to align the scan plane with three such points at the
same time, then even one frame is sufficient for calibration. Sato et al. (1998) was
the first to use such a phantom. They scanned a thin board with three vertices, as
shown in Fig. 3.14. The location of these vertices is determined using a stylus. The
scan plane is then aligned with these vertices, and each vertex is segmented in the
B-scan. Since the distance between each pair of vertices is known, and we can find
their distance in pixels from the ultrasound images, the scale factors can easily be
computed. The calibration parameters can be solved in a closed-form by minimizing
a function similar to fpoini. If we have captured N images of a two-dimensional
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Fig. 3.14 The coordinates of
a 2D alignment phantom

alignment phantom with M fiducial points, calibration is found by minimizing

N M
_ I
Jap = Z Z ’TWLS,-p;V —Ts—Tsp; |- (3.16)
i=1j=1

Several other groups use similar two-dimensional alignment phantoms with a
variety of shapes and different numbers of fiducial points. Berg et al. (1999) aligned
a jagged membrane with five corners and Welch et al. (2000) used an acrylic board
with seven vertices. Beasley et al. (1999) scanned a ladder of wires with three
weights fitted on the strings. Lindseth et al. (2003b) scanned a diagonal phantom,
with the nine fiducial points formed by cross-wires. Leotta (2004) fitted 21 spheri-
cal beads on parallel wires at different axial depths. The main disadvantage of this
phantom is the requirement to align the phantom with the fiducial points, which can
be very difficult. An advantage is that only one frame (N = 1 in (3.16)) is theo-
retically needed for probe calibration, and a large number of fiducial points can be
captured with just a few frames.

Z-Phantom

The Z-fiducial phantom was designed so that the user is not required to align the
scan plane with the 2D phantom (Comeau et al. 1998, 2000). The phantom consists
of a set of wires in a “Z” shape, as shown in Fig. 3.15. The end points of the “Z”
wire configuration wy,w,, w3 and w4 can be found in space using a stylus. A typical
Z-phantom may have up to 30 such “Z” configurations. Instead of pointing the sty-
lus at each end of the wire, there are usually a number of fixed locations (divots) on
the phantom. The Z-shaped wire configurations are precision-manufactured relative
to these divots, and the positions of the divots are located in space by using a stylus
(Gobbi et al. 1999; Pagoulatos et al. 2001; Boctor et al. 2004; Zhang et al. 2004; Hsu
et al. 2008a). It may be possible to attach a position sensor to the Z-phantom (Lind-
seth et al. 2003b; Chen et al. 2006) and precision-manufacture the wires relative
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Fig. 3.15 The geometry of a Twes
Z-phantom w ,4 T

to the position sensor (Lindseth et al. 2003a). This requires the coordinates of the
position sensor to be known. Calibration then requires two objects to be tracked
simultaneously, but otherwise there is little difference between the two approaches.
In each case, the end-points of the wires can be found in space.

When the Z-phantom is scanned, the scan plane intersects the wire wiwow3wy
at a,z and b. These points are segmented in the ultrasound images. Assuming the
image scales are known, the distances |z — b| and |a — b| can be measured off the
B-scan images. The location of z is given by:

ol sl

= — W
[wa — w3 ’
z—b
=wy + |ab|| (wy —w¥), (3.17)

since Aaw,z and Abwsz are similar. If N images of the phantom are captured,
each consisting of M Z-fiducials, then the calibration parameters can be found by
minimizing

NMo P

fZ»phamom = Z{ Z’] ‘TWHSiZij - TSH]TSZZ'_’/' 5 (3.18)

i=1j=
where z; is the jth Z-fiducial in the ith frame. This function differs slightly from f>p
since the Z-fiducials are at different positions depending on the scan plane, while 2D
alignment phantoms are fixed in space.

The Z-phantom has the advantage that it does not require the alignment of the
scan plane with the phantom. It also maintains other advantages of a 2D alignment
phantom, e.g., only one frame is needed for calibration. However, the scale fac-
tors can no longer be measured off the B-scan images, and need to be found using
other approaches, as described in the section earlier in this chapter entitled “Point
Phantom With a Stylus.”

It may be possible to segment the wires automatically. Chen et al. (2006) simpli-
fied their phantom to just two “Z” wire configurations. Their segmentation algorithm
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involves finding two sets of parallel wires. Hsu et al. (2008a) mounted a membrane
on top of their phantom, which is treated as a plane and can be segmented automati-
cally. The wires are at known locations below the membrane, and this information is
used to find the wires. This allows calibration to be completed in just a few seconds.

Mechanical Instrument

Gee et al. (2005) built a mechanical instrument that performs probe calibration by
calibrating the position sensor and the scan plane separately to the gantry on the
instrument. Since the two calibrations are independent, once the position sensor is
calibrated, the depth and zoom settings can be changed and only the scan plane
needs to be recalibrated each time. This is achieved by using a specialized probe
holder. Both the position sensor and the ultrasound probe are attached to the probe
holder. The probe holder is positioned onto the phantom during calibration, and
removed when the calibration is complete.

The phantom’s coordinate system is defined by its gantry G, where the probe
holder H is mounted repeatably at a fixed location, as shown in Fig. 3.16a. The trans-
formation Ty ¢ is therefore constant and determined by the geometry. The position
sensor is mounted onto the probe holder at a fixed location as well. The transforma-
tion Ts. g is therefore also fixed. In order to find this transformation, the probe
holder is placed into the sensor’s volume while the position sensor is attached. A
stylus is then used to locate fixed landmarks on the probe holder and record the
corresponding locations in the sensor’s coordinate system. Since this part of the cal-
ibration process is independent of the probe, replacing the probe or changing any
of the ultrasound settings will not affect the position of the sensor relative to the
gantry.

In order to calibrate the scan plane, the user is required to align the scan plane
with a 2D phantom by adjusting a set of micrometers. The 2D phantom consists
of two parallel wires, with three sets of wedges p;,p, and p3 mounted on these
wires at known locations. The coordinate system of the wires R is defined so that its
origin coincides with py, as shown in Fig. 3.16b. Once the wires and these wedges
are aligned with the scan plane, the image scales are found from the known distance

T T y

(a) Probe holder (b) Scan plane (c) Wedges

Fig. 3.16 Geometry of the mechanical device for calibration
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between these wedges, as in the case with other 2D phantoms. If we rely on the user
to ensure that p; is to the left of p3, the transformation Tz.; only has three degrees
of freedom—two translations ¢ and a rotation . The translation is found from the
location of p; in the B-scan, and the rotation is found from the orientation of p;
and ps.

The three sets of wedges also help in aligning the scan plane, rather than merely
placing landmarks on the two wires. A set of wedges is shown in Fig.3.16c. It
consists of two triangular blocks. When the scan plane is aligned perfectly with
the two wedges, a symmetrical reflection will be obtained in the ultrasound image.
The surface of the wedges are roughened to ensure a strong reflection. This visual
feedback allows the 2D plane to be aligned with the scan plane to a high degree of
accuracy.

Now, once the two calibrations are complete, the transformation that relates the
wires to the gantry T g is simply read off the micrometers. Calibration is found
as a series of transformations mapping from the B-scan to the wires, then to the
gantry, the probe holder, and finally to the position sensor, as shown in Fig.3.17.
Calibration is therefore given by

Tse 1 =Tse gTa TG RTR~I- (3.19)

Image Registration

Another technique used to calibrate a probe is image registration. When a point
phantom is used for probe calibration, the point is scanned from different positions
and orientations. The 3D image of the point can be constructed by using an assumed
calibration and image scales. An iterative optimization algorithm is implemented to
find the calibration and scales so that the constructed image best fits the model.
Here, the best fit is measured by the amount of variation of the reconstructed point.
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Once the best fit has been found, the required calibration is the corresponding values
that result in the least variation of the reconstructed point. This idea is used in other
phantoms as well, each one using a different measure to define what the best fit is.
For example, the plane phantom requires the reconstructed points to lie on a plane.
Thus, the best fit is measured by the deviation of the reconstructed points from a
particular plane. What these techniques have in common is that particular points of
the phantom are selected, and the best fit is measured as a function of the deviation
of these points from their ideal location.

Blackall et al. (2000) built a gelatin phantom with tissue-mimicking properties.
The geometric model of the phantom is acquired by a magnetic resonance (MR)
scan. The phantom is scanned with a freehand 3D ultrasound system. A 3D image
of the phantom can be reconstructed by using an assumed calibration and (3.1).
An iterative optimization algorithm is implemented to find the calibration and the
image scales where the reconstructed image best fits the MR model. The similarity
measure between two 3D volumes A and B is given by their mutual information
(Studholme et al. 1999):

H(A)+H(B)

1(4.B) = H(AB)

(3.20)
where H(A) and H(B) denote the marginal entropies of the images and H (A, B)
represents their joint entropy.

This technique is dependent on the image quality of the phantom and the similar-

ity measure used. The impact of choosing another similarity measure (Pluim et al.
2003; Zitova and Flusser 2003) is unknown.

3D Probe Calibration

Although it is not the main focus of this chapter to investigate calibrations for a 3D
probe (a mechanically swept or a 2D array probe), we mention in passing that all of
the techniques that are used to calibrate a 2D probe are equally valid for the calibra-
tion of 3D probes. In fact, the exact same phantoms have been used, such as the point
phantom (Sawada et al. 2004; Poon and Rohling 2007) and the Z-phantom (Bouchet
et al. 2001). The mathematical principles remain the same. However, since a 3D
probe is used, a 3D image of the phantom is obtained. This is useful for segment-
ing the phantom. Lange and Eulenstein (2002) and Hastenteufel et al. (2003) used
an image registration technique. Poon and Rohling (2005) provided a detailed dis-
cussion comparing calibrations using the various phantoms, including a three-plane
phantom that has not been used to calibrate conventional 2D probes.



3 Freehand 3D Ultrasound Calibration: A Review 69

Calibration Quality Assessment

Probe calibration is a critical component of every freehand 3D ultrasound system,
and its quality has a direct impact on the performance of the imaging system. It
is therefore crucial to quantify the accuracy achievable with each calibration tech-
nique. Unfortunately, there has not been an agreed standard for assessing calibration
quality. As a result, every research group may assess calibration quality differently,
depending on what is available and convenient. Comparing calibration qualities
between different research groups is therefore not straightforward. The quoted fig-
ures need to be interpreted on an individual basis; for example, some may quote
standard deviation and others may quote the 95% confidence interval. Nevertheless,
we may classify all quality measures broadly into two classes, namely precision and
accuracy.

Precision

One of the first measures used was formulated by Detmer et al. (1994) and used by
various other research groups (Leotta et al. 1997; Prager et al. 1998; Blackall et al.
2000; Meairs et al. 2000; Muratore and Galloway Jr. 2001; Brendel et al. 2004;
Dandekar et al. 2005). Now commonly named the reconstruction precision (RP),
this measure is calculated by scanning a point phantom p from different positions
and orientations. The point phantom is segmented in the B-scans and reconstructed
in 3D space by using (3.1). If N images of the point are captured, we get a cloud of
N points spread in world space. Reconstruction precision is measured by the spread
of this cloud of points, i.e.,

1 ¥ I —
Hgp1 = Z ’TWHS,-TSHITSPI'I -pl. (3.21)
i=1
This equation can be generalized to include multiple calibrations:
1 Y M ! —
Hrp2 = 7o )i Z ’TWHS,-TSHIstp,'[ - P,Y}/ ) (3.22)

i=1j=1

where N is the number of images of the point phantom and M the number of
calibrations.

Reconstruction precision measures the point reconstruction precision of the
entire system, rather than calibration itself. This is dependent on a lot of factors,
such as position sensor error, alignment error and segmentation error. Nevertheless,
it is not unrelated to calibration. If calibration is far from correct, and the point phan-
tom has been scanned from a sufficiently diverse set of positions, then every image
of the point will be mapped to an incorrect location, resulting in a huge spread
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and subsequently a large reconstruction error. A good reconstruction precision is
therefore necessary, but unfortunately not sufficient, for a good calibration.

An alternative measure, based on the same idea as reconstruction precision, is
called calibration reproducibility (CR) (Prager et al. 1998). Calibration reproducibil-
ity measures the variability in the reconstructed position of points in the B-scan.
Suppose that only a single frame of the phantom is captured, and that N calibrations
were performed. We can then map the single point in space by using the different
calibrations. Now, it is not necessary to reconstruct the point in world space, since
the transformation Ty g is independent of calibration. Equivalently, the reconstruc-
tion can be done in the sensor’s coordinate system. This removes position-sensing
variations. Furthermore, the point phantom image itself is unnecessary. Imaging a
point introduces alignment and segmentation errors. Instead, we may conveniently
assume that a point has been imaged without scanning such a point physically,
and that we have perfectly aligned and segmented its location p’/ on the B-scan.
Calibration reproducibility is computed as follows:

1Y ;o
R=N ) ’TS«—IiTsPI - pii|. (3.23)
i=1

Clearly, the measure for calibration reproducibility is not just dependent on the
calibrations (Ts.y;), but also on the point p’/. When Prager et al. (1998) first used
this measure, they chose pl/ to be the center of the image. Many research groups
also gave the variation at the center of the image (Meairs et al. 2000; Lindseth et al.
2003b). Pagoulatos et al. (2001) quoted variations for multiple points down the mid-
dle of the image. When there is an error in the calibration (of one of the rotational
parameters, say), often the scan plane is incorrect by a rotation about some axis near
the center of the image. This means that points near the center of the image are still
roughly correct, but errors measured by points towards the edges are more visible.
Therefore, many papers in recent years quote calibration reproducibility for a point
at a corner of the image (Blackall et al. 2000; Rousseau et al. 2005), points along
the left and right edges of the image (Leotta 2004) and the four corners of the image
(Treece et al. 2003; Gee et al. 2005; Hsu et al. 2006). Leotta (2004) and the Cam-
bridge group (Treece et al. 2003; Gee et al. 2005; Hsu et al. 2006) also quoted the
spread in the center of the image. Brendel et al. (2004) gave the maximum variation
of every point in the B-scan. Calibration reproducibility is a measure solely based on
calibration, and does not incorporate errors like the position sensor or human skills
such as alignment and segmentation. For this reason, calibration reproducibility has
started to become the norm when precision is measured. In some papers, precision
is simply defined as calibration reproducibility and referred to as “precision.”

Some research groups give the variation of the six calibration parameters (Amin
et al. 2001; Boctor et al. 2003, 2004; Viswanathan et al. 2004). Other research
groups give the variation of the three calibration translations and each entry in
the rotational transformation matrix (Pagoulatos et al. 2001; Leotta 2004); this is
not appropriate, since these values are not independent. In any case, interpreting
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these results is difficult since it is the variation due to the combination of these six
parameters that is useful.

Accuracy

Precision measures the spread of a point in some coordinate system. This does not
measure calibration accuracy, as there may be a systematic error. In fact, it is almost
impossible to measure calibration accuracy, since the true calibration is unknown.
If there was a technique that was able to give us the exact error, then this technique
could be used to find the calibration parameters in the first place. Gee et al. (2005)
measured their accuracy by considering the error in each component of their instru-
ment. However, they had to assume that the scan plane can be aligned with their
phantom without a systematic bias.

Many research groups quote accuracy for the entire freehand 3D ultrasound sys-
tem. The calibration accuracy can then be deduced or inferred from the system
accuracy, with a careful quantization of every error source in the system evalua-
tion (Lindseth et al. 2002). In fact, this is the ultimate accuracy that is important to a
clinician, who is interested in the performance of the system, rather than some indi-
vidual component. However, in such an environment, the accuracy of interest would
be the in vivo accuracy. This is again difficult to assess. The reasons for this are
that it is difficult and inconvenient to scan a live patient in the laboratory, and that
the shape of the real anatomical structure is unknown. This is why the ultrasound
system was built in the first place. Some research groups produce in vivo images in
their papers (Meairs et al. 2000; Ali and Logeswaran 2007), but merely as examples
of images constructed by their system. As a result, accuracy experiments are often
performed on artificial phantoms in a well-controlled environment. Note that there
are many papers on freehand 3D ultrasound systems as a whole. Although these
papers may include probe calibration, their goal is to evaluate the accuracy of their
system, rather than the calibration. We have thus excluded these accuracy assess-
ments in this chapter. Their methods will favor clinical quantities, such as volume
and in vivo images.

In vitro accuracy is nevertheless very different to in vivo accuracy. First, the
image of the phantom usually has a better quality than that in in vivo images. Unlike
the speckle in in vivo images, phantom images have a clear border and segmentation
is usually more accurate. For this reason, Treece et al. (2003) scanned a tissue-
mimicking phantom when assessing the accuracy of their system. Scanning in vivo
is also subject to tissue deformation due to probe pressure (Treece et al. 2002). Fur-
thermore, sound travels at different speeds as it passes through the various tissue
layers, which does not occur in in vitro experiments. For a given system, the in
vitro accuracy is generally better than the in vivo accuracy. Nevertheless, in vitro
accuracy defines what can be achieved with such a system in an ideal environment.
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Point Reconstruction Accuracy

Point reconstruction accuracy (PRA) is probably the most objective measure of
accuracy. However, it is only recently, with the increased use of the stylus, that
this technique has became widely used. A point p is scanned and its location recon-
structed in 3D space. The 3D location of the point phantom is usually verified by
the stylus (Blackall et al. 2000; Muratore and Galloway Jr. 2001; Pagoulatos et al.
2001). The only exception is Lindseth et al. (2003b), who precision-manufactured
their point phantom relative to the position sensor. Point reconstruction accu-
racy is given by the discrepancy between the reconstructed image and the stylus
reading, i.e.,

ppra = " = TwsTsTsp"" (3.24)

This is a measurement of system accuracy, and includes errors from every com-
ponent of the system. The main error is due to manual misalignment of the scan
plane with the point phantom used for accuracy assessment. As described before,
when calibrating with a point phantom, manual alignment is difficult due to the
thick beam width. There are other sources of error, such as segmentation error
and position-sensor error, and these should not be neglected. Of course, for better
measurement, the point should be scanned from different positions and at different
locations in the B-scan. A large number of images should be captured and the results
averaged.

It is important that the image of the point phantom is scanned at different loca-
tions in the B-scans. This is because, if the calibration was performed by capturing
a series of images incorrectly in one region of the B-scan, then calibration would
be most accurate for points near the same region of the B-scan. If the image of the
point phantom used for accuracy assessment is again captured at the same region,
the measured accuracy will appear to be higher than the true accuracy. In order to
find the true calibration accuracy, the point phantom needs to be imaged at different
locations throughout the B-scan.

Note that it is bad practice to use the same phantom that was used for calibration
to assess its accuracy, especially when the location of the fiducial point is dependent
on phantom construction (Liu et al. 1998; Chen et al. 2006). This means that point
reconstruction accuracy is not very appropriate to assess a calibration performed
using a point target if the same phantom and the same algorithm are used. This
is because such errors will cause an offset in the calibration if there is a flaw in the
construction of the phantom. The same error will occur during accuracy assessment,
and will remain unnoticed.

Distance Accuracy

Before the stylus was developed, enabling the evaluation of point reconstruction
accuracy, many groups assessed accuracy by measuring the distances between
objects (Leotta et al. 1997; Prager et al. 1998; Blackall et al. 2000; Boctor et al.
2003; Lindseth et al. 2003b; Leotta 2004; Dandekar et al. 2005; Hsu et al. 2006;
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Fig. 3.18 The different types of scanning pattern during accuracy assessment

Krupa 2006). This technique is popular because the experiment is easy to set up. A
phantom is manufactured with distinct landmarks. Even though the exact locations
of these landmarks are unknown in 3D space, the distances between the landmarks
are known. This means that when the phantom is scanned and its image recon-
structed in 3D space, we can compute the distances between the landmarks and see
whether each computed distance is correct. The error measure is

Hoisance = [PV = ¥ | = [Tws, Toes Topl = Twes, TsiTuph | (3.25)

The idea behind this measure is that if a line is scanned with an incorrect calibra-
tion, the image of the line in 3D space should be distorted. However, this depends
on the way in which the phantom is scanned. Very often, when assessing the accu-
racy by distance measurement, a single sweep of the phantom is performed in one
direction, as shown in Fig.3.18a. Accuracy assessment performed in this way is
incorrect. If the calibration is wrong, then the whole line will be incorrect in the
same way. Each point will be offset by the same value and the reconstructed image
will appear to be correct. What the user ends up assessing is the resolution of the
ultrasound system. It is therefore not surprising that many research groups quote a
high distance measurement accuracy.

In order to successfully detect an incorrect calibration, the line should be scanned
by tilting or rotating the probe in different directions, as shown in Fig.3.18b,c.
This ensures that calibration errors will map different points on the line in different
directions. The line image will be a distorted curve for incorrect calibrations, and
the distance between the two end-points will be incorrect.

Volume Measurement

Some researchers produced a phantom with a known volume (Rousseau et al. 2005;
Dandekar et al. 2005). The phantom is scanned and reconstructed in world space.
The volume of the phantom can be calculated from their 3D imaging system. The
computed volume is then compared with the known volume, and the difference
quoted.
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The advantage of this measure is that it gives the user an expected error for vol-
ume measurements. Often in diagnosis, the clinician is concerned about the volume
of some anatomy, rather than its absolute location. Hence errors in volume mea-
surements are important. As in the case for distance accuracy, the position of the
phantom may be incorrect. Also, the volume of such an object may be correct even
if the calibration is incorrect, unless the phantom has been scanned with the probe
rotated in some direction.

Comparison

It is very difficult to compare results quoted from different research groups because
of the differences in each measure. Treece et al. (2003) analyzed these differences
and made an attempt to compare the results from different research groups. How-
ever, even for calibration reproducibility, which does not contain user-induced errors
other than errors from calibration itself, it is difficult to compare results across differ-
ent groups. Different calibrations are probably performed at different depth settings.
Furthermore, the size of the cropped B-scan is probably different since a different
ultrasound machine is used. Point reconstruction accuracy is highly dependent on
the point phantom that is imaged. This has a direct impact on the ability to align
the scan plane with the phantom accurately. Distance and volume measurements are
highly dependent on the scan motion, which in turn is solely dependent on the user.
Even so, many papers fail to describe the probe motion when performing such an
assessment. This means that distance or volume measurement results are unlikely
to be meaningful. Due to these differences, it has become common practice to give
multiple accuracy measures (Lindseth et al. 2003b).

Choosing a Phantom

In this section, we will try to answer the question “what is the best way to calibrate
a freehand 3D ultrasound system for a particular application?” At first glance, the
question may seem trivial to answer: one should simply choose the most accurate
technique. However, this accuracy is dependent on many factors, such as the probe
type, user skill and calibration time.

Accuracy

Table 3.1 shows the precision (CR) and accuracy (PRA) achievable with the differ-
ent phantoms. These results are from our research group, using the same precision
and accuracy measures on the same accuracy assessment phantom and with similar
ultrasound settings when performing the calibrations. The figures in this table are
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Table 3.1 Precision and accuracy (in mm) of calibrations performed by our research group

Phantom Probe Depth (cm) Precision (CR) Accuracy (PRA)
Center Mean Center Mean

Point (cone) Linear 3 0.27 0.59 1.86 1.77

(Hsu et al. 2008b)

Stylus (spherical) Linear 3 0.31 0.44 3.07 3.63

(Hsu et al. 2008b)

Stylus (Cambridge) Linear 3 0.45 0.61 1.52 2.18

(Hsu et al. 2008b)

Plane Linear 3 0.39 0.57 2.46 2.28

Cambridge phantom Linear 3 0.83 0.88 1.56 1.67

Mechanical instrument  Linear 6 0.15 0.19 - -

(Gee et al. 2005)

Mechanical instrument  Curvilinear 12 0.24 0.44 - -
(Gee et al. 2005)

Z-phantom Curvilinear 8 0.47 0.78 - -
(Hsu et al. 2008a) Curvilinear 15 1.07 1.54 - -

therefore directly comparable. Where a citation is missing in the first column, we
have performed calibrations with the same ultrasound machine and settings as the
ones used by Hsu et al. (2008b), so that the results are comparable.

For precision, we have given the variation at the center of the B-scan as well
as the mean of the variations at the four corners and the center of the B-scan. The
PRA is computed by scanning the tip of a 1.5 mm-thick wire (Hsu et al. 2008b). We
scanned the wire tip at five different regions in the B-scans—near the four corners
and the center of the B-scan. The probe is rotated through a full revolution about
the lateral axis at six different positions. Five images of the wire are taken at each
probe position and in each region of the B-scan. The PRA for images captured near
the center of the B-scan as well as the mean of every point captured are given in the
table.

From the table, it can be seen that the calibration performed using the Cam-
bridge phantom is the most accurate, closely followed by the cone phantom. The
Cambridge stylus and the plane phantom produce suboptimal accuracies, and the
spherical stylus produces the worst accuracy. The best precision is obtained by
calibrating with the mechanical instrument designed by Gee et al. (2005). The
Cambridge phantom is least precise when calibrating at 3 cm.

Table 3.2 shows the quoted precision reported by the various research groups.
We have not included accuracy measurements for reasons outlined in the previ-
ous section. Each group uses different phantoms to assess their point reconstruction
accuracy, and such accuracies are therefore dependent on the phantom used. From
the table it can be seen that all of the values for precision are of the same order.
Precision increases as the depth setting becomes shallower. This is exactly what we
would expect.
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Table 3.2 Precision (in mm) of calibrations performed by the various research groups

Phantom Probe Depth (cm) Precision (CR)

Center Corner Mean

Point (Meairs et al. 2000) Linear 3.5 1.81 - -
Point (Lindseth et al. 2003b) Linear 8 0.62 - -
Point (sphere) (Hsu et al. 2007) Linear 3 0.31 047 044
Point (cone) (Hsu et al. 2007) Linear 3 0.27 0.67  0.59
Plane (Rousseau et al. 2003) Linear — - 0.89 -
Plane (Rousseau et al. 2005) Sector — - 2.75 -
Plane Linear 3 0.39 0.61  0.57
Cambridge phantom Linear 3 0.83 0.89 0.88
2D alignment (Lindseth et al. 2003b) Linear 8 0.44 - -
2D alignment (Leotta 2004) Sector 10 0.67 1.32 1.19
Z-phantom (Lindseth et al. 2003b) Linear 8 0.63 - -
Z-phantom (Hsu et al. 2008a) Curvilinear 8 0.47 0.86  0.78
Z-phantom (Hsu et al. 2008a) Curvilinear 15 1.07 1.66 1.54
Image registration (Blackall et al. 2000) Linear 4 - 1.05 -

Calibration Factors

There are several factors that should be taken into account when choosing a par-
ticular phantom. The most important factors, other than the precision and accuracy
requirements, are the type of probe, the difficulty of the calibration procedure and
the calibration time.

Probe Type

There is a large difference between calibrating a linear and a curvilinear probe.
Curvilinear probes usually have a lower frequency and are used for imaging at a
higher depth setting. It is generally less accurate to calibrate a probe at a higher
depth setting, since the image degrades away from the focus and constraining a
larger image is more difficult. Despite all these effects, it is still very different to
calibrate a linear and a curvilinear probe, even at the same depth. Some phantoms,
such as the point phantom, may be equally suitable for calibrating both a linear and a
curvilinear probe. On the other hand, 2D alignment phantoms are more suitable for
a curvilinear probe, and the Cambridge phantom is more suitable for calibrating a
linear probe. A 2D alignment phantom, particularly the Z-phantom, requires getting
as many fiducials as possible into the same B-scan frame. Although it is theoretically
possible to scan just a part of the phantom repeatedly with a linear probe, this defeats
the purpose of using such a phantom. On the other hand, using a plane phantom to
calibrate a curvilinear probe may be difficult. If calibration is not performed in a



3 Freehand 3D Ultrasound Calibration: A Review 77

solution where sound travels at a speed similar to that in soft tissue, the distortions
will cause the plane to appear as a curve, and not a line. The image needs to be
rectified for accurate segmentation. A simple solution is to calibrate in hot water to
match the sound speed in water and in soft tissue. If the Cambridge phantom is used
to calibrated a probe at a high depth setting, the reverberation due to the clamp may
degrade the image so badly that the brass bar is undetectable.

Ease of Use

The point phantom is difficult to use in the sense that the user needs to align the
scan plane with the phantom. This requires a certain amount of skill and experience.
If a stylus is available, the phantom only needs to be scanned at three noncollinear
locations in the B-scans. Therefore, a novice user will perform a slightly worse cal-
ibration, but probably not much worse than an expert. The 2D alignment phantoms
require precise alignment of the whole phantom with the scan plane. This may be
difficult to achieve for a novice user. The user will probably take a very long time
to complete the task, but as in the case of the point phantom with a stylus, the
calibration should be fairly reliable. In contrast, the Z-phantom does not need any
alignment. Not much skill or experience is required to calibrate a probe. The accu-
racy achieved by an expert and a beginner should be similar. On the other hand, a
point and a plane phantom are difficult to use. It is crucial to scan the phantom from
a wide variety of positions. An inexperienced user usually neglects one or more
of the required probe motions, leading to an incorrect calibration. The Cambridge
phantom requires the user to mount the probe accurately, which is also a skilled
task.

Calibration Time

The time needed for calibration is dependent on the image quality and segmenta-
tion. Images of a point phantom often need to be segmented manually. Nevertheless,
automatic segmentation algorithms have been implemented. The automatic segmen-
tation of the plane phantom makes it attractive to use, as the time is shortened
considerably. The Z-phantom can calibrate a probe in seconds, outperforming every
other phantom in this sense.

Phantom Comparison

We want to answer the question “which phantom is most suitable for probe calibra-
tion?” We have listed and discussed the factors that should be taken into account
when choosing such a phantom. Based on these factors, we will now compare
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the strengths and weaknesses of the four major phantoms, namely: point phantom,
stylus, plane phantom and Z-phantom, as well as their variants.

The two variants of the point phantom are the cone phantom and the spherical
stylus used by Hsu et al. (2008b). Although the cone phantom is physically not a
point phantom, it is based on the mathematical principle of a point phantom and
has been classified as such in this review. From our perspective, this phantom shows
what can be achieved when the point can be aligned and segmented accurately. We
will use the results from the spherical stylus to represent a typical point phantom.
This phantom is subject to typical alignment and segmentation problems associated
with point phantoms. The only advantage is that the point phantom can be moved
around, which is unlikely to be a huge advantage. The stylus to be compared will
be the Cambridge stylus. This shows what a stylus can achieve with a good align-
ment. The two variants of the plane phantom are the Cambridge phantom and a
plexiglass plate.

In this chapter, we will disregard some phantoms used by individual groups in the
comparison. These phantoms include the three-wire phantom, the two-plane phan-
tom, the ordinary 2D alignment phantom and the mechanical instrument. The main
problem with the three-wire phantom is that a large number of frames is neces-
sary for an accurate calibration. Manual segmentation is also required. Due to these
drawbacks, this phantom has not been used in the last decade. The two-plane phan-
tom works on the same principle as a plane phantom, and can be classified and
compared as such. For a 2D alignment phantom, it is difficult to align the scan plane
with the whole 2D phantom. It is probably easier to scan individual points one-by-
one on such a phantom. For this reason, the 2D alignment phantom is inferior to the
point phantom. The mechanical instrument is expensive to manufacture, making it
uneconomical to purchase for a freehand 3D ultrasound system. Also, the position
sensor needs to be mounted at a fixed position relative to the phantom. This means
that either a specific probe holder needs to be used, or the probe holder needs to be
calibrated as well. Neither of these approaches offers a straightforward solution.

Table 3.3 ranks the six phantoms according to the different factors that are
deemed important for calibration. For each factor, the phantoms are ranked from
1 to 6, where 6 is given to the least suitable phantom. The table is drawn up based
on our experience with the phantoms.

From the table, we see that the Z-phantom is the easiest to use. Calibration can be
completed within seconds. The calibration performed by a novice should be reliable
and have a similar accuracy to that obtained by an expert. However, the precision
and accuracy achievable by the phantom is among the worst of all the available
phantoms. In contrast, the plane phantoms are difficult to use. The user needs to
be sufficiently trained in order to use a plane phantom. The accuracy of a Cambridge
phantom is nevertheless the best among the available phantoms. The Cambridge
phantom also becomes very easy to use if the user is sufficiently skilled. The plex-
iglass plate also achieves moderate accuracy and is simple to make. The cone
phantom is also very accurate. Not much training is required to use this phantom.
However, the phantom needs to be aligned manually by the user, and the segmenta-
tion requires human intervention to mark the search region. The Cambridge stylus
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Table 3.3 Probe calibration factors for the different phantoms

Factor Point Stylus Plane 2D alignment

Sphere  Cone  Cambridge  Plate = Cambridge Z-phantom

Precision 1 2 2 2 6* 5
Accuracy 5 1 3 3 1 5
Easy to use (novice) 4 2 2 4 4 1
Easy to use (expert) 5 2 2 5 2 1
Segmentation 6 5 2 2 1 2
Speed 6 3 2 4 4 1
Reliability 4 2 2 4 4 1
Phantom simplicity 1 4 3 1 4 4
Linear probe v v v v v Xv
Curvilinear probe v 4 v v X° v

4This is based on the precision at 3 cm. The precision is better when calibrating at a higher depth
Y]t is possible, but difficult, to use these phantoms to calibrate the corresponding probe

and the point target lie in the middle. They are not particularly simple nor very
difficult to use, and can produce calibrations in a reasonable time. Automatic seg-
mentation is also possible with good image quality. The Cambridge stylus produces
better accuracy with a slightly more complicated design. Most phantoms are suit-
able for calibrating both a linear and a curvilinear probe. The Z-phantom may
be more suitable for a curvilinear probe, so that a large number of fiducials can
be captured in the same frame, enabling very rapid calibration. The Cambridge
phantom is not suitable for a curvilinear probe at high depth since the reverber-
ation effect from the clamp corrupts the image so badly that the plane cannot be
detected.

Conclusion

In this chapter, we have classified all of the phantoms used for freehand 3D ultra-
sound calibration by their mathematical principles. The strengths and weaknesses of
each phantom were discussed. The different measures used to assess the calibration
quality were analyzed and the accuracy of each phantom quantified. In the end, we
pointed out the situations where a particular phantom may be more suitable than
the others. Unfortunately, there is no single phantom that outperforms the rest. The
Cambridge phantom and the cone phantom are the most accurate. The Cambridge
phantom is the most difficult to use for a novice user, but easy to use for an expert.
The Z-phantom is easiest to use and produces a calibration within seconds, but its
accuracy remains poor. The other phantoms lie between these extremes, offering
moderate accuracy, ease of use and phantom complexity.
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Chapter 4

Laser Scanning: 3D Analysis of Biological
Surfaces

Matthew W. Tocheri

Abstract This chapter introduces laser scanning to students and researchers who are
interested in using this three-dimensional (3D) acquisition method for biological
research. Laser scanning is yet another tool for transforming biological structures
into 3D models that contain useful geometric and topological information. Current
laser scanning technology makes it relatively straightforward to acquire 3D data
for visualization purposes. However, there are many additional challenges that are
necessary to overcome if one is interested in collecting and analyzing data from their
laser-scanned 3D models. In this chapter, I review some basic concepts, including
what laser scanning is, reasons for using laser scanning in biological research, how
to choose a laser scanner, and how to use a laser scanner to acquire 3D data, and I
provide some examples of what to do with 3D data after they have been acquired.

Introduction

As a teenager, most of my time was spent studying geometry, physics, and eco-
nomics in an applied context. By that I mean I could invariably be found playing
pool and snooker rather than attending class. I tried to supplement my educational
experiences at the local pool rooms by reading as many how-to-play-pool books
as possible. I always remember that while there were many books available, they
all seemed to be missing one important chapter—how to actually play! Sure these
books told you about the rules, necessary equipment, how to hold the cue, and
how to stand, but they never described the thought processes that are necessary to
approach even the most basic situations that occur again and again at the table.
Instead, they always assumed you already knew what you were supposed to be
thinking about. The reason I can say this is because I became a reasonably proficient
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player by learning the hard way what I should be thinking about at different times.
Although my billiard career is long extinct, I have never forgotten that learning the
thinking process behind any desired task is often critical for any long-term success.

Laser scanning is a lot like pool. It looks easy, almost magical when performed
well, and it even has a certain “cool factor” surrounding it. In reality, however, it
is extremely challenging, involving constant problem-solving, troubleshooting, and
creative and critical thinking. Since 2001, this particular type of imaging technol-
ogy has formed an integral part of my research program (Tocheri 2007; Tocheri
et al. 2003, 2005, 2007). Over the years, I have given countless demonstrations to
other interested students and researchers as well as general advice on how to incor-
porate laser scanning into their research. However, the high costs of equipment and
software have precluded many from being able to do so. Even with access to a laser
scanner, the combination of a steep learning curve and constant troubleshooting still
often results in research efforts grinding to a halt despite initially high levels of
expectation and excitement.

I hope this chapter helps reverse this unfortunate trend. Recent technological
breakthroughs have resulted in laser scanners that cost only a fraction of what they
did a few years ago. Given this new affordability, there is no doubt that more stu-
dents and researchers are going to give laser scanning a try. To ensure that these
newly acquired pieces of equipment collect 3D data rather than dust, my primary
goal in this chapter is to convey some of the creative and critical thinking skills
that are necessary to successfully incorporate laser scanning into an active research
program. To accomplish this, I have focused the chapter around five main questions
that continually arise every time I demonstrate the laser scanning process to inter-
ested students and researchers. By presenting information about laser scanning in
this manner, I hope the reader is better prepared to solve the common problems (and
their many variations) that they will encounter as the initial “cool factor” wears off
and they are forced to face the many challenges that laser scanning will bring to
their research.

What is Laser Scanning?

Laser scanning is simply a semiautomated method of 3D data capture. In other
words, it is a method for generating a numerical description of an object. A straight-
forward way to describe an object numerically is to construct an array of coordinate
values for points that lie on the object’s surface (Bernardini and Rushmeier 2002). In
principle, you could do this by hand by measuring how far away different locations
on a surface are from a single designated location in space. The chosen location
would represent the origin of a 3D coordinate system and you would convert your
depth measurements into x, y, and z coordinates for each measured point on the
surface.

Laser scanners accomplish these tasks for you by projecting a laser beam onto an
object (Fig. 4.1). As the laser contacts and moves across the surface of the object,
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Fig. 4.1 By projecting a laser onto the surface of an object, depth information is recorded at par-
ticular intervals along the surface through a sensor (typically a CCD camera), which tracks the
reflectivity of the laser on the surface (left). The depth values are converted into 3D point coordi-
nates, which are used to generate a polygonal mesh that is a numerical description of the object’s
surface (right)

depth information is recorded at particular intervals along the surface through a
sensor (typically a CCD camera), which tracks the reflectivity of the laser on the
surface (Bernardini and Rushmeier 2002; Kappelman 1998; Zollikofer and Ponce
de Leon 2005). Most often, the positions and orientations of the laser and the sen-
sor are calibrated via triangulation. Therefore, the acquired depth information is
converted into 3D point values (x, y, z) using the scanner’s coordinate system. The
result is a 3D point cloud of data that represents a collection of geometrical informa-
tion about various locations on the object’s surface. Generally, neighboring points
are also connected by an edge (i.e., a straight line). Together, the edges form poly-
gons (usually either triangles or quadrilaterals), resulting in a 3D mesh structure
(Figs. 4.1 and 4.2). The resulting polygonal mesh is a numerical description that
contains geometric information (x, y, z values) and topological information (how
the points are connected) (Bernardini and Rushmeier 2002).

By changing the position of the object and repeating the scanning process, addi-
tional scans of the object’s surface are acquired. Using portions of surface overlap
between multiple scans, these are then “stitched” together to form the 3D model of
the object (Bernardini and Rushmeier 2002; Kappelman 1998). The task of stitch-
ing scans together may be performed manually or automatically, depending on the
specifics of the scanning software. Most often, the stitching process involves first
registering or aligning the multiple scans together. After the scans are aligned, they
are then merged together to form a single polygonal mesh. Laser scanners are typ-
ically sold with accompanying software that enables you to perform the alignment
and merging steps relatively easily.

Although every type of laser scanner operates differently (along with the accom-
panying software), the overall process is the same. Before describing in more detail
how one goes about using a laser scanner to generate 3D numerical descriptions
(hereafter termed “3D models”) of real-world objects, I first want to discuss why



88 M.W. Tocheri

Fig. 4.2 Polygonal meshes are a combination of geometry (x,y,z values) and topology (edges that
connect neighboring coordinates). Denser point clouds result in more surface detail; compare the
mesh of a chimpanzee cranium on the /eft (15,000 triangles) to the one on the right (400,000
triangles)

a biological or medical researcher would want to use laser scanning to acquire 3D
models.

Why Use Laser Scanning?

3D models can be acquired using many different kinds of technology, many of which
are described in the other chapters of this book. Laser scanners are specifically
used to acquire 3D models that contain surface information only, with no infor-
mation about the internal properties of the object (Bernardini and Rushmeier 2002;
Kappelman 1998; Zollikofer and Ponce de Leon 2005). Therefore, laser scanners
should be used when the data of interest relate to the surfaces or external shape
properties of an object (e.g., Ungar 2004; Dennis et al. 2004; Tocheri et al. 2003,
2005, 2007). While it is obvious that if the data of interest relate to the trabecular
structure of bone then laser scanning is not the appropriate 3D acquisition method,
there are other scenarios that are less obvious that deserve attention.

The “cool factor” of laser scanning results in many wanting to use the technol-
ogy almost for the sake of using it. My general advice is if you want to take linear
measurements then use calipers to measure the actual object or if you want acquire
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3D landmarks for geometric morphometrics then use a point digitizer, again on the
actual object. I say this because laser scanning results in a model of the actual object
rather than an exact replica of it. In other words, a model is an approximation of an
object, and its accuracy in representing the object is dependent on a variety of fac-
tors, including the equipment, software, algorithms, and expertise used to generate
it. Therefore, a good rule of thumb is to use laser scanning when you want to mea-
sure some aspect of the object that is easier or more practical to do using a model of
the object rather than measuring the object itself. It is true that you can take linear
measurements and landmarks from a laser-scanned 3D model, but two factors argue
against doing so if it is the sole reason you are using a laser scanner. First, you end
up with a measure of the model that you could have easily acquired directly from
the actual object. This may result in a loss of precision of the measurement, since it
is being acquired indirectly from an approximation of the object. Second and most
important, laser scanning simply takes longer. If laser scanning resulted in a com-
plete 3D model in less time than it takes to acquire the caliper measurements or a
set of landmarks, then any loss of precision could be better justified. But the fact
remains that the laser scanners that are currently the most widely available to bio-
logical researchers simply do not produce measurable 3D models instantaneously.
Instead, laser scanning often requires anywhere between at least 20 min to several
hours to acquire a complete 3D model of an object. Until laser scanning technology
can cost-effectively and rapidly produce 3D models that can be easily validated as
practical replicas of their real-world counterparts, I would argue that it is a better
strategy to try and use the current technology more appropriately.

Appropriate uses of laser scanning should directly involve or focus on surfaces,
such as any type of surface visualization or quantification. Surface visualization
benefits from the ability to manipulate the model on a computer screen, making
it extremely easy to view the model from any angle without any fear of drop-
ping or mishandling the actual object. In addition, most 3D software applications
allow for complete digital control of lighting and other conditions that significantly
enhance the visualization experience. These advantages justify the use of the 3D
model despite the fact that it is an approximation of the actual object. Whether used
for research or educational purposes, visualization of laser-scanned 3D biological
surface data is a powerful tool.

Surface quantification involves an attempt to measure some property of the sur-
face. A simple and straightforward example is the calculation of surface area. Using
a laser-scanned 3D model to calculate the surface area of an object (or a portion
thereof) is appropriate because the surface area of the actual object cannot be quan-
tified in any standard manner but the surface area of the model is easily computed
(exceptions include objects of standard geometric shape for which there are formu-
lae for calculating surface area). Inherent in the surface area measurement of the
model is the notion that it is an approximation of the “real” surface area, but since
the actual object cannot be measured directly an approximation of the measure is
appropriate. The same basic principle is true when measuring angles between sur-
faces, surface curvatures, and surface cross-sections to name a few—they all are
approximate measures of surface properties made possible by the model.
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Whether laser scanning is used for surface visualization, quantification, or
both, an additional benefit is the ability to archive surface data (e.g., Rowe and
Razdan 2003). Laser-scanned 3D data are not just an approximation of some real
surface; they are an approximation of some real surface at a particular moment in
time. Therefore, laser scanning automatically results in a digital archive of 3D sur-
faces and objects. Such data can be used if the actual object is no longer accessible
(e.g., to take additional measurements) or it can be used to compare how an object’s
surface properties have changed over time if the object is laser scanned more than
once (e.g., before and after plastic surgery; Byrne and Garcia 2007).

Choosing a Laser Scanner

There are hundreds of makes and models of laser scanners available today. Deciding
which laser scanner is best suited for particular biological research is challenging.
I do not wish to endorse any particular laser scanner over another; however, there
are several key factors that I think should be considered if you are choosing a laser
scanner for biological research purposes. These key factors include object size, auto-
alignment capability and performance, 3D model acquisition speed, and portability.

Unfortunately, there is no one-size-fits-all laser scanner available. Instead, laser
scanners are invariably configured to handle a particular range of object sizes. You
want to purchase a scanner that is optimized for the sizes of object that you intend
to scan the most. Laser scanners are configured to have maximum precision within
a field of view that is a particular distance from the object (some scanners may have
multiple fields of view). Therefore, you want to ensure that your object fits within
a field of view that is configured for maximum precision. If the objects you want to
scan are bigger than the optimized field of view, then the scanner is not appropriate
for your research needs.

You also need to consider whether the objects you want to scan are too small for
the field of view of the scanner. This will depend on how many points the scanner
is capable of sampling as the laser moves across the surface of the object. Remem-
ber that scanners will on average sample the same number of points per millimeter
within its entire field of view. Therefore, the smaller the object is in comparison to
the field of view, the smaller the number of points sampled. If the field of view is
about the size of a page (e.g., 8.5” x 11, then objects the size of a quarter are prob-
ably not going to scan very well, simply because not enough points on its surface
are being sampled.

One of the most important factors to consider is the ability of accompanying
software to align consecutive scans together. The basic idea of a laser scanner is to
automatically sample a large number of points from a surface so that you do not
have to spend hours or days manually digitizing each point by hand. However, the
majority of laser scanners do not have the ability to automatically align consecutive
scans together. Instead, the user has to manually align scan after scan by select-
ing common points on each surface and then waiting for an algorithm to complete
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its best mathematical guess at the alignment. This is a huge issue for biological
research, where (in most cases) we do not want to invest hours or days generating a
3D model for each specimen we want to include in our analyses. My advice is that
if the laser scanner does not come equipped with additional hardware and software
that performs automatic alignment of consecutive scans robustly and accurately,
then it is most likely not useful for any type of biological research that requires rea-
sonable sample sizes—it will simply require too much time to generate enough 3D
models for the research. Ideally, the laser scanner should come equipped with an
attachable turntable and software that includes an auto-alignment feature. The best
algorithms for auto-alignment take into account how far away the turntable is from
the laser and sensor and how many degrees the turntable moves in-between consec-
utive scans. Incorporating such information enables consecutive scans to be aligned
and merged with maximum precision.

Auto-alignment capability directly leads to the next important factor: 3D model
acquisition speed. Notice that the emphasis is on 3D model acquisition, not indi-
vidual scan acquisition. Almost all laser scanners can acquire 3D data reasonably
quickly and efficiently. However, the first question you need to ask yourself is: what
is it that you are going to visualize or measure? If you are going to use individual
scans then scanning speed is all you need to worry about. But if you want to visu-
alize or measure a 3D model, which is generated from a combination of individual
scans, then you need to reliably estimate how long it will take you to acquire such
a model. This includes scanning time plus alignment, merging, and any additional
post-scanning procedures necessary to acquire the 3D model. Remember that if it
takes you longer to first make a copy of the object you want to measure rather than
measuring it directly, then how are you justifying making a copy in the first place?
Determine how long it takes you to acquire one 3D model and then multiply this
by how many models you estimate you will need to reach your research objectives.
You may well realize that the amount of time you require just to generate the sample
of 3D models far exceeds the time you have available. For example, it took an aver-
age of 30 min to acquire each of the 1,250 3D bone models used in my dissertation
research sample (Tocheri 2007): roughly 625h of scanning and post-processing,
equivalent to about four months of focused effort (e.g., 8 h/day, 5 days/week). The
bottom line is to not allow the “cool factor” of laser scanning to cloud your judg-
ment regarding how much time and effort is needed to acquire a reasonable sample
of 3D models for you research. Of course, I think it is worth investing the time and
effort if the research question justifies it; but I would be lying if I told you that I had
not seen many research projects fall apart because they did not realistically take into
account this important factor.

Finally, portability is an additional factor to consider. This includes whether it is
the laser scanner, the objects, or both that are portable. You need to consider how
you will get the laser scanner, the computer that runs it, and the objects you want
to scan together in the same room. Unfortunately, as is the case with most manu-
factured products, portability typically means you are getting less but paying more.
Portable laser scanners are generally restricted in some capacity in comparison to
their nonportable equivalents. The same is true of laptop computers, which are often
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necessary to run portable laser scanners. These factors need to be weighed against
whether the 3D models you will acquire are sufficient for your research objectives.

There may be additional factors to consider depending specifically on the research
objectives, such as the ability to capture texture information. For the most part, how-
ever, the four discussed here should be sufficient as a starting guide for narrowing
down the wide variety of available choices. New laser scanners with improved capa-
bilities become available every year, and they continue to become more affordable.
When making your decision about which laser scanner to use, always remember that
it is only a tool to help you reach your research objectives. Therefore, stay focused
on issues relating to the size, quality, and speed of the 3D models it generates, and
factor in the required time and effort to build up the required study sample.

How to Laser Scan

A good rule of thumb when laser scanning is to be patient, flexible, and willing to
experiment. Keep in mind that laser scanning is like a form of 3D digital sculpture,
wherein you as the sculptor are attempting to acquire a digital representation of the
object you are scanning. You must be flexible and willing to experiment in every-
thing from how you place the object in relation to the laser and the sensor, how you
edit (clean) each scan, to how you perform the alignment and merging. Patience,
flexibility, and experimentation will enable you to become comfortable using many
different laser scanners and 3D software packages and will ultimately result in final
3D models that are more accurate digital representations of the objects you scan.
The first step involves some imagination and decision-making. You must decide
how you are going to place your object in relation to the laser and the sensor. My
general advice is to pretend that you are the object; can you, metaphorically speak-
ing (i.e., do not actually try to look directly at the laser), “see” the laser and the
sensor simultaneously? Remember that you must be able to “see” the laser (typi-
cally straight in front of you) and the sensor in order for the depth information to
be captured. Any portion of the object’s surface which is not in the line-of-sight
of both the laser and the sensor will not be captured, resulting in holes in the dig-
ital surface reconstruction (Bernardini and Rushmeier 2002; Zollikofer and Ponce
de Leon 2005). Additional consideration must be given to the surface topography.
Biological surfaces tend to be quite complex with lots of curves and indentations.
Because of the triangulation procedure used by the laser and sensor to capture sur-
face information, portions of the surface that are more perpendicular to the direction
of the laser will be captured with higher precision (less error) (Kappelman 1998).
Therefore, the further portions of the surface are from being perpendicular to the
laser, the more erroneous the resulting surface reconstruction. To avoid this prob-
lem, you need to consider how to best position your object so that you maximize
the amount of surface that is close to perpendicular to the laser. Remember that, as
you take multiple scans from different orientations, different portions of the surface
will be more perpendicular to the laser. This means that data acquired from one
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scan poorly because of its position in relation to the laser may be acquired more
precisely from another scan. This is where a good imagination comes in handy.
Imagine that you are digitally reconstructing the object by creating different pieces
of the object (like pieces to a 3D jigsaw puzzle). Each scan results in an additional
piece. You want to think about how you are going to create each piece such that you
maximize the amount of high-precision data within each piece. Understandably, this
decision-making process is not always easy, but as you gain experience in scanning
differently shaped objects, you will notice improvements in how long it takes you
to scan an object as well as the accuracy of the resultant 3D model.

A good strategy involves positioning the object such that you maximize the
amount of surface that is captured perpendicular to the laser while minimizing the
amount of surface that will not be captured. Using a scanner that has an attachable
turntable is advantageous because multiple scans can be acquired, each at a slightly
different orientation. For example, if we decide on eight scans, then after the first
scan is complete the turntable rotates 45° (360/8) and begins the second scan. After
scanning is complete, it is a good idea to inspect each scan and delete any data that
do not belong to the object. For instance, if you used plasticine or modeling clay to
stabilize the object, or if you notice any data that appears odd, such as curled edges
or proportionately large triangles, then you will want to delete it from the model.

After cleaning the scans, each of them now consists of a collection of coordinates
(x, ¥, z values) and topological information (how the coordinates are connected).
Consecutive scans share a certain amount of scanned surface with each other. This
overlapping surface information is what is used to align the scans with one another.
Many 3D software packages include the ability to select points on the surface that
are shared by two scans. An algorithm, usually some variant of the ICP (iterative
closest point) algorithm (Besl and McKay 1992), is then used to align the scans with
one another. This process is continued until all the scans are aligned. Alternatively,
laser scanners that utilize turntables are advantageous in that if the software knows
how far away the turntable is from the scanner then the different scans can be aligned
with one another automatically—an important time-saving feature that also often
reduces errors that result from manually aligning multiple scans with one another.

After initial alignment, reinspect the scanned data for any inconsistencies that are
not apparent on the actual object and edit the individual scans accordingly. Once you
are satisfied with the aligned set of scans, you can merge the scans together. Merging
involves using an algorithm to compute a final nonoverlapping mesh to represent the
entire scanned surface both geometrically and topologically. Merging algorithms
typically generate an average surface based on overlapping scanned areas. Now you
reposition the object and go through the same steps in order to generate a second
mesh that includes areas that are missing from the first mesh and vice versa. These
two meshes are then aligned and merged as above, resulting in a 3D model of the
object.

If there are still large areas of surface missing from your model, then you need
to take additional scans following the same steps as above in order to fill in these
“holes” in the surface mesh. Alternatively, you may choose to simply fill small holes
in the mesh using a hole-filling algorithm. After you have deleted any unwanted
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polygons that do not correspond to the object’s surface, you may wish to make some
general improvements to the mesh overall such as global smoothing. Always keep in
mind that your acquired 3D model is an approximation of the actual object. Do not
fall into the trap of thinking that the initially acquired point cloud and surface mesh
data are necessarily the most precise numerical representation of the actual object.
The precision of the 3D data is dependent not only on the particular laser scan-
ner you use, but also the software and algorithms that are used during the various
steps that are necessary to generate a final model, as well as your levels of expertise
in performing each step. Additional modeling procedures such as hole-filling and
smoothing will often result in a 3D model that is better for visualization and ana-
lytical purposes, and may in fact also be a more accurate numerical representation
of the actual object. For example, if the sampling error of the depth measurements
from the surface is truly random, then the acquired points will tend to always fall
around the actual surface rather than directly on it. This will result in a modeled
surface that appears rougher (or “noisier”’) than the actual surface. By applying a
smoothing algorithm to the acquired point data, the sampling error is averaged out,
resulting in a modeled surface that more accurately represents the actual surface.

When unsure, however, run experiments to empirically determine how any scan-
ning or modeling procedures you are using are affecting the 3D model and the
measurements being derived from it. For instance, scan the same object multiple
times and calculate the same measurement from the resulting 3D models. You will
immediately discover how precise your selected measurement is relative to your
acquisition and measuring procedures, and you can use this information to deter-
mine whether the measurement will be useful in the selected comparative context.
The comparative context is an important distinction that separates the use of laser
scanning for typical biological research rather than for reverse engineering purposes.
In the latter, the goal is often to produce a replica that is as close as possible to the
original; therefore, the laser scanned 3D data must be simultaneously precise and
accurate. However, because variation is pervasive in biology, accuracy in measure-
ment is often more critical than precision. For example, in biological research it is
often less important to determine precisely that the area of a specific surface of one
individual is exactly 10.03 & 0.01cm?, and more important to determine that the
mean areas of a surface differ significantly between two or more groups. In other
words, measurement errors should be random and proportionately small enough not
to have a significant effect on the overall accuracy of the results.

Using Laser Scanned 3D Data

As if choosing an appropriate laser scanner and then figuring out the best scanning
protocol were not challenging enough, the biggest hurdle facing individuals who
want to incorporate laser scanning into their research is working out what to do
after they have acquired their 3D models. Just as there are a variety of laser scanners
available on the market, there are also countless commercial software programs and
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applications to work with laser-scanned 3D data. Unfortunately, there is no one-size-
fits-all category for 3D software either. Therefore, for those interested in biological
research, most often the only solution involves serious compromise.

Commercial 3D software is invariably geared toward the reverse engineering
or computer animation markets. While many of these are extremely powerful pro-
grams, none have been designed specifically with the biological researcher in mind.
This is not surprising given the fact that Hollywood production and automobile man-
ufacturing companies have considerably bigger operating budgets than your typical
biological researcher. How should the researcher face this challenge? My general
advice on this matter is to become familiar with as many 3D programs as possible.
In other words, try to diversify as much as you can. Note also that I use the word
“familiar” rather than “expert.” By familiar I mean that you are capable of opening
and saving a 3D file within the software environment, and that you are comfortable
navigating through some of the specific options available in that environment. You
will soon discover that every program has different capabilities and some are better
suited for certain tasks over others. As an example, some researchers have been very
successful in using geographic information system (GIS) software to analyze their
laser-scanned 3D models (Ungar and Williamson 2000; M’Kirera and Ungar 2003;
Ungar and M’Kirera 2003; Ungar 2004). For your own research needs, do not be
surprised if you find yourself using multiple programs. In fact, mixing and match-
ing to best suit your research needs will enable you to capitalize on the strengths of
each program while avoiding particular weaknesses.

In order to use various 3D programs, you will need to become familiar with mul-
tiple 3D file formats and their corresponding three-letter extensions (e.g., .stl, .obj,
etc.). Do not let the barrage of file formats available intimidate you. In most cases,
these different file formats are simply different ways of organizing the various com-
ponents of a 3D model in a textual form. Remember that a 3D model is a numerical
description of an object. Exactly how this numerical description is written down as
textual data corresponds to a file format (Fig. 4.3). A basic 3D model consists of x, y,
z coordinate data only. Thus, written as text, such a 3D model is simply a list of the
numerical values for each coordinate. More complex 3D models must include text
that describes additional model information such as faces, normals, and sometimes
even texture (Fig. 4.4). As you may imagine, there is more than one way of listing
all of this information as text, and different 3D file formats represent different ways
of accomplishing this task. Sometimes the only major difference between two types
of 3D file formats is how information is listed in the header, which is simply text
that appears above the actual numerical description.

It is important to recognize exactly what model information each 3D file format
contains, so that you understand what data are lost when you convert from one
format to another. For example, if you take any polygonal 3D file format (e.g., .stl,
.obj, .ply, etc.) and save the file as a point cloud or vertex only file, then you will lose
all of the information except for the x, y, z coordinate values. If you do not know
how a particular file format is organized, try opening the file using a simple text
editor, such as Notepad or Wordpad, or search the Internet for documentation on the
specific file structure. Knowing the structure of the file format allows you to either
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Fig. 4.3 Two examples of how 3D data is stored as a text file. On the left, each triangle is described
by listing each vertex (i.e., point) that belongs to it as well as its normal vector. Note that each ver-
tex belongs to more than one triangle. On the right, the file consists of an ordered list of vertices
followed by a list of the vertices that together form triangles. Note that this structure also indi-
cates which triangles belong to a given region of the 3D model by listing the triangles within a
“FEATURE” name

write your own analytical routines using programs such as MATLAB, or to better
communicate exactly what you are trying to accomplish using your 3D models to
programmers you collaborate with. The bottom line is that it is a good idea to always
have a clear understanding how the raw 3D data of your models directly relate to
the metrics you are interested in quantifying.

Putting All the Steps Together

There are now many examples of laser scanning being utilized in biological research,
including forensics (Park et al. 2006), medicine (Byrne and Garcia 2007; Da Silveira
et al. 2003; Hennessy et al. 2005; Wettstein et al. 2006), and physical anthropology
(Aiello et al. 1998; M’Kirera and Ungar 2003; Tocheri et al. 2003, 2005, 2007;
Ungar 2004; Ungar and Williamson 2000; Ungar and M’Kirera 2003). A majority
of the studies that have been published or presented at meetings thus far, however,
still principally deal with the potential applications of laser scanning to their respec-
tive biological discipline. I think it is safe to say that laser scanning is a useful
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Fig. 4.4 Many laser scanners are also capable of acquiring texture information in addition to the
geometry of the object. The texture data are superimposed onto the geometry, enhancing the visu-
alization experience. Shown here are four views of laser scans of a cast of OH 5, a fossil cranium
belonging to the extinct hominin species Paranthropus boisei. Note that the texture information
provides additional surface detail (e.g., the lighter brown areas indicate which parts of the fossil
were reconstructed)

technology that has incredible potential for different areas of biological research,
but the onus falls on interested students and researchers to more fully develop the
ways in which they use this technology to answer specific research questions. Since
the primary readers of this chapter probably have little or no experience working
with laser scanners and laser-scanned data, it is probably useful to provide a brief
overview of my own experiences with using laser scanning in biological research.

My first introduction to laser scanning occurred in 2001 when I was a first year
graduate student in physical anthropology at Arizona State University (ASU). I
attended a public seminar that summarized how researchers from a variety of dis-
ciplines at ASU were using methods such as laser scanning to acquire 3D data
for research purposes. I was immediately struck by the idea of transforming real
world objects into digital information that could then be visualized and analyzed
using computers. To make a long story short, I arranged to see one of these laser
scanners in action and very quickly made the decision that I wanted to incorporate
this technology into my graduate student research.
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As a physical anthropologist, I was initially interested in using laser scanning to
acquire 3D models of human skeletal material with the goal of developing methods
to better quantify biological variation. This interest soon expanded into a larger
evolutionary framework wherein I wanted to quantitatively compare the skeletal
morphology between humans and our closest living relatives, the great apes. Such
comparative data could then be used to evaluate the morphology of fossil hominids
(extinct members of the human—great ape family Hominidae) in both a functional
and evolutionary context.

I began to brainstorm about what laser scanning was giving me (i.e., 3D coordi-
nate data and resulting surface representation) and how I could use it to calculate
metrics that would capture shape differences. I now recognize this brainstorming
stage as a critical step that everyone must perform if they want to use laser scanning
successfully in their research. It is imperative that you figure out exactly how the
data you want to collect from your laser scans relate to the data your laser scanner
gives you. Remember that your 3D model is a numerical representation and that
any metric you try to quantify from it is some function of the numbers behind the
model. For example, if your laser scanner gives you a triangular mesh, then you can
quantify the surface area of the mesh (or any portion thereof) by summing the areas
of each included triangle.

For my dissertation research, I investigated shape differences in wrist anatomy
between humans, great apes, and fossil hominins (Tocheri 2007). As part of this
research, I laser scanned 1,250 hand and wrist bones from more than 300 individu-
als. After I had acquired my study sample of 3D models, my goal was to quantify
two aspects of wrist bone shape that could be measured because of the numerical
properties of each model. The two selected metrics were the relative areas of each
articular and nonarticular surface, and the angles between articular surfaces.

In order to generate these two metrics, I first needed to identify which points
belonged to each articular and nonarticular area. There are many commercial 3D
programs that allow you to select and label particular regions of a model, and there
are also particular 3D file formats (e.g., .obj) that will retain region information
within the file structure (see Fig. 4.3). In other words, I was able to transform each
initial 3D model into a segmented 3D model. The former consisted of an unorga-
nized list of x, y, and z coordinate values and the triangles to which each coordinate
belonged, whereas the latter added to which articular or nonarticular region each
coordinate and triangle belonged.

Using these segmented 3D models, surface areas of the mesh were quantified by
summing the areas of each included triangle. I calculated relative areas by dividing
each articular or nonarticular area by the surface area of the entire bone, result-
ing in scale-free shape ratios (Jungers et al. 1995; Mosimann and James 1979). To
quantify the angle between two articular surfaces, a least-squares plane was fit to
each articular surface by performing a principal components analysis on the coordi-
nates of each surface. Each angle was calculated as 180° minus the inverse cosine
of the dot product of the normal vectors of the two respective least-squares planes
(note the eigenvector associated with the smallest eigenvalue is the normal vector of
each least-squares plane). Notice that both of these metrics relate specifically to the
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surface information acquired by laser scanning and are easily quantified because of
the numerical properties of a 3D model.

Using these two metrics, I was able to statistically demonstrate major quan-
titative shape differences in wrist bone morphology between humans and great
apes (Tocheri 2007; see also Tocheri et al. 2003, 2005). Moreover, these multi-
variate analyses demonstrated that Neandertals and early humans show wrist bone
shapes that are characteristic of modern humans, whereas earlier hominins, such as
species of Australopithecus and early Homo, show wrist bone shapes characteris-
tic of African apes (Tocheri 2007). After my dissertation, this comparative dataset
became a critical component of a collaborative study on the wrist remains of Homo
floresiensis (Tocheri et al. 2007)—the so-called “hobbits” of hominin evolution.

One of the potentials of incorporating laser scanning in biological research
involves the ability to combine a statistical evaluation of biological shape properties
along with simple yet extremely informative visualization techniques for sharing
the analytical results. It is this particular potential that I and my collaborators used
to demonstrate that LB1, the holotype specimen of Homo floresiensis, retains wrist
morphology that is primitive for the African ape—human clade (Fig. 4.5). For exam-
ple, Fig. 4.5 shows our comparison of the trapezoid, the wrist bone situated directly
proximal to the index finger. Each row corresponds to a particular view of trapezoid

Fig. 4.5 Results of a comparative analysis of trapezoid morphology in modern and fossil hominids
using laser-scanned 3D models. Above: each row corresponds to a particular view of trapezoid
anatomy obtained using the segmented 3D models that illustrate the different articular and nonar-
ticular surfaces that were quantified in the analysis. Below: the results of the statistical analysis are
summarized in canonical plots generated from a quantitative comparison of the relative areas and
angles (see Tocheri et al. 2007 for the full caption)
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anatomy using laser-scanned and segmented 3D models that illustrate the different
articular and nonarticular surfaces that were quantified in the analysis. Below the
visual comparison of the segmented 3D models, the results of the multivariate sta-
tistical analysis are summarized in canonical plots generated from the quantitative
comparison of the relative areas and angles. Without laser scanning and the abil-
ity to work with and analyze the resulting 3D models, a figure such as this, which
effectively and succinctly summarizes years of research, would not be possible. The
surface visualization informs the statistical analysis and vice versa.

This is only a single example of what can be done with laser-scanned models
in biological research, but I hope it helps illustrate the main theme of this chapter:
if you want to incorporate laser scanning into your research, be prepared to think
creatively and critically at every stage of the process, from initial data acquisition to
analysis and presentation of the results.

Summary and Conclusions

In this chapter, I have reviewed some basic concepts, including what laser scanning
is, why it should be used for biological research, how to choose a laser scanner, how
to use a laser scanner to acquire 3D data, and what to do with the 3D data after they
have been acquired. In my experience, these are the kinds of questions that students
and researchers most often ask when they are first introduced to laser scanning.
My answers to these questions should be used as a rough introductory guide to help
interested students and researchers make decisions relating to laser scanning and
their short and long-term research goals.

There are many practical challenges surrounding laser scanning that relate to
equipment and software availability and capability, but these can often be over-
come with imaginative and creative solutions. However, do not make the mistake
of thinking that laser scanning will solve all of your research objectives. Always
keep in mind that laser scanning, like pool, often looks a lot easier than it is. Unless
you are willing to dedicate a significant portion of your research time and effort to
solving the many curves that laser scanning will throw at you, then it will probably
not serve the purpose you hope it will. If, on the other hand, you are willing to put in
the necessary time and effort it takes to respond to the many challenges involved in
incorporating laser scanning into biological research, then it can be highly rewarding
and effective method for accomplishing your research objectives.
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Chapter 5

Optical Coherence Tomography:
Technique and Applications

J.B. Thomsen, B. Sander, M. Mogensen, L. Thrane, T.M. Jgrgensen,
G.B.E. Jemec, and P.E. Andersen(><))

Abstract Optical coherence tomography (OCT) is a noninvasive optical imaging
modality providing real-time video rate images in two and three dimensions of bio-
logical tissues with micrometer resolution. OCT fills the gap between ultrasound
and confocal microscopy, since it has a higher resolution than ultrasound and a
higher penetration than confocal microcopy. Functional extensions are also possible,
i.e., flow, birefringence or spectroscopic measurements with high spatial resolu-
tion. In ophthalmology, OCT is accepted as a clinical standard for diagnosing and
monitoring the treatment of a number of retinal diseases. The potential of OCT in
many other applications is currently being explored, such as in developmental biol-
ogy, skin cancer diagnostics, vulnerable plaque detection in cardiology, esophageal
diagnostics and a number of other applications within oncology.

Introduction

Optical coherence tomography (OCT) is a noninvasive optical imaging technique
that has developed rapidly since it was first realized in 1991 (Huang et al. 1991). At
present, OCT is commercially available and accepted as a clinical standard within
ophthalmology for the diagnosis of retinal diseases. Emerging applications within
biology and medicine are currently being explored by many research groups world-
wide. Various intense research efforts aimed at technical improvements regarding
imaging speed, resolution, image quality and functional capabilities are currently
underway.

Optical coherence tomography is often characterized as the optical analog to
ultrasound, where light is used instead of sound to probe the sample and map the
variation of reflected light as a function of depth. OCT is capable of providing
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real-time video rate images with a resolution of typically better than ~10-20pum,
and imaging with a resolution of 1 um or less has been demonstrated (Drexler 2004;
Hartl et al. 2001; Povazay et al. 2002). The penetration depth is highly tissue-
dependent and is typically limited to a few millimeters. The combination of high
resolution and relatively high imaging depth places OCT in a regime of its own,
filling the gap between ultrasound and confocal microscopy.

The chapter starts with an introduction to the principle of OCT, which is fol-
lowed by an overview of different applications. The technical part is aimed at
providing an understanding of the feasibilities and limitations of OCT. Following
the introduction, a number of important applications are described. The first one
is ophthalmology, which is currently the most clinically successful application of
OCT. The next application concerns dermatology, with an emphasis on skin cancer
diagnostics. Because skin is a highly scattering medium, the interpretation of OCT
images of skin is a challenging task. Finally, other applications of OCT, such as in
developmental biology and endoscopically in medicine, are briefly discussed.

The Principle of Optical Coherence Tomography

Optical coherence tomography is based on the interference of light, which is related
to the coherence properties of light. In contrast to a laser, which radiates almost
monochromatic light (one color), OCT employs a broadband light source that emits
polychromatic light (several colors). In this section, the principle of operation of
OCT is explained in relation to the first implementation, so-called time-domain OCT
(TD-OCT), as well as a more effective scanning scheme known as Fourier-domain
OCT (FD-OCT), introduced in 1995, which has improved imaging speed and sen-
sitivity. A discussion of resolution, choice of wavelength and functional OCT will
then follow.

Time-Domain OCT (TD-OCT)

The principle of OCT can be explained by referring to Fig. 5.1 (Bouma and Tear-
ney 2002; Brezinski 2006; Fercher et al. 2003). A Michelson interferometer, as
shown in Fig. 5.1a, can be used to measure the ability of light to interfere with itself,
i.e., its ability to amplify or blur itself (“constructive” and “destructive” interference,
respectively). Light is split into two paths using a beam splitter (a half-transparent
mirror). The light directed against the mirrors is reflected, recombined at the beam
splitter, and detected. Interference between the two reflections is possible only when
the path lengths of the two arms are matched within the so-called coherence length
of the light source. The coherence length is determined by the spectral width of
the light; a broad optical spectrum corresponds to a short coherence length, and a
narrow optical spectrum to a long coherence length. When a light source with a
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Fig. 5.1 (a) Michelson interferometer. (b) Michelson interferometer with the fixed mirror replaced
by a sample

large coherence length is used, interference arises for even very large differences in
path length. Correspondingly, when a source with a small coherence length is used,
interference only arises when the two path lengths are matched within the coherence
length of the light. It is exactly this effect that is used in OCT to distinguish signals
from different depths in the sample. The axial resolution is set by the coherence
length, with a small coherence length corresponding to high axial resolution.

Consider one of the mirrors in the Michelson interferometer interchanged with
a biological sample as shown in Fig. 5.1b. In this case, every different position of
the scanning mirror yields a signal from a different thin slice in the sample. In other
words, it is possible to determine the depth from where the reflection originates.
The thickness &, of the slice that contributes to the signal, see Fig. 5.1b, is equal to
the depth resolution of the system and inversely proportional to the bandwidth of
the light source (see also the section “Resolution and Sensitivity”). The mechanism
for selecting signal from a specific depth is also referred to as coherence gating.
By moving the scanning mirror, the coherence gate successively selects interference
signals from different depths. This produces a depth scan recording, also referred
to as an A-scan. The depth scanning range is limited by the mirror displacement.
The transverse resolution is determined by the spot size, which can be changed with
the focusing optics. It is important to point out that the transverse resolution and
the depth resolution are independent, in contrast to the situation in, for example,
microscopy (see also “Resolution and Sensitivity”).

Two-dimensional data is obtained by moving the beam across the sample and
acquiring data (B-scan). By translating the beam in two directions over a surface
area it is possible to acquire three-dimensional data. The time it takes to acquire a
B-scan image is set by the time it takes to acquire an A-scan. A B-scan consist-
ing of n A-scans is acquired in the time n x ¢, where ¢ denotes the time needed to
acquire an A-scan. In general, two- and three-dimensional data can be acquired in
real time; see the section “Fourier-Domain OCT (FD-OCT).” Obtaining an image
parallel to the surface at a certain depth in the sample is known as en face imaging.
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Fig. 5.2 (a) Zeiss Cirrus OCT system tailored for ophthalmology (courtesy of Carl Zeiss Meditec
AG). (b) Prototype OCT system for use in a clinical environment. (¢) OCT image of the healthy
retina in a human eye showing distinct retinal layers. (d) OCT image of human skin (palmar
aspect, thumb) with a clear visible boundary between the stratum corneum (dark upper layer) and
the living part of the epidermis, and a visible change from a high-intensity band (epidermis) to a
darker area (dermis)

The interference signal is amplified, filtered to improve the signal-to-noise ratio,
and then digitized and transferred to a computer. The reflection strength is extracted
from the digital signal and mapped using either a grayscale or color palette. Free-
space optical beam propagation (as sketched in Fig. 5.1) is possible, even though
optical fiber-based systems are more convenient for clinical use. Figure 5.2a shows
a commercial OCT system for ophthalmologic diagnostics (Zeiss), Fig. 5.2b shows
a fiber-based prototype OCT system in a clinical environment, Fig. 5.2c an OCT
image of the human retina, and Fig. 5.2d depicts an OCT image acquired on human
skin.

Fourier-Domain OCT (FD-OCT)

In the time-domain scheme, an A-scan is acquired by successively changing the
depth of the coherence gate, recording interference at each depth. A more effi-
cient scheme for acquiring interference data was suggested and first realized in 1995
(Fercher et al. 1995), which involves detecting the interference from all depths in
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the sample simultaneously. This method is referred to as Fourier-domain OCT (FD-
OCT) and can be further divided into spectrograph-based systems, denoted spectral-
domain OCT (SD-OCT), and swept-source OCT (SS-OCT), which employs a
scanning laser and single detector (note that there is unfortunately no naming con-
vention, so FD-OCT and SD-OCT are frequently interchanged). The light source
used for SD-OCT is the same as that used for TD-OCT (broadband), but the ref-
erence mirror is fixed. A spectrograph is used for detection at the interferometer
output, i.e., light is dispersed using a grating for example, or alternatively it is split
into single wavelengths, and every component is detected with a separate detector
(array detector). Signal originating from a given depth in the sample corresponds
to an oscillation in the array detector with a specific frequency. In other words, the
depth information is now frequency-encoded at the array detector. By performing
a frequency analysis, the detected signals from all depths can be divided into the
depth-dependent signal. The depth scanning range is basically limited by the res-
olution of the spectrograph, which is closely related to the number of elements on
the array detector. The frequency at the detector array increases with depth. Because
the detector samples the signal in equal wavelength intervals S A, the corresponding
wave number interval 8k o< k>8A increases with wavenumber or equivalently with
imaging depth. This uneven sampling results in a degradation of the resolution with
depth if the detector signal is used directly. Nonlinear scaling algorithms are needed
to correct for this effect (Brezinski 2006).

In SS-OCT, the broad-bandwidth light source is exchanged for a laser that can
scan over a range of wavelengths. When only a single wavelength is shone onto
the sample at a time, only a single detector is needed. By changing the laser wave-
length with time or equivalently changing the wavelength by a constant rate, the
frequency of the detected signal only depends on the path length difference between
sample and reference arm, i.e., the sample depth. Therefore, a frequency analysis
of the detector signal gives the reflection strength as a function of depth. The depth
scanning range is determined by the line width of the scanning laser, because this
determines the coherence length of the light. Comparing the two FD-OCT schemes,
SD-OCT can be regarded as the superposition of many single-wavelength interfer-
ometers operating in parallel, whereas SS-OCT operates with one wavelength at a
time. The advantage of FD-OCT systems is their simultaneous detection of inter-
ference from all depths, which can be used to increase the speed or sensitivity of
the technique (Choma et al. 2003). However, there is some controversy regarding
this issue. A recent analysis concluded that TD-OCT theoretically has the highest
sensitivity, followed by SS-OCT and SD-OCT (Liu and Brezinski 2007).

While time-domain OCT is limited by the speed of the scanning mirror, FD-OCT
is limited by the read-out speed of the detector array or the laser sweep rate, respec-
tively. The highest A-scan rate achieved is currently 370 kHz, which was obtained
with a swept source (Huber et al. 2005). This A-scan rate is far beyond those of time-
domain systems, which typically operate at on the order of 10 kHz. With an A-scan
rate of 370kHz, a B-scan image consisting of 500 A-scans can be acquired in about
1 ms, corresponding to a frame rate of roughly 1,000 Hz, i.e., 1,000 images per sec-
ond. Therefore, the focus is now mainly on FD-OCT systems. The fast imaging rate
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allows 3D data to be acquired with limited motion artifacts, which has been used in
ophthalmology for example to visualize a macular hole in 3D (Hangai et al. 2007).

Resolution and Sensitivity

As mentioned above, the depth resolution is dependent on the bandwidth of the
light source. Assuming a Gaussian spectrum, the depth resolution &, is defined as
8. =0.44A%/(nAX), with A denoting the center wavelength of the light source, 7 the
index of refraction of the sample, and AA the spectral bandwidth of the source (full
width at half maximum). This equation is valid for both time- and spectral-domain
systems, even though the number of elements on the array detector in practice can
limit the resolution in SD-OCT. When the depth resolution is a few micrometers
or less, the regime is denoted ultrahigh resolution OCT (UHR OCT), and such
resolutions have been obtained in several OCT implementations (Drexler 2004).
The transverse resolution 8x is determined by the spot size of the optical beam
Ox = 4Af/(md), where f is the focal length of the lens used for focusing and d
is the diameter of the beam at the lens (Hecht 1998). As a unique property com-
pared to for example confocal microscopy, the transverse and depth resolutions are
independent (depth resolution depends on the bandwidth of the source; transverse
resolution depends only on focusing optics). This property makes imaging with a
high depth resolution possible with a relative large working distance; which is nec-
essary for example when imaging the human retina. The spot size—and therefore
the transverse resolution—varies with depth on a scale known as the depth of focus
7q = m8x*/2Ag. From this formula, it is clear that a higher transverse resolution
results in a smaller depth of focus. Thus, a higher transverse resolution is associ-
ated with a faster degradation of transverse resolution with imaging depth. In other
words, there is a trade-off between transverse resolution and the maximum imaging
depth in OCT. Therefore a moderate transverse resolution is often used, allowing
a reasonable maximum imaging depth. In addition to this inevitable degradation of
transverse resolution with depth, light scattering also causes degradation with depth,
which is a well-known effect in microscopy. The trade-off between imaging depth
and transverse resolution can be overcome by overlapping the coherence gate and
the position of the spot during a depth scan, in so-called dynamic focusing. How-
ever, this is only possible within the TD-OCT regime because FD-OCT acquires
all points in an A-scan at the same time. Using an axicon lens, it is possible to
maintain a small spot over a larger depth, which to some extent overcomes the prob-
lem (Leitgeb et al. 2006). When using a high transverse resolution, imaging in a
plane parallel to the surface is convenient, since then only slow dynamic focusing is
needed. This is known as en face scanning and, when combined with high transverse
resolution, is referred to as optical coherence microscopy (OCM). This is analo-
gous to confocal microscopy. Notice, however, that fluorescence, which is often
the main contributor to the signal in confocal microscopy, is not registered using
OCT because fluorescent light is incoherent. The advantage of OCM compared to
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confocal microscopy is an increased imaging depth, because multiply scattered out-
of-focus light is partly filtered out using the interference principle in OCT (Izatt
et al. 1996).

The sensitivity of an OCT system is a measure of the weakest signals that can
be detected relative to the input, and it therefore relates to the maximum imaging
depth. There is a trade-off between imaging speed and sensitivity. Most OCT sys-
tems achieve sensitivity in the range of 90—-100dB, which means that signals as
small as 107°=10710 of the input can be detected.

In Fig. 5.3, the resolution and penetration of OCT and OCM are sketched
together with those of confocal microscopy and ultrasound. Confocal microscopy
has superior resolution but very limited penetration, whereas ultrasound has high
penetration but coarser resolution. OCT and OCM fills the gap between ultrasound
and confocal microscopy, having a greater penetration than confocal microscopy
and a higher resolution than ultrasound. Furthermore, OCT does not need physi-
cal contact with the sample. Upon comparing OCT to other imaging modalities,
their lack of resolution compared to OCT is striking (consider magnetic resonance
imaging and X-ray imaging for instance). Another advantage of OCT is the ability
to produce very small probes, which is highly relevant to endoscopic use, where a
fiber-optic implementation is also feasible.

Fig. 5.3 OCT and OCM compared to ultrasound and confocal microscopy regarding resolution
and penetration (note the log scale on both axes)
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Choice of Light Source

As already mentioned, the light source for OCT needs to emit a broad spectrum,
because this is equivalent to a short coherence length and thus a high depth res-
olution. Optical power, spectral shape and noise characteristics are also important
parameters (Brezinski 2006; Fercher et al. 2003).

Commercial turnkey sources are available, but only with a bandwidth that allows
resolution on the order of ~10um. Sources with larger bandwidths are desirable and
achievable on a research basis, i.e., using more complicated and expensive setups
that are not yet suitable for clinical use. As an example, a femtosecond laser pump-
ing a photonic crystal fiber has been used to achieve a resolution of less than 1 um
(Povazay et al. 2002). Note that, in this context, the same light sources can be used
for both TD-OCT and SD-OCT. A scanning laser is employed for SS-OCT, which is
also commercially available with a scanning range corresponding to a depth resolu-
tion of ~10um and a limited speed compared to state-of-the-art sources developed
in the research area. Compact and low-cost broadband sources (including scanning
lasers) are currently a highly active research area.

The choice of wavelength has an important influence on the imaging depth and
depends on the application. When light is propagating through tissue it is attenuated
by scattering and absorption. Light scattering decreases with wavelength, which is
an argument for choosing longer wavelengths. However, the absorption of light due
to the water content can be considerably higher at longer wavelengths, and so there
is a trade-off when choosing the wavelength. Another issue is dispersion, which is
the difference in the velocity of light for different wavelengths, which results in a
degradation in the depth resolution. In the case of water, for example, the dispersion
is zero for a wavelength of about 1,050 nm (Hillman and Sampson 2005). To image
the retina, center wavelengths in the range of 800—1,100nm are desirable for min-
imizing water absorption and dispersion in the outer part (Drexler et al. 1998). In
highly scattering tissue, such as skin, center wavelengths in the range of 1,300 nm
are typically employed, lowering scattering losses.

Functional OCT

Up to this point we have only considered the information represented by the ampli-
tude of backscattered light, also known as the structural OCT image. Functional
OCT adds additional information extracted from the measured signal. This includes
flow measurements (Doppler OCT), birefringence detection (polarization-sensitive
OCT) or spectroscopic information (spectroscopic OCT). Functional OCT can pro-
vide valuable knowledge of the sample that is not present in the structural OCT
image.
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Doppler OCT (DOCT)

The first system implementations acquired the velocity of the scatterers by ana-
lyzing a single A-scan (Chen et al. 1997; Izatt et al. 1997). Later, another method
was introduced that acquired more A-scans in the same transverse position. Upon
comparing these A-scans, the velocity of the scatterers can be found by finding the
displacement of the signal assuming that the time between two A-scans is known.
This method is known as sequential A-scan processing, and the advantage it has
over the former technique is an increased imaging speed, which allows real-time
Doppler imaging while retaining the capability of sub-mm s~! velocity sensitivity
(Zhao et al. 2000).

Flow information is also obtainable using laser Doppler imaging, but unlike
DOCT there is no depth resolution (Stucker et al. 2002). Using Doppler OCT
(DOCT) it is, for example, possible to rapidly visualize the embryonic vascular
system (Mariampillai et al. 2007). Even though it is the velocity parallel to the
beam direction that is measured, an absolute velocity determination without prior
knowledge of the flow direction has been achieved by analyzing the backscattered
light spectrum (Wu 2004). The flow information can be mapped in the same way as
structural OCT images using a grayscale palette, but it is typically shown in colors.
More commonly, however, DOCT is superimposed on the structural OCT image,
such that the flow information is shown in color and the structure in grayscale, mak-
ing it easy to assess flow relative to structure. Blood flow in the retinal vessels in
the human retina has been demonstrated (Yazdanfar et al. 2000). DOCT is expected
to be important for the diagnosis of a number of retinal diseases including glau-
coma and diabetic retinopathy, but research in this area is still at an early stage (van
Velthoven et al. 2007).

Polarization-Sensitive OCT (PS-OCT)

In general, light can be described as a transverse wave that allows two possible
independent directions for the plane of vibration. The direction of the vibrational
plane is known as the polarization plane (Hecht 1998). The velocity of light in
a medium is usually independent of the polarization. However, in some materials
the velocity depends on the polarization; these are referred to as “birefringent”
materials, or are said to exhibit birefringence (two indices of refraction). In bio-
logical tissues, it is usually highly organized tissue (for example, collagen fibrils)
that exhibits birefringence. The net effect of the propagation of light through a
birefringent material is a change in the direction of polarization with propagation
distance. Polarization-sensitive OCT (PS-OCT), first demonstrated with free-space
optics in 1992, is capable of measuring this change (Hee et al. 1992). Fiber-based
polarization-sensitive systems were later demonstrated (Saxer et al. 2000). PS-OCT
can be used to identify tissue that is birefringent and as a diagnostic tool for diseases
that break up the ordered structure, resulting in a loss of birefringence. In Brezinski
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(2006), examples and a more detailed interpretation of PS-OCT images is given. In
ophthalmology it has been suggested that PS-OCT could be used for a more pre-
cise determination of the retinal nerve fiber layer thickness, which is important for
glaucoma diagnosis (Cense et al. 2004).

Spectroscopic OCT

Light absorption at specific wavelengths is a signature of the sample composition.
The use of a broadband light source in OCT makes absorption profile measure-
ments of the sample possible, which is denoted spectroscopic OCT (Morgener
et al. 2000). Spectroscopic OCT combines spectroscopy with high-resolution imag-
ing (enabling mapping of the chemical structure), and becomes increasing relevant
with broader-bandwidth sources since it is more likely to coincide with certain rel-
evant or desired sample absorption spectra. The technique has been used to assess
the oxygen saturation level in blood (Faber et al. 2005).

Because OCT typically operates in the infrared region, elastic scattering is
actually more prevalent than absorption. Imaging separately with two different
wavelengths is another spectroscopic approach; this technique probes wavelength-
dependent scattering. A differential image can be constructed with increased con-
trast from these separate images (Spoler et al. 2007).

Optical Coherence Tomography in Ophthalmology

OCT was first applied in ophthalmology, and its use has expanded rapidly since the
introduction of the first commercial system in 1996. Eye diseases are common and
early diagnosis is important in many cases in order to avoid visual decline, making
high-resolution imaging relevant. Today OCT is widely used clinically because it
provides in vivo images of the retinal layers with higher resolution than possible with
any other technique. In order to image the retina and the optic nerve, penetration
through the outer ~0.5mm cornea is necessary, which requires a relatively weak
light focus (a long working distance), resulting in moderate transverse resolution.
With confocal microscopy, a weak focus inevitable leads to low depth resolution. On
the other hand, when OCT is used, the transverse and depth resolutions are indepen-
dent (see “Time-Domain OCT (TD-OCT)”, and imaging with moderate transverse
resolution does not affect the depth resolution, since this is determined by the band-
width of the light source. Therefore, OCT is capable of imaging the retina in vivo
with high depth resolution. Furthermore, no physical contact with the eye is needed,
in contrast to (for example) ultrasound.

Due to the commercialization and use of OCT as a clinical standard, this sec-
tion focuses primarily on the use of OCT in the clinic. The ongoing technical
development of OCT for ophthalmology is described in the last part of this section.
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Commercial OCT Systems for Ophthalmology

The first commercial OCT system that was applied to ophthalmology was intro-
duced to the market in 1996 (Carl Zeiss Meditec), and subsequent generations of
systems have improved resolution, speed and image handling software (see Fig. 5.2a
for the newest Zeiss Cirrus OCT system). More than 9,000 systems have been sold
by Zeiss (http://www.zeiss.ca), and more manufacturers have entered the market.
OCT is currently used in larger clinics, and it is spreading to smaller clinics as
well. Because the cornea mainly consists of water, a wavelength of 800 nm has
been preferred in order to minimize absorption (see “Choice of Light Source”). The
axial resolution is typically 5-10 um, sufficient to distinguish different layers in the
retina.

Retinal structures inaccessible with any other techniques can be detected with
OCT, which is the reason for its success in ophthalmology. OCT is the clinical stan-
dard for a number of retinal diseases, and is used on a daily basis in the clinic for the
diagnosis, monitoring and treatment control of, e.g., macular holes, age-related mac-
ular degeneration, glaucoma and diabetes. A recent review with a more complete
description of ophthalmic OCT can be found in van Velthoven et al. (2007).

Routine Examinations of the Retina Using OCT

Visualization of the layered structure of the retina is possible, as illustrated by the
OCT image of a healthy retina in Fig. 5.4. The fundus image of the retina shows
the fovea in the middle—the place with maximum visual resolution or power that
is used for example when reading. The right part of the image contains the optic
nerve, with nerve fibers and blood vessels running in and out of the retina. The white
bar corresponds to the position of the OCT scan shown in Fig. 5.4b (6 mm, 512 A-
scans). The innermost layer of the retina is the nerve fiber layer (top Fig. 5.4), where
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Fig. 5.4 (a-b) Images of a normal retina. (a) Fundus image with the white line indicating the posi-
tion of the OCT scan. (b) OCT image corresponding to the position of the white line in (a) (6 mm
wide). Red arrow, position of fovea; yellow arrow, nerve fiber layer; white arrow, retinal pigment
epithelium
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nerve fibers carrying the signal from the photoreceptors combine in a layer linked to
the optic nerve. The fovea contains the largest density of photoreceptors and is also
the thinnest part of the retina, being approximately 160 um thick. The nerve fiber
layer is highly reflective (red and white in Fig. 5.4b), while the photoreceptors are
less reflective (black and blue). In the outer part of the retina, the hyperreflecting
retinal pigment epithelium is seen anterior to the underlying Bruch’s membrane and
choroidea. Reproducible thickness measurements of the retinal nerve fiber layer can
be obtained from a range of 2D OCT images (Schuman et al. 1996). The thickness
of the nerve fiber layer is likely to be an important parameter in the early diagnosis
of glaucoma; currently diagnosis of glaucoma is only possible when visual damage
has happened (Medeiros et al. 2005). Furthermore, retinal thickness measurements
and the visualization of intraretinal and subretinal fluid are relevant to the diagnosis
and follow-up of age-related macular degeneration, a disease where an effective
treatment has been introduced worldwide over the last few years (Hee et al. 1996).
Macular holes developing around the fovea are also easily visualized using OCT,
which is useful because the ophthalmologist might not be able to diagnose a small
macular hole using standard methods (Puliafito et al. 1995).

Macular edema is caused by protein and fluid deposition and is often a con-
sequence of diabetes. It may reduce visual acuity, particularly when the edema is
close to the fovea. In Fig. 5.5, images from a diabetic patient are shown. In the case
of diabetes, the blood vessels become fragile, and the first sign is small bulges in
the blood vessels in the retina. Bleeding from vessels and leakage of plasma occurs
at a later stage of the disease. Because plasma contains proteins and lipids, deposi-
tions of these are often noticed. This is seen as the white spots on the fundus image
in Fig. 5.5 and as high reflecting areas in the OCT image. For the case shown in
Fig. 5.5, the leakage close to the fovea is very limited and the corresponding lipid
deposits on the fundus image are relatively faint, while the OCT image clearly shows
the highly reflecting deposit and an underlying shadow. The evaluation of possible
edema from fundus images or direct observation of the eye requires stereoscopic
techniques and is very difficult. This can be judged by examining the OCT image
instead. If edema is present, some of the fragile blood vessels can be closed by laser
treatment.

@ (b)

Fig. 5.5 (a-b) Images of the retina belonging to a diabetic patient. (a) Fundus image with the
arrow indicating faint protein precipitation close to the fovea. (b) OCT image of the retina where
the protein precipitation can easily be seen (white arrow)
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Fig. 5.6 (a-b) Images of the eye from a patient with a large edema. (a) Fundus image showing
the deposition of proteins as white spots (black arrow). (b) Corresponding OCT image which
clearly shows the edema (white arrow). The quality of the OCT image is reduced due to increased
scattering and absorption in the thickened retina
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Fig. 5.7 (a-b) Images from a patient with serous chorioretinopathy leading to a large, distinct
fluid accumulation, both subretinal (i.e., just anterior to the pigment epithelium) and a smaller,
dome-shaped, fluid accumulation posterior to the pigment epithelium. (a) Fundus image. (b) Cor-
responding OCT image clearly showing the presence of fluid accumulation anterior to the pigment
epithelium (white arrow) and posterior to the pigment epithelium (red arrow)

The images in Fig. 5.6 are acquired on a patient with a large edema in the retina,
and the visual power is degraded to a level that makes reading difficult. Many protein
depositions can be seen around the fovea (white spots) in the image. It is difficult
even for trained medical doctors to judge whether a thickening/edema is present and
if laser treatment is necessary. On the other hand, the OCT technique is capable of
visualizing the edema, and the retinal thickness before and after treatment is easily
assessed. When comparing new treatment techniques, it is important to quantify
their effects for optimization and comparison. This is possible using OCT.

Figure 5.7 shows another example of edema in the retina. In this case, the patient
is diagnosed with serous chorioretinopathy, a disease which seems to be related
to stress. In the fundus image in Fig. 5.7a it is very difficult to spot the slightly
difference in the red color of the retina. On the other hand, the edema is easily seen
in the OCT image, as indicated by the arrow in Fig. 5.6b. The fluid is seeping from
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the underlying choroidea through the retinal pigment epithelium and into the retina.
Moreover, there is also fluid under the retina, as seen to the right in the OCT image.

The cases shown here illustrate how OCT images provide a unique ability to
detect the fluid accumulation associated with a number of diseases that give rise to
completely different morphological changes.

Future Directions

OCT has just started its second decade as a commercial instrument for ophthalmo-
logic diagnostics and treatment control. Its rapid development is a sign of its clinical
relevance. This subsection deals with advances in OCT that can be expected to find
their way to the clinic during the second decade of this century.

When identifying retinal layers and determining layer thicknesses, a higher depth
resolution is advantageous. The visualization of more layers using a higher resolu-
tion has been demonstrated, but the light source setup needed is not yet suitable
for widespread clinical use (Ko et al. 2004). With the development of broadband
light sources suited to clinical use, it is expected that higher depth resolution will
be available in future commercial OCT systems. Attempts to improve the trans-
verse resolution are complicated by aberrations introduced by the cornea. The use
of adaptive optics can compensate for these aberrations to a certain degree (Hermann
et al. 2004; Zhang et al. 2005; Zawadzki et al. 2005).

Due to eye motion, faster image acquisition is preferable and can be achieved
using FD-OCT systems. The clinical advantages of using faster systems are not yet
fully apparent, since FD-OCT systems have only just been released commercially.
Fast systems makes 3D imaging possible, provide a more complete characteriza-
tion of the retina, and can yield better diagnostics and treatment control (Povazay
et al. 2007).

Traditionally a wavelength of 800 nm has been used to image the retina due to
the low absorption by water in this region. However, to increase the penetration,
it is advantageous to use a slightly longer wavelength (about 1,050nm), thereby
reducing the scattering (see “Choice of Light Source”). Moreover, the dispersion
is lower in this region, resulting in better preservation of the depth resolution. An
improved penetration of 200 um has been demonstrated at a center wavelength of
1,040 nm (Unterhuber et al. 2005).

The presence of speckle as a result of interference of light reflected from closely
spaced scatterers can reduce the contrast significantly and effectively blur the
image. Different techniques to suppress speckle noise, resulting in a better signal-to-
noise ratio and better delineation of retinal layers, have been demonstrated (Sander
et al. 2005; Jorgensen et al. 2007).

Polarization-sensitive OCT has recently been applied for retinal imaging (Cense
et al. 2002). The retinal nerve fiber layer exhibits birefringence, and a better estimate
of the thickness can be made by using PS-OCT to delineate the borders. Further-
more, it is known that (for example) glaucoma causes nerve fiber layer damage,
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so PS-OCT could potentially be used as a diagnostic tool for these diseases. Retinal
blood flow is an important parameter in the characterization of a number of diseases,
such as diabetes and glaucoma, and has been assessed with high spatial resolution
using Doppler OCT (Yazdanfar et al. 2000; White et al. 2003). Finally, changes
in the amount of backscattered light from the dark-adapted retina caused by light
stimulation have been demonstrated, thus improving our understanding of retinal
physiology and pathology (Bizheva et al. 2006).

Optical Coherence Tomography in Dermatology

Skin abnormalities can generally be identified by the naked eye. However, simple
visual inspection is highly dependent on operator skills and does not always allow
for high diagnostic accuracy. Furthermore, visual inspection only considers the sur-
face of the skin. For this reason, biopsy with subsequent histopathological analysis
is the reference standard for confirming clinical diagnosis and examining deeper
skin layers. However, biopsies can be time-consuming to perform, they are inva-
sive, and they have potential complications, which make it important to investigate
whether a noninvasive technology such as OCT can be used as a diagnostic tool in
dermatology.

Besides diagnosis, OCT may be potentially useful as a noninvasive monitoring
tool during treatment. Such monitoring would allow for more precise individual
adjustment of topical or systematic nonsurgical therapy. The main focus of OCT
in the area of dermatology is skin cancer, although OCT has also been studied in
relation to photodamage, burns, and inflammatory diseases such as psoriasis and
eczema.

Diagnosis of Skin Cancer Using OCT

The two major skin cancer types are malignant melanoma (MM) and nonmelanoma
skin cancer (NMSC). MM is less prevalent than NMSC, but MM exhibits high mor-
tality and increasing incidence [in 2003, according to data from the US Surveillance,
Epidemiology, and End Results (SEER) registry, it was es