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Foreword

This Festschrift documents a portion of the contributions of Gerald Thomas Heydt

to the electrical engineering profession and, specifically, the field of electric power

engineering. These contributions are as unique as the man himself, who is known

for professionalism, innovation, responsiveness, and so many more attributes that

continue to emerge as time goes on. On this occasion of Jerry’s 70th birth year, the

authors of this Festschrift have provided clear highlights of his work in harmonics

and power quality, advanced control of energy and power systems, new T&D

technologies, and most importantly his education of students. His pioneering

work on stochastic methods is surfacing now in the context of uncertainty due to

renewable resources, hybrid vehicles, and demand participation.

This strong collection of ideas and accomplishments lacks depth in one signif-

icant topic—service. Jerry Heydt performs professional service with great vigor and

dedication. He knows that paper reviews, proposal reviews, committee participa-

tion, letter writing, and leadership are critical to the growth and prosperity of a

profession. In addition, he has made it clear to the young people in our profession

that service is a key factor in all of the other aspects of our work including education

and research. His service to his students, fellow faculty, and our profession is

nothing short of spectacular in every dimension.

Peter W. Sauer

W. W. Grainger Chair Professor in Electrical Engineering

University of Illinois at Urbana-Champaign

Champaign, IL, USA
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Preface

It is a great honor and pleasure to present this Festschrift honoring Regents’

Professor Gerald Thomas Heydt on the occasion of his 70th birthday. Jerry Heydt

is a colleague, teacher, mentor, and above all a friend. He has made pioneering

contributions in the area of electric power systems. His main technical achieve-

ments and accolades span three key areas: electric power quality, electric power

transmission, and electric distribution networks. Over the last four decades, he has

made lasting contributions in power engineering research and education that have

profoundly impacted the field.

Gerald Thomas Heydt was born in 1943 in New York City. He graduated from

the Bronx High School of Science in 1960. Prof. Heydt obtained his Bachelor of

Engineering in Electrical Engineering from the Cooper Union in New York—a

highly selective institution of higher education that offered full tuition scholarship

to its students—in 1965. He then earned his Master of Science in Electrical

Engineering and the Doctor of Philosophy from Purdue University in West Lafa-

yette, Indiana, in 1967 and 1970, respectively. After his Ph.D, he joined the faculty

of Purdue University, where he became Professor in 1980. During this period, he

also worked briefly for the Commonwealth Edison in Chicago, Illinois. In 1990, he

served as the Program Manager of the Power System program at the National

Science Foundation in Washington DC. In 1994, he moved to Arizona State

University (ASU) in Tempe, Arizona, where he also became the Site Director of

the NSF Center for the Power Systems Engineering Research Center (PSERC). In

2002, Prof. Heydt was named Regents’ Professor at ASU, the highest professorial

rank in the University, recognizing both his technical and educational contributions

to the University and the society. In 2009, he also became the Site Director of a

National Science Foundation engineering research center called the Future Renew-

able Electric Energy Distribution and Management Center.

Professor Heydt’s pioneering work in the area of power quality revolutionized

the thinking of the power industry and led utilities and organizations to focus on the

quality of the electric power supplied to the customer and to seek ways to alleviate

the numerous problems in this area. His book on power quality was the only
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resource on this topic for a long time and is now the most cited resource in power

quality. Today, power quality is a “hot” topic and a tremendous research effort

around the globe is directed in this area. Gerald Heydt is credited with pioneering

the initial research efforts in power quality research.

Numerous organizations have recognized Professor Heydt for his academic and

research work. In 1997, Heydt was elected to the US National Academy of

Engineering (NAE) for “contributions to the technology of electric power quality.”

Election to NAE is considered the highest distinction conferred to an engineer. In

1991, he was elected a Fellow of the Institute of Electrical and Electronics Engi-

neers (IEEE) “For leadership in electric power engineering education and research

on harmonic signals in electric power systems.”

Professor Heydt is a passionate educator. He played a key role in resurrecting the

activities of the IEEE Power and Energy Society (PES) Power Engineering Edu-

cation Committee (now renamed the Power and Energy Education Committee). He

is also an outstanding mentor and advisor. His teaching philosophy and contribu-

tions to power engineering education led the IEEE Power and Energy Society to

recognize him with the IEEE PES Outstanding Power Engineering Educator award

in 1995. Ethics and honesty in research and in his life are some of his distinguishing

characteristics. These values are instilled in his students, colleagues, and

collaborators.

This book is the result of a very successful event organized on Sunday, October

13, 2013 at Arizona State University: the Gerald T. Heydt Festschrift Symposium.

The symposium included presentations from leading researchers whom Professor

Heydt has mentored and collaborated with over the past four decades in power

quality and electrical power systems. During this symposium, organized in con-

junction with his 70th birthday, Professor Heydt was honored for his four decades

of industry-changing innovation, scholarship, mentoring, and teaching in electric

power engineering.

The book aims at presenting key advances in the three research areas where Prof.

Heydt has had outstanding contributions. Some of the chapters describe work that

Prof. Heydt was directly involved with, while other chapters are motivated by his

research. Peter W. Sauer, the W. W. Grainger Professor of Electrical Engineering at

the University of Illinois at Urbana-Champaign and fellow member of the NAE,

introduces the book in the foreword. Prof. Sauer is a longtime collaborator and one

of the first Ph.D. graduates of Professor Heydt.

The book comprises nine chapters. Chapters 1 and 2 focus on Power Quality.

Chapter 1 introduces power system harmonics and discusses the injection of

harmonic currents from nonlinear loads into distribution systems. Methods for

harmonic analysis and algorithms for harmonic power flow study are also

discussed. Chapter 2 describes a classification tool, based on a meta-heuristic

algorithm, that is used for the classification of power quality disturbances.

Chapters 3–6 describe work in Transmission Engineering. Chapter 3 provides

the experiences from five different projects that were collaboratively completed by

Salt River Project and the team of Prof. Heydt at ASU. The projects investigated the

application of synchrophasor technology in several aspects of wide area monitoring
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of power systems and in the parameter identification of synchronous machines.

Chapter 4 introduces the reliability and availability analysis of wind and solar

generation. Chapter 5 demonstrates the use of the geographical information system

coordinates to aid in the calculation of unscheduled flows in wide-area power grids.

The impact of wind variability on unscheduled flows is also investigated. Chapter 6

investigates the transmission expansion planning in modern power systems. The

process for this complex decision-making process is outlined and mathematical

models are described.

Chapter 7 provides an overview of the progress of automation in distribution

systems and discusses several contemporary issues that are relevant for the modern

distribution systems. This chapter also presents a detailed discussion of distribution

automation functions, together with a cost-to-benefit analysis.

Chapters 8 and 9 focus on research, education, service, and workforce develop-

ment in power engineering. Chapter 8 gives a personal account of the impact of

Prof. Heydt to research, education, and service, as well as of his impact to the lives

and careers of his colleagues. Chapter 9 provides the results of a regional labor

market and workforce study that concentrated on electric power employers. The

study aimed at looking into issues such as the aging utility workforce, retirements,

and challenging population trends and made relevant conclusions and recommen-

dations for the labor and skill gaps in the electric power industry.

It was our honor and privilege to organize the Gerald T. Heydt Festschrift

Symposium in 2013. We hope the readers of this festschrift will find the chapters

useful for their research and education.

Sincerely,

Elias Kyriakides, Siddharth Suryanarayanan, and Vijay Vittal
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Memories from the Symposium

Prof. Heydt with attendees of the symposium
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The night before the symposium at Frank Kush Field for a Sun Devil’s game
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Prof. Heydt with some of the symposium attendees
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Chapter 1

Power System Harmonics

Surya Santoso and Anamika Dubey

1.1 Introduction

Electric power quality defines and quantifies the characteristics and quality of

electric service. The specific definition of power quality can vary among different

utilities and customers, therefore, there is no universal agreement over the defini-

tion of power quality and its scope. In general, electric power quality is measured

and quantified as a function of deviation in the rated magnitude or electrical

frequency of the load voltage or supply current waveforms. Therefore, an electric

supply is said to be of poor power quality if the load voltage or supply current

deviates from its rated magnitude and waveshape, or if the frequency composition

of the sinusoidal voltage or current waveform changes. This broad definition also

includes power system outages, which is generally a reliability concern in trans-

mission and distribution operations. However, a momentary outage caused by the

operation of overcurrent protection devices in clearing temporary faults is consid-

ered as a power quality issue.

Since a major part of power system engineering is concerned with the improve-

ment of the quality of power supply, the term power quality can encompass topics

ranging from traditional transmission and distribution engineering (e.g., substa-

tion design, grounding, etc.) to power system protection and power system

planning. However, generally power quality phenomenon refers to the measure-

ment, analysis, and improvement of voltage and current waveforms, so as to

maintain the power supply (voltage and current) as a sinusoidal waveform at

rated magnitude and frequency. This definition includes all momentary
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phenomenon leading to problems in regulation and frequency of the power

supply. For the scope of this chapter, we will restrict our discussion to the

problems primarily relating to bus voltage and current waveshape and frequency

characteristics. Several nonlinear loads such as rectifiers, adjustable-speed drives

(ASD), and fluorescent lamps inject nonlinear current into the distribution circuit

and may distort the sinusoidal load voltage and supply current waveforms. The

distortions in the waveshape of the electric supply are measured in terms of

harmonics. The harmonic components, which are integral multiples of the funda-

mental frequency, injected by nonlinear loads, modify the frequency characteris-

tics of the power supply.

The objective of this chapter is to introduce the topic of power system

harmonics and to discuss approaches used to analyze the distribution circuit in

the presence of nonlinear loads. The chapter begins with an introduction on power

system harmonics, harmonic sources, and their effects on the distribution system.

Next, power system quantities are defined under non-sinusoidal operating condi-

tions and commonly used power system indices used to measure harmonic

distortions are defined. The characteristics of nonlinear loads injecting harmonic

currents into the distribution system are discussed next. Because network com-

ponents are generally modeled at the fundamental power frequency, their opera-

tional characteristics and circuit models are developed under non-sinusoidal

conditions. Next, methods for harmonic analysis and algorithms for harmonic

power flow study are discussed. Finally, harmonic filters used to mitigate har-

monic concerns in the distribution grid are discussed. Note that the material for

this chapter is primarily taken from the book Electric Power Quality written by

Dr. Heydt [1]. He has done seminal work in the area of power quality, particularly

in power system harmonics and harmonic power flow study [1–8]. His algorithms

for harmonic power flow study were some of the first in this field. This chapter is a

humble tribute to his valuable contribution in the area of power quality and power

system harmonics.

1.2 Harmonics in Power Systems

This section introduces the problem of harmonics in power systems and their effects

on distribution system power quality. Several power system quantities that measure

and quantify power system harmonics are also discussed. Power system harmonics

are typically introduced into the distribution system in the form of currents whose

frequencies are the integral multiples of the fundamental power system frequency.

These currents are produced by nonlinear loads, such as arc furnaces, rectifiers,

fluorescent lamps, and electronic devices, which may distort the voltage and current

waveforms. A high level of power system harmonics may lead to serious power

quality problems.

In general, the power quality problems associated with harmonic distortions are

caused by current distortions produced by nonlinear loads and thus originate at the

2 S. Santoso and A. Dubey



customer load locations. The distorted current, which is also referred to as harmonic

current, then interacts with the utility supply system impedance causing distortions

in the load voltage and current, thus adversely affecting other users connected to the

distribution system. Therefore, the nonlinear loads present in the distribution

system result in a non-sinusoidal and periodic load current, which on interaction

with the system impedance results in a non-sinusoidal periodic load voltage. Both

non-sinusoidal voltage and current can be expressed as a weighted sum of sinu-

soids, whose frequencies are integral multiples of the fundamental frequency. This

expression is called Fourier series expansion and the higher order frequency terms

in the Fourier series are termed harmonics. Note that these harmonics are integral

multiples of the fundamental frequency.

Let, i(t), be the distorted current waveform of time period T. The current

waveform is expressed as a Fourier series, given by (1.1).

iðtÞ ¼ a0 þ
X1
n¼1

an cos ðnω1tÞ þ bn sin ðnω1tÞ½ �, ð1:1Þ

where ω1 ¼ 2π
T , and n is the harmonic order.

a0 ¼ 1

T

ZT
0

i tð Þdt

an ¼ 2

T

ZT
0

i tð Þ cos nω1tð Þdt

bn ¼ 2

T

ZT
0

i tð Þ sin nω1tð Þdt:

ð1:2Þ

In general, even order harmonics do not exist in a three-phase power system. The

even order harmonics only originate when a current waveform is asymmetrical

along the time axis. Since loads in the power system mostly inject symmetrical

current, except for few nonlinear single-phase loads, such as rectifiers and fluores-

cent lamps, even order harmonic components are significantly smaller than the odd

order harmonic components. Therefore, for power system harmonic analysis, the

distorted current waveform can be expressed as a weighted sum of only odd order

harmonics (1.3).

iðtÞ ¼ I1 sin ðω1tÞ þ
X1

n¼3, 5, 7, ...
In sin ðnω1tÞ: ð1:3Þ

Next, we will discuss power system quantities used for harmonic analysis.

The power system quantities, such as root-mean-square (rms) value, apparent

1 Power System Harmonics 3



power, and power factor, are originally defined at the fundamental frequency.

In the presence of the nonlinear loads, with non-sinusoidal load voltages and

currents, the power system quantities need to be redefined. In the following

section, important power system quantities are redefined under non-sinusoidal

conditions [9].

1.2.1 Root-Mean-Square

For a sinusoidal current waveform, iðtÞ ¼ I1 sin ðω1tþ θ1Þ, the rms value is given in

(1.4), where Irms is the rms value of the current waveform.

Irms ¼ 1ffiffiffi
2

p I1: ð1:4Þ

Under non-sinusoidal conditions, the current waveform can be expressed using

the Fourier series expansion, given by (1.5).

iðtÞ ¼ I1 sin ðω1tþ θ1Þ þ
X1

n¼3, 5, 7, ...
In sin ðnω1tþ θnÞ: ð1:5Þ

The rms value of the current waveform in (1.5) is given by (1.6).

Irms ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

2

X1
n¼1, 3, 5, ...

I2n

s

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I1ffiffiffi
2

p
� �2

þ I3ffiffiffi
2

p
� �2

þ I5ffiffiffi
2

p
� �2

þ � � �
s

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I21
2
þ 1

2

X1
n¼3, 5, 7, ...

I2n

s

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2rms1

þ I2rmsH

q
:

ð1:6Þ

Similarly, rms voltage under non-sinusoidal conditions is given by (1.7).

Vrms ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2
1

2
þ 1

2

X1
n¼3, 5, 7, ...

V2
n

s

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2
rms1

þ V2
rmsH

q ð1:7Þ
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1.2.2 Power in Non-sinusoidal Conditions

Next, a brief review of the active and reactive power in the presence of harmonics is

presented. Consider a voltage υ(t) and current i(t) expressed in terms of their

harmonic components:

υðtÞ ¼ V1 sin ðω1tþ ϕ1Þ þ
X1

n¼3, 5, 7, ...
Vn sin ðnω1tþ ϕnÞ

iðtÞ ¼ I1 sin ðω1tþ θ1Þ þ
X1

n¼3, 5, 7, ...
In sin ðnω1tþ θnÞ:

ð1:8Þ

Apparent Power (S) is defined as

S ¼ VrmsIrms: ð1:9Þ

Using the expression for rms current and voltage as defined in (1.6) and (1.7),

S is given by (1.10).

S2 ¼ V2
rmsI

2
rms

¼ V2
rms1

þ V2
rmsH

h i
I2rms1

þ I2rmsH

h i
:

ð1:10Þ

On expanding the expression for the apparent power (1.10), we obtain

S2 ¼ V2
rmsI

2
rms

¼ V2
rms1

I2rms1
þ V2

rms1
I2rmsH

þ V2
rmsH

I2rms1
þ V2

rmsH
I2rmsH

:
ð1:11Þ

Next, using the expression derived in (1.11), several power expressions are defined

under non-sinusoidal operating condition.

Fundamental Apparent Power (S1) is defined as

S1 ¼ Vrms1 Irms1 : ð1:12Þ

And fundamental active power (P1) and reactive power (Q1) are given by

P1 ¼ S1 cos ðϕ1 � θ1Þ
Q1 ¼ S1 sin ðϕ1 � θ1Þ:

ð1:13Þ

Non-fundamental Apparent Power (SN) is observed in the system due to the

interaction of current and voltage distortions. The expression of non-fundamental

apparent power (SN) is given as follows

1 Power System Harmonics 5



S2N ¼ V2
rms1

I2rmsH
þ V2

rmsH
I2rms1

þ V2
rmsH

I2rmsH

¼ S2CDP þ S2VDP þ S2H,
ð1:14Þ

where

SCDP ¼ Current distortion power

SVDP ¼ Voltage distortion power

SH ¼ Harmonic apparent power:

ð1:15Þ

Current Distortion Power (SCDP) is observed due to the interaction of the

harmonic component of current with the fundamental voltage component. As

shown in (1.16), SCDP is expressed as the product of rms value of harmonic current

and fundamental voltage component.

SCDP ¼ Vrms1 IrmsH

¼ Vrms1 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX1
n¼3, 5, 7, ...

I2rmsn

s
:

ð1:16Þ

Similarly, Voltage Distortion Power (SVDP) is defined as the product of rms

value of harmonic voltage and the rms value of fundamental current (1.17).

SVDP ¼ VrmsH Irms1

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX1
n¼3, 5, 7, ...

V2
rmsn

s" #
� Irms1 :

ð1:17Þ

Harmonic Apparent Power (SH) is defined as the product of harmonic com-

ponents of non-sinusoidal voltage and current (1.18).

SH ¼ VrmsH IrmsH

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX1
n¼3, 5, 7, ...

V2
rmsn

s" #
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX1
n¼3, 5, 7, ...

I2rmsn

s" #
:

ð1:18Þ

Using the expression for SH, total harmonic active power PH and total harmonic

nonactive power NH are defined (1.19).

PH ¼
X1

n¼3, 5, 7, ...
Pn

¼
X1

n¼3, 5, 7, ...
Vrmsn Irmsn cos ðϕn � θnÞ

NH ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
S2H � P2

H

q
:

ð1:19Þ
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1.2.3 Power Factor

For the sinusoidal case, the power factor is given by

PF ¼ P1

S1
, ð1:20Þ

where P1 and S1 are fundamental active and apparent power, respectively.

Under non-sinusoidal conditions, the power factor takes both fundamental and

harmonic power into account. Therefore, the power factor with current and voltage

harmonics in the system is defined as the ratio of the total active power at all power

frequencies and the total apparent power (1.21).

PF ¼ P

S
¼ P1 þ PH

S
, ð1:21Þ

where P1 is the fundamental active power, PH is the total harmonic active power,

and S is the total apparent power.

1.2.4 Total Harmonic Distortion

Total harmonic distortion (THD) is one of the classical power quality indices used

to measure distortions in current and voltage waveforms. For a periodic waveform

of period T¼ 2π/ω, the THD of the waveform is defined as the ratio of rms value of

the harmonics components (VrmsH ) and the fundamental component (Vrms1 ). The

current and voltage THD are defined in (1.22).

THDV ¼ VrmsH

Vrms1

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX1

n¼2
V2
rmsn

q
Vrms1

THDI ¼ IrmsH

Irms1

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX1

n¼2
I2rmsn

q
Irms1

ð1:22Þ

THD is generally expressed as a percentage. The THD of either the voltage

or the current waveform can be calculated to analyze the harmonic distortion in the

quantity under consideration. The THD can be readily calculated to quantify

harmonic distortion, however, the information of the full frequency spectrum

is lost.

1 Power System Harmonics 7



1.2.5 Total Demand Distortion

The total demand distortion (TDD) index is a measure of current distortion. TDD is

defined as the ratio of rms value of harmonic component of the current waveform

and the maximum load current (IL).

TDD ¼ IrmsH

IL
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX1
n¼2

I2rmsn

q
IL

, ð1:23Þ

where the maximum load current is defined as

IL ¼ PDffiffiffi
3

p � PF� kVLL

: ð1:24Þ

Here, PD is the average peak load demand measured over a year, PF is the average

billed power factor, and kVLL is line-to-line voltage measured at the load.

1.2.6 Distortion Index

The distortion index (DIN) is a commonly used standard to quantify the voltage and

current harmonic distortions, outside North America. It is defined as follows:

DIN ¼ VrmsH

Vrms

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX1

n¼2
ðVrmsnÞ2

q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX1

n¼1
ðVrmsnÞ2

q : ð1:25Þ

The relationship between DIN and THD is given as in (1.26).

DIN ¼ THDVffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ THD2

V

q : ð1:26Þ

1.3 Sources of Harmonics

The harmonic distortions occur at load buses connected to nonlinear loads. These

buses are modeled as sources of harmonic signals, injecting harmonic currents into

the distribution circuit. The nature of the harmonic signal depends upon the type of

nonlinearity introduced by the load. Thus, a fluorescent lamp would not have the

same voltage–current-frequency characteristics as a rectifier. This section presents
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a review on the devices likely to induce harmonic distortions into the power system,

and the characteristics of the harmonic currents produced by such devices.

1.3.1 Single- and Three-Phase AC/DC Power Converters

Power converters are devices capable of converting electrical energy from one

frequency to another, typically from AC to DC or vice versa. Rectifiers and

inverters convert AC to DC and DC to AC, respectively. Figure 1.1a shows a

simple single-phase rectifier. Let transformer T1 and diode D1 be ideal elements.

Diode D1 will conduct when

v2ðtÞ > 0: ð1:27Þ

The current and voltage waveforms i2(t) and v2(t) generated by the single-phase

rectifier are shown in Fig. 1.1b. The Fourier series for the voltage and current

waveforms produced by the single-phase rectifier shown in Fig. 1.1a are given by

(1.28) and (1.29).

v2ðtÞ ¼ sin ðtÞ: ð1:28Þ

i2 tð Þ ¼ 1

π
þ 1

2
sin tð Þ � 2

π

X1
n¼1

1

4n2 � 1
cos 2ntð Þ: ð1:29Þ

t

i1 i2

v1 v2 vL

D1

+

− − −

+ +

T1

1.0 Ω

a

b

Fig. 1.1 (a) Simple ideal single-phase rectifier. (b) Corresponding voltage and current waveforms

on the DC side
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Next, Fig. 1.2a shows a more complex single-phase rectifier known as a half-

wave rectifier. This circuit had been widely used in radio receivers and other

communication equipment. This configuration is superior to the rectifier shown in

Fig. 1.1a, as it does not produce any DC in the average magnetic flux produced by

the secondary winding. Therefore, the transformer does not get biased by the DC

value and the core saturation is avoided. Secondly, this configuration results in a

smoother DC waveform as shown in Fig. 1.2b, thus facilitating easy filtering.

If the rectifier load is purely resistive, diode D1 will be on for 0< t< π, and
diode D2 will be on for π< t< 2π. If no filtering is used, current i1 will be

sinusoidal. If filtering is used, the resulting current is shown in Fig. 1.2c. The

value of α will depend upon the RC time constant of the filter. If C is too large, α
will approach 2π; if C is too small, α will be closer to zero. Furthermore, current

i1(t) can be expressed as the Fourier series given in (1.30).

t

t

i1

v1 vdc

D1a

b

c

+

−

+

−

i2

D2

1
1

1

i 2

Fig. 1.2 (a) Half-wave single-phase rectifier. (b) DC circuit voltage for the half-wave single-

phase rectifier. (c) Primary current for the half-wave rectifier
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i1 tð Þ ¼ 1

π
π � 2α� sin 2α½ � sin t� 1

6π
2 sin 2αþ sin 4α½ � sin 3tþ � � � : ð1:30Þ

Three-phase power converters are superior to their single-phase counterpart, as

they do not generate third harmonic currents. However, they still generate harmonic

currents at their characteristic frequencies. Here, the characteristic frequencies are

the integral multiples of the fundamental frequency, present in the Fourier series

expansion of the converter’s AC side current.

Figure 1.3 shows a three-phase six-pulse power converter, which is most com-

monly used in the 2–1,000 kVA range, with voltage rating ranging from 220V to

13.8 kV. This power converter can be operated as a line-commutated unit or a

forced-commutated unit, where diodes can be silicon-controlled rectifiers (SCR) or

gate turn-off (GTO) thyristors. In forced-commutated units, control signals are used

to turn on the switches (SCR or GTO), while the supply voltage determines the turn-

off point. For a line-commutated unit, the phase A current, ia, follows phase A

voltage, van, when phase A voltage is the smallest of the three-phase voltages. The

other phase currents are generated similarly. All three-phase currents and voltages

for the three-phase six-pulse converter are shown in Fig. 1.4.

ia

idc

ib

ic

A

B

C

Load

+

−

Fig. 1.3 Three-phase six-pulse power converter
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The operating principle for the three-phase six-pulse converter is as follows. For

a time period of 0 < θ < π
3
, the current ia flows in the positive leg of the DC circuit.

At θ ¼ π
3
, the current path changes from phase A to phase B. This is referred to as

commutation (see Fig. 1.5). Commutation is generally not instantaneous and is

typically in the range of 0.05–1.4ms. The practical effects of commutation relate

to the harmonic impacts of the commutator. The details on commutation effects can

be found in [1].

Next, the characteristics of the harmonics produced by the rectifier are discussed.

The waveshapes of the phase currents are analyzed and Fourier series expansion is

performed. The phase currents (ia(t), ib(t), ic(t)), shown in Fig. 1.4, appear on both

the primary and secondary sides of the transformers. This is because the DC

Van

la

la

lb

lb

lc

lc

la

commutation
Vbn Vcn

DC current shown as bold line

t

t

a b

Fig. 1.4 (a) Voltages in three-phase six-pulse power converter. (b) Corresponding three-phase

currents [1]

A

B

C

DC
load

DC
load

A

B

C

Prior to commutation During commutation 

Fig. 1.5 Equivalent circuits of the three-phase six-pulse power converter, before and during

commutation [1]
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components of the currents are absent. High inductance of the DC circuit causes Idc
to be fixed. The Fourier series of the phase A current is given by

iaðtÞ ¼ 2
ffiffiffi
3

p

π
cos tþ 2

ffiffiffi
3

p

π

X1
n¼1

ð�1Þn
6n� 1

cos 6n� 1ð Þtþ ð�1Þn
6nþ 1

cos 6nþ 1ð Þt
� �

:

ð1:31Þ

Clearly, the ideal six-pulse three-phase converter with Ldc¼1 will induce

harmonic currents on the AC side of the order of only, 6n� 1, n ¼ 0, 1, . . ., termed

characteristic harmonics.

1.3.2 Rotating AC Machines

Generally the pole faces of rotating electric machines are designed such that the low

order harmonics in the supply will cancel. Depending upon the machine type, the

harmonic cancelation can be done for up to the 11th-order harmonics. Furthermore,

due to symmetry, AC machines produce no even order harmonics.

1.3.3 Fluorescent Lightning

Fluorescent lamps are very efficient sources of lighting because unlike incandescent

lamps they do not dissipate much energy as heat. Therefore, the electrical energy

supplied to the lamp is converted very efficiently to light. The fluorescent lamp

works on the principle of gas ionization. Prior to when the gas in the fluorescent

tube ionizes, the tube is an open circuit. After the gas ionization, the tube voltage

drops dramatically. The exact V–I characteristics of the tube depends upon the

length of the tube, the pressure, and type of gas. This is shown in Fig. 1.6. Figure 1.6

also shows that the current waveform i(t) is rich in third-order harmonics.

Vi
Vi

V

I
I(t)

t

−

Fig. 1.6 V–I characteristics of a typical fluorescent lamp [1]
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Next, we will discuss the harmonic analysis of the current waveform produced

by the fluorescent lamp. In the literature, three different approaches are used to

calculate current in a fluorescent lamp [1]. In the first approach, a nonlinear

resistance model for the tube is used to approximate the current waveform. Using

a nonlinear resistance model, the current i(t) can be represented as a nonlinear

function of the voltage vf, as shown in (1.32).

i ¼ f ðv f Þ ¼ A0 þ A1v f þ A2v
2
f þ � � � : ð1:32Þ

Another method calculates the current by applying Kirchhoff’s voltage law to

the equivalent circuit model for the fluorescent lamp, shown in Fig. 1.7. On

applying Kirchhoff’s voltage law to this circuit, we obtain

vs tð Þ ¼ d

dt
LðiðtÞÞiðtÞð Þ þ v f tð Þ

v f tð Þ ¼ vs tð Þ � d

dt
L f ðv f ðtÞÞ
� � ð1:33Þ

The current is obtained by iteratively solving differential equations given by (1.33).

However, this method has convergence issues.

The third method calculates the current by simply using the measured historical

data for the current harmonics produced by a fluorescent lamp. However, this

approach is data intensive and the results are subject to question. Typical current

harmonic amplitudes in a single-phase fluorescent lamp circuit are shown in

Table 1.1.

vf

vs

R = f(vf)
i

L(i)

Fig. 1.7 Nonlinear

equivalent circuit of a

fluorescent lamp

Table 1.1 Current harmonics in a florescent lamp

Harmonic Amplitude Harmonic Amplitude

1 1.00 6 0.01

2 0.04 7 0.05

3 0.20 8 0.00

4 0.01 9 0.06

5 0.10 10 0.00
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1.3.4 Overexcited Transformer

Overexcited transformers result in harmonic voltages. In addition, the harmonic

impact of the overexcited transformer increases with the increase in the degree of

overexcitation. Overexcitation of the transformer results in a clipped sine waveform

as shown in Fig. 1.8. To understand the harmonic impact, the Fourier series of the

clipped voltage waveform (with clipping starting at angle θ) is discussed. Note that
the Fourier series only consists of sine terms, with coefficient of the nth harmonic

given by bn.

bn ¼ Vm

π

sinððn� 1ÞθÞ � sinððn� 1Þðπ � θÞÞ
n� 1

�

þ sinððnþ 1Þðπ � θÞÞ þ sinððnþ 1ÞθÞ
nþ 1

�

þ Vm

π

2ðsinðθÞ cosðnθÞ � sinðθÞ cosððπ � θÞnÞÞ
n

� �
, n 6¼ 1:

ð1:34Þ

The coefficient of the fundamental component is given by

b1 ¼ 2Vm

π
θ þ cosðθÞ sinðθÞð Þ ð1:35Þ

1.3.5 Transformer Magnetization Current

Non-sinusoidal magnetizing current is also a source of harmonics in transformers.

Transformer magnetizing current depends upon the third harmonic component. At

full load, the amplitude of magnetizing current is below 2 % of the rated current. At

low load or light load, the harmonic distortions in the magnetizing current can be

well above 30 %. Figure 1.9 shows a typical characteristic of the harmonic content

of the magnetizing current vs. the magnetic flux density (B) for different harmonic

orders. From the figure, the harmonic content of the magnetizing current is a

v(t)

θ π
2

Vm
c

c

c−

t

Fig. 1.8 Saturated

transformer terminal

voltage [1]
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nonlinear function of the magnetic flux density (B), and the harmonic order (h). The
harmonic distortion due to a particular harmonic order (h) depends upon the

transformer design. Furthermore, it can be observed from Fig. 1.9 that the trans-

formers with their nominal design conditions located closer to the knee of the B-H
curve will record a higher harmonic distortion. In other words, transformers nom-

inally operating closer to the saturated region may record higher harmonic

distortions.

1.3.6 Adjustable-Speed Drives

Adjustable Speed Drives (ASD) are power electronics based controllers used to

control the speed of a rotating machines. These drives have been deployed in micro-

machines, household applications, and in commercial and industrial applications,

thus having a control range from microwatts up to megawatts. In many applications

ASDs help in reducing active power, thus decreasing the peak load demand and

increasing the energy efficiency. ASDs also increase the efficiency of the machine

and thereby improve the machine’s coefficient of performance (COP). For example,

in a residential ASD heat pump, the three-phase variable speed controller is used to

adjust the machine’s operating point while aiming to maximize the COP. Since

maximum COP is targeted by the ASD’s control mechanism, the energy efficiency

of the heat pump increases significantly. Of course, the increased energy efficiency

comes with the cost of increased harmonic distortion in the distribution system. The

THD in the demand current can increase to as high as 70 %, thus severely affecting

the distribution system power quality.

300
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Fig. 1.9 Harmonic content of transformer magnetizing current [1]
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Several ASDs, controlling the speed of DC and AC machines and their impacts

on the distribution power quality, are discussed in [1]. The book includes a detailed

account on the circuit, control mechanism, and applications of various ASDs. The

drives discussed in the book include DC machine drives, AC variable frequency

drives, AC variable voltage drives, and AC slip recovery drives. Since the control as

well as the operational mechanism is based on power electronic circuits, these

drives inject significant harmonic currents into the system, resulting in power

quality issues. A summary of the power quality issues caused by the most com-

monly used ASDs is presented in Table 1.2.

1.4 Networks and Component Modeling

This section covers the modeling of power system components in the presence of

harmonics. Electric circuits are primarily modeled using two matrix formulations:

bus admittance matrix (Ybus) and bus impedance matrix (Zbus). The general form of

bus admittance matrix (Ybus) is calculated by applying Kirchhoff’s current law at

Table 1.2 Power quality impacts of commonly used adjustable-speed drives (ASDs) [1]

ASD type AC line current Harmonics PQ impacts

AC

variable

voltage

Variable

voltage

constant

frequency

Sine wave at power

frequency modu-

lated by square

wave

All multiples of power

frequency

High

AC

variable

frequency

Series and

parallel

chopper

(1) Chopped sine

wave or

(2) 6- or 12-pulse

rectifier

(1) All multiples of funda-

mental frequency plus

multiples of asynchronous

frequency, or

(2) pn � 1

(1) High, or

(2) moderate

Cyclo

converter

Asynchronously

chopped sine wave

Multiples of fundamental and

cycloconverter frequency

High

Rectifier

and pulse

modulator

6- or 12-pulse

rectifier

pn � 1 Moderate

DC DC

machine

drive

6- or 12-pulse

rectifier

pn � 1 Moderate

AC slip

recovery

Rotating

Kramer and

Scherbius

Sine wave Fundamental only None

Static

Kramer

6- or 12-pulse rec-

tifier in rotor

pn � 1 Moderate

Static

Scherbius

Asynchronously

chopped sine wave

in rotor

Multiples of fundamental and

cycloconverter frequency

Moderate to

high
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each node (bus). The expression after applying Kirchhoff’s current law at a node i in
a general distribution network is given by (1.36).X

j

yij vi � v j

� �� ii ¼ 0, ð1:36Þ

where yij is the line impedance between nodes i and j, vi and vj are voltages at nodes

i and j, respectively, and summation is carried out over all buses ( j) present in the

network.

Let the individual bus to ground voltage and currents injected at each node in the

network be given by

Vbus ¼

v1
v2
⋮
vn

0
BBBBB@

1
CCCCCA Ibus ¼

i1
i2
⋮
in

0
BBBBB@

1
CCCCCA, ð1:37Þ

where n is the total number of buses.

Then using Kirchhoff’s current law it is possible to write

Ibus ¼ YbusVbus: ð1:38Þ

Ybus is constructed as follows:

• Yii is the sum of primitive line admittances connected to bus i.
• Yij is the negative of the primitive line admittance between buses i and j.
• the ground bus is used as reference bus and is not included in Ybus.

The bus impedance matrix is simply the inverse of the bus admittance matrix and

is given by (1.39).

Zbus ¼ Y�1
bus: ð1:39Þ

Here, the diagonal elements of Zbus are the driving point impedances at the

system buses, and the off diagonal elements are the transfer impedances between

two buses.

1.4.1 Transmission and Distribution System Under
Non-sinusoidal Conditions

Many applications may require the bus impedance (Zbus) and admittance (Ybus)
matrices to be evaluated at different frequencies. The Ybus can be simply obtained
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by applying the Ybus building algorithm repeatedly after scaling the component data

based on the harmonic frequencies as necessary. For example, transmission lines

are modeled with constant R and constant L, transformer leakage reactance is scaled

linearly with the harmonic frequency assuming constant leakage inductance, and

core losses in the transformer are modeled as Rc

h for harmonic order h.

An alternative formulation using the parallel impedance formula is also

presented here. In this formulation, the distribution network is partitioned into

two partial networks: one is a series network (SE) comprising of only series

components, and the other is a shunt network (SH) with only shunt components.

Both partial networks are shown in Fig. 1.10. Now, SE and SH partial networks are

placed in parallel by joining all the corresponding buses, as shown in Fig. 1.11.

Clearly,

V ¼

v1

v2

⋮
vn

0
BBBBB@

1
CCCCCA ¼ VSE ¼ VSH, ð1:40Þ

where VSE and VSH are the bus voltage vectors for SE and SH networks,

respectively.

Let the total current entering the two partial networks be the sum of the SE and

SH current vectors.

SE

SH

Fig. 1.10 Series and shunt partial networks
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Ieq ¼

i1
i2
⋮
in

0
BBBBB@

1
CCCCCA ¼ ISE þ ISH: ð1:41Þ

Since,

VSE ¼ ZSEISE

VSH ¼ ZSHISH
, ð1:42Þ

where ZSE and ZSH are impedance matrices for the SE and SH partial networks, the

total current is given by

Ieq ¼ Z�1
SE þ Z�1

SH

� �
V: ð1:43Þ

Therefore, the equivalent impedance matrix Zeq is given by

Zeq ¼ Z�1
SE þ Z�1

SH

� ��1
: ð1:44Þ

SE

SH

v3v1 v2 v4

i1 i2 i3 i4

1

2

3

4

1

2

3

4

Fig. 1.11 The series and shunt partial networks connected in parallel
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1.4.2 Shunt Capacitor

A shunt capacitor is modeled as a reactance connected between the bus and the

ground and is included while building the system Ybus and Zbus matrices. It is very

important to include the shunt capacitance at higher frequencies. At higher fre-

quencies, capacitive elements become low impedance paths and may induce reso-

nance in the circuit response. The term resonance is defined as an operating

condition such that the magnitude of the impedance of the circuit passes through

an extremum. For example, a simple LC circuit has impedance:

Z ωð Þ ¼ jωLþ 1

jωC
: ð1:45Þ

The magnitude of this function, shown in (1.45) has a minimum at ωmin

(resonant frequency), given by (1.46).

ωmin ¼ 1ffiffiffiffiffiffi
LC

p : ð1:46Þ

Note that the impedance also achieves an extremum as ωmax ! ð0,1Þ.
The circuit resonance are of two types: series and parallel. Series resonance

occurs when impedance function passes through a minimum, and parallel resonance

occurs when impedance function passes through a maximum. The methods to

calculate the resonance conditions are summarized as follows.

The search of resonance condition amounts to the search for the extrema of the

impedance function Z(ω). One method is to calculate the circuit impedance for a

range of frequencies and scan for a minimum and/or maximum values for | Z(ω) | .
Another method is to examine the phase of the impedance function. Resonance may

occur for the system frequency when the phase angle passes through zero.

1.4.3 Transformer

The commonly used T-equivalent circuit of a single-phase transformer is shown in

Fig. 1.12. The transformer circuit parameters are calculated using open circuit and

short circuit tests. Both open circuit and short circuit tests are performed at the

rL1 rL2xL1

xm rm

xL2Fig. 1.12 T-equivalent

circuit of a transformer
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power frequency and the equivalent circuit parameters are expressed at the power

frequency. Note that, because most power transformers are designed to operate only

at the power frequency, their frequency response drops with both an increase or

decrease in the frequency. For example, the leakage reactance of the transformer

increases with an increase in frequency. Similarly, transformer core losses increase

with an increase in frequency. Also, the transformer secondary voltage drops as the

frequency decreases.

In order to include and expand upon the frequency response characteristics of the

transformer, it is required to increase the model complexity. A second order model

is shown in Fig. 1.13a. The capacitive reactance in the model represents the lumped

model of the turn-to-turn capacitance, stray lead capacitance, and the capacitance

from the winding to the case. Because the capacitance provides a low impedance

path to high frequencies, this model simulates the attenuation of high frequencies

by the transformer capacitance. Furthermore, the second order transformer model

can be modified to include winding-to-winding capacitance (see Fig. 1.13b).

The next level of sophistication for a transformer model is obtained by modeling

the transformer inductance and capacitance as distributed elements. This model is

much more complex than the lumped parameter model discussed before and is

simulated only for rather specific applications. One such model is shown in

Fig. 1.14.

In this model:

• rL1(k) and rL2(k)—leakage reactance of kth turn section of primary and second-

ary windings, respectively.

• M(k)—mutual impedance between primary and secondary circuit at section k.
• xc1(k) and xc2(k)—turn-to-turn capacitance for primary and secondary windings,

respectively.

• xcw(k)—winding-to-winding capacitive reactance at section k.
• xcL1—lead capacitance, the brushing capacitance and lumped winding to case

capacitance in the primary.

Note that the parameter k is taken over n sections of windings. Also, as

n becomes large, this model becomes a distributed parameter model.

rL1 xL1 rL2 xL2

xm rmxc1 xc2

xww

xcL1 xcL2

a b

Fig. 1.13 (a) Second order model of a transformer. (b) Modified second order model
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0 n+1

n 2n
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xcL1 xcL2

i1 i2

Fig. 1.14 Distributed parameter model of a transformer
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1.4.4 Electric Machine

In this section, the electric machine models are discussed when operating under

non-sinusoidal conditions. One of the primary power quality concerns due to

electric machines is a high startup current resulting from the inrush phenomenon.

Inrush currents are induced due to the energization of an inductive or capacitive

circuit from an AC bus. Therefore, inrush currents have the characteristics similar

to that of an RL or RC circuit. The inrush current, which is the natural component of

the transient startup current, typically decays in the range of 1–100 s. The high

current in a rotating machine may also be the result of the machine starting current,

which is generally higher than the inrush current. Note that the high starting current

in a rotating machine originates because of the absence of a “speed voltage” or back

EMF while starting the machine.

Next, we will discuss the characteristics of induction motors under

non-sinusoidal conditions. Under sinusoidal conditions, the induction machine is

modeled as a simple reactance for positive sequence voltages, x+, and negative

sequence voltages, x�. For zero sequence voltage, the machine will appear as an

open circuit if connected in ungrounded wye or in delta. If the machine is connected

in a grounded wye, the zero sequence impedance, z0, will be very high and will be

characterized by a magnetizing and heat loss phenomenon.

For non-sinusoidal voltages, an induction motor reacts to the harmonic voltages

according to the sequence components. Let s denote the slip of the induction

machine, given by

s ¼ ω0 � ωr

ω0

, ð1:47Þ

where ωr is the rotor mechanical speed, and ω0 is the stator MMF wave speed.

The rotor current frequency, ωlr, due to a bus voltage with harmonic order

h producing positive sequence current, as shown in Fig. 1.15a, is given by (1.48).

ωlr ¼ ðh� 1þ sÞω0 ð1:48Þ

while, for a bus voltage producing negative sequence current (Fig. 1.15b), induces

rotor current frequency given by (1.49).

ωlr ¼ ðhþ 1� sÞω0: ð1:49Þ

Note that the rotor appears to the stator as an impedance. At harmonic frequen-

cies, the magnitude of the rotor impedance for positive and negative sequence bus

voltages is given by
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x ¼ ðh� 1� sÞx�: ð1:50Þ

In the above expression (1.50), the negative sequence reactance is calculated at

fundamental frequency and the upper sign corresponds to positive sequence

while the lower sign corresponds to the negative sequence.

Following the above discussion, the simplified model of an inductance motor for

harmonic components in the supply voltage is a simple reactance calculated using

(1.50). This model does not include active power losses and B-H losses.

1.5 Methods Used for Harmonic Analysis

Once we have discussed the modeling of power system components under

non-sinusoidal conditions, the next step is to describe the methods used for har-

monic analysis. The harmonic analysis is done using harmonic power flow. The

objective of harmonic power flow calculations is to determine bus harmonic

voltages in a given power system while harmonic sources are present in the

network. The calculated harmonic voltages are used to determine the network’s

voltage and current THD. Furthermore, corresponding voltage and current wave-

forms can also be obtained by superimposing different harmonic components.

Three popular methods used for harmonic analysis are described in this section:

• Current Injection Method

• Harmonic Power Flow using the coordinate method, and

• Harmonic Power Flow using the Newton–Raphson method

The current injection method is a non-iterative method, formulated using a

current injection model for the harmonic sources. Injected harmonic currents are

calculated using the bus voltages obtained by executing the power flow algorithm

under sinusoidal conditions. The method is reasonably accurate under low bus

vt vt

St
at

or

a b

w r w s

w s

w rSt
at

or

Fig. 1.15 (a) Induction motor response to positive sequence bus voltage. (b) Induction motor

response to negative sequence bus voltage

1 Power System Harmonics 25



voltage THD and low injected current THD. The accuracy of the method decreases

on increasing harmonic distortions.

The other two methods are based on conventional power flow studies. A power

flow study is an algorithm used to analyze the network for a given load, generation

condition, and given circuit impedances. These data are used together to calculate

bus voltages of the network and power flows in the individual distribution circuit

lines. The power flow algorithms and methods to solve them are summarized in this

section.

To execute a power flow algorithm, the following information is initially

specified:

• Active and reactive power are specified at load buses (also called PQ buses).

• Active power and bus voltages are specified at generation buses (also called PV

buses).

• The bus impedance or bus admittance matrix for the network is specified.

• At least one bus of the system must have unspecified power. This bus is referred

to as the swing bus. At the swing bus, the bus voltage magnitude is specified.

Also the swing bus is chosen as the reference phasor with known voltage phase

equal to zero.

The parameters to be calculated using the power flow algorithm are as follows:

1. Bus voltages.

2. Line active and reactive power flows.

There are two methods to solve the power flow problem. One is the coordinate

method and the other is using a mismatch formulation. The coordinate method is

based on the definition of the terms PQ and PV bus, and the network equations; it is

solved using the Gauss–Seidel method. The mismatch formulation is based on the

solution of a set of nonlinear equations and is solved using the Newton–Raphson

method. In the following section, both the coordinate method and the mismatch

method are formulated and solved for the conventional power flow study executed

at the rated power frequency. Both methods are extended in the case of harmonics

in the subsequent sections.

Conventional Power Flow Using the Coordinate Method

The power flow problem formulation using the coordinate formulation is

discussed here. The given network information is as follows:

At PQ Bus

vii
∗
i ¼ Pi þ jQi: ð1:51Þ

At PV Bus

j vi j ¼ specified

Reðvii∗i Þ ¼ Pi:
ð1:52Þ
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At swing Bus

vswing ¼j vknown j ∠0∘: ð1:53Þ

The Network

Vbus ¼ ZbusIbus: ð1:54Þ

Equations (1.51)–(1.54) constitute 4N real equations in 4N real unknowns. Here

N is equal to the number of system buses. All equations and unknowns for the

power flow study are summarized in Table 1.3.

The coordinate formulation for the power flow study is solved using the Gauss–

Seidel method. The Gauss–Seidel method is an iterative procedure that is

performed as follows:

1. First, the circuit unknowns are initialized. The initial value of bus voltages is

assumed unity with zero phase angle. The line currents are initialized and are

equal to the complex conjugate of the specified bus power.

2. The PQ equations, PV equations, and network expressions are solved for bus

voltages. The network expressions are used to sequentially update the bus

voltages and currents. The first expression updates the first voltage and the

next expression uses the first updated voltage to update the first current and

second voltage, etc.

3. In this way, all the bus voltages and currents are updated once in the first

iteration. In each update for voltage and current, the algorithm uses the most

recently updated value of all other variables.

4. The iterative process is repeated after updating all the variables.

5. The process is stopped when the change in variables (bus voltages) after an

update decreases below a specified tolerance value.

The Gauss–Seidel solution requires several iterations to solve the problem;

therefore, it is computationally expensive. Furthermore, the convergence property

of this method is not strong; this also applies to harmonic power flow using the

coordinate method.

Table 1.3 Types of buses and number of unknowns in a conventional power flow formulation

Real equations Real unknowns

PV bus Npv¼ 2npv Vbus 2N

PQ bus Npq¼ 2npq Ibus 2N

Swing bus 2

Network 2N

Total N pv þ N pq þ 2þ 2N ¼ 4N Total 4N
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Conventional Power Flow Using the Newton–Raphson Method

In this section, the power flow studies using the Newton–Raphson method are

discussed. First, the conventional power flow algorithm is discussed. The power

flow problem is written as a mismatch formulation and solved using the Newton–

Raphson method. The mismatch formulation aims to find the solution to a set of

simultaneous equations of the form:

FðXÞ ¼ 0, ð1:55Þ

where both F and X are vector valued.

In the case of the conventional power flow problem, vector F is the mismatch

between active and reactive power for each bus, except the swing bus. At a solution

step, the mismatch is calculated by adding the active and reactive power entering a

bus. For example, at a bus i, the complex power may be entering the bus due to

generation and loads at that bus, and also from all other network buses that are

connected to bus i. Let j denote a bus connected to the bus i and Si be the complex

power at bus i due to load and generation at bus i. Then, the complex power

mismatch is given as

ΔSi ¼ Si þ
X
j

ðv j � viÞ∗y∗ij vi, ð1:56Þ

where yij is primitive line admittance between buses i and j and sum is carried over

all buses j8 j 6¼ i.
The active and reactive power mismatch at bus i are

ΔPi ¼ Pi � jYiijjvijjvij cos ð�θiiÞ �
X
j 6¼i

jYi jjjvijjv jj cos ð�θi j � δ j þ δiÞ

ΔQi ¼ Qi � jYiijjvijjvij sin ð�θiiÞ �
X
j6¼i

jYijjjvijjv jj sin ð�θi j � δ j þ δiÞ,
ð1:57Þ

where the bus admittance matrix is written in polar form, and the ijth element of the

bus admittance matrix is Yijj∠θij.
Also, bus voltages are written in polar form, with bus i and bus j voltage equal to

vi∠δi and v j∠δ j, respectively. The terms Pi and Qi are the specified active and

reactive power at bus i.
The mismatch equation is then formulated as follows:

ΔPðδ,VÞ
ΔQðδ,VÞ

� �
¼ 0, ð1:58Þ

where
ΔPðδ,VÞ
ΔQðδ,VÞ

� �
is the array of power mismatch for N � 1 buses (excluding the

swing bus), and δ and V are the N � 1 dimensional arrays of bus voltages and phase

angles for the N � 1 buses.
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The method to solve the power flow mismatch equation using the Newton–

Raphson method is summarized in the following section.

Let

F ¼ ΔPðδ,VÞ
ΔQðδ,VÞ

� �
¼ 0: ð1:59Þ

Next, (1.55) is expanded in a Taylor series about a vector, X ¼ δ
V

� �
,

representing the initial guess.

F Xð Þ ¼ F X0ð Þ þ ∂F
∂X
j
X0

X � X0ð Þ þ higher order terms: ð1:60Þ

Solving (1.60) for X while F(X)¼ 0, gives,

X1 ¼ X0 � ∂F
∂X
j
X0

 !�1

F X0ð Þ, ð1:61Þ

where X1 denotes approximate value of the vector X evaluated at first iteration.

Note that an approximate value of the variable is obtained by N–R method, as

the Taylor series is truncated at the first derivative. Equation (1.63) is called the

Newton–Raphson update formula, which is used to solve for F(X)¼ 0.

In the update formula, the partial derivative term ∂F
∂X

� �
is called the Jacobian

matrix. The general Newton–Raphson update equation from k to k + 1 iteration is

given by

Xkþ1 ¼ Xk � ∂F
∂X
j
Xk

 !�1

F Xkð Þ: ð1:62Þ

The elements of the Jacobian matrix are obtained by partial differentiation of

(1.57) with respect to vector δ and V. Equations (1.63) and (1.64) give the formulas

to calculate the Jacobian matrix.
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∂ðΔPiÞ
∂δi

¼
X
j6¼i

jYijjjvijjv jj sin �θij � δ j þ δi
� �

∂ðΔPiÞ
∂δk

¼ �jYikjjvkjjvij sin �θik � δk þ δið Þ, i 6¼ k

∂ðΔPiÞ
∂jvij ¼ �2jYiijjvij cos �θiið Þ �

X
j 6¼i

jYijjjv jj cos �θij � δ j þ δi
� �

∂ðΔPiÞ
∂jvkj ¼ �jYikjjvij cos �θik � δk þ δið Þ, i 6¼ k,

ð1:63Þ

∂ðΔQiÞ
∂δi

¼ �
X
j6¼i

jYijjjvijjv jj cos �θij � δ j þ δi
� �

∂ðΔQiÞ
∂δk

¼ jYikjjvkjjvij cos �θik � δk þ δið Þ, i 6¼ k

∂ðΔQiÞ
∂jvij ¼ �2jYiijjvij sin �θiið Þ �

X
j 6¼i

jYijjjv jj sin �θij � δ j þ δi
� �

∂ðΔQiÞ
∂jvkj ¼ �jYikjjvij sin �θik � δk þ δið Þ, i 6¼ k:

ð1:64Þ

The Jacobian matrix (1.88) is denoted by J, and is usually partitioned in four

submatrices.

J ¼

∂ðΔPÞ
∂δ

∂ðΔPÞ
∂jVj

∂ðΔQÞ
∂δ

∂ðΔQÞ
∂jVj

2
6664

3
7775: ð1:65Þ

1.5.1 Harmonic Analysis Using the Current Injection
Method

In the current injection method, the harmonic sources are modeled as current

injection sources. Although the current injection model is only a first cut approx-

imation, it is reasonably accurate at low levels of harmonic distortions and at nearly

sinusoidal bus voltages. Mostly AC/DC converters, which are the primary source of

harmonics in a power system, are modeled as current injection sources. The

injection currents at different harmonic frequencies are assumed to be independent

of each other. If harmonic current i(h) is injected into a bus, then by Ohm’s law, the

system voltage is given by the vector V
ðhÞ
bus.
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V
ðhÞ
bus ¼ Z

ðhÞ
busI

ðhÞ
bus, ð1:66Þ

where the vector I
ðhÞ
bus is all zero except in the position that corresponds to the bus at

which the harmonic current is injected.

The steps for applying the current injection model described in (1.66) are as

follows:

• First, the conventional load flow analysis is performed for the given network.

• Next, using the conventional load flow study done in the previous step, a current

source model for the converters connected to the load buses is developed. The

bus voltages are used to calculate a set of harmonic currents I
ðhÞ
bus at each load bus

connected to the converter.

• Using the calculated harmonic currents and (1.66), the harmonic bus voltages are

calculated for each harmonic.

• The harmonic voltages calculated in the previous step, for a given bus, are

superimposed to obtain the bus voltage waveforms.

Instead of using the impedance matrix in (1.66), the harmonic voltages can also

be calculated using the bus admittance matrix. Since the equation needs to be

repeated for each frequency, it is generally not advisable to generate an impedance

matrix each time. The harmonic voltage calculation algorithm using the bus

admittance matrix is given in (1.67).

V
ðhÞ
bus ¼ ðYðhÞ

busÞ�1I
ðhÞ
bus: ð1:67Þ

The bus admittance matrix ( Y
ðhÞ
bus ) used in (1.67) is obtained using the bus

admittance building algorithm, which is time and memory efficient. Furthermore,

the matrix inversion can be avoided using triangular factors of Ybus. The voltages

are calculated using forward and backward substitution, as shown in (1.68).

I
ðhÞ
bus ¼ Y

ðhÞ
busV

ðhÞ
bus

I
ðhÞ
bus ¼ ðLÞðUÞVðhÞ

bus

I
ðhÞ
bus ¼ ðLÞðWÞ
W ¼ ðUÞVðhÞ

bus

: ð1:68Þ

In (1.68), L and U are the lower left and upper right triangular factors of the

admittance matrix. The vector W is calculated by forward substitution, the vector

V
ðhÞ
bus using backward substitution.

The current injection method is very efficient in terms of speed and memory.

Another advantage is that the method is non-iterative and always results in a

solution. Since matrix inversion can be avoided, a full matrix does not need to be

stored. Furthermore, at low bus voltage THD and low converter current THD, the
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method is reasonably accurate. However, the current injection method is inaccurate

at higher harmonic penetration, making the method ineffective at THD levels

above 5 %. This is because in the current injection method, the injected current is

calculated using a sinusoidal bus voltage waveform. At higher THD levels, voltage

waveforms are no longer sinusoidal leading to inaccurate results.

1.5.2 Harmonic Power Flow Using the Coordinate Method

The harmonic power flow algorithm solved using the coordinate method is

described in detail in this section. The conventional coordinate method based

power flow algorithm requires modification when a nonlinear load is present in

the system. It should be noted that harmonic load flow analysis requires consider-

able knowledge about each harmonic load because the harmonic signal level

depends very strongly upon the exact load configuration. For example, the harmonic

profile of a six-pulse converter will differ greatly from a 12-pulse converter.

In this section, the power flow algorithm is formulated for a single harmonic

source. A rectifier load, specifically a six-pulse Graetz bridge, is assumed to be

connected to the load bus k, as shown in Fig. 1.16. The controls for the converter’s

firing angle are modeled as follows:

+

Control

AC System

DC System

a

Converter
transformer

Bus k

F

R

E

Fig. 1.16 Rectifier load at

bus k
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α ¼ f ðPdc, jvkj, jikjÞ, ð1:69Þ

where Pdc is the output DC power.

As can be seen from Fig. 1.16, the DC side of the six-pulse converter is modeled

as a fixed impedance (R + jωF) behind a DC voltage (E). Also, the transformer

connecting the converter to the AC bus is modeled as a fixed inductance

denoted as T.

During Conduction Period

Next, the circuit equations when the rectifier is operating during the conduction

period are discussed. Figure 1.17 shows the equivalent circuit for the rectifier when

phases A and B are conducting. The current waveform is determined by solving the

differential equation for the conduction time period. The equation for the equivalent

circuit shown in Fig. 1.17 is given below:

Van tð Þ � Vbn tð Þ ¼ 2T þ Fð Þ diðtÞ
dt

þ i tð ÞRþ E: ð1:70Þ

The solution of the expression is given by

i tð Þ ¼ e�Rt=ðFþ2TÞi t0ð Þ þ e�Rt=ðFþ2TÞ

ðFþ 2TÞ ∗ Van tð Þ � Vbn tð Þ � Eð Þ, ð1:71Þ

where (*) denotes the convolution operator, and i(t0) is the DC current at the

beginning of the time interval.

The expression given in (1.71) is initially solved using sinusoidal bus voltages.

Later, the DC current solution under harmonic voltages is obtained by numerically

solving the expression in (1.71). Numerical solutions can be obtained either by

numerically solving the differential equation or by numerically evaluating the

convolution expression for the DC current. Note that, for the harmonic solutions,

the AC bus voltage is expressed as a Fourier series and the elements of the Fourier

series are calculated for a specific time value.

Van Vbn

+ +

A

B

C

T

T

T

F

R

E

DC CircuitDiode bridge

Transformer
Reactance

iFig. 1.17 Conduction in

phases A and B of a three-

phase six-pulse rectifier
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During Commutation Period

In addition to the six conduction periods, the six-pulse converter also exhibits six

commutation periods. An example equivalent circuit diagram of the converter for

the commutation of phase B to phase C is shown in Fig. 1.18. During commutation,

phase B and phase C are short-circuited. Again, using KVL, the first order differ-

ential equation for the converter in the commutation stage is derived.

�Van tð Þ þ 1

2
Vcn tð Þ þ 1

2
Vbn tð Þ þ i tð ÞRþ Eþ diðtÞ

dt
Fþ 3

2
T

� �
¼ 0: ð1:72Þ

And the solution is given as

i tð Þ ¼ e
�Rt

Fþ3
2
T

	 

i t0ð Þ þ e

�Rt

Fþ3
2
T

	 

�Rt
Fþ3

2
T

	 
∗ Van tð Þ � 1

2
Vcn tð Þ � 1

2
Vbn tð Þ � E

� �
: ð1:73Þ

Power Flow Study

Note that similar to the conventional power flow, the load data for the rectifier is

expressed in terms of the power consumption. Since the calculated phase current is

a function of the firing angle, it is required to iteratively update the firing angle

value so that the calculated solution fits the given rectifier load data. The iterative

phase current calculation procedure is described as follows. First, the firing angle α
is initialized and the phase currents are calculated for all six conduction and

commutation intervals for the converter. Next, the average power over a cycle is

calculated using the calculated current waveforms and the calculated power is

compared against the specified load power. Based on the power mismatch between

the calculated power and the specified power, firing angle α is updated. The current

waveform is recalculated and the firing angle is updated until the mismatch between

the calculated power and the specified power is below the specified tolerance.
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Fig. 1.18 Commutation in phases B and C of a three-phase six-pulse rectifier
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Alternatively, a closed form expression for the phase current waveform is

developed for the conduction and commutation stages in (1.70)–(1.73). The closed

form solution can be developed for all six conduction and commutation intervals

and can be differentiated with respect to firing angle (α). This will result in a closed
form expression for the firing angle update rule, as given by (1.74).

αnþ1 ¼ αn þ dα

dP
ΔP: ð1:74Þ

Once the solution for the firing angle converges, the FFT of the phase current

waveform is calculated. The FFT represents the harmonic content of the load

current, for the load bus connected to the rectifier. This current is used to model

the load for each harmonic frequency under consideration. Next, to solve the

harmonic power flow, the Gauss–Seidel algorithm is executed for each harmonic

frequency. Note that the system admittance matrix should be modified according to

the harmonic frequency. The algorithm is described in detail in Fig. 1.19.

Fig. 1.19 Harmonic power flow study using coordinate algorithm
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The convergence properties of the coordinate method based harmonic power

flow are summarized here. Because of additional variables and complexity, a

harmonic power flow generally takes more execution time than the conventional

power flow. Overall, a Gauss–Seidel solution for the harmonic power flow takes

more than 1.3H times longer than the corresponding solution to the conventional

power flow (H is the number of harmonic frequencies under study). In summary, for

the coordinate based harmonic power flow formulation:

• Each harmonic must be solved by the Gauss–Seidel algorithm.

• The operating point (firing angle α) must be solved iteratively.

• Initialization of the harmonic levels is difficult.

• If the initial value starts far off from the actual solution, the algorithm will diverge.

1.5.3 Harmonic Power Flow Using the Newton–Raphson
Method

In this section, the Newton–Raphson based harmonic power flow algorithm is

summarized. The Newton–Raphson method for power flow analysis has superior

convergence properties over the coordinate method. Therefore, the Newton–

Raphson method is extended for harmonic power flow analysis. The mismatch

power expressions are augmented with the expressions representing mismatch in

harmonic currents, therefore extending the fundamental frequency formulation to

harmonic frequencies.

The discussion begins with characterizing the bus types used in the formulation

of harmonic power flow algorithm. Next, the power mismatch equations under

harmonic distortion will be derived and Jacobian matrix formulation under both the

fundamental and harmonic scenario will be discussed. This discussion will entail a

detailed explanation on state variables, number of equations, and harmonic equa-

tions. Next, the Newton–Raphson based algorithm to solve the formulated

mismatch harmonic power flow problem will be discussed.

Types of Buses

Under harmonic power flow study, the power system buses are primarily catego-

rized as either linear or nonlinear. When a sinusoidal voltage is applied, a linear

power system bus results in a sinusoidal current. However, in the case of a nonlinear

bus, the line currents are distorted even if the supply voltage is sinusoidal. The

buses connected to the conventional loads exhibit linear characteristics, while the

buses connected to the converters and other nonlinear loads (fluorescent lamps,

ASD, etc.) are nonlinear. For the harmonic power flow formulation, four categories

of power system buses are identified. The four bus types are discussed below:

1. Swing Bus—This is a single, linear, voltage regulated bus. Like conventional

power flow studies, this bus is used as a reference bus.
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2. Linear PQ Buses—These are the load buses where active and reactive power

(P and Q) at fundamental frequency are specified. Note that, these buses are

connected to the conventional loads and therefore are linear. There are nlpq linear
PQ buses.

3. Nonlinear PQ Buses—These buses are connected to unconventional loads, such

as converters and other nonlinear devices. There are nnlpq nonlinear PQ buses.

4. Linear PV Buses—These are the generation buses, where active power and

voltage are specified. There are nlpv linear PV buses.

Note that the system might contain nonlinear PV buses as well; for example, a

voltage regulated bus is connected to an inverter. Here, the inverter parameters

might be controlled for bus voltage regulation. This specific case can be modeled in

a similar way as the linear PV buses and therefore is not specifically considered in

the discussion.

Power Mismatch Formulation

As discussed before, in the case of conventional power flow for PQ buses, bus

voltage magnitudes and angles are used as state variables. As for the PV buses,

voltage magnitude is given, therefore, voltage angles need to be determined. For

harmonic power flow, additional state variables are introduced to represent quan-

tities corresponding to harmonic voltages and currents. The state variables

corresponding to each bus type and power mismatch equations are described in

this section.

Linear PQ Bus
At linear PQ buses, the conventional active and reactive power mismatch equations

are given as follows:

ΔPðjVbusj, δbusÞ ¼ 0

ΔQðjVbusj, δbusÞ ¼ 0:
ð1:75Þ

Therefore, the mismatch expressions at power frequency for linear PQ buses are

given by (1.76). Note that the superscript (1) denotes the parameters at the funda-

mental frequency.

ΔPð1Þ
i ¼ P

ð1Þ
i � jYð1Þ

ii jjvð1Þi jjvð1Þi j cos ð�θð1Þii Þ
�
X
j 6¼i

jYð1Þ
ij jjvð1Þj jjvð1Þi j cos ð�θð1Þij � δð1Þj þ δð1Þi Þ

ΔQð1Þ
i ¼ Q

ð1Þ
i � jYð1Þ

ii jjvð1Þi jjvð1Þi j sin ð�θð1Þii Þ
�
X
j6¼i

jYð1Þ
ij jjvð1Þj jjvð1Þi j sin ð�θð1Þij � δð1Þj þ δð1Þi Þ:

ð1:76Þ

Also, for linear PQ buses, the current at harmonic frequencies is calculated and

written as a mismatch expression given by (1.77)
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I
ðhÞ
bus ¼ Y

ðhÞ
busV

ðhÞ
bus

ð1:77Þ

and the harmonic voltages at the buses are given by (1.78)

v
ðhÞ
i ¼ z

ðhÞ
i i

ðhÞ
i , ð1:78Þ

where zi is the primitive equivalent impedance at bus i.
If the load at the given bus has a leading power factor, the primitive impedance

of the bus is assumed as capacitive, while if the load has lagging power factor the

bus impedance is considered reactive. If the load is resistive, the primitive imped-

ance is resistive and frequency independent.

Nonlinear PQ Bus
Next, the power mismatch equations for nonlinear PQ buses are derived. Note that

the nonlinear buses result in distorted currents even when the supply voltage is

sinusoidal. These are load buses connected to nonlinear loads, such as rectifiers,

inverters, and fluorescent lamps. In this section, only rectifier buses are discussed.

The expression can be extended to inverter buses, as inverters, and rectifiers have

similar voltage and current characteristics. The modeling of buses connected to

other nonlinear loads such as fluorescent lamps and gas discharge lights has been

done and implemented in commercial software but is not discussed here.

Given the voltage and the firing angle for a power system bus connected to a

converter (rectifier), the time domain current can be calculated using the method

discussed in Sect. 1.5.2. The calculated time domain current can be resolved into

its harmonic components using the Fourier transform. The relationship between

the harmonic components of the bus currents and voltage and the firing angle is

given by

i
ðhÞ
i ¼ f 1ðvðhÞi , αÞ h ¼ 1, 2, 3, . . . ,H, ð1:79Þ

where h¼ 1 is the fundamental frequency and h¼H is the highest harmonic

included in the study.

Also, the specified active power P
ð1Þ
i is given by (1.80).

P
ð1Þ
i ¼ f 2ðvðhÞi , αÞ h ¼ 1, 2, 3, . . . ,H: ð1:80Þ

Similar to conventional power flow, the fundamental frequency power mismatch

equations are given by (1.81).

ΔPð1Þ
i ¼ 0

ΔQð1Þ
i ¼ 0:

ð1:81Þ
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The harmonic current continuity expression is written as

I
ðhÞ
bus ¼ Y

ðhÞ
busV

ðhÞ
bus h ¼ 1, 2, 3, . . . ,H: ð1:82Þ

Linear PV Bus
At PV or generation buses, fundamental voltage magnitude is known. Therefore,

similar to conventional power flow at fundamental frequency, the power mismatch

equation is given by (1.83).

ΔPð1Þ
i ¼ 0: ð1:83Þ

Next, power mismatch formulation for the PV buses under harmonic frequency

is discussed. To formulate the power flow expression for harmonic frequencies, it is

required to understand the behavior of a generator under harmonic voltages. When

harmonic voltages are applied to the generator terminals, asynchronous rotating

MMF waves are generated. At harmonic frequencies, the resulting MMF waves,

which are rotating with respect to the rotor, will produce zero average torque on the

rotor. However, these MMF waves will generate currents on rotor iron and rotor

windings. As a result, the net equivalent impedance seen by the stator will be the

negative sequence impedance of the machine, appropriately scaled for the fre-

quency. Therefore, while modeling PV buses for harmonic frequencies, an equiv-

alent bus to ground impedance is assumed. These impedances are referred to as

harmonic only impedances, as they only exist for h> 1. Based on this discussion, an

expression modeling harmonic only impedances of the PV bus is given in (1.84).

v
ðhÞ
i � z

ðhÞ
i i

ðhÞ
i ¼ 0: ð1:84Þ

Finally, the current continuity expression for the PV buses is given by (1.85).

I
ðhÞ
bus ¼ Y

ðhÞ
busV

ðhÞ
bus h ¼ 1, 2, 3, . . . ,H: ð1:85Þ

To facilitate the power flow algorithm, the number and type of equations for

each bus type are summarized in Table 1.4. The table also presents the number of

variables for each equation type. Furthermore, the type and number of state vari-

ables are also summarized in Table 1.5. From Tables 1.4 and 1.5, it can be

concluded that the problem is well posed, as the number of unknowns and equations

are the same. The total number of variables in the study are given by (1.86).

Total variables ¼ 4Hnlpq þ ð4H þ 1Þnnlpq þ ð4H � 3Þnl pv, ð1:86Þ

where H is the total number of frequencies under study. Also, nlpq, nnlpq, and nlpv
represent the number of linear PQ, nonlinear PQ, and linear PV buses, respectively.
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Jacobian Matrix
For the fundamental frequency, the Jacobian matrix Jf is of the same format as the

conventional power flow study.

J f ¼
∂ðΔPÞ
∂δ

∂ðΔPÞ
∂jVj

∂ðΔQÞ
∂δ

∂ðΔQÞ
∂jVj

2
664

3
775 ¼ J1 J2

J3 J4

� �
: ð1:87Þ

Table 1.4 Harmonic power flow—types of equations

Bus

type Equation type Equation form

Valid for

harmonic h
Number of

equations

LPQ Power mismatch ΔPð1Þ ¼ 0

ΔQð1Þ ¼ 0

1 2nlpq

Current continuity I
ðhÞ
bus ¼ Y

ðhÞ
busV

ðhÞ
bus

1< h�H 2(H � 1)nlpq

Load impedance v
ðhÞ
i � z

ðhÞ
i i

ðhÞ
i ¼ 0

1< h�H 2(H � 1)nlpq

NLPQ FFT of converter

current
i
ðhÞ
i � f 1ðvðhÞi , αiÞ ¼ 0 1< h�H 2Hnnlpq

Converter power

calculation
P
ð1Þ
i � f 2ðvðhÞi , αiÞ ¼ 0 1 nnlpq

Power mismatch ΔPð1Þ ¼ 0

ΔQð1Þ ¼ 0

1 2nnlpq

Current continuity I
ðhÞ
bus ¼ Y

ðhÞ
busV

ðhÞ
bus

1< h�H 2(H � 1)nnlpq

LPV Power mismatch ΔPð1Þ ¼ 0 1 nlpv

Harmonic only

impedance
v
ðhÞ
i � z

ðhÞ
i i

ðhÞ
i ¼ 0

1< h�H 2(H � 1)nlpv

Current continuity I
ðhÞ
bus ¼ Y

ðhÞ
busV

ðhÞ
bus

1< h�H 2(H � 1)nlpv

Table 1.5 Harmonic power flow—state variables

State variable LPQ bus NLPQ bus LPV bus

jV(1) j nlpq
δ(1) nlpq nlpv
α nlpq
I(h) 2(H � 1)nlpq 2(H � 1)nnlpq 2(H � 1)nlpv
V(h) 2(H � 1)nlpq 2(H � 1)nnlpq 2(H � 1)nlpv
I(1) 2nnlpq
V(1) 2nnlpq
Total 4Hnlpq (4H + 1)nnlpq (4H � 3)nlpv
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For the harmonic case, the Jacobian matrix is Jh,

Jh ¼
J1 J2 J3
J4 J5 J6
J7 J8 J9

2
4

3
5, ð1:88Þ

where the rows of the submatrices correspond to the equation for the three bus types

and the columns represent the state variables associated with the equations.

For example, submatrix J1 is comprised of four row types: active and reactive

power mismatch at fundamental frequency and harmonic current and voltage

mismatch. Also, submatrix J1 has four types of rows corresponding to four state

variables: fundamental bus voltage magnitude, fundamental bus voltage phase

angle, harmonic voltage, and harmonic current. Submatrix J1 is a square matrix

of 4Hnlpq by 4Hnlpq. All submatrices corresponding to the harmonic Jacobian

matrix Jh with the associated state variables and equation types are summarized

in Table 1.6.

Newton–Raphson Method

In previous sections, the harmonic power flow formulation, state variables,

mismatch equations, and Jacobian matrix formation were discussed. In this section,

the approach to solve the formulated problem using the Newton–Raphson method is

summarized. First, the power flow solutions at the fundamental frequency are

obtained, using the Newton–Raphson method. Next, the harmonic state variables

are initialized and harmonic Jacobian matrix (Jh) is calculated. To avoid matrix

inversion, the Jacobian matrix is factored using LU decomposition.

Jh ¼ ðLÞðUÞ: ð1:89Þ

Next, the update formula given in (1.90) obtained using the factorized harmonic

Jacobian matrix is used to update the state variables.

ΔF ¼ �JhΔX

¼ �ðLÞðUÞΔX
¼ �ðLÞðWÞ,

ð1:90Þ

whereΔF is the vector representing the mismatch in expressions andΔX is the vector

representing the corrections required to update the state variables.

First, vector W is calculated using backward substitution. Next, forward substi-

tution is used to calculate the correction vector ΔX.
Finally, the state variables are updated using (1.91).

Xkþ1 ¼ Xk þ ΔX: ð1:91Þ

The update process is repeated until the mismatch vector in the power flow

equations is sufficiently small. The flowchart for the harmonic power flow solution

using the Newton–Raphson method is given in Fig. 1.20.
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Table 1.6 Harmonic power flow—Jacobian matrix

J

Rows Columns

Equation

type

Bus

type

Number of

equations

State

variable

Bus

type

Number

of variables

J1 ΔPð1Þ LPQ nlpq jV(1) j LPQ nlpq

ΔQð1Þ LPQ nlpq δ(1) LPQ nlpq

ΔIðhÞ LPQ 2(H � 1)nlpq I(h) LPQ 2(H � 1)nlpq

ΔVðhÞ LPQ 2(H � 1)nlpq V(h) LPQ 2(H � 1)nlpq

J4 ΔIðhÞc
NLPQ 2Hnnlpq jV(1) j LPQ nlpq

ΔPðhÞ
c

NLPQ nnlpq δ(1) LPQ nlpq

ΔPð1Þ NLPQ nnlpq I(h) LPQ 2(H � 1)nlpq

ΔQð1Þ NLPQ nnlpq V(h) LPQ 2(H � 1)nlpq

ΔIðhÞ NLPQ 2(H � 1)nnlpq

J7 ΔPð1Þ LPV nlpv jV(1) j LPQ nlpq

ΔVðhÞ LPV 2(H � 1)nlpv δ(1) LPQ nlpq

ΔIðhÞ LPV 2(H � 1)nlpv I(h) LPQ 2(H � 1)nlpq

V(h) LPQ 2(H � 1)nlpq
J2 ΔPð1Þ LPQ nlpq α NLPQ nnlpq

ΔQð1Þ LPQ nlpq I(h) NLPQ 2(H � 1)nnlpq

ΔIðhÞ LPQ 2(H � 1)nlpq V(h) NLPQ 2(H � 1)nnlpq

ΔVðhÞ LPQ 2(H � 1)nlpq I(1) NLPQ 2nnlpq

V(1) NLPQ 2nnlpq
J5 ΔIðhÞc

NLPQ 2Hnnlpq α NLPQ nnlpq

ΔPðhÞ
c

NLPQ nnlpq I(h) NLPQ 2(H � 1)nnlpq

ΔPð1Þ NLPQ nnlpq V(h) NLPQ 2(H � 1)nnlpq

ΔQð1Þ NLPQ nnlpq I(1) NLPQ 2nnlpq

ΔIðhÞ NLPQ 2(H � 1)nnlpq V(1) NLPQ 2nnlpq

J8 ΔPð1Þ LPV nlpv α NLPQ nnlpq

ΔVðhÞ LPV 2(H � 1)nlpv I(h) NLPQ 2(H � 1)nnlpq

ΔIðhÞ LPV 2(H � 1)nlpv V(h) NLPQ 2(H � 1)nnlpq

I(1) NLPQ 2nnlpq
V(1) NLPQ 2nnlpq

J3 ΔPð1Þ LPQ nlpq δ(1) LPV nlpv

ΔQð1Þ LPQ nlpq I(h) LPV 2(H � 1)nlpv

ΔIðhÞ LPQ 2(H � 1)nlpq V(h) LPV 2(H � 1)nlpv

ΔVðhÞ LPQ 2(H � 1)nlpq

J6 ΔIðhÞc
NLPQ 2Hnnlpq δ(1) LPV nlpv

ΔPðhÞ
c

NLPQ nnlpq I(h) LPV 2(H � 1)nlpv

ΔPð1Þ NLPQ nnlpq V(h) LPV 2(H � 1)nlpv

ΔQð1Þ NLPQ nnlpq

ΔIðhÞ NLPQ 2(H � 1)nnlpq

(continued)
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Table 1.6 (continued)

J

Rows Columns

Equation

type

Bus

type

Number of

equations

State

variable

Bus

type

Number

of variables

J9 ΔPð1Þ LPV nlpv δ(1) LPV nlpv

ΔVðhÞ LPV 2(H � 1)nlpv I(h) LPV 2(H � 1)nlpv

ΔIðhÞ LPV 2(H � 1)nlpv V(h) LPV 2(H � 1)nlpv

Fig. 1.20 Newton–Raphson harmonic power flow study
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The concluding remarks for Newton–Raphson based harmonic power flow are

summarized as follows. Note that a Newton–Raphson based harmonic power flow

study can take about 20 iterations compared to 2–3 iterations in the Newton–

Raphson based conventional power flow.

• The Jacobian matrix for the harmonic power flow is much larger than the

conventional power flow case and usually contains H times more rows and

columns, where H is the number of harmonic frequencies included in the study.

• Since the harmonic power flow requires to solve for the converter current within

each iteration of the power flow algorithm, the execution time for harmonic

power flow is significantly longer.

• However, since the Jacobian matrix (for harmonic case as well) is sparse, the

memory requirement is not severe.

• Unlike conventional power flow, the harmonic power flow does not model

several characteristics, such as tap changing load transformers, reactive power

limits, and other features of conventional power flow. Therefore, harmonic

power flow is not a replacement for the conventional power flow. Instead,

these characteristics are not included in the harmonic power flow study in

order to simplify the algorithm and focus on the harmonic signal levels.

1.6 Harmonic Filters

As discussed in the previous sections, due to nonlinear loads and power electronic

switching, the voltage and current at the point of connection to the circuit are not

purely sinusoidal and can contain a considerable amount of high frequency com-

ponents. If these non-sinusoidal voltages or currents are injected into the distribu-

tion system, they will distort the supply voltages of other devices and will increase

the system power losses. Filters, therefore, are typically implemented in the circuit

to prevent harmonic currents from flowing into the distribution system, aiming

to keep the system THD below 5 % [10]. Figure 1.21 presents input current

v(t)

i(t) ifilter(t)

Fig. 1.21 Current waveform without filter and with filter
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waveforms of a rectifier without and with a filter. The rectifier current waveform

without a harmonic filter is not a sine wave and contains a significant amount of

harmonics amounting to current THD up to 110 %. A harmonic filter reconstructs

the non-sinusoidal current waveform into a sinusoidal waveform and thus signifi-

cantly reduces the system THD.

Harmonic filters are usually designed to shunt the flow of harmonic currents.

Their working principle is typically based on the tuned resonance between inductor

and capacitor. The filter’s inductor and capacitor elements result in a resonance

effect and provide a low impedance path for harmonic currents, resulting in a near

sinusoidal waveform at the fundamental frequency.

Harmonic filters are primarily categorized as active or passive filters. An active

filter is a combination of amplifiers or transistors, resistors, and capacitors. The gain

of this filter can be any arbitrary value depending on the designed line impedance. A

passive filter, on the other hand, uses only passive components such as inductors

and capacitors to remove the harmonics. This type of filter produces very little

noise, is rugged to the environment, and is easy to implement. Therefore, passive

filters are preferred over active filters to mitigate power system harmonic concerns.

1.6.1 Active Harmonic Filter

An active filter can detect harmonic components and produce a counteracting signal

to partially or totally eliminate harmonics. The filter is constructed in a way that

high frequency signals such as fifth and seventh order harmonics can be identified.

For example, if a bus contains 20 % of fifth order harmonic voltage components, a

controller can be implemented in the filter to check for the fifth order harmonics and

generate an identical but 180∘ out of phase signal to cancel it.

Figure 1.22 shows four typical types of active filters: series voltage, series

current, parallel voltage, and parallel current [1]. In this section, the series voltage

type (see Fig. 1.22a) is examined to understand the operating principle of a general

active filter. The distorted voltage Vin(t) with harmonic contents is supplied as the

filter input. The detector, which consists of a potential transformer and a high pass

filter, blocks the fundamental frequency and passes the harmonic signals Vaf(t). The
harmonic voltages are then added back to the input voltage via a series inversed

polarity transformer. The filter output voltage is given by

VoutðtÞ ¼ VinðtÞ þ kVa f ðtÞ: ð1:92Þ

The value of k depends on many factors, such as transformer ratio and amplifier

gain, and thus needs to be designed carefully. The drawbacks of this filter are the

limited bandwidth with undesired attenuation, phase shift, and delay.
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Active filters have been successfully implemented in low power levels such as

audio and communication applications. However, at high power levels the situation

is different. The filter requires a complicated design process and special power

circuit components, thus making it less popular for power system applications.

1.6.2 Passive Harmonic Filter

Unlike active filters, passive filters cannot generate gain higher than 1. However,

these filters require no power supplies to operate and thus can work well at high

frequency. Passive filters are further classified into four types: low-pass filter, high-

pass filter, band-stop filter, and band-pass filter [11]. These filters are defined as

follows:

1. Low-pass filter—This filter, as shown in Fig. 1.23a, is characterized by its low

impedance value under a specific cut-off frequency fc (�3 dB) and high imped-

ance value above that frequency. A low-pass filter, therefore, passes through all

signals under fc and attenuates all signals above fc.
2. High-pass filter—A high-pass filter has the opposite effect of a low-pass filter. It

blocks all signals below the cut-off frequency fc due to high impedance value and

passes all high frequency signals (see Fig. 1.23b).

Vin

Vaf

Vout = Vaf  + kVaf Iout = Iin + YVaf

Iout = Iin + kIaf

+

Iin
Vaf

+

Y

a b

c d

Vin Iaf

Vout = Vin + ZIaf

Z
Iin

Iaf

Fig. 1.22 Typical active filter types: (a) Series voltage, (b) Series current, (c) Parallel voltage, and
(d) Parallel current
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3. Band-stop filter—A band-stop or notch filter passes all signal frequencies except

for a very narrow band (see Fig. 1.23c). The filter gain around fc is much lower

than the rest of the frequency band, and thus the amplitude of the signal within

the narrow frequency band is significantly reduced.

4. Band-pass filter—This filter has the reverse attenuation behavior compared to

the band-stop filter. The filter gain is near 1 for a specific range of frequencies

½ f 1� f 2� and zero for the rest (see Fig. 1.23d). The harmonics outside the band-

pass range are therefore eliminated from the signal.

The harmonic content resulting from the switching of semiconductor devices in

converters, for instance, has frequencies in the range of several kHz. Because filters

are designed to attenuate signals above a specific frequency, low-pass filters are

normally deployed. Several configurations of low-pass filters are presented in the

following section.

Low-Pass Filter Configurations

As mentioned earlier, the low-pass filter utilizes passive components such as

inductors and capacitors to eliminate high frequency harmonic content above the

cut-off frequency. The filter attenuation capability depends on the slope or stiffness

of filter after the cut-off frequency fc. Figure 1.24 presents three common config-

urations of filter in power circuits: L-filter, LC-filter, and LCL-filter.

Fig. 1.23 Passive harmonic filter type: (a) Low-pass filter, (b) high-pass filter, (c) band-stop filter,
and (d) band-pass filter
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L-Filter
An L-filter or choke is the simplest configuration with only an inductor connected

between the input and the output terminals. Figure 1.24a shows an L-filter

connected to a three-phase system. The transfer function for the filter is derived

from the output and input relationship as follows:

G sð Þ ¼ OutputðsÞ
InputðsÞ ¼ 1

Ls
: ð1:93Þ

From (1.93), the L-filter is characterized as a first-order system with the ability to

attenuate harmonics at 20 dB/dec over the complete frequency range, above the

cut-off frequency. Therefore, this filter is applicable for systems with high frequen-

cies resulting from components such as switching power converters. However, in

order to have sufficient attenuation, the size of an L-filter should be adequately

large. This results in an increase in the total size and cost of the system. More

importantly, adding a large inductance into the power system can affect and

degrade system’s dynamic characteristics.

LC-Filter
An LC-filter is developed from an L-filter by inserting a capacitor in parallel right

after the inductor terminal as shown in Fig. 1.24b. The LC-filter has better perfor-

mance compared to the L-filter because it is a second-order system with transfer

function given by

G sð Þ ¼ OutputðsÞ
InputðsÞ ¼ ω2

res

ðs2 þ ðRd=L1Þsþ ω2
resÞ

, ð1:94Þ

where ω2
res ¼ 1=ðL1C f Þ and Rd is the passive damping resistor connected in series

with Cf in order to damp the resonance in the circuit.

As with the L-filter, an LC-filter passes all low frequency signals below the

cut-off frequency. However, this filter has a better response to high frequency

harmonic current; its attenuation ability to eliminate harmonics above the resonant

frequency, ωres, is 40 dB/dec. In the LC-filter, the harmonic components are trapped

into the inductor and capacitor. The inductance, therefore, can be significantly

L

a

a b c

b

c

A

B

C

L1 L1 L2

Cf Cf
Rd Rd

a

b

c

A

B

C

a

b

c

A

B

C

Fig. 1.24 Common low-pass filter configurations: (a) L-filter, (b) LC-filter, and (c) LCL-filter
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reduced by adding more capacitance. The filter cost and loss, thus, can be scaled

down. Practically, however, the capacitor should store less than 5 % of power

passing through it. Otherwise, it can result in a high value of capacitance, leading to

a high inrush current at the fundamental frequency.

LCL-Filter
Figure 1.24c presents the configuration of a three-phase LCL-filter. This filter has

one more inductor compared to the LC-filter: an inductor L1 at the input side, an

inductor L2 at the output, and a capacitor placed in between. The currents first pass

through L1 where most harmonic components are trapped. Inductor L2 and the

capacitor then diminish the current ripples at switching frequencies to a desired

level. The LCL-filter transfer function can be given from direct relationship

between output and input in Fig. 1.25c:

G sð Þ ¼ iðsÞ
vðsÞ ¼

Rd

L2L1s

ðsþ ZRCÞ
ðs2 þ RdC fω2

ressþ ω2
resÞ

, ð1:95Þ

where Z2
LC ¼ 1=ðL2C f Þ, Z2

RC ¼ 1=ðRdC f Þ, andω2
res ¼ ðL1 þ L2=L1ÞZ2

LC.

The LCL-filter from (1.95) is modeled as a third-order system with the attenu-

ation ability of 60 dB/dec. This means that the filter can reduce the amplitudes of

harmonic components above the cut-off frequency to nearly zero. In addition, the

LCL-filter supports the system robustness in the case of variations in the output

impedance. For example, considering a change at the output side impedance:

ω2
res1 ¼

L1 þ L2 þ Lg1
L1ðL2 þ Lg1ÞC f

and ω2
res2 ¼

L1 þ L2 þ Lg2
L1ðL2 þ Lg2ÞC f

, ð1:96Þ

where grid impedance Lg1 changes to Lg2.
The frequency variation can be estimated as

ω2
res1 � ω2

res2 ¼ ðωres1 � ωres2Þðωres1 þ ωres2Þ � 2ωresΔωres

Δωres ¼ 1

2ωresC f

1

L2 þ Lg1
� 1

L2 þ Lg2

� �
:

ð1:97Þ

It is clear from (1.97) that the impedance variation can be significantly reduced

by using a large capacitor. The trade-off for an LCL-filter compared to the two

previous L- and LC-filters is the complexity of the configuration. The transfer

function (1.95) indicates that an LCL-filter adds one more zero and two more

poles than an L-filter which can cause unstable states in the system due to reso-

nances. The LCL-filter thus requires a careful design process before installing in the

power system.

In summary, each of the three filters has advantages, and depending on the power

system application, one can decide which filter should be installed. In electric
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machine drives, for instance, an L-filter can remove most harmonic components. In

grid-connected applications, however, the quality requirements of current injected

into the grid are high. An LC- or LCL-filter, therefore, is deployed to comply with

grid codes. Moreover, harmonic filters need to be carefully designed to ensure both

harmonic cancelation capability and system stability. In practice, a low-pass filter is

usually combined with a current or voltage controller in order to have a clean and

smooth output signal while ensuring system stability.

1.7 Conclusion

This chapter presents a thorough discussion on distribution circuit modeling,

operation, and analysis in the presence of power system harmonics. The method

to mitigate harmonic concerns using harmonic filters is also reviewed. The chapter

is written in honor of Dr. Heydt for his seminal work in power quality, particularly

in power system harmonics and harmonic power flow study. Therefore, most of the

material presented in this chapter is a summary of his research and contributions

pertaining to the subject.

First, the topic of power system harmonics is introduced and its impacts on the

distribution circuit are explained. Next, several measures to quantify power system

harmonics are defined, followed by a comprehensive discussion on major sources

of harmonics and an approach to model nonlinear loads and network components

under non-sinusoidal operating conditions. The method for distribution circuit

analysis in the presence of power system harmonics is also reported. For this

purpose, several algorithms for load flow analysis under non-sinusoidal operating

conditions, i.e., harmonic power flow algorithms are reviewed. Finally, the appli-

cation of harmonic filters in mitigating power system harmonic concerns is

presented, including a detailed account on modeling, analysis, and utility of both

active and passive filters.
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Chapter 2

A Meta-heuristic Approach for Optimal
Classification of Power Quality Disturbances

B.K. Panigrahi and Nilanjan Senroy

2.1 Introduction

In recent years, power quality has become a significant issue worldwide. The

proliferation of solid state switching devices, nonlinear loads, unbalanced net-

work conditions, power electronics based lighting control systems, switched

mode power supplies, and industrial rectifiers and inverters have resulted in

complicated power quality issues [1]. These include quasi-static harmonic

dynamic voltage distortions, inrush, pulse type current phenomena with excessive

harmonics and highly distorted line voltage and current waveforms. Other power

quality events involve variations in the electricity supply, such as voltage dips and

fluctuations, momentary interruptions, harmonics and oscillatory transients caus-

ing failure or mal-operation of the equipment. Improvements in power quality

must start with fast and reliable detection of the disturbances and the sources and

causes of such disturbances must be known before any appropriate mitigating

action can be taken.

In order to determine the causes and sources of disturbances, one must have the

ability to detect and localize these disturbances. The wavelet transform (WT) [2–4]

is widely used in analyzing non-stationary signals for power quality assessment

[5, 6]. In order to identify the type of disturbance present in a measured voltage/

current signal, different methodologies based on combination of the wavelet trans-

form and artificial neural networks (ANNs) have been explored [7]. Using the

multi-resolution properties of WT [6], the features of the disturbance signal are

extracted at different resolution levels. These features are used to train different
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ANN systems, to extract important information from a disturbance signal and

determine the type of disturbance that has caused a power quality problem to

occur. Wavelets have also been used with probabilistic neural network to classify

seven types of power quality (PQ) events [8, 9].

In this chapter the Wavelet Transform is used to extract relevant features from

power system disturbance signals. These signals are decomposed to up to 13 levels;

seven statistical measures—energy, entropy, standard deviation, mean, kurtosis,

Instantaneous Transient Disturbance (ITD) and skewness are defined for each level.

For any signal, the total feature set has 91 elements for a 13 level decomposition.

Five state-of-the art classifiers namely, linear discriminant analysis (LDA), fuzzy

k-nearest neighbor (FKNN), general regression neural network (GRNN), radial

basis function (RBF), and probabilistic neural network (PNN) are considered

[10]. For classifier combiners, the choice is made between Majority Voting,

Borda count, and Bayesian Belief methods [10]. The crucial task of selecting the

most appropriate classifiers and combiner, as well as finding the optimal feature set,

has been performed using an optimization algorithm which maximizes the accuracy

of classification.

The optimization task as outlined above is a nonlinear complex problem with a

considerably large dimensionality, necessitating the use of meta-heuristic algo-

rithms. Differential Harmony Search (DHS) [11] is such an algorithm, created by

incorporating a difference vector mutation of classical Differential Evolution Algo-

rithm (DE) [12, 13] in the mutation strategy of that of Harmony Search

(HS) [14]. The DHS search strategy possesses a considerably high convergence

speed. It is proposed to use this algorithm to create an optimal pattern recognition

machine for classification of PQ disturbances. The classification accuracy obtained

has been compared with various cases to highlight the effectiveness of the

procedure.

2.1.1 Wavelet Transform

Many signal processing techniques have been successfully applied to extract

important time frequency information from the power quality signals. The Wave-

let Transform [2, 3] is one of the important signal processing tools for the time-

frequency representation of the signal. A detailed description of the WT applica-

tion for power quality assessment, detection, and classification is well presented

in refs. [5–8].

The Discrete Wavelet Transform (DWT) decomposes the non-stationary power

quality signal into various frequency sub-bands using low-pass and high-pass filters

subsequently. In this work we have considered the db4 wavelet as the mother

wavelet for the time-frequency resolution of the signal.
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2.1.2 Data Preparation and Feature extraction

Various power quality disturbance signals are simulated using the analytical

expression as detailed in refs. [15, 16]. Around 200 signals are generated for each

power quality event by varying the parameters describing the particular event.

Various sag and swell signals are generated by varying the magnitude and duration

of the event. Similarly, harmonic signals are generated with various magnitudes of

harmonic content. Sag and swell with harmonics events are created by varying the

harmonic number, harmonic content and sag and swell magnitude and duration.

Transient signals are generated with various transient frequencies and rate of decay

of transients. The sampling frequency used in this work is 6.4 kHz and the data

window considered is ten fundamental cycles.

Once the signals are generated, they are processed with the WT to extract

various information at various frequency sub-bands. The detailed coefficient Dij

at each decomposition level is used to extract the features. Statistical features like

energy, standard deviation, mean, kurtosis, skewness, entropy, and Instantaneous

Transient Disturbance (ITD) of the decomposition coefficients Dij are calculated by

using the following equations

Energy EDi ¼
XN
j¼1

Dij

�� ��2 i ¼ 1, 2 . . . l ð2:1Þ

Standard Deviation σi ¼ 1

N � 1

XN
j¼1

Dij � μi
� �2 !1=2

, i ¼ 1, 2 . . . l ð2:2Þ

Mean μi ¼
1

N

XN
j¼1

Dij i ¼ 1, 2 . . . l ð2:3Þ

Kurtosis KRTi ¼
E Dij � μi
� �4

σ4i
i ¼ 1, 2 . . . l ð2:4Þ

Skewness SKi ¼
E Dij � μi
� �3

σ3i
i ¼ 1, 2 . . . l ð2:5Þ

Entropy ENTi ¼ �
XN
j¼1

Di j
2log Di j

2
� �

i ¼ 1, 2 . . . l ð2:6Þ

ITDi ¼ EDi

Energyof Fundamental
ð2:7Þ

where i¼ 1,2,. . .,l is the wavelet decomposition level from level 1 to level l.
j¼ 1,2. . .N, where N is the number of coefficients of detail at each decomposition

level “l”. The ITD is a measure of the ratio of the energy of the disturbance which is
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calculated from all the continuous frequencies (not limited to harmonics only) to

the fundamental energy.

Thus in the present case, with a “13” level decomposition the feature vector

adopted is of length “7� 13” i.e., 91. The feature vector may thus be denoted as

Feature ¼ �ED1 ED2 . . .EDl σ1 σ2 . . . σl μ1 μ2 . . . μl

KRT1 KRT2 . . .KRTl SK1 SK2 . . . SKl

ENT1 ENT2 . . .ENTl ITD1 ITD2 . . . ITDl

� ð2:8Þ

2.2 Classifiers and Combiners

2.2.1 Classifiers

Using the feature extraction process described in the previous section, each data is

mapped to a 91-dimensional space. This processed set is available to every classi-

fier and an optimal set is used for classification. The classifiers used include both

simple classifiers like LDA and FKNN, as well as complex classifiers based on

neural networks like RBF, GRNN, and PNN. A detailed description of these

classifiers is available in ref. [10] for the interested reader. The output from these

classifiers is modified so that hard decisions as well as ranking measures are

obtained. For classifiers which generally provide ranks of different classes related

to a particular data, the highest ranked class is taken as the hard decision for that

classifier. On the other hand, for those classifiers providing only hard decisions

about the class number of the input data, the rest of the classes are assigned a lowest

rank, i.e., if n classes are present and the classifier assigns class i to the data point,

then the remaining n� 1 classes are assigned rank n while the ith class is assigned

the rank 1 for the concerned data point. This step ensures compatibility of all the

classifiers with combiners working on ranks as well as class decisions from

classifiers.

2.2.2 Combiners

Class decisions (hard decision or ranks) are passed to all the combiners. A study of

recent research in this area has shown that Majority Voting, Borda Count,

and Bayesian Belief algorithms are efficient classifier combiners. While Majority

Voting and Bayesian Belief work with hard classification decisions, the Borda

Count differentiates ranking measures for every classifier. A detailed description

of all these algorithms is available in ref. [10].
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2.2.3 Overview of Optimization algorithm

2.2.3.1 Harmony Search

Harmony Search (HS) [14] is a meta-heuristic algorithm that mimics the process of

improvisation employed by musicians to obtain optimum harmony of musical

notes. During the optimization of an engineering problem, the solution is estimated

by trying out different values of the decision variables, and calculating the value of

the objective/fitness function with respect to various aspects such as cost, effi-

ciency, and accuracy. Just as in musical improvization, the best state is determined

by an aesthetic standard, the optimization process also seeks a best state or a global

optimum on the basis of the objective function evaluation. Further, the pitch of each

musical instrument determines the aesthetic quality of the music produced; simi-

larly the objective function value is determined by the set of values assigned to each

decision variable. Finally, just as the aesthetic sound quality is improved by

repeated practice, the objective function value can also be improved in an iterative

manner. The HS algorithm comprises of the following five steps:

Step 1: Initialization of the Optimization Problem and Algorithm Parameters

In the first step, the optimization problem is specified as follows:

Minimize (or Maximize) f x
!� �

subject to the condition

xi 2 Xi, 8i ¼ 1 . . .N ð2:9Þ

where f(.) is a scalar objective function; x
!

is a vector comprising of the decision

variables xi; Xi is the set of possible range of values for each decision variable xi,
and N is the number of decision variables. Additionally, the control parameters of

HS are the Harmony Memory Size (HMS), i.e., the number of solution vectors

(termed as population members) in the harmony memory (for each generation);

Harmony Memory Considering Rate (HMCR); Pitch Adjusting Rate (PAR); and
the Number of Improvizations (NI) which is the stopping criterion.

Step 2: Harmony Memory initialization

In the second step each component of the solution vector in the parent population

(Harmony Memory), which is of size HMS, is initialized with a uniformly distrib-

uted random number between the upper and lower bounds [Lxi, Uxi], where

1 � i � N. For the ith component of the jth solution vector, this step can be

represented by the following equation:

x j
i ¼ Lxi þ rand 0; 1ð Þ � Uxi � Lxið Þ ð2:10Þ
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where j¼ 1, 2, 3, . . ., HMS and rand (0,1) is a uniformly distributed random number

between 0 and 1.

Step 3: New Harmony Improvisation

In this step, a new Harmony vector x
!0 ¼ x1

0
, x2

0
, ::::: xN

0� �
is generated based on

three rules: (1) memory consideration, (2) pitch adjustment, and (3) random selec-

tion. This process of generating a new Harmony is called “improvization.” The

steps may be elaborated by the following set of equations:

Memory consideration:

x1
0  xi 2 x1i , x

2
i , :::::x

HMS
i

	 

with probabilityHMCR

xi 2 Xiwith probability 1� HMCR

(
ð2:11Þ

Pitch Adjustment:

x1
0 ¼ x1

0 � rand 0; 1ð Þ � bw with probabilityPAR

x1
0
with probability 1� PAR

(
ð2:12Þ

bw refers to an arbitrary distance bandwidth (a scalar number). Step 3 essentially

generates a new variation in the algorithm and is similar to the concept of mutation

in the standard evolutionary algorithms. Thus, either the decision variable is

perturbed with a random number between 0 and bw, or it is left unaltered with a

probability PAR or else it is left unchanged with probability (1� PAR).

Step 4: Harmony memory update:

If the new Harmony vector x
!0 ¼ x1

0
, x2

0
, ::::: xN

0� �
is better in terms of the objective

function value than the worst Harmony in the HM, then the new harmony is

included in the HM and the existing worst harmony is excluded from the

HM. Conversely, if the new Harmony vector yields an objective function value

worse than the worst Harmony, then it is discarded. Thus, the selection process

involves the evaluation of the objective function for every new Harmony vector, to

determine whether the new variation should be included in the population (Har-

mony Memory) or not.
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Step 5: Check Stopping Criterion

Steps 3 and 4 are repeated until the stopping criterion (maximum number of

improvizations) is satisfied.

2.2.4 Harmony Search with Modified Differential Mutation
Operator and its Discrete Version

Experiments with classical HS meta-heuristics over standard numerical benchmark

functions have indicated that the algorithm suffers from the problem of premature

and/or false convergence, with slower convergence particularly over a multimodal

fitness landscape. Further, the performance of the classical HS algorithm deterio-

rates with an increase in the dimensionality of the solution space. To overcome

these difficulties related with HS, a new variant termed Differential Harmony

Search (DHS) was proposed in ref. [11]. In this variation, the explorative capability

of HS was improved by replacing the pitch adjustment strategy of the classical

version of the algorithm with the mutation scheme employed in DE/rand/1 [12, 13],

with corroborative experimental results. When a large region of the solution space

is prohibited by security constraints of the problem at hand, the mutation scheme

used in DHS is modified by incorporating the one employed in DE/target-to-best/1

[12, 13] and is then modulated by the scaling parameters. Thus, the Harmony

Search with Modified Differential mutation operator (HS_MD) follows steps 1–5

as previously outlined for classical HS, with the pitch adjustment operation

(Eq. 2.12) in Step 3 being replaced by the following equation:

x1
0 ¼ x1

0 þ a1*rand* xBEST � x1
0

� �
þ a2*rand* xr1 � xr2ð Þ ð2:13Þ

where r1 6¼ r2 are two random indices of vectors chosen from the harmonic

memory; and a1, a2 are two scaling parameters introduced to bias the vectors

towards the global optimum. This step ensures that for complex problems with

constraint equations, the vectors quickly pass into the “legal” zone and are provided

with the opportunity to explore the “legal zone” more effectively. Typical values of

a1, a2 are 6 and 0.3, respectively.

For the discrete version of DHS, DHS_MD, the initialization step is

represented by:

x j
i ¼ Lxi þ ceil rand 0; 1ð Þ � Uxi � Lxið Þð Þ ð2:14Þ
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and the mutation operation is modified as:

x1
0 ¼ x1

0 þ ceil
�
a1*rand* xBEST � x1

0
� �

þ ceil
�
a2*rand* xr1 � xr2ð Þ ð2:15Þ

The rest of the steps for the algorithm proceed just as in the classical HS. A flowchart

for the algorithm is given in Fig. 2.1.

Start

Initialize harmonic memory
containing randomly

distributed vector

Create a new vector considering harmonic memory
with probability PHMCR and a random vector with

probability (1-PHMCR)

Mutate the vector using DE/target-to-
best/1 scheme

Is the new harmony
vector better than the

worst in memory?

Replace the worst vector in memory by
the new vector

Stopping
criterion

reached?

End

No

Yes

Yes

No

Fig. 2.1 Flowchart

for DHS_MD
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2.2.5 Optimum Classification Using Differential
Harmony Search

The previous sections have described the basic framework of howmeasured PQ data

may be processed to extract features. The process of combining classifiers hierar-

chically to generate classification decisions has also been described. Every mea-

surement yields a data point, and these decisions are obtained for every such data

point. If the classes of the data points are known, then by comparing the classifier

results with the known classes, an average classification accuracy may be calculated.

It is desired that this accuracy is as high as possible. The feature extraction process

produces a very high dimensional space—for the present case using DWT up to

13 levels of decomposition and seven statistical measures per level, a 91 dimensional

feature space emerges. Such large dimensionality not only hinders the overall

computational efficiency, but may also produce aliasing effects due to overlapping

features, thus degrading the performance of classifiers. Hence, DHS is expected to

provide with a feature space small enough to minimize the computational burden,

yet extensive enough so that the various classes are well differentiated within the

entire feature. Finally, classification by different techniques must be followed by

selecting the correct combiner by the optimization algorithm.

Thus, in order to accommodate all the requirements in a simple yet effective

way, each member of the DHS population is selected to be “n” dimensional (n ¼ m
þ pþ 1) of which the first “m” dimensions are reserved for the selected features

(note: the maximum number of features allowed to be selected is “m”). The next “p”
dimensions indicate the selected classifiers, while the last dimension is indicates the

combiner selected.

For the feature selection components, the components are allowed to lie in

the integral range between 1 and “N+1”, where “N” is the dimensionality of the

feature space produced by the DWT with the value directly representing the feature

selected. If any component magnitude is “N+1”, the interpretation is that no feature is

selected. This process ensures that DHS can be supplied with a feature space lower

than m-dimension if that can guarantee a better performance of the classifiers.

A binary coding scheme is used for the classification process. If there are “p”
classifiers to be selected from, then “p” components are reserved for classification

selection and they are allowed to have values either 1 or 0. While a 1 at a component

represents the presence of the corresponding classifier, 0 represents its absence.

Finally, the combiner selection component is allowed to move through integral

values between 1 and the maximum number of combiners present (here 3), with its

value directly indicating the combiner to be used by that population member.

For this process, the total data set is divided in two parts: the testing data set and

the training data set. For each member of the DHS population, the fitness is

calculated by training classifiers (when required, e.g., in RBF, PNN, and GRNN)

selected by that vector (decoded from the classifier selection part), finding reduced

feature space through feature selection, and finally using these trained classifiers for

classification of testing patterns and obtaining decisions from the combiner
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selected. These decisions are compared with the known classification information

for every test data and the average testing accuracy is obtained. This in turn is used

as the fitness value for the corresponding vector. In this way, the DHS tunes

the parameters, i.e., features selected, classifiers selected, and combiner used, so

that the lowest testing error (or highest testing accuracy) is ultimately obtained.

The best vector so obtained directly gives the components of the optimal classifi-

cation machine.

2.3 Results and Discussion

Ten classes of different PQ disturbances are taken for classification and they are as

follows—Sag, Swell, Momentary Interruption, Harmonic Distortion, Notch, Sag

with Harmonic, Swell with Harmonic, Oscillatory transients, Spike, and Flicker.

The power quality signals corresponding to these ten classes are generated in

Matlab [17] using parameterized models with different parameter values. Wavelet

transforms of these data samples are then performed to decompose the signals to

13 levels. Equations (2.1)–(2.7) are then used to calculate the features from the

decomposed waveform to constitute the feature vector as described previously.

Based on the extracted feature, the feature data sets for training and testing are

constructed separately. The data set comprises of all seven types of feature vectors

for different types of disturbances. The training and testing patterns are chosen in

the ratio 4:6 so as to test the real world conditions more effectively where a priori

classification information is generally not easily available. The DHS_MDmethod is

used with m¼ 13 and p¼ 5, i.e., the dimensionality of the DHS population being

n¼ 19. The optimal machine found is shown in Table 2.1 with complete description

about the selected features detailed in Table 2.2. To highlight the performance

improvement capability of the proposed method, the overall classification accuracy

has been compared with several scenarios in Tables 2.3 and 2.4. While Table 2.3

compares the performance of the machine with a different feature set, Table 2.4

compares that between different classifiers and combiners when fed with the same

optimal feature space.

From the comparative study of the power quality classification process

presented, it can be clearly seen that the optimal machine performs significantly

better in terms of classification accuracy even with a small set of training data

patterns.

Table 2.1 Optimally selected features by DHS_MD

Optimal classification machine

Features selected 4 8 15 40 44 52 55 77 88 90

Classifiers selected PNN GRNN RBF FKNN

Combiner Borda count
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2.4 Conclusion

A comprehensive classification method is presented in this chapter that aims to

improve the classification process of power quality signals. The discussion of the

method has been presented in a general manner that renders it readily amenable to

other signal classifications as well. An optimal machine is developed through

feature selection, classifier selection amongst few state-of-the-art classifiers, and

Table 2.3 Comparison of

classification accuracy results

for different feature set and

optimal classifiers-combiners

Features

Classification

accuracy

Energy (13) 94.45

Entropy (13) 91.74

Std. deviation (13) 90.46

Kurtosis (13) 94.79

Skewness (13) 89.66

Energy and entropy (26) 91.63

All (91) 92.36

DHS_MD selected features (10) 99.11

Table 2.4 Comparison of classification accuracy results for different classifiers-combiners with

optimal machine (one optimal set of features used)

Classification accuracy

LDA FKNN RBF PNN GRNN

Without combiner 74.35 80.92 87.99 85.23 84.87

Majority vote (with all classifiers) 89.92

Borda count (with all classifiers) 94.97

Bayesian belief (with all classifiers) 93.65

Optimal classifier-combiner 99.11

Table 2.2 Description

of optimally selected features

by DHS_MD
Serial no.

Selected

feature index

Selected

feature type

1 4 Energy

2 8 Energy

3 15 Std. deviation

4 40 Kurtosis

5 44 Kurtosis

6 52 Kurtosis

7 55 Mean

8 77 Entropy

9 88 ITD

10 90 ITD
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combiner selection. Further improvements in classification accuracy will come by

incorporating more diverse classifiers and combiners into the pool from which the

optimal machine can be developed.
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Chapter 3

Synchrophasor Measurements

Naim Logic

3.1 Introduction

The introduction of PMUs based on GPS technology has made it possible to obtain

synchronized measurements of important power systems quantities. This can be

used to get better and more reliable information about the operating status of the

power system in real time. The ability to monitor grid conditions and receive

automated alerts in real-time is essential for ensuring power system reliability.

Synchrophasor technology improves such capability. Synchronized PMUs take

sub-second readings system-wide and through visualization and advanced applica-

tions provide an accurate picture of grid conditions. With synchrophasor technol-

ogy, operators can monitor reliability metrics, grid dynamics, identify and diagnose

system problems, system stresses, oscillations, and other abnormal situations that

may occur in the power systems to enable them to take proactive actions to prevent

blackouts, reduce the footprint of blackouts, and enable faster recovery after events.

Given today’s pressures on grid operators to manage an ever increasingly complex

grid, PMUs may hold the key to reliable operations: grid monitoring and visuali-

zation, decision support, and post-event assessment. In addition, this technology

has the potential to improve efficiency by allowing operation closer to inherent

thermal physical limits with equal or greater safety margins and by increasing

existing transmission lines use based on dynamic ratings and margin assessment.

A growing community of researchers and utility experts are working on practical

applications and installations of this technology around the globe. An increasing

number of transmission system operators world-wide are evaluating the benefits

of this technology and implementing demonstration projects. Synchrophasor
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technologies establish the foundation needed to operate and control the future

power grid as it becomes more complex with increasing reliance on renewable

energy generation, continued growth in electric transmission, and greater diversity

of end-use electrical loads such as sophisticated power electronics.

This chapter describes synchrophasor technology features giving more details

about research projects where Prof. Gerald T. Heydt was helping in solving power

system industry issues related to the usage of synchrophasor measurements, ranging

from the integrated calibration of synchronized phasor measurements through the

identification of synchronous generator dynamic parameters.

3.2 Background

Leveraging advances in computing, high-speed communications and graphics

synchrophasor technology will benefit power system control room operation by

improving intuitive and informative visualizations, better grid condition situational

awareness, smart and integrated alarms and alerts, sophisticated decision support

tools, automate and distribute some less important activities to let operators work

on high-value activities and challenges.

PMUs provide voltage and electric current measurements along with frequency

and rate of change of frequency. This data can be used to provide early detection to

prevent grid disturbance events, assess and maintain system stability following a

destabilizing event, as well as alerting system operators to view precise real-time

data. This capability reduces the likelihood of an event causing widespread grid

instability. In addition, the use of phasor measurements is very valuable for postmor-

tem event analysis to understand the cause and impact of system disturbances. In

addition, PMU data is improving power system fault location detection and analysis.

Phasor data is also useful in validating the dynamic models of generation

resources, energy storage resources, and system loads for use in transmission

planning programs and operations analysis, such as dynamic stability and voltage

stability assessment. This technology will have an important role in determining

dynamic system ratings and allow for more reliable deliveries of energy, especially

from renewable generation location to load centers. In addition, the higher pene-

tration of renewable generation changes power system dynamic characteristics

making the application of synchrophasor technology more desirable. More renew-

able generation resources driven by power electronic devices decrease overall

power system inertia causing speeding up of possible and inevitable grid events.

The existing Supervisory Control and Data Acquisition (SCADA) system is not

able to recognize such events in a timely manner. Only PMUs and other smart

devices are able to do that since they are about 100 times faster.

PMUswere developed from the invention of the Symmetrical ComponentDistance

Relay (SCDR). The SCDR development outcome was a recursive algorithm for

calculating symmetrical components of voltage and current [1]. Synchronization is

made possible with the advent of the GPS satellite system [2]. The PMU records the
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sequence currents and voltages and/or their phase values and time stamps the reading

with time obtained by the GPS receiver. It is possible to achieve accuracy of synchro-

nization of 1 μs or 0.021� for a 60 Hz signal. A growing number of power system

protective digital relays are being introduced to themarketwith the ability to be used as

phasor measurement units in addition to their protective relaying function.

The IEEE has recognized the need for standards for PMUs. The first standard for

PMUs, IEEE 1344 [3], was completed in 1995, and reaffirmed in 2001. In 2005, it

was replaced by IEEE C37.118-2005 [4], which was a complete revision and dealt

with issues concerning the use of PMUs in electric power systems. The specifica-

tion describes standards for measurement, the method of quantifying the measure-

ments, testing and certification requirements for verifying accuracy, and data

transmission format and protocol for real-time data communication. This standard

was not comprehensive since it did not attempt to address all factors that PMUs can

detect in power system dynamic activity. A new version of the standard was

released in December 2011, which split the IEEE C37.118-2005 standard into

two parts: C37.118-1 dealing with the phasor estimation [5] and C37.118-2

the communications protocol [6]. It also introduced two classifications of PMU,

M—measurement and P—protection. M class is close in performance requirements

to that in the original 2005 standard, primarily for steady state measurements. The P

class has relaxed some performance requirements and is intended to capture

dynamic system behavior.

Because PMUs have the ability to directly measure phase angles at high sam-

pling rates and accuracies, they are prompting a revolution in power system

operations as next generation measuring devices. Figure 3.1 shows lack of

Fig. 3.1 August 14th, 2003 eastern interconnection blackout [7]

3 Synchrophasor Measurements 67



wide-area visibility during the August 14th, 2003 Eastern interconnection blackout.

The disturbance in the power system usually develops gradually—from several

minutes to milliseconds, depending on the type of the disruptive event. In this case,

the increasing phase angle difference across the grid for 64 min was an indicator of

increasing system stress. Unfortunately, this information was not available at the

time of the event. The figure is based on data from forensic blackout analysis. The

blackout was estimated to cost the US economy $6–$8 billion.

PMUs typically sample grid conditions at a rate of several hundred times per

second and use this sampled data to calculate phasor values for electric voltage and

current, at a rate of 30 or more per second. A phasor is a complex number that

represents the magnitude and phase angle of the sinusoidal waveforms of voltage or

current at a specific point in time. In North America PMUs are streaming 30, 60, or

120 samples per second, having a rate of 30 samples/s as an industry standard. A

Phasor Data Concentrator (PDC) is collecting phasor measurements from multiple

PMUs aligning these signals according to time tags based on the GPS signal. The

PDC receives many data streams from different PMUs, packages them together and

broadcasts the packets as a user datagram protocol in a PDC stream format. The

IEEE C37.118 protocol has been designed to connect directly with the PDC output,

read the phasor data stream in real-time, and calculate scaled and derived values

such as Megawatt (MW) and Megavolt-ampere reactive (MVAr). Once received,

the raw data is processed to remove erroneous data and filtered for noise to improve

data quality. Additionally, for the visualization tool, it is necessary to set filtering

options, enter PMU location longitude and latitude, and define alarm and event

alarming attributes. The parsed phasor data received from the PDC and derived

quantities are stored in a real-time memory buffer. Additionally, the data is usually

stored in a database for long-term trending and reporting purposes, as well as for

forensic analysis.

Time stamping allows measurements taken by PMUs in different locations and

by different transmission operators to be correlated and time-aligned, and then

combined accurately. Such data can provide a comprehensive picture of transmis-

sion system operations across an entire transmission region or interconnection.

3.2.1 Infrastructure and PMU Placement

One challenge related to the usage of synchrophasor technology is the communi-

cation infrastructure, which lacks the bandwidth to handle the data traffic produced

by the smart devices, needs enhanced security and it must maintain a high degree of

reliability if the data is used for control decisions. Initially, synchrophasor hardware

infrastructure was designed as a research and development pilot project. As utilities

and power industry have become more aware of PMU benefits, along with govern-

ment incentives to deploy more units, it has become clear over the years that

developing a production-quality synchrophasor architecture system is needed to

support grid reliability and renewable integration. Therefore, a high-speed

68 N. Logic



communications network and secure infrastructure is essential for synchrophasor

technology implementation. With all of these comes the need for enhanced cyber

security plans, comprehensive monitoring of communications traffic, and strategies

to ensure reliable and secure data transfer.

Currently, almost 1,700 PMUs are deployed throughout North America. PMU

placement is often difficult to determine. Ideally, utilities would like to have PMUs

installed at every bus in their system but, in reality, that is not economically

feasible. Therefore, future PMU installations need to be prioritized by taking into

account the data requirements of all the different synchrophasor applications. These

requirements are resulting in the suggestion to install PMUs in high voltage sub-

stations, large generation power plants and load centers, major transmission lines,

substations with remedial action schemes, renewable generation plants, etc.

3.2.2 Data Quality and Management

With the ongoing investments in a smarter electric grid, new algorithms and devices

are being developed. Synchrophasor applications for electric transmission systems

are one of the most critical smart grid technologies. The high quality of

synchrophasor measurements is vital for most of these applications, especially for

real-time control where achieving an accurate picture of the current grid state is

essential.

With the synchrophasor applications transitioning from the pilot project to

production and the increase in data availability it is necessary to develop a strategy

for data retention and storage. Also, it is very important to make this data more

accessible. Currently, displaying the data in raw or processed form require custom

applications. However, to maximize the benefit from this technology, it is necessary

to make this data readily available to all utility systems that can use it.

3.2.3 Advanced Applications

Another major challenge is the lack of the available applications that assimilate and

provide meaningful, understandable visual displays of the extensive data produced

by the smart devices.

Unprecedented volumes of data coming into the control room require efficient

computing techniques and application tools to be able to extract maximum benefits

from this promising technology. Precursors to the actual power system disturbance

are often only found in synchrophasor data. Advanced applications software pro-

viding these capabilities are necessary to realize the full potential of synchrophasor

technologies. They will improve grid reliability, power quality, asset utilization,

and efficiency in grid planning and operations. These are the ultimate benefits of

synchrophasor technologies.
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To address fast-occurring grid events and free up grid operator attention for

high-priority decisions synchrophasor technology is providing better wide-area

situational awareness and visualization tools, better state estimation, faster contin-

gency analysis, better transmission pathway and congestion management, pattern

recognition, and libraries of past grid events enabling faster event identification and

appropriate reaction. More automated actions out on the grid with synchrophasor-

driven decision-making and switching, including voltage management at genera-

tors, automated reclosing decisions informed by phase angles, and dynamic

stability management. Synchrophasor technology can change operators’ roles and

tasks with usage of dynamic nomograms, faster power system restoration, system

inertia monitoring, developing linear state estimation, detecting imminent cascad-

ing, and introducing adaptive protection.

Synchrophasor technology is introducing the key attributes of smart grid at power

system transmission level: interactive with consumers and markets, optimized to

make best use of resources and equipment, predictive rather than reactive in order to

prevent emergencies, integrated by merging monitoring, control, protection, main-

tenance, marketing, . . . distributed across geographical and organizational bound-

aries, self-healing and adaptive nature, more secure from attack, etc. Recent surveys

on PMUs and their applications in power systems can be found in ref. [8].

3.2.3.1 Visualization

Synchrophasor technology is improving power systemmonitoring and visualization

to aid power system operators’ situational awareness and help them forestall grid

collapse through better recognition and response to evolving grid events. PMUs are

deployed across an area as wide as an entire interconnection, PDCs are collecting

data and display it for operators to understand grid conditions indicating possible

levels of stress in the grid, such as areas of low voltage, frequency oscillations, or

rapidly changing phase angles between two locations on the grid. Many applications

have diagnostic capabilities that can identify grid stress (measured by the changing

phase angles of synchrophasors at different substation locations, phase angle sepa-

ration), grid robustness in terms of system events (oscillations, damping, and trends),

instability (frequency and voltage instability), or reliability margin (which describes

how close the system is to the edge of its stability boundary) providing appropriate

graphics and visualizations, basic data archiving, the ability to drill down into

specific locations or conditions on the grid, and playback capabilities.

3.2.3.2 Frequency Stability Monitoring

PMUs measure power system frequency, which is a key indicator of the balance

between generation and load in the power system. Abrupt changes in frequency due

to major losses in generation or load can compromise power system stability and

lead to a blackout.
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3.2.3.3 Voltage Stability Monitoring

Synchrophasor systems can be used to monitor, predict, and manage the voltage on

the transmission system of the power grid. Many transmission systems are voltage

stability-limited, which means that the voltage cannot exceed a certain level

without causing system stability problems (instead of thermally limited). Voltage

collapse can happen very quickly if these voltage stability limits are reached or

exceeded. The high resolution of synchrophasor measurements provides the ability

to map changes in voltages at a bus to power flow changes on connected lines,

which measures voltage sensitivity at that point. High voltage sensitivities could be

an indicator of possible voltage stability problems. The phasor measurement based

voltage stability analysis application assesses the power (or current)-to-voltage

system operating point and sensitivities at a sub-second resolution. The calculated

adaptive voltage stability margin can be expressed as active and reactive power.

This will provide system operators not only the power transfer limit to a load center,

in terms of active power, but also the reactive power support needed at this

load center.

3.2.3.4 Phase Angle Monitoring

The phase angle difference between buses measured by PMUs on the transmission

grid is an indication of system stability and system stress. An angle difference

within a predetermined limit is acceptable but needs to be monitored closely for

early warnings. An increasing margin of phase angle difference can be a serious

problem when the deviation gets large enough to cause voltage and system insta-

bility. System operators can be assisted by monitoring angle separation or rate-of-

change of angle separation between two buses or two parts of a grid to determine

stress on the system. One application for synchrophasor based situational awareness

and trending tools is to have them show the trend in phase angles compared to phase

angle limits in order to warn operators when the stress is increasing. Such a tool

offers intelligence to the power system operator. When phase angles exceed critical

limits, operators can perform corrective actions.

In some cases separation is unavoidable in a power grid due to inter-area

oscillations, out-of-step protection, or cascading. PMUs can help monitor inter-

area oscillations and predict when a controlled system separation is needed. A PMU

based controlled separation scheme has been developed to address the key issues:

where to separate, when to separate, and how to separate? Another important

application of phase angle monitoring is during restoration. The phase angle

value across an opened tie line or an opened circuit breaker would guide an operator

in circuit breaker closing.
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3.2.3.5 Oscillation Detection and Analysis

Detecting power system oscillations requires high resolution data, which is

available through synchrophasor technology with sampling rates of 30, 60, or

120 samples per second. This further enhances operator situational awareness.

Oscillations are not observable using SCADA technology, with sampling rates of

one sample every 2–4 s. It is every operator’s objective to keep system oscilla-

tions under control while maximizing power transfers and maintaining system

reliability. Monitoring devices such as PMUs can play a critical role in dynamic

conditions.

System oscillations are expected in a large interconnected network of loads and

generators. During normal operations, generators have the ability to retain synchro-

nization speed with other interconnected generators and can maintain system

stability. If the system is properly designed and operated and a disturbance occurs,

the oscillations are damped and the system naturally returns to equilibrium quickly.

However, if the disturbance is large or the interconnected system is somewhat

weak, the oscillations caused by disturbance could grow causing the system to

become unstable and break apart leaving large areas without power.

In some cases when system damping is inadequate, a disturbance on the grid,

such as scheduled or unplanned transmission line outages can cause adverse and

serious system stability problems. Sometimes only a slight variation in system

operating conditions might exist in which an oscillatory mode becomes lightly

damped. Under such circumstances, it is possible that the system operators fail to

notice this insecure state and miss the opportunity to remedy the situation before it

is exacerbated by a system disturbance. PMU data can be used to compute the

damping ratio and determine the magnitude and energy associated with oscillations

with certain frequency (so-called oscillation modes) in real-time operations. A

wide-area damping control system has recently been developed to enhance the

damping performance of inter-area oscillations.

Variable generation resources can strain grid stability and as such, system

oscillations are becoming a much more serious treat. Monitoring, detecting and

identifying low damping oscillations in a system with renewable resources is

essential for system operators since this allows them to start control measures to

damp out the oscillations by re-dispatching or forcing reduction in power genera-

tion. When oscillations are detected, a control signal can be generated and sent to

the offending generator’s excitation system to regulate its voltage and bring it into

synchronization or reduce its output to a level that is no longer threat to the system.

Data obtained from PMUs can help identify the causes of some of the stability

issues in the system. For example, some of the unstable modes are local where a

small group of generators is out of synchronization with the rest of the generators in

the system or inter-area where many generators in one part of the system are out of

synchronization with the rest of the system. There are also some higher frequency

oscillation modes that are caused by poorly tuned exciters, power system stabi-

lizers, governors, or static VAR compensators.
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Off-line and post-disturbance analyses are very useful in understanding grid

dynamics. Using the data recorded by PMUs is vital in the calculation of the

distinctive frequency responses contributed by each generator. Off-line analyses,

such as modal analyses (using event or ambient data) can identify oscillation and

damping modes.

3.2.3.6 Dynamic Capability Rating

Dynamic Capability Rating Systems on transmission circuits continuously monitor

ambient conditions, such as line tension, temperature, or wind speed, and allow

lines to be reliably loaded closer to their true operational capacity. Often this means

they can carry electricity at higher levels than nominal limits. However, in some

conditions, they can warn operators of situations where the capacity of the line is

reduced. PMUs can monitor the precise grid synchrophasor measurements and are

typically installed at substations or at power plants, at a variety of voltage levels.

Depending on location and surrounding network configuration, a PMU can be used

to monitor transmission lines, transformers, and/or generators.

Congestion management is a critical function performed by grid operators in real

time and power schedulers in the advance market. It involves generation dispatch

(in day-ahead markets) and re-dispatch (in real-time markets) to satisfy the demand

in an economic manner without violating the transmission limits. The traditional

approach to real-time congestion management compares actual flow on a line or

path against a Nominal Transfer Capability (NTC) that is calculated in advance

using an off-line methodology—seasonal summer or winter ratings of lines are

typically set based on fixed assumptions regarding ambient temperature, wind

speed, and solar heating input to arrive at a conservative figure for transmission

line conductor capacity based on thermal limitations, voltage limitations, or stabil-

ity limitations; whichever happens to be the most restrictive in any given situation.

Since the assumptions used in off-line NTC calculations are often conservative and

result in excessive margins in the congestion management process, this may lead to

unused transfer capability and lost opportunity costs in the dispatch process. PMU

measurements may be used to calculate more accurate path limits in real-time, thus

providing more “room” to manage congested lines and paths. Higher scan rate and

more precise PMU data allow rapid computation of Real-time Transfer Capability

(RTC) applied to the critical stability-limited and voltage-limited paths. In many

cases such RTCs will exceed their respective seasonal NTC and reduce the need for

real-time congestion curtailments.

3.2.3.7 Resource Integration

PMUs are expected to be particularly useful for improved monitoring, managing,

and integrating of distributed generation and renewable energy resources. One of

the challenges in integrating these resources is how to identify and respond to their
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power generation variability. In a conventional system, frequency is controlled by

large central rotating generators. However, as more renewables come online, they

challenge the ability of the power system to control the system frequency because,

with renewables with much less inertia, it can change much faster than in a

conventional power system without renewables. This variability alters the fre-

quency behavior of the interconnected system and could adversely impact the

grid’s stability performance. Real-time monitoring of frequency behavior enables

operators to take appropriate actions to maintain stability.

3.2.3.8 State Estimator

State Estimation (SE) is an essential component of a modern Energy Management

System (EMS). The performance of other application programs depends on the

accuracy of data provided by the SE. The SE processes a set of real-time redundant

measurements. Measurements received at the control center include line power

flows, bus voltage and line current magnitudes, generator outputs, loads, circuit

breaker and switch status, transformer tap positions, and switchable capacitor bank

values. The SE solution will provide an optimal estimate of the system state based

on the available measurements and on the assumed system model. This solution

consists of voltage phasors (magnitudes and angles) for all buses in the system

model. Until recently it was nearly impossible to measure voltage and current phase

angles, but synchrophasor technologies now allow one to calculate these phase

angles. So PMUs are able to measure phase angles and it was natural to consider

synchrophasor technology benefits as SE improvements and accuracy

enhancement.

3.2.3.9 Dynamic Model Validation

Dynamic modeling and validation of complex power system components are

essential for optimal operation, safety and security of the grid. Also, important

decisions on new capital investments are dependent on the accurate modeling of the

different components in the system. However, due to a large number of components

in the power system and time-varying characteristics, acquiring the precise model

and parameters is not a trivial task. The unpredictable nature of system disturbances

and modeling shortcomings to reflect real-time dynamic response of the system

during events add complexity into finding a true system representation.

In addition, the rapid increase in renewable resources penetration in the system

further highlights the need for more accurate models and improved validation

methods. The new models need to give an accurate representation of the aggregated

nature of renewable resources, such as solar and wind. System planning for such

systems can be difficult without an accurate comprehensive model. Failure of a

model to predict or replicate the system’s response to a disturbance is an indication

of model weakness and inaccuracy.
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Figure 3.2 shows the discrepancy between the simulated California-Oregon

Intertie (COI) power transfer and the active power flow recorded at the Malin

substation on August 10th, 1996 when the WECC system separated into four

electrical islands. The predicted power flow on the COI was not able to capture the

growing oscillation phenomena. During off-line studies, the simulated COI power

response resulted in a stable response without significant oscillations while in reality

the system presented an unstable response with undamped and growing oscillations.

Power system model validation by field test of any single power system compo-

nent can be time consuming, expensive, and even sometimes an unachievable goal.

An easier way to validate system models is to use data from real event recordings,

compare them against the simulated dynamic response and then make the necessary

corrections to the models. In addition, improving dynamic models will provide more

accurate results when performing system operation limits studies which might relax

or tighten operational limits resulting in more reliable and safe system operations.

One of the useful applications of PMUs is the validation of the load models for

advanced voltage stability assessment. Accurate modeling of the aggregated loads

is essential for that application, as load characteristics critically influence the

system voltage behavior.

A major problem faced by the power system operators during the disturbance is

load recovery, which increases the reactive power consumption and leads to

reduced voltages in the transmission system. In the US Southwest, with a lot of

single phase induction motors, a known issue is Fault Induced Delayed Voltage

Recovery (FIDVR). It is thus very important to have realistic load models (both

static and dynamic).

Fig. 3.2 August 10th, 1996 WECC system separation into four electrical islands [9]
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3.2.3.10 Forensic Analysis

Post-event analysis is necessary to ensure that lessons are learned to correct problems

that previously led to an event, to train system operators on the lessons learned, and

finally to take measures to correct the problem. Synchrophasors are essential for

post-event analysis of power systems.Data synchronization is critical for the sequence

of event reconstruction, particularly for complex events where the switching of many

devices in the system occurred in a short-time frame. Prior to synchrophasors, it

could take many months of investigation to reconstruct the sequence of events that

caused a blackout. However, having synchrophasors in place greatly reduces the time

required to complete a post-event analysis to days or hours.

3.3 State Estimation Improvements

In the early stage of discovering benefits of synchrophasor technology the focus of

research efforts was on how the new technology of phasor measurement units can

be used to enhance state estimation in electric power systems. There is a school of

thought that the measurements from the PMU are far superior of SCADA data used

in traditional state estimation and should be collected and used separately from this

data [10]. Others admit that there is difference in the information and it is viable to

use PMU measurements with SCADA data [11]. A dramatic improvement in the

state estimate has been seen by using a three-phase model and the use of GPS

synchronized measurements [12].

In one approach to enhance SE accuracy the sensitivity analysis of three condi-

tion indicators to added state measurements was performed:

– The condition number KG of G, using the 2-norm, where:

– G is the gain matrix G ¼ HtH.
– H is the process matrix in SE approach.

– The “distance” from G to the nearest singular matrix S as d.

– d ¼ min
S HtH � Sj jj j2, where the minimum is taken over all possible singular

matrices S.

– The scaling factor F ¼ dKG

PMU placement can be performed using several different criteria including secu-

rity concerns, observability, and improvement in state estimation resulting in usage of

eigenvectors—the use of eigenvector of the smallest eigenvalue of H [13].

Condition indicators were studied in order to supplement measurement place-

ment algorithms. The analysis also shows that the concept of using condition

indicators for measurement placement is consistent with redundancy analysis.

Eigenvalue sensitivity analysis is used to improve the condition indicators [14].
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Prof. Heydt also made an interesting approach to a distributed state estimation

algorithm suitable for large-scale power systems. In the decomposed subsystems,

the placement of synchronized phasor measurements was investigated. They were

applied to aggregate the voltage phase angles of each decomposed subsystem in the

distributed state estimation solution obtained by using a sensitivity analysis based

update at chosen boundary buses [15].

Recently, Prof. Heydt has incorporated synchronized phasor measurements into

a linearized, three-phase, distribution class state estimation algorithm for applica-

tions in smart distribution systems [16]. Knowledge of bus voltage phase angles

from synchronized phasor measurements improves the state estimation process for

power systems, and is shown for distribution circuits having the advantage of

providing full three phase detail.

3.4 The Time Skew Problem in PMU Measurements

The accuracy of PMU measurements is inherently higher than the accuracy of the

conventional SCADA measurements. One of the important features of PMU mea-

surements is the synchronization indicated by the time stamps. The GPS provides

the one pulse per second (1 PPS) signal used for the same time sampling at different

locations. The precision of the 1 PPS signal is within 1 μs.
The faulty synchronization of PMU measurements is termed as a “time skew”

problem. Time skew exists between measurements from different PMUs even

though they are tagged with the same time stamps. The origin of the time skew is

due to the inaccuracy of the sampling clock associated with specific PMUs. A

resynchronization of all sampling clocks is achieved every second due to the 1 PPS

signal. This time skew problem is identified, but solving this problem is not an easy

task and might not be accomplished in a short term due to procedural constraints in

the field. The recognition of the time skew problem is of great importance to

applications of PMU measurements in power system monitoring, protection and

control.

All PMUs are receiving the 1 PPS from the GPS system, and sampling clocks are

phase-locked to this time pulse. However, the sampling clocks might not be exactly

synchronized during each one second interval due to the different accuracy of the

clocks, and time skew originates between measurements from different PMUs. Two

examples with less accurate clocks are shown in Figs. 3.3 and 3.4.

The question arises as to how to judge whether a clock is accurate or not. The

voltage phase angle change is used to accomplish the goal. The examples shown in

Fig. 3.5 from actual measurements illustrate this point. The curve in Fig. 3.5a

depicts the voltage phase angle change based on measurements from a PMU

associated with a more accurate clock. It is observed that the voltage angle changes

are relatively small numbers, and the absolute values of the angle changes are in a

range of [0, 0.06] degree. As for the curve in Fig. 3.5b, this plot depicts the voltage

phase angle change based on measurements from a PMU associated with a less
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accurate clock. It is clearly seen that spikes occur every second corresponding to the

large changes as stated in the previous discussion. The absolute values of the spikes

are about 0.2�. It should be noted that the resynchronization takes place at one

reporting step after the 1 PPS signal shown by the time stamp.

To compensate the time skew error, a Kalman filter model is used. The Kalman

filter is a least squares error estimator using measurements and system information

to model the process dynamically [18]. It is a recursive optimal estimator based on
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Fig. 3.4 Time skew originating from a less accurate clock when ΔT2 is slightly less than ΔT1 [17]
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Fig. 3.3 Time skew originating from a less accurate clock when ΔT2 is slightly greater than

ΔT1 [17]
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the state space representation where the equations that describe the Kalman filter

estimator are divided into two steps: time update (predictor) equations and mea-

surement update (corrector) equations. In essence, the Kalman filter is used as a

dynamic state estimator. Analysis is performed to answer two questions: ascertain

whether the error due to the time skew problem is constant or not, and determine the

error identified in the first answer.

The raw PMU relative voltage phase angle measurements are shown by the

curve in Fig. 3.6a, and the processed measurements are shown by the curve in

Fig. 3.6b in a time period of 3 min. It is easy to notice that the raw PMU relative

voltage phase angle measurements vary in range of (�1.5, �1.2) degrees and the

processed measurements vary in a much smaller interval, which reflect the actual

system operation condition.

Analysis shows that the time skew error for one specific PMU with time skew

problem could be treated as a constant. Then during each one second interval, the

time skew errors are compensated before PMU measurements are used in further

power system applications. Since the computational cost is low, this method is easy

to be applied on practical PMU measurements [17].
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Fig. 3.5 Voltage angle changes from two PMUs in a time period of 10 s (a) PMU with an accurate

clock and (b) PMU with a less accurate clock [17]
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3.5 The Integrated Calibration of Synchronized
Phasor Measurement Data

Perhaps the most significant breakthrough in recent years in power system instru-

mentation has been in the development of synchrophasor measurements via PMUs.

This research work was concerned with the error, accuracy, and validation of PMU

measurements from a practical electric power system.

Measurements have become a key element of power system operation and they

are instrumented mainly utilizing potential and current transformers (PTs and

CTs) and voltage, current, and power transducers. A commonly used type of

voltage transducer is a Capacitively Coupled Voltage Transformer (CCVT). The

IEEE Standard 57.13-2008 [19] prescribes the accuracy (maximum error) of

relaying class CTs as shown in Table 3.1. As an indication of ratio and phase

angle accuracy, Table 3.2 shows the permissible error for PTs in ref. [19] and

CCVTs in ref. [20].

The PMU measurements are a time sequence data series. There is noise and

possibility of bad data in the measurements. Data filtering is applied to remove the

corrupted data points from the PMU measurements. The objective is to obtain a

more accurate estimate of the system states based on PMU measurements.

Fig. 3.6 Relative voltage phase angle measurements (a) without and (b) with compensation
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Even though the power system is never truly static, the power system states

vary little when there is no large disturbance in the system. In this case, a Kalman

filter can suitably filter measurements from the PMUs. There are two conditions

that need to be considered: one deals with bad data detection, and the other relates

to the system state change detection. When a bad measurement is detected, the

measurement should be replaced by an estimate of the system state or be simply

discarded. When a system state change is detected, the measurement should be

retained. The question arises as to how to determine whether the “abnormal” data

observed are bad data or true system changes. When the redundancy of PMU

measurements is available, this procedure is applied as a key step in adaptive

Kalman filtering of PMU measurements to overcome the insensitivity of a con-

ventional Kalman filter.

In addition, another methodology of identifying bad data from PMU measure-

ments based on Power Transfer Distribution Factor (PTDF) is considered. The

definition of PTDF is the relative active power change through a particular branch

due to the change in active power injections. Providing that the number of PMUs

installed in the network is sufficient to satisfy the redundancy requirement, this

procedure could be conveniently implemented in online analysis of PMU measure-

ments. It helps to determine whether the system state changes reflected by PMU

measurements are physical changes or bad measurements, and can be applied in the

adaptive Kalman filter approach.

Moreover, a novel method for bad data detection and identification of PMU

measurements based on voting criteria is considered. Under certain PMU installa-

tion scenarios, the topological relationship in the system could provide additional

information that is helpful for bad data detection. The method is especially bene-

ficial for utilities with a relay based PMU network. This method could be applied

under the condition that the redundancy requirement of PMU measurements is not

satisfied to implement the bad data detection and identification procedure

Table 3.1 Accuracy ratings for relaying class CTs [19]

Limits of ratio error relay class At rated current (%) At 20 times rated current (%)

C and T classification 3 10

X classification 1 User defined

Table 3.2 Permissible error for power system instrument

Application Maximum error in ratio Maximum error in phase

PTs [19]

Revenue metering �0.1 % �0.9 mrad (3 min)

Other applications �1.2 % �17.5 mrad (1�)
CCVTs [20]

Relaying <1.2 % �63 min

Metering 0.3–1.2 % depending on class �16 min to �63 min depending on class
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mentioned previously. Basically, this is a preprocessing method to detect and

identify bad measurements from PMUs which are closely related to the physical

topology.

This research deals with the error, accuracy and validation of PMUmeasurements

from a practical electric power system. Data from operations planning cases are

integrated with measurements taken during actual operation. The basic concept of

integrating all available information to enhance power transmission operational

measurements is exemplified by the inclusion of operations planning data into the

measurement process. In order to utilize PMU measurements in system control,

validation of the data from PMUs is required. The calculated Transmission Line

(TL) impedance based on the rawmeasurements from PMUs shows a difference from

TL parameters from planning data indicating that calibration is needed to improve the

accuracy of PMU measurements. Calibration or Correction Factors (CFs) are intro-

duced to calibrate each of the electrical current and voltage phasors measured. There

could be errors both in magnitude and angle of synchrophasors. Three different cases

presented in Figs. 3.7, 3.8, and 3.9 are considered to calculate the CFs.

These calculated CFs are complex quantities indicating correction of both

magnitude and phase angle of the synchrophasor measurements and they are

PMU

Substation

Fig. 3.7 Transmission line with two PMUs [21]

PMU

Substation

Fig. 3.8 Two transmission lines with four PMUs [21]

PMU

Substation

Fig. 3.9 Two transmission lines, with one PMU each [21]
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introduced to make the measurements and TL parameters ‘match’. The correction

factors are utilized to calibrate the PMU measurements. Comparison of the active

and reactive power mismatches before and after calibration is used to determine the

effectiveness of the correction factors.

Figure 3.10 depicts the implementation of the proposed correction factors for

PMU measurements. A data processing algorithm is implemented and used as

preprocessing before raw PMU measurements are applied for power system mon-

itoring and control. By analyzing the characteristics of CFs, a novel calibration

process of PMU measurements is proposed which is applicable in real-time power

system operation [21].

3.6 Impact of PMU Measurement Buffer Length
on State Estimation

Attention is turned to an important specific issue when integrating PMU measure-

ments into state estimation. In practical systems, the reporting rate of PMU mea-

surements is much higher than the conventional measurements collected by the

SCADA system. If the reporting rate of synchrophasor data to SE is one second,

which is currently the industry standard, the question is which measurement inside

the one second time interval to use for SE? The first, the last, the middle, the mean,

or something else?

If a buffer of PMUmeasurements is utilized (i.e., a memory buffer of length Nbl),

the variance of the PMU measurements could be calculated directly. As for the

noise in the PMU measurements (which is generally assumed to be normally

distributed with zero mean), this is a quantity that is a random process and needs

to be modeled and integrated appropriately. Accordingly, more measurements

should be included to yield the best estimate of the “true” value of the state when

the system is static. However, in reality, power systems are never truly stationary or

static. Again, the more measurements that are included, the larger is the deviation

that would result due to system dynamics. These contradictory aspects raise the

question of how to choose the buffer length of the PMU measurements in

preprocessing data used in the state estimation. The first aspect is referred to as

Raw PMU
measurements

Calculate
correction

factors

Apply
correction

factors

Corrected PMU
measurements

Applications:

Monitoring

Control

Fig. 3.10 Implementation of correction factors methodology [21]
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uncertainty due to the noise in the measurements. The second aspect is referred to as

variation of data due to the change in the system states. It is important to make a

good tradeoff between these two aspects. Assuming that the bad data have been

removed from the raw PMU measurements, the goal is now to determine the

optimal buffer length.

The equation relating the measurements z and the state vector x is:

z ¼ h xð Þ þ e

where z is the measurement vector, e is the measurement error vector and h(x) are
functions of the system states x. The residual vector r is defined as:

r ¼ z� Hx̂

The Euclidean norm (2-norm) of r is:

rindex ¼ rk k

The scalar rindex defined above is used as an index to check the impact of different

buffer length of PMU measurements on the state estimation. It should be noted that

there is no noise added to the conventional measurements. For a certain buffer

length Nbl, the simulated signal is divided into subsets. The mean value of the

measurements in each subset is calculated. Then, each of the mean values is used in

the state estimation to obtain rindex. In order to obtain the probability distribution

function of rindex, a Monte Carlo simulation is applied.

If the cumulative distribution of rindex is considered when the buffer length

varies, the result is that rindex decreases as the buffer length increases. When the

system is static, the larger the Nbl is, the better the state estimation becomes. If only

the uncertainty due to noise in the measurements is considered, a large buffer length

would yield a better (lower) rindex than a small buffer length.

Attention is turned to the design of the optimal input data buffer length. If the

variation of PMU measurements due to the change of the system states could be

quantified, the optimal buffer length is obtained at the point where the summation

of the residuals due to the uncertainty and variation of measurements is minimum.

However, it is difficult to separate the impact of the uncertainty and the variation of

the measurements. Also, it is difficult to describe the variation of system states in a

probabilistic sense. Figure 3.11 depicts the possible changing trends of the system

states shown by the dashed curves. It is possible that the system is static, as shown

by the dashed straight line, or varying as shown by the other two dashed curves. As

explained previously, it is important to insure the best possible tradeoff between

reducing noise uncertainty impact on estimation and improving system change

tracking accuracy. The first objective implies increasing the buffer length whereas

the second one means decreasing it. Thus, the goal consists of finding an optimal
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buffer length. As a result, a method based on hypothesis testing is proposed to solve

this problem.

It is meaningful to utilize all measurements to extract as much information as

possible. That is, it is logical to process a buffer of PMU measurements instead of

using only one measurement. It is difficult to describe the variation of PMU

measurements in a probabilistic sense, and it is difficult to quantify the impact of

the variation of data on state estimation. By applying a method based on hypothesis

testing [23], the basic idea is to test whether the system is static or not.

The hypothesis testing technique is illustrated in ref. [22]. Since a buffer of PMU

measurements is processed, the PMU error variance could be calculated. It is easy

to notice that the two largest variances correspond to the two smallest buffer

lengths. As conclusion, a larger variance results in a lower weight in the state

estimation. According to this, from the developed procedure for the optimal buffer

length determination the state estimation weights associated with PMU measure-

ments could be determined.

It turned out that in reality buffer data shows that correlation exists in time

between different buses. This measurement correlation represents useful informa-

tion that can be included in the SE to obtain an optimal approach that improves

accuracy. In ref. [24], a novel procedure is proposed to include the time and space

correlation modeling in the PMUs and SE. These time series can be modeled by

stationary vector autoregressive models in order to forecast or filter PMU measure-

ments from different sensors.

The theoretical analysis and simulation results show the improved performance

obtained with the proposed method over existing ones. The proposed approach

improves the state estimation and provides more accurate confidence intervals by

considering important information namely the space and time correlation available

in the recorded PMUs resulting in a more robust state estimation.

Recently, further analysis of this interesting approach was performed [25]. It can

be observed that the use of buffered phasor measurements provides performance

enhancement in hybrid SE. The benefits of using variable buffer lengths over fixed

buffer length values are also demonstrated.

Fig. 3.11 Determination

of the optimal buffer

length [22]
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3.7 Synchronous Generator Parameter Identification

Knowledge of generator operational parameters is vital for reliability stability studies

and postmortem analysis. It is very important to have accurate models of the dynamic

elements in the system, including synchronous machines and other power plant

controllers, for decision-making during system planning and operations. Parameters

of generators may differ from those stated in a database due to aging processes,

magnetic saturation, or changes of temperature during machine operations [26].

Disconnecting of power plant elements for testing and model validation is

neither technically practical nor economically attractive as it can reduce the robust-

ness of the power system and may increase the overall generation costs. In addition,

synchronous machine parameters may be obtained by off-line tests, but these tests

cannot adequately address operating changes of the machine. Thus, online tech-

niques become the best option for estimating and updating models of power system

plants. PMUs can provide reliable information for validation purposes when located

near or at the power plant.

For the estimation of the equivalent circuit parameters of large synchronous

generators the equivalent circuit of Park is used. Park’s model is effectively enabled

through a transformation of abc quantities to an equivalent dq0 set of quantities that
refers all quantities to a rotor frame of reference. Park’s transformation is given by:

P ¼
ffiffiffiffi
2=3

p
1
ffiffiffi
2

p 1
ffiffiffi
2

p 1
ffiffiffi
2

p
cos θ cos θ � 2π=

3
ð Þ cos θ þ 2π=

3
ð Þ

sin θ sin θ � 2π=
3

ð Þ sin θ þ 2π=
3

ð Þ

2

664

3

775

where the angle θ is given by:

θ ¼ ωRtþ δþ π=2

ωR is the rated (synchronous) angular frequency in rad/s and δ is the synchronous

torque angle in electrical radians.

The mathematical model is derived in its expanded form with abc quantities:
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where r is the winding resistance, v is the voltage, i is the current, and λ is the flux
linkage. Reformulating in dq0 components becomes:
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where all quantities are in per unit except ωB which is in rad/s and time which

appears in the derivative terms in seconds. The v and i terms are taken as measured

inputs and several elements of the coefficient matrices are to be estimated.

Figure 3.12 shows the model used in this work, and which consists of three stator

windings, one field winding and three damper windings.
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Fig. 3.12 Park’s model of a synchronous machine [27]
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The concept of extended Kalman filter [28] is applied in the process of parameter

estimation. It is feasible to identify some or all synchronous generator constants

using Kalman filter estimation provided that the sampling rate of process measure-

ments (all three phase currents, all three phase terminal voltages, the DC field

voltage and current) is sufficient.

Also, testing of estimated parameters using online machine data during system

disturbances is performed. It is shown that the method can provide estimates of

machine parameters with reasonable accuracy when a sufficiently large disturbance

is present. A reasonable figure for accuracy of Kalman estimation of synchronous

generator parameters is in the 1 % range (maximum error) for sampling rates at or

faster than one sample per cycle. When PMU data are used, a faster sampling rate

needs to be used for sufficient accuracy in the estimated parameters. The higher the

sampling rate, the better the estimates. Thus, the suggestion is, instead of PMU data

with industry standard 30 samples per second to go with 60 or 120 samples per

second or even use a Digital Fault Recorder (DFR), capable of sub-cycle

sampling [27].

3.8 Conclusions

The usage of synchrophasor technology for wide-area measurements, monitoring,

analysis and control is enhancing electric power system reliability, efficiency, and

resilience. PMUs enable finer and faster control of the network. A growing com-

munity of researchers and utility experts are working on advanced applications

software to analyze and display synchrophasor data. Most of these applications

focus on: diagnosing in real-time grid conditions and precursors that could lead to

disturbances, and identifying and developing ways to mitigate or prevent evolving

grid events and collapse; increasing grid asset utilization and system efficiency by

expanding grid throughput and operating closer to the margin reliably and securely;

enabling reliable and secure dynamic grid operation with changing resources mix,

including integration of variable renewable resources, demand response, and var-

iable load characteristics. All of this is a paradigm shift and moves the analysis from

static analysis to dynamic analysis.

In the future, it is necessary to work with appropriate standard-setting organi-

zations to complete the development and adoption of PMU devices and network

standards and performance requirements to permit effective data exchange, and

synchrophasor system and device interoperability and conformance.

Prof. Heydt’s numerous research contributions span several topics and have

changed the way we think about many topics in the power engineering field. In

this chapter just a few contributions in the synchrophasor measurements arena are

given. For a man with extraordinary technical and intellectual curiosity, such as

Prof. Heydt, promising synchrophasor measurement applications in power engi-

neering triggered extreme interest and involvement resulting in his significant

contributions to this revolutionary technology.

88 N. Logic



References

1. Phadke AG (2002) Synchronized phasor measurements-a historical overview. In: Transmis-

sion and distribution conference and exhibition 2002: Asia Pacific, vol. 1. IEEE/PES,

pp 476–479

2. Lewandowski W, Azoubib J, Klepczynski WJ (1999) GPS: primary tool for time transfer. Proc

IEEE 87:163–172

3. IEEE Standard (1995) IEEE standard for synchrophasor for power systems – IEEE Std. IEEE,

Piscataway, NJ, pp 1344–1995

4. IEEE Standard (2006) IEEE standard for synchrophasors for power systems – IEEE

Std C37.118-2005. IEEE, Piscataway, NJ

5. IEEE Standard (2011) C37.118.1-2011 – IEEE standard for synchrophasor measurements for

power systems. IEEE, Piscataway, NJ

6. IEEE Standard (2011) C371182-2011 – IEEE standard for synchrophasor data transfer for

power systems. IEEE, Piscataway, NJ

7. North American Reliability Corporation. www.nerc.com.

8. Phadke AG, Thorp JS (2008) Synchronized phasor measurements and their applications.

Power electronics and power system. Springer, New York, NY

9. Kosterev DN, Taylor CW, Mittelstadt WA (1999) Model validation for the August 10, 1996

WSCC system outage. IEEE Trans Power Syst 14(3):967–979

10. Denegri GB, Invernizzi M, Milano F (2002) A security oriented approach to PMU positioning

for advanced monitoring of a transmission grid. In: International conference on power system

technology (PowerCon 2002), vol. 2, pp 798–803

11. Zivanovic R, Cairns C (1996) Implementation of PMU technology in state estimation: an

overview. In: 4th IEEE AFRICON, vol. 2, pp 1006–1011

12. Ingram SBM, Matthews S, Meliopoulos AP, Cokkinides G (2004) "Use of phasor measure-

ments, SCADA and IED data to improve the state estimation. 7th Fault and Disturbance

Analysis Conference, Atlanta, GA

13. Rice M, Heydt GT (2006) Power system state estimation accuracy enhancement through the

use of PMU measurements. In: Proceedings of the IEEE PES T&D conference 2006, Dallas,

TX, pp. 1460–1466

14. Rice M, Heydt GT, Jiang W, Vittal V (2008) Design of state estimator measurements based on

condition indicators, Electr Pow Compo Syst 36(7):665–679

15. JiangW, Vittal V, Heydt GT (2007) A distributed state estimator utilizing synchronized phasor

measurements. IEEE Trans Power Syst 22(2):563–571

16. Haughton D, Heydt GT (2013) A linear state estimation formulation for smart distribution

systems. IEEE Trans Power Syst 28(2):1187–1195

17. Zhang Q, Vittal V, Heydt GT, Chakhchoukh Y, Logic N, Sturgill S (2012) The time skew

problem in PMU measurements. IEEE Power and Energy Society General Meeting, San

Diego, CA

18. Brown RG, Hwang PYC (1997) Introduction to random signals and applied Kalman filtering:

with MATLAB exercises and solutions. Wiley, New York, NY

19. IEEE Standard (2008) C5713-2008 – IEEE standard requirements for instrument transformers.

IEEE, Piscataway, NJ

20. American national standard requirements for power-line carrier coupling capacitors and

coupling capacitor voltage transformers (CCVT), ANSI C93.1-1999, 1999

21. Zhang Q, Vittal V, Heydt GT, Logic N, Sturgill S (2011) The integrated calibration of

synchronized phasor measurement data in power transmission systems. IEEE Trans Power

Deliver 26(4):2573–2581

22. Zhang Q, Chakhchoukh Y, Vittal V, Heydt GT, Logic N, Sturgill S (2013) Impact of PMU

measurement buffer length on state estimation and its optimization. IEEE Trans Power Syst 28

(2):1657–1665

3 Synchrophasor Measurements 89

http://www.nerc.com/


23. Shanmugan KS, Breipohl AM (1988) Random signals: detection, estimation and data analysis.

Wiley, New York, NY

24. Chakhchoukh Y, Vittal V, Heydt GT (2014) PMU based state estimation by integrating

correlation. IEEE Trans Power Syst 29(2):617–626

25. Murugesan V (2013) Error detection and error correction for PMU data as applied to state

estimators. Master thesis, Arizona State University – School of Electrical, Computer and

Energy Engineering

26. Kyriakides E, Heydt GT, Vittal V (2004) On-line estimation of synchronous generator

parameters using a damper current observer and a graphic user interface. IEEE Trans Energ

Convers 19(3):499–507

27. Lin K, Kyriakides E, Heydt GT, Logic N, Singh B (2010) Experience with synchronous

generator parameter identification using a Kalman filter. IEEE Power and Energy Society

General Meeting, Minneapolis, MN

28. Tumageanian A, Keyhani A (1995) Identification of synchronous machine linear parameters

from standstill step voltage input data. IEEE Trans Energ Convers 10(2):232–240

90 N. Logic



Chapter 4

Renewable Resource Reliability
and Availability

Gerald B. Sheblé

4.1 Introduction

Wind generators are complex systems based on the latest aerodynamic, mechanical,

and electrical designs incorporating coordinated sophisticated control systems.

Wind generators have been erected in increasing numbers in the USA, the

European Union, China, and other locations, especially smaller islands with no

interconnections. European companies and US companies have lead developing

technology.

Solar cells are the least complex systems based on the latest manufacturing

processes with sophisticated conversion systems to turn direct current into alter-

nating current at the highest efficiency.

This work is concerned with the basic reliability and availability analysis of

wind and solar generation. All renewable resources are demonstrated in this work.

The role of probabilistic production costing (PPC) to determine the reliability and

the expected costs is several decades in evolution [1–13]. Indeed, most tariff cases

require the evaluation of the reliability of the power system by PPC to find the loss

of demand probability (LODP) and the expected energy not served (EENS).

Renewable energy supply (RES) generation penetration in electricity systems is

expected to demonstrate an explosive growth in the near term. Power systems

operation procedures, tariffs, and legal contracts will be modified to integrate the

specific characteristics of variable renewable energy resources with unique opera-

tion characteristics (wind turbines, hydro, pumped hydro, photovoltaic, etc.).

A number of interconnection issues arise requiring development of new generation

expansion planning methodologies. Such resources are distributed in nature, yet

require transmission capabilities to provide the same level of reliability when a
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large scale penetration of renewable energy is eminent. A probabilistic approach is

necessary due to the uncertainty of variable resources incorporating the statistics of

the customer demand, wind, solar, and water availability. The non-dispatchable

RESs are inherently not amenable to integration with generation. The penetration

level of variable renewable energy resources has to be limited according to restric-

tions implied by the energy curtailment which can occur when the customer

demand is low and RES generation is high. Hydro pumped storage plants, and

other storage technologies, decrease this curtailment and consequently increase the

penetration level of REGs. Fast reserve capacity is required to deal with the

potentially large variations of variable REGs generation. The necessary storage

and reserve capacity have to be coordinated and incorporated in the costs of

different scenarios related to expansion planning or operation simulation. Grid

costs related to the Transmission System Expansion have to be calculated and

justified to maintain the reliability of service once the penetration of high REGs

occurs.

This work reviews the state-of-the-art probabilistic production costing for

renewable energy resources, especially solar cell and wind generation farms. A

farm is a collection of devices aggregated into one virtual power plant. Each farm

provides all of the resources as contracted to be as similar as possible to a

conventional utility power plant. The tools presently in use are demonstrated, and

recent developments of potential tools are outlined.

This chapter starts with consideration for each generation resource. The view-

point is of an independent power producer or a horizontally integrated electric

utility power plant. Both cases require the evaluation of all services provided by a

generation resource. The first objective of this work is to present models based on

existing data to predict the availability of renewable generation as a basis for power

system reliability analysis and probabilistic production costing. The second objec-

tive is to present the similarities of wind generation with solar cells and with hydro

generation. The third objective is to present the integration of renewable generation

with the total generation portfolio to provide all energy and power services as

required for modern energy system operation as expected by regulators and

customers.

4.1.1 Independent Power Producer Interconnection
Considerations

The interconnection requirements for generation have evolved since independent

power producers (IPPs) were first enabled to connect to the grid. Wind and solar

generation units are aggregated into “farms” as defined by a common transmission

or distribution interconnection bus, thus a virtual power plant. It is commonly

required/recommended that all new wind farms have capabilities similar to thermal
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generator functions [14]. Each is presented in the following as applies to renewable

and to conventional power generation by coal, oil, gas, nuclear, or hydro.

Power systems require ancillary services to efficiently and reliably transport

energy from supplier to buyer. Most of the ancillary services are traditionally

supplied by generation. Thus, voltage regulation at point of connection similar to

conventional power plants is required. Low voltage ride through (LVRT) without

the power electronics withdrawing from service enhance reliability. Specified level

of monitoring, metering, and event recording as a conventional power plant is often

required. Power curtailment capability as a temporary limit as a transient or

dynamic response is needed for inertial response to maintain stability. Ramping

capability is required for demand following capability for both increases and

decreases. Governor response capability is needed for frequency response to main-

tain power system stability. Reserve response capability is needed for unplanned

resource, transmission, or demand changes. Voltage regulation is needed for tran-

sient, dynamic, and steady state power system control. Voltage regulation is needed

for loss minimization.

4.1.2 Traditional Reliability Analysis Probabilistic
Production Costing

The traditional reliability analysis used production cost models to calculate a

generation system’s production costs, cost-effective energy imports, profitable

energy for sales to other systems, and fuel consumption. They are widely used

throughout the electric utility industry as the cornerstone of long-range system

planning, in fuel budgeting, and in system operation. The future system energy

costs are computed by using computer models of expected demand patterns and

simulating the operation of the generation and transmission system to meet these

demands. Since generating units are not perfectly reliable and future demand levels

cannot be forecast with certainty, production cost programs are based on probabi-

listic models and are used to compute the statistically expected need for energy

storage, emergency energy and capacity supplies, or demand reductions.

The basic digital simulation of the generation system involves representation of:

• Generating unit efficiency characteristics including but not limited to input–

output curves, ramp rate capabilities, governor response capability, start-up and

banking cost curves, voltage response capabilities, and fuel costs per unit of

energy supplied.

• System operating policies.

• Unit operation scheduling.

• Online unit economic dispatch constraints.

• Demand characteristics and capabilities.

• Contracts for the purchases and sales of both energy and power capability.
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The first power system production cost models were deterministic, in that the

status of all units and energy resources was assumed to be known and the demand

was a single estimate [15].

Production cost programs involve modeling all of the generation characteristics

and many of the controls discussed previously, including fuel costs and supply,

economic dispatch, unit commitment, and hydrothermal coordination. They also

involve modeling the effects of interchange and market transactions.

Deterministic programs incorporated operational generation scheduling tech-

niques in a simulation model. In the most detailed of these, the online unit

commitment program coupled with and optimum power flow might be used in an

off-line study mode [16]. These are used in studying issues that are related to

system operations such as purchase and sale decisions, transmission access issues

and near-term decisions regarding operator-controlled demand management.

Stochastic production cost models are usually used for longer-range studies that

do not involve near-term operational considerations. In these problem areas, the

risk of sudden, random, generating unit failures and random deviations of the

demand from the mean forecast are considered as probability distributions. Such

models are beyond the scope of this work.

This work describes the basic ideas used in the probabilistic production cost

models. This work reviews several, but not all, of the methods used for Probabilistic

Production Costing (PPC). The timeline of the work is included generally in the

following. However, the basic introductory texts include [17–23].

The pseudo-code block diagram shows the organization of a prototype energy

production cost program. The computation simulates the system operation on a

periodic basis with system data input being altered at the start of each interval.

Such programs take into account the need for scheduled maintenance outages.

Algorithms are incorporated to simulate the maintenance outage allocation proce-

dure actually used, as well as to process maintenance schedules that are input to the

program.

Expansion planning and fuel budgeting production cost programs require

demand models that cover weeks, months, and/or years. The expected demand

patterns may be modeled by the use of typical, normalized hourly demand curves

for the various types of days expected in each subinterval (i.e., month or week) or

else by the use of demand duration or demand distribution curves. Demand models

used in studying operational issues involving the next few hours, days, or weeks,

are usually chronological demand cycles (Table 4.1).

The scheduling of unit maintenance outages [24] may involve time intervals as

short as a day or as long as a year. The requirements for economic data such as unit,

plant, and system consumption and fuel costs are usually on a monthly basis. When

these time interval requirements conflict, the demand model must be created for the

smallest subinterval involved.

Production cost programs are the risk engine for interchange contract selection

process, energy storage scheduling (pumped hydro, compressed air, liquid com-

pressed air, hydrogen, etc.), renewable resource scheduling (hydro, wind, solar cell

generation, etc.). Previous energy management system (EMS) production cost
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models are usually intended to produce short-term production costs computations

(i.e., a day to 2 weeks) to facilitate negotiations for energy (or power) interchange,

to generate market bids, risk management, or to compute cost savings in order to

allocate economic benefits among pooled companies. Traditionally, such compu-

tations were deterministic using Economic Dispatch and Unit Commitment as

outlined in [22]. The production cost simulation is used to evaluate costs under

several scenarios. Interchange negotiations are the classic case of the make or buy

decision. The system operators would evaluate the cost of producing the energy on

the system versus the costs of purchasing it, sometimes on a daily basis.

Production cost computations are also needed for fuel budgeting. This involves

making computations to forecast the needs for future fuel supplies at specific plant

sites. Arrangements for fuel supplies vary greatly. The utility may control the

mining of coal or the harvesting and transportation of natural gas; for others it

may contract for fuel to be delivered to the plant. In many cases, the utility will have

made a take or pay arrangement with a fuel supplier for the fuel needed for a

specific plant. An alternative case, the generation company may have to obtain fuel

supplies on the open (i.e., “spot”) market at whatever prices are prevailing at that

time. Thus, bids for the fuel markets, and hedging on other fuel markets, require

analytic support for the positions taken. The take or pay fuel contract is one of the

more interesting applications when the duration is over several weeks or months.

Operating center production cost needs typically had a 7-day time horizon to

include the weekend demand trough. The fuel budgeting time span may encompass

1–5 years and might, in the case of the nuclear or mine-mouth coal plant studies,

extend out for a decade. System planning expansion studies usually encompass a

minimum of 10 years and in many cases extend to 30 years into the future. It is this

difference in time horizon that makes different models and approaches suitable for

different problems.

4.1.3 Basic Probabilistic Production Costing

Until the 1970s, production cost estimates were usually computed on the basis

that the total generating capacity is always available, except for scheduled

maintenance outages [15]. Operating experience indicated that the forced outage

Table 4.1 Procedural diagram of single area energy production cost planning program

Initialize variables

Get data

Build demand duration curves for each period

Iterate to dispatch hydro, take or pay contracts, energy storage across periods

Modify expected demand requirements for maintenance, interchange, or multi-period

energy storage

Schedule thermal resources and energy storage within period

Save results for reports
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rate of thermal-generating units tended to increase with the unit size. Power system

energy production costs are adversely affected by this trend. The frequent long-

duration outages of the more efficient base-demand units required running less

efficient, more expensive plants at higher capacities and for more hours and the

import of emergency energy. Some utility systems reported the operation of

peaking units for more than 150 h each month, when these same units were

originally justified under the assumption that they would be run only over a few

hours per month, if at all.

The use of convolution (Balériaux/Jamoule/De Duertechin/Booth) was a major

breakthrough to include the availability and the forced outage rate two-state model

of a unit to demonstrate why peaking units were required more than expected [4, 10,

17, 19, 25–31]. The convolution method was the first generally accepted technique

to include forced outage rates used by all regulatory authorities. Booth [4, 25]

demonstrated how to model thermal units, hydro units, and interchange with a

major benchmark improvement of peaking unit use. There were several key papers

which summarized, justified, and extended the convolution methods [7, 26, 27, 29,

30, 32–37]. There are several test cases (benchmarks) for testing each new method

[13, 38, 39].

Production cost programs are mathematical methods based on probabilistic

models of both the demand to be served and the energy and capacity resources.

The models of the generation need to represent the unavailability of basic energy

resources (i.e., hydro-availability), the random forced outages of units, and the

effects of contracts for energy sales and/or purchases. The computation may also

include the expected cost of emergency energy, which is sometimes referred to as

the cost of unsupplied energy or of emergency energy, especially as a financial

indicator to serve the EENS.

The basic difficulties that were noted when using deterministic approaches to the

calculation of systems production cost were:

• The base-demand units of a system are demanded in the models for nearly 100 %

of an interval.

• The midrange, or “cycling,” units are demanded for periods that depend on their

priority rank and the shape of the demand-duration curve.

• For any system with reasonably adequate reserve level, the peaking units were

not committed nor dispatched above minimum generation.

These computations were known to be incorrect whenever random-unit forced

outages occurred. The unavailability of thermal-generating units due to unexpected,

randomly occurring outages is fairly high for large-sized units, with common values

above 10 %. If the full forced outage rate is q, per unit, the particular generating unit
is completely unavailable for 100*q% of the time it is supposed to be available.

Generating units also suffer partial outages where the units must be derated (i.e., run

at less than full capacity) for some period of time, due to the forced outage of some

system component (e.g., a boiler feed pump or a fan motor). These partial forced

outages may reach data reflecting a 25 % forced reduction in maximum generating

unit capability for 20 % of the time.
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Data on unit outage rates has been collected and processed in the USA by the

National Electric Reliability Council (NERC) for several decades. The collection

and processing of these data are important and difficult tasks.

There were two techniques used to handle the convolution of the demand

distributions with generation capacity. The first was probability density functions

of the demand using numerical convolutions where discrete values modeled all of

the unit’s distributions. The second included analytical methods that use continuous

functional representations or the surrogate components which could be combined to

reconstruct the original demand distribution. Such techniques ranged from statisti-

cal moments, cumulants, to Fourier components. Some analytical methods use

orthogonal functions to represent both the demand and capacity probability densi-

ties [3, 4, 6, 30, 32, 40].

Early implementations treated fuel shortages, nonutility generation, and hydro as

fixed energy resources. These were subtracted from the demand curve before

processing the availability of the utility generation.

The first approach is the unserved demand distribution method (UDDM). The

individual unit probability capacity densities are convolved with the demand

distribution in a sequence determined by a fixed economic demanding criterion to

develop a series of unserved demand distributions. Unit energy production is the

difference between the unserved demand energy before the unit is scheduled (i.e.,

convolved with the previous unserved demand distribution) and after it has been

scheduled. The demand forecast is the initial unserved demand distribution

[22]. This work recognizes that this processing is in the backward direction in the

dynamic programming sense.

The expected cost method (ECM) convolves the unit probability capacity den-

sities convolved with each other in sequence to develop distributions of available

capacity and the expected cost curve as a function of the total power generated. This

work recognizes that this processing is in the forward direction in the dynamic

programming sense. This expected cost curve may then be used with the demand

distribution to produce the expected value of the production cost to serve the given

demand forecast distribution.

The probabilistic production cost procedure uses thermal-unit heat rate models

(i.e., heat input rate versus electric power output) composed of linear segments.

This type of heat rate characteristic enabled the development of efficient probabi-

listic computational algorithm. The linear segments yield a stepped incremental

cost curves. This model enabled an economic scheduling algorithm as any

segment is fully demanded before the next is required. These unit input–output

characteristics may have any number of segments so that a unit may be represented

with many or only a few segments as appropriate for the studies at hand and

the computational time requirements allowed. Merit Order Loading Economic

Dispatch was one common approach [10, 41]. Unit thermal data are converted to

cost per hour using fuel costs and other operating costs, as is the case with any

economic dispatching technique. Unit commitment was usually approximated

using an expected priority order based on economic or statistical analysis.

Merit Ordering Commitment was often based on the historical order of
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commitment based on operational data. Once the unit commitment order was

established, the various available demanding segments were placed in sequence,

in order of increasing incremental costs. Finally, emergency resources (i.e., tie lines

or pseudo tie lines) were placed last on the demand order list.

The essential difference between the results of the probabilistic procedure and

the usual economic dispatch computations is that more units will be required if

generator forced outages are considered.

Present implementations treat demand either as a cumulative probability distri-

bution, where Pn(x) is the probability of needing x MW, or as an hourly time series

of demand. The following probabilistic procedure of thermal unit scheduling is the

most easy to follow as it is based on decision analysis. “If there is a segment of

capacity with a total of C (real power) available for scheduling, then denote q as the
probability that x units of real power are unavailable (i.e., its unavailability) and p as
the probability that x units of real power are available from this segment. After this

segment has been committed, the probability of needing x units of real power or

more is now P0
n(x). Since the occurrence of demands and unexpected unit outages

are statistically independent events, the new probability distribution is a combina-

tion of mutually exclusive events with the same measure of need for additional

capacity:

P
0
n xð Þ ¼ qPn�1 xð Þ þ pPn�1 xþ Cð Þ ð4:1Þ

where q Pn� 1(x) is the probability that new capacity C is unavailable times the

probability of needing x, or more, generation, and p Pn� 1(x+C) is the probability
C is available times the probability (x+C). These two terms represent two mutually

exclusive events, each representing combined events where xMW, or more, remain

to be served by the generation system” [22].

This is a recursive computational algorithm used in sequence to convolve each

unit segment with the resulting distribution of demand not served. As the next

segment is dispatched, after the first segment is committed, the previous segment

has to be deconvolved or removed from the EDDC.

It is obvious at this point that the process of enumerating each possible state in

order to compute expected operation, energy generation, and unserved demands, is

a “curse of dimensionality.” These calculations cannot be implemented without an

organized and efficient scheduling and dispatch method. For n units and m seg-

ments per unit, each of which may be on forced outage or available, there are mn

possible events to enumerate. Industrial practice has used up to fourteen levels of

availability. The use of many levels is justified by historical use.

The data requirements for this approach include generation models, storage

models, demand models, and procedures for unit commitment linked with either

economic dispatch or optimal power flow.
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4.1.4 Fossil Fuel Generation Reliability Models

The models for thermal generation modes may be as simple as a two state model to

represent the availability or the forced outage of the unit. A more realistic model

would include the expected dispatch levels for each unit based on historical use

[23]. Consider the production segments shown in the following cost curves histor-

ically used for over three decades (Figs. 4.1 and 4.2).

A more realistic model would include the probability of each segment being

dispatched. The following shows the unit distribution based on the previous oper-

ational history. Note that the sums of the probabilities must add to unity (1.0). Note

for the two state model that the availability is easily related the failure probability.

p ¼ 1� qð Þ ð4:2Þ

The reliability models for hydro generation are developed in a similar manner.
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Fig. 4.1 Expected unit segments based on historical dispatch [23]
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Fig. 4.2 Expected unit incremental segments based on historical dispatch [23]

4 Renewable Resource Reliability and Availability 99



However, hydro resources are not as controllable as fossil fuels. The availability of

water is similar to the availability of wind and sun. The main difference is the energy

collection area (watershed) is far larger than the blade length of a wind generator or

the surface area of a solar cell. Thus, PPC needs to incorporate key concepts when

fuel resources alter the reliability model due to availability issues (Fig. 4.3).

4.1.5 Fuel Availability

The treatment of renewable resources has been researched since the advent of

probabilistic production costing [22, 24, 42]. The difference between renewable

generation and traditional generation is the availability of fuel. Fossil fired gener-

ation enables control over the availability of fuel since it can be ordered in advance,

stored in on-site inventory, or transported just in time. Renewable resources such as

wind and sunlight cannot be ordered but can only be taken advantage when they are

available. Thus, this work uses the term availability when dealing with raw resource

presence for water, wind, and sunlight.

4.1.6 Renewable Energy Generation

The availability of water for hydro generation is also in question unless the

reservoirs upstream are sufficiently large to store water for delayed release over

all expected weather conditions. Run of river hydro is of the same uncertainty as

wind or solar. Forecasting water inflows is dependent on the same variables, wind

and sunlight, to thaw snow or to deposit rain in the drainage area upstream.

The availability of pumped hydro is certain as the water is moved from a lower

reservoir to a higher reservoir as electric energy is available. It is only a matter of

accounting the energy that could be stored at a lower cost period for regeneration at

a higher cost period and the water lost due to evaporation or leakage [13].

P
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y

Generation Produced
P1 P2 P3 P4 P5 PM

Fig. 4.3 Generation

reliability model
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The availability of wind generation requires an accurate forecast of the wind

speed for every period of the study. Variations in wind speed can be accommodated

by forecasting the distribution expected during the study period.

The availability of solar generation is similar to wind generation as an accurate

forecast is required. The amount of sunlight, adjusted by cloud dispersion, is

forecast for the study period, again as a distribution.

Water resources are scheduled normally as quickly as a day in advance as melt

forecasts predict or as long as years when the storage is capable of maintaining the

inventory over longer periods. Hydro resources are often constrained by irrigation,

navigation, and flow restrictions. Such constraints represent firm long-term con-

tracts in many instances. However, the importance of resource distributed storage,

scheduling, and water shortages are adding to the constraints needed for actual

production simulations. Hydro thermal coordination is beyond the scope of this

work. This author has used PPC for Hydrothermal coordination for two Canadian

utilities. The method was analogous to the maintenance scheduling method tradi-

tionally used [22].

4.1.6.1 Wind Generation Reliability Model

The reliability and economic impacts of wind generators are not represented as a

two-state model for reliability evaluation. Renewable generation does not maintain

a specified constant level. More complicated multi-state models are necessary [6, 8,

14, 38, 43–50] to include the availability of the “fuel” used. Wind forecasts are the

critical input for estimating the amount of energy available.

The resulting power generated by a wind turbine can be expressed as:

p ¼ 1

2
C pρV

3A ð4:3Þ

where P power extracted from wind [W], Cp power coefficient, ρ air density

(approximately 1.225 kg/m3), V wind velocity [m/s], A swept area of rotor disc

[m2].

The typical relationship between the wind turbine power output and wind speed

follow (Fig. 4.4).

The wind turbine state model is necessary for reliability evaluation in addition to

the wind forecast. The wind turbine uncertainty is due mainly from uncertainties

associated with the supply of the wind speed rather than the forced outage rate of

the generator [47, 48, 51]. A common wind speed model is represented as a Weibull

probability density function (pdf) as noted in these references.

The outage capacity pdf of the wind turbine can be obtained by combining the

turbine’s power output model and the wind speed pdf model as shown in the

following. This yields a multi-state model because the wind speed is distributed

widely. The probabilities of identical power are cumulated. Therefore, the state
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number is different from the wind speed band number of conventional generators

(Fig. 4.5).

Using this multi-state model in reliability evaluation severely increase the

convolution error propagation. As shown with traditional convolution methods,

it is difficult and is computationally expensive due to step size-related reasons [52].

A simplification of the model is therefore needed.

Fig. 4.5 Conversion of forecasted wind speed to extracted real power [33]

Fig. 4.4 Power output

model of typical wind

turbine generator [33]
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4.1.6.2 Reduced Availability Model

This work uses a probability tree to reduce the computational requirements for wind

and solar generation. A simplification of the multi-state model is used with linear

rounding sharing the ratio of probability linearly. The rounding method is presented

graphically in the following figure and mathematically described by the following:

PBk ¼ Pkþ1 � Pi

ΔP

� �
PBi

PBkþ1 ¼ Pi � Pk

ΔP

� �
PBi

ΔP ¼ Pkþ1 � Pk

ð4:4Þ

where Pi real power for the mean or average output [MW], Pk real power for the

lower output [MW], Pk+1 real power for the upper output [MW], PBi probability for

the mean or average power segment, PBk probability for the lower power segment,

PBk+1 probability for the upper power segment, k state number of the simplified

multi-state model i, i state number of the original multi-state model.

The wind generation unit reliability, such as gear train failure, would have to be

added to this model. This work uses the two state model of available or forced

outage as a single unit as presented. When a wind farm is modeled in this fashion,

then a more detailed model of mechanical forced outages is needed to represent the

various mechanical failures to represent the wind “farm” as one unit. A wind “farm”

could consist of any number of wind generators connected to the grid at a single

transmission or distribution location (Fig. 4.6).

An alternative is to use a probability tree to round the outage capacity model.

This approach is also used for incorporating errors in the demand forecast as

presented below.

4.1.7 Solar Cell Model

The general mathematical expression for the solar cell power curve of a solar farm

is shown in the following [4, 39, 53, 54] (Fig. 4.7).

Capacity of State [MW]Pk+l

PBk+l

Pk

PBi

PBk

Pi

Fig. 4.6 Wind generator

state model [33]
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The power Pbi(Gbi) for a solar radiation Gbi band i (i¼ 1,. . ., Nb) can be obtained

using the following:

Pb1 Gbið Þ ¼ Psn G2
bi= GstdRcð Þ� �

, 0 � Gbi � Rc

¼ Psn Gbi=Gstdð Þ,Rc � Gbi � Gstd

¼ Psn,Gbi > Gstd

ð4:5Þ

where Nb being the total number of bands, Pbi solar radiation-to-energy conversion

function for band i of the SCG [MW], Gbi forecasted solar radiation at band

i [W/m2], Gstd solar radiation in the standard environment set usually as 1,000

[W/m2], Rc a certain radiation point set usually as 150 [W/m2], Psn equivalent rated

capacity of the SCG [MW].

The solar farm operation state model needed for power system reliability

evaluation is similar to the wind model as hardware forced outages are included.

The SCG outage capacity distribution is a combination of the SCG’s power

output model and the solar radiation model as shown in Fig. 4.8. This is a multistate

model as solar radiations are distributed widely. The probabilities of identical

power generated are cumulated as shown. Therefore, the state number is different

from the solar radiation band number.

In this work, the reliability indices for systems including SCG are evaluated

using the multi-state model for the SCGs and the two-state model for the conven-

tional generators to account for forced outages of the cells.

4.1.8 Demand Models

The original demand model was the deterministic demand cumulative curve

[15]. This model is obtained by ordering the demand into decreasing order. This

model was used to find the ED for each period (hour) to find the production cost.

The uncertainty of generation, demand, and constraints were not included. This

Ppv[pu.W]

RC Gstd G[W/m2]

Fig. 4.7 SCG power model

[33]
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work calls this the Deterministic Demand Duration Curve (DDDC). This is

obtained by aggregating the demand for each hour in order of increasing values.

The resulting curve was used as the demand for ED or an equivalent UC. This curve

is shown in the following (Figs. 4.9 and 4.10).

The number of hours for each segment is multiplied by the production costs and

summed over all segments to find the production cost for the period under study.

Typically, the period of study is a week to include the possibilities of energy storage

over the weekend trough. This is the deterministic model for this work when the

duration curve is sufficient demand differentiation.

The resulting curve yields a cumulative distribution when the time axis is

converted to percentage of time. We use the Demand Cumulative Distribution

Curve (DCDC) when we are using probabilistic scheduling and dispatch as in the

following (Fig. 4.11).

The problem with both of these curves is that the time dependency is removed in

this process. If the daily demand curves are needed for energy storage in the nightly

troughs or due to the time of energy availability, the trough and the peak periods

must be separated. It is this author’s opinion that then only the hourly duration

curve should be used.

The demand cumulative duration curve expresses the period of time (say number

of hours) in a fixed interval (day, week, month, or year) that the demand is expected

to equal or exceed a given generation (megawatt) value. It is usually plotted with

the demand on the vertical axis and the time period on the horizontal axis as a

histogram as shown in the above.

In representing future demands, sometimes it is satisfactory to specify only the

total energy generation for a period. This is satisfactory if only total fuel

Solar radiation[W/m2]

Solar radiation[W/m2]

Probability

(Pn , PBn)

(P3, PB3)
(P2, PB2)
(P1, PB1)

Ppv[pu.W]

RC Gstd

Fig. 4.8 Solar farm

reliability model [33]
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consumption and production costs are of interest and chronological effects are not

important.

The demand is expressed as a discrete table in this work for both the probabilistic

and the deterministic cases. The table needs to be only as long as the maximum

demand divided by the uniform demand interval size used in constructing the table.

It is computationally efficient to think in terms of regular discrete steps and

recursive algorithms. Various demand-duration curves for the entire study period

are arranged in sequence as is required to reach the study horizon for the commit-

ment and dispatch algorithms. This classical definition of the convolution method is

to show continuous curves for the demand model. Since the data is discrete upon

acquisition, the discrete approach is used in this work.

Fig. 4.10 Deterministic demand duration curve (DDDC)
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Fig. 4.11 Demand cumulative distribution curve (DCDC)
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4.1.9 Production Costing Demand Cumulative Duration
Curve

A demand cumulative duration curve (DCDC) expresses the period of time (say

number of hours) in a fixed interval (day, week, month, or year) that the demand is

expected to equal or exceed a given generation (megawatt) value. It is usually

plotted with the demand on the vertical axis and the time period on the horizontal

axis as a histogram. The DCDC model was described previously.

This section’s graphs show fewer demand bands for clarity of presentation.

Since the unit availability model is convolved against this curve, we term this the

equivalent demand duration curve (EDDC) to be consistent with other works.

In this table, p(x) is the demand density function: the probability that the demand

is exactly x MW and P(x) is the demand distribution function; the probability that

the demand is equal to, or exceeds, x MW.

The commitment and dispatch of the first segment is shown in the subsequent

figure. The grey area shows the generation expected from the first unit segment. The

dark area is the demand to be served by all remaining unit segments if the first unit

segment is available.

The result of the convolution process is shown in the subsequent figure. This is

the demand to be served by the remaining unit segments if the first unit segment is

not available. Thus, the energy not supplied has to be supplied by the remaining

units. The amount of energy generated by each unit is equal to the area under the

demand-duration curve between the demand levels in megawatts supplied by

each unit.

This process is repeated for each unit segment. Note that the first segment has to

be deconvolved when the second segment is dispatched. The second segment has to

be deconvolved when the third segment is dispatched. The process is the same for

each subsequent segment.

In the simulation of the unit commitment/economic dispatch procedures with

this type of demand model, thermal units are block-demanded. This means the units

(or major segments of a unit) on the system are ordered in some fashion (usually

average or expected cost) and are assumed to be fully demanded, or demanded up to

the limitations of the demand-duration curve. The units are considered to be

committed/dispatched in a sequence determined by their average cost. Sometimes

the average cost at full demand [$/MWh] is used (Figs. 4.12, 4.13 and 4.14).

Besides representing the thermal generating plants, the various production cost

programs must also simulate the effects of hydroelectric plants with and without

water storage, take or pay fuel contracts, interchange or market contracts for energy

and capacity purchases and sales, and pumped-storage hydroelectric plants. The

original model of these resources was to modify the demand to be served by

insertion into the EDDC when the energy matched the energy provided by that

resource. This resulted in an approximation since the EDDC may not be able to use

all of the energy given the block dispatch method. Alternatively, the availability of

these resources should be included just as wind and solar availability is modeled.
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The scheduling of the thermal plants should be simulated to consider the security

practices and policies of the power system as well as to simulate, to some appro-

priate degree, the economic dispatch, commitment, and security constrained dis-

patch procedures used by the energy management system (EMS) to control the unit

output levels.

More complex production cost programs used to cover shorter time periods may

duplicate the logic and procedures used in the operation and control of the units.

The most complex involve procedures such as economic dispatch, unit commit-

ment, and hydrothermal scheduling. These programs will usually use hourly

EDDC Dispatch/Commitment
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Fig. 4.13 EDDC unit 1 dispatch/commitment
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Fig. 4.12 EDDC
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forecasts of energy (i.e., the “hourly integrated demand” forecast) and thermal

generating unit models that include incremental cost functions, start-up costs, and

various other operating constraints.

The demand table above has been created for uniform demand-level steps of

20 MW each. The table also introduces the notation that is useful in regarding the

demand-duration curve as a probability distribution. The demand density and distri-

bution functions, p(x) and Pn(x), respectively, are probabilities. The distribution

function, Pn(x), and the density, p(x), are related. The distribution function D(x),
also called the cumulative distribution function (CDF) or cumulative frequency

function, describes the probability that a random variable X takes on a value less

than or equal to a number x. The distribution function is sometimes also denoted F(x).
As previously noted, it is interesting that many methods convert the discrete

demand model into a continuous demand model through a curve fit procedure. Not

only is this convenient for convolution description, it is advantageous for wave

analysis techniques such as transforms and distribution moment representations

[17, 22].

The distribution function is related to a continuous pdf, P(x), by the following.

D xð Þ ¼ P X � xð Þ ð4:6Þ

D xð Þ ¼
ð x
�1

P ξð Þdξ ð4:7Þ

So P(x), when it exists, is simply the derivative of the distribution function:

P xð Þ ¼ D
0
xð Þ ð4:8Þ

Similarly, the distribution function is related to a discrete probability P(x) by

EDDC+1 Convolution
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Fig. 4.14 EDDC(k+ 1) convolution
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D xð Þ ¼ P X � xð Þ ð4:9Þ
D xð Þ ¼

X
X�x

P xð Þ ð4:10Þ

For discrete-density functions (or histograms) in tabular form, it is easiest to

construct the distribution by cumulating the probability densities from the highest

to the lowest values of the argument (the demand levels).

The demand-duration curve is shown in a way that is convenient to use for the

development of the probabilistic scheduling methods as follows (Fig. 4.15).

The cost rate for each unit is a linear function of the power output, P, for this
work. F(P) is given by the cost at zero output plus the incremental cost rate times

the power output (P).
Units are committed when the first block is dispatched. Unit 1 is used first

because its average cost per MWh is lower. Unit 1 is online for 100 % and is

generating at maximum generation.

4.1.10 Energy Demand Commodity Segmentation

Electric Energy is not as obviously defined as a commodity [11]. The reregulation

to remove the implicit contracts in a vertical utility is extensive as detailed contracts

must include the same reliability and quality of the vertically integrated utility. The

energy is the main commodity traded. All of the remaining components are traded

as ancillary contracts. The daily demand curve is segmented into hourly trading

periods. Each period is broken into the commodity products to be traded through

EDDC+2 Production
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Fig. 4.15 EDDC(k+ 1) unit 2 committed/dispatched
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markets. The first step is to identify the duration of the electric energy to be traded.

This has traditionally been the hour in the USA. New Zealand had opted for the

5 min interval which has some advantages and disadvantages. The traditional hour

(dt) is segmented as shown in the following (Fig. 4.16).

The actual demand curve is shown as a triangle for simplicity in the Energy

commodities Figure. The energy rectangular block is the main energy contract

traded to meet buyer demand. Since the energy block does not follow the actual

demand, the hourly difference may be increasing or decreasing. This difference is

traded on an Energy Imbalance Market (EIM) and may include more or less supply

if the forecast error is significant. The above figure shows an increase in demand

that was not expected during the energy block trading market. The Reactive Power

demand is determined by a separate market. Reactive power is scheduled to

minimize losses and/or to provide voltage support. The Frequency Response is a

separate market as is the inertia market to exactly balance the supply and demand at

each instant of time. The contingent market includes spinning reserve and outage

contracts to supply the demand when one of the other markets (energy, imbalance)

have a contract that is not deliverable due to supplier outage. Another cause for

contingent contracts is forecast error if the EIB cannot react quickly.

If the market bids are based on marginal pricing, then an additional auction is

needed for the fixed costs, such as capital budgeting. The use of incremental or

expected average costs for bidding is beyond the scope of this work.

The various commodity inaccuracies are first due to forecast errors. One report

[14] found the following error statistics. “The error in day ahead forecasts have

standard deviation of 12 % or 400 MW on 3,300 MW generation. Error in hour

ahead wind generation forecast were found to have standard deviations of approx-

imately 4.2 % or 145 MW on 3,300 MW generation. Clearly one key component is

wind forecasting per wind farm. The demand following (ED) 5 min intervals

demonstrated a 3 % or 1.8 MW on 54.4 MW. AGC (frequency following) issues

power commands on 6 s intervals It was found that NYISO needs 225–275 MW.

The standard deviation of 6 s variability due to demand alone is 71 MW. Existing

regulation practices suggest that 3 sigma (36 MW) would cover 99.7 % of the time.

Spinning reserves required to cover the largest single contingency presently

requirements is 1,200 MW on 3,300 MW generation.”

Fig. 4.16 Energy commodities [16]
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This study [14] used GE’s MARS program to find these requirements. MARS

generated the LOLP and EENS (EUE). The MARS program simulated power

system expansion using Monte Carlo techniques coupled with power system anal-

ysis programs to compute the operational margins needed in future periods of time

based on forecasted demand. It was found that the unit effective capacities (UCAP)

of inland wind generation were about 10 % of rated capacities, energy capacity

factors are typically on the order of 30 %. The method to calculate effective

capacities is covered in the following.

System stability was studied to find the disturbance and then the requirements to

avoid instability. One of the key factors for wind and solar generation is the use of

power electronics to convert DC to AC. Such conversion equipment requires a

stable voltage signal to continue the process. One key characteristic is the need for

sufficient voltage signal characteristics for the renewable energy source equipment

to operate in unison with the power system of transmission and distribution

components. LVRT critical (15 % voltage at point of interconnection) to improve

system response to disturbances, ensuring faster voltage recovery and reduced post-

fault voltage dips for 625 ms. This was consistent with FERC NOPR on wind

generation interconnection requirements.

Energy balancing market or energy imbalance market (EIM) is of particular

interest for the balancing of supply and demand. The AC transmission grid operates

on an instantaneous balancing of supply and demand. It is the use of mechanical

stored energy (inertia) which is the first response to changes in demand. FERC

order 888 allows imbalance penalties to be applied to generators that operate

outside of their schedule. There is no penalty for over generation. The under

generation penalty is assessed at 150 % market rate spot price or $100/MWh.

This is an anti-gaming rule for traditional generation. This has an impact on

renewable generation whenever the wind or sun intensity unexpectedly reduces.

Note that increases in renewable output are immediately stored in the system inertia

until the frequency exceeds a stability target when generation and demand is

disconnected. It is easier to turn down the supply than to increase it in a competitive

marketplace.

4.1.11 Probabilistic Production Costing Methodologies

Reference [7] presents a concise comparison of six different probabilistic produc-

tion cost simulation methods based on demand duration curves. The six methods

compared included:

1. Piecewise Linear Approximation (PLA) method.

2. Segmentation method.

3. Equivalent Energy Function (EEF) method.

4. Cumulants method.

5. Mixture of Normal Approximation (MONA) method.

6. Fast Fourier Transform (FFT) method.
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The PLA method used straight line segments to approximate the continuous

EDDC. It is more closely related to the change in slope between the horizontal bars

of the histogram called the EDDC. This approximation did lead to shorter compu-

tation times at the expense of reducing the granularity of the EDDC. The segmen-

tation method divided the EDDC into a more coarse representation of the EDDC.

Again this did reduce the computational effort of the convolution technique. The

EEF and the Cumulants methods used another approximation to the EDDC by

reducing the curve to a fixed set of components. The cumulants method is based on

the moments of the equivalent demand. TheMONA is another approximation based

on mixtures of normal to represent the EDDC and the supply system to take

advantage of these distribution properties. The FFT algorithm is the approximation

of the EDDC by a Fourier series. The attraction of all such techniques is that the

convolution or deconvolution involves only the addition or subtraction of the

components. However, any inaccuracy of representation of the EDDC carries

through to the results of the equivalent convolution and deconvolution algorithm.

Considerable attention has been paid in recent years to Monte Carlo

(MC) methods owing to their competitive advantage in dealing with large systems

[33]. The previous analytical methods mentioned become computationally difficult

to apply to large systems because of the large number of events that must be

evaluated grow on the order of mn with increased system size. The MC method is

presented after the Probability Tree Convolution Approach (PTC) to facilitate the

explanation.

Another technique that has been brought forward interesting research is the

Bloom method. This method includes the availabilities as integer programming

similar to Balas’s Branch and Bound method.

This work introduces the PTC tree approach first to explain the methods and

secondly as a graphical approach to solving this problem [16]. A decision analysis

based method is PTC. The PTC production costing method involves testing every

possible state in a system. This can be prohibitively time-consuming for large

systems.

Before proceeding, a list of assumptions is made in order to understand the

limitations that are present with the application of each algorithm. The major

assumptions for some methods include:

• Production costing is performed for each unit block segment.

• Minimum up/down times have been satisfied without explicit modeling.

• Costs related to unit outages include only the replacement generation energy.

• Outages are assumed to be independent events.

• Units have a two-state representation, i.e., either it is on or off.

• Derated states may be included as needed for increased accuracy.

• Probability of outage is given by the unit’s forced outage rate (q).
• Segmented commitments of units follow only the economic demand order.

• Priority list method of committing units is based on the average production cost.

• When available capacity cannot satisfy the demand, assistance can be received

from the capacity surplus generation or interchange, at a fixed cost.

• Amount of assistance is not constrained and is always readily available.
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Without these assumptions, many of the techniques would be impractical. The

removal of all assumptions is needed to provide a tool to accurately represent

industry procedures.

4.1.11.1 Conventional Recursive Convolution Method

Reference [41] states that the EDDC is the most important concept established in

the development of probabilistic production simulation technology. It integrates a

generating unit’s random outage with the random demand model.

Probabilistic reliability indices can be calculated by using the EDDC (referred to

in the following as P), as given in [33].

Pi ¼ 1�
XNS
j¼1

qij

 !
Pi�1 xð Þ þ

XNS
j¼1

qijPi�1 x� Cij

� � ð4:11Þ

where Pi equivalent demand duration curve (EDDC), x random variable of P, NS
the total number of states, Foi The outage capacity pdf of generator i, qij forced
outage rate (FOR) of generator i at state j, Cij outage capacity of generator i at
state j.

The basic reliability evaluation indices (Loss of Demand Probability (LODP),

Expected Energy Not Supplied (EENS), Energy Index of Reliability (EIR), Prob-

abilistic production energy (Ei), Production cost (PCi), capacity factor (CFi), and

total CO2 emissions (TCO2), are found using the effective demand duration curve,

P(x).

LODP ¼ PNGi
ICþD p

xð Þ��x¼IC h=yearð Þ ð4:12Þ

EENS ¼
XICþD p

x¼IC

ΦNG xð Þ MWh=yearð Þ ð4:13Þ

EIR ¼ 1� EENS

ED

� �
puð Þ ð4:14Þ

ΔEi ¼ EENSiþ1 � EENSi MWh=yearð Þ ð4:15Þ
ΔPCi ¼ Fi ΔEi, LODPi�1ð Þ $ð Þ ð4:16Þ
CFi ¼ ΔEi=CAPi=Tð Þ � 100 ð4:17Þ

TCO2 ¼
XNT XNG

εiΔEinð Þ ton=yearð Þ ð4:18Þ

where Lp peak demand [MW], ICi installed capacity of generator i[MW], ED total

demand energy [MWh], NG the total generator number, PNG the final effective

demand duration curve, ξ CO2 emission coefficient of the ith unit [Ton/MWh].
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4.1.11.2 Draw Backs of the Analytical Method

It is worth noting that the analytical method, the conventional recursive convolution

method, is efficient in computation in terms of computer time. However, it has a

major flaw in recognizing the chronological variations of power generation and

demand. Furthermore, there is no direct representation of minimum run time,

minimum down time, or even the role of start-up costs and spinning reserve in

commitment decisions.

Though here in this study no minimum run/down times or start-up costs are

considered, there might be chronological variations of power generations. This case

might arise upon demanding the last unit; when the needed generation left is below

the unit’s minimum generation, the unit is turned on to its minimum and the unit

before is decreased to satisfy reserve requirements at minimum cost.

Otherwise if there are no chronological variations of power generations, both the

conventional recursive convolution (CRC) and the state enumeration methods

(SE) should give the same results.

4.1.12 Probability Tree Convolution Method

Decision analysis [55–57] is a systematic approach for decision making which

enables solution of problems where uncertainty is a prominent factor. A normative

model is developed to form the decision problem statement, enable logical analysis,

and focus on the production of a recommended course of action. This methodology

is most useful in managerial situations including significant risk. The resulting

process when documented is capable of generating optimal strategies for multi-

stage decision problems under a multiplicity of contingencies.

The position held in this work is that formal decision modeling contributes

positively to decision making by cross-checking and evaluating outcomes with a

logically robust model. Data analysis and experience contribute to the formal

modeling process with insights and knowledge that are incorporated into the

models. The resulting data analysis yields better results than the individual parts

by themselves. Modeling produces a graphical representation of mental concep-

tions useful for organizational communication. The model can serve as a plan of

action as well as an instrument for project management.

4.1.12.1 Decision Trees

An example traditional tree diagram is shown in the following. A square box

traditionally shows a decision node, a round box a natural node, and a triangle the

leaves for the value given the decisions made and the unknown events have

occurred. We use rounded boxes in this work to denote probabilities from statistical
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analysis. The toll for a decision is represented by a diamond ended box. The toll can

also be combined with the expected profit at the end of the branch, the tree node.

Probability trees are extensions of this simple example. Natural nodes may be

added after the first natural node (added to the right) for multiple uncertain events,

even if correlated. Decision nodes may be added to show subsequent decisions. The

initial model should always include the “do nothing” alternative.

A decision problem outcome depends on the action alternative selected by the

decision maker and the state of nature which occurs. Outcomes may be favorable or

unfavorable depending on the events that do happen. The payoff matrix is another

way of showing the value of a set of possible outcomes (Fig. 4.17).

States of nature, being uncertain, require probabilities to denote the likelihood of

occurrence. It is not unusual for subjective probabilities to be used when statistical

data is not available. However, statistical values result in more accurate

assessments.

The convolution of production costing probabilities may be shown as a proba-

bility tree with only natural or statistical nodes. This is a probability tree that is

evaluated in the same fashion as the generation first method with generation

convolved first, and then demand second [16].

Convolution can also be applied by use of the probability tree discussed above.

An example tree is shown in the following figure, assuming that two states are used

for each generator. The demand curve at each leaf is either the cumulative demand

Fig. 4.17 Decision tree
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curve or the hourly demand curve. Each leaf is solved by the appropriate scheduling

and/or dispatching algorithm. The hourly duration curve is solved by unit commit-

ment or by security constrained unit commitment. The transmission system is

solved for the most accurate values to include overloads and transmission contin-

gencies. The production cost is found by Economic Dispatch, Unit Commitment, or

Security Constrained Unit Commitment (SCUC) over the period of interest. The

algorithms used depend on the accuracy required, the constraints to be modeled,

and the demand forecast model. The equivalent demand duration curve is calcu-

lated by accumulating the results from the unit commitment and/or transmission

contingency analysis algorithm (Fig. 4.18).

The number of paths demonstrates the curse of dimensionality, even for such a

small system as this one. The paths are shown in the following Table 4.2.

We use a table approach since the calculations for this work were performed in

Excel (Table 4.3).

We use the font encodings to show each step of the process (Table 4.4).

Probabilistic Tree Convolution
Bold EMV $ or utiles 0.1

Plain Probabilities $46.10 Production Cost $56

Underline Decision Unit 3

Production Cost Valuation 0.15 Production Cost $45

$32.84 0.9

Unit 2

0.1

0.1 0.85 $30.50 Production Cost $35

Unit 3

Production Cost $30

$14.35 0.9

Unit 1 0.1

$19.50 Production Cost $15

Unit 3

0.15 Production Cost $20

0.9 0.9

$12.30 0.1

Unit 2 $19.50 Production Cost $15

0.05 Unit 3

Production Cost $20

0.9

0.1

0.8 $10.50 Production Cost $15

Unit 3

Production Cost $10

0.9

Fig. 4.18 Probabilistic tree convolution
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4.1.12.2 Expected Monetary Value Models (EMV & EOL)

Once a probability distribution has been assessed for each set of uncertain states of

nature—and this can always be done, subjectively—it is straightforward to apply

the next step: compute the expected value for each action alternative. Since there

are two ways to look at the same problem (actual monetary values and opportunity

losses), we can compute the expected values on either one of the payoff tables. The

EMV is an indicator of the information captured by the process. The EMV will

slowly change after the most significant paths are included in the convolution

process.

Table 4.3 EMV calculations

EMV Unit 1 EMV Unit 2 EMV Unit 3 Cost

$14.35 0.1 $32.84 0.15 $46.10 0.1 $56.00

0.9 $45.00

0.85 $30.50 0.1 $35.00

0.9 $30.00

0.9 $12.30 0.15 $19.50 0.1 $15.00

0.9 $20.00

0.05 $19.50 0.1 $15.00

0.9 $20.00

0.8 $10.50 0.1 $15.00

0.9 $10.00

Table 4.4 Table notation Item Value Notation

EMV $ or Utiles Bold

Probabilities Normalized (sum to 1.0) Plain

Decision $ or Utiles Underline

Table 4.2 Lists of paths and event valuations at the leaves

Unit 1 Unit 2 Unit 3 Path Value

0.9 0.8 0.9 1 $56.00

0.9 0.8 0.1 2 $45.00

0.9 0.05 0.9 3 $34.00

0.9 0.05 0.1 4 $30.00

0.9 0.15 0.9 5 $15.00

0.9 0.15 0.1 6 $20.00

0.1 0.15 0.1 7 $15.00

0.1 0.15 0.9 8 $20.00

0.1 0.15 0.1 9 $15.00

0.1 0.15 0.9 10 $10.00
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Expected Monetary Value

Referring to the original payoff matrix, the formula for expected monetary value

(EMV) is:

EMV Aið Þ ¼ E Aið Þ ¼
X
j

pj Rij

� � ð4:19Þ

where i refers to the matrix’s rows and j refers to the columns. Thus, using the

probability distribution derived previously, we obtain the following (Table 4.5).

Alternatively, we can make use of the decision tree matrix in Excel format

(Table 4.6):

Expected Opportunity Loss

One of the important market indicators is the Expected Opportunity Loss (EOL).

Recall from the Savage criterion that an opportunity loss is the payoff difference

between the best possible outcome under Sj and the actual outcome resulting from

choosing Ai given that Sj occurs. Referring now to the opportunity loss matrix, the

formula for expected opportunity loss (EOL) is:

Table 4.6 Payoff list

Optimal Decision EMV State Probability Value

Base unit 1.5 H 0.1 15

M 0.6 3

W 0.3 �6

¼> Combined cycle unit 2.7 H 0.1 9

M 0.6 4

W 0.3 �2

Peaking unit 1.8 H 0.1 3

M 0.6 2

W 0.3 1

Table 4.5 Payoff matrix

Action

State Payoff

H M L

pj’s 0.1 0.6 0.3 EMV

Base unit 15 3 �6 1.5

Combined cycle unit 9 4 �2 2.7 <¼max EMV¼EMV*

Peaking unit 3 2 1 1.8
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EOL Aið Þ ¼ E Aið Þ ¼ Σ j pj OLij

� � ð4:20Þ

Obviously, the same probability distribution applies (since the states of nature

are the same) (Table 4.7):

EOL can also be depicted with a decision tree, of course. (Exercise left to the

reader.)

Note that for a given probability distribution, the expected payoffs (EMV and

EOL) for every action alternative Ai always add up to a constant. In our case, they

always add up to 4.2. Thus, the Max EMV corresponds with the Min EOL

(Fig. 4.19).

The Expected Value given Perfect Information (EVgPI) is 4.2, and is obtained as

follows (Table 4.8).

We obtain the expected value of the above lottery (the EVgPI) thusly:

EVgPI ¼ Σ j p j Rij*
� � ð4:21Þ

The Expected Value of Perfect Information (EVPI) Is then:

0

0.5

1

1.5

2

2.5

3

1 2 3
Series1 Series2 Series3

Fig. 4.19 Relationship

between EMV and EOL

Table 4.8 EVgPI calculation EVgPI State Probability Value

4.2 H 0.1 15

M 0.6 4

L 0.3 1

Table 4.7 Minimum EOL

A S

H M L

Probabilities 0.1 0.6 0.3 EMV

Series 1 0 1 7 2.7

Series 2 6 0 3 1.5 <¼min EOL¼EOL*

Series 3 12 2 0 2.4

4 Renewable Resource Reliability and Availability 121



EVPI ¼ EVgPI� EMV* ð4:22Þ

If the above lottery is solved using opportunity losses instead of monetary

values, we find:

EVPI ¼ EOL* ð4:23Þ

4.1.12.3 State Enumeration Method

In planning generation supply for the next hour and thus the expected cost of

production, the system operator is basically acting on the basis of expected mon-

etary value (EMV). In general, one obtains the EMV of a “gamble” with several

possible outcomes by multiplying each possible cash outcome by its probability and

summing these products over all the possible outcomes [58].

For example, if an EMV’er is given the chance at a gamble with payoffs of $0.00

or $100.00 with equal probability of 0.5, his EMV would be:

EMV ¼ 0:5ð Þ $0:00ð Þ þ 0:5ð Þ $100:00ð Þ ¼ $50:00 ð4:24Þ

Thus this gamble is worth $50.00. As a result, given different projects or options

to choose from, the EMV’er would choose the alternative with the most expected

profit or the least expected cost.

Tying this with production costing estimation, the structured tree would enu-

merate all the possible generator status combinations. The first node, as shown in

the Fig. 4.16, would be the first unit on the priority list with the least production cost

from which there are two possible state outcomes either it is out of service, s1¼ 0,

or in service, s1¼ 1.

The next stage of the structured tree is the status of generator 2 with 2 possible

outcomes. This process is repeated until all possible states are counted for. If on one

branch the demand is satisfied by generator i, then the rest of the n� i branches are
trimmed.

With the structured tree built, at most there would be 2N possible state combi-

nation, status¼ (s1, s2, s3, . . ., si, . . ., sn), and their corresponding probabilities (p,
q).

Now for each possible status k, economic dispatch is performed on the available

units. The economic dispatch is represented as:

zk ¼ MinX incosti � pgenið Þ þ inscost � insdemand ð4:25Þ

subject to:

X pgeni þ insdemand ¼ demand ð4:26Þ
pmini < pgeni < pmaxi ð4:27Þ
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where zk¼ system operating cost of status combination k, ($), incosti¼ generation

cost of unit i, $/MWh, pgeni¼ generation of unit i, MW, demand¼ energy

demand, MW.

This problem could be solved by inspection: demand the generators by increas-

ing operating cost until demand is met. As a result, the expected monetary value of

each possible combination, 1, 2, . . ., 2N, is:

emvk ¼ zk þ statusk � fixcostð Þ � probk ð4:28Þ

where emvk¼ expected monetary value of status combination k, ($), zk¼ system

operating cost of status combination k, ($), statusk¼ row matrix of status combi-

nation k, fixcost¼ column matrix of fix cost, ($), probk¼ probability of status

combination k.
The expected production cost, epc, of the structured tree is the sum of the emvk’s.

4.1.12.4 State Enumeration Method Example

The following gives the state enumeration, their probabilities, the corresponding

generations of the units, and the MW insurance needed to satisfy the demand. As

can be seen from the table, in state 1 unit three is operated at its minimum and unit

two at below maximum generation—a chronological variations of power genera-

tion (Table 4.9).

From these data, the expected generation and capacity factor is obtained for each

unit. Note that the capacity factor for each unit is obtained by summing the

probabilities corresponding to when each unit is on. For example unit one has a

capacity factor, Capf1, (0.648 + 0.072 + 0.072 + 0.008¼ 0.8). This matches the

result obtained in the recursive convolution method (CRC). The expected operation

cost of the production is calculated as $11,279.84. Compared to the recursive

convolution method, the error is minimal in this very simple case.

Table 4.9 Generator states, generation, probability, and EMV’s

State S3 S2 S1

pgen3

(MW)

pgen2

(MW)

pgem

(MW)

Insurance

(MW) Prob EMV ($)

1 1 1 1 100 550 400 0 0.648 57,646

2 1 1 0 400 600 0 50 0.072 822.82

3 1 0 1 400 0 400 250 0.072 389.02

4 1 0 0 400 0 0 650 0.008 289.23

5 0 1 1 0 600 400 50 0.162 767.74

6 0 1 0 0 600 0 450 0.018 499.93

7 0 0 1 0 0 400 650 0.018 641.48

8 0 0 0 0 0 0 1,050 0.002 105.00
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4.1.12.5 Forecast Error

The forecast error for demand, for wind, or for solar can be included simply my

adding another node with probabilistic links to the expected forecast and the first or

second moments. This is similar to the method of aggregating the wind generator to

three levels of generation in the above. There is no need to limit the probabilities to

three levels except that high, medium, and low forecasts are rather natural. Indeed,

any number of links can be added as is desired to increase the accuracy. However,

one should employ the parsimonious concept to model what is an impact instead of

simply increasing links to “make sure” (Fig. 4.20).

This same technique can be used to find the wind generation distribution instead

of the linearization described above. The solar distribution impact on production is

another application of this approach.

4.1.12.6 Linear Programming Based Production Cost Model

The unit and contract costs as solved by EDC, UC, or SCUC to find the leaf values.

This is equivalent to the unit costs found by integrating the EDDC between the unit

segments low capacity level and the high capacity for each segment.

One approach is based on LP based production costing algorithm for multiple

time periods. For each path, we form a linear program to forecast the production

costs. The probabilistic production costs can be computed by calculating expected

production cost using the decision tree. The advantage of this approach is that after

the first leaf is evaluated, each subsequent leaf can be found by parametric linear

programming.

Problem formulation: The costs associated with satisfying the power production

requirements expressed by a demand duration curve are:

1. Start-up cost.

2. Unit running costs.

−10%

Chance
Node -

Forecasted
Demand
Errors

+10%

0%

0.1

0.8

0.1

Fig. 4.20 Forecast error

model
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The constraints can be listed as:

1. Enough units should be committed to satisfy the ancillary requirements.

2. Enough power should be dispatched to satisfy the demand requirements.

3. Only resources available can participate in (1) or (2).

4. Resources for ancillary services do not have to be units.

Mathematically, the problem can be expressed as follows:

Tp þ Ga þ I p � L Demand constraintð Þ ð4:29Þ
Tf ¼ H Ga, Tp, Ip

� �
Conversion curveð Þ ð4:30Þ

Tf � Tcmax Transmission capacity constraintð Þ ð4:31Þ

where H¼ nonlinear relationship between power produced and purchased, F( p)¼
production cost of the utility company, I¼ cost of insurance, Tp¼ transaction

power, Ga¼ summation of maximum capacity of available generating units,

Ip¼ power purchased from insurance company, L¼ total demand of the utility

company, Tf¼ demanding of transmission line for transaction, Tcmax¼ capacity

of transmission line for transaction.

Probabilistic modeling of the abovementioned random variables can be done

using power system reliability data. Probability of demanding transmission line

exceeding its capacity can be achieved using probabilistic demand flow formula-

tion. The cost calculation can be done by identifying a suitable production costing

model.

Minimize

Xumax

u¼1

Xsmax

s¼1

crun u; sð Þxrun sð Þ þ cprod u; sð Þxprod�u, s� � ð4:32Þ

Subject to

Xumax

u¼1

capmax uð Þ � xrun ið Þ� � spin
�
s

� � ð4:33Þ

Xumax

u¼1

Xsmax

i¼s

capmin uð Þxrun ið Þ þ capmax uð Þ � capmin uð Þ½ �xprod u; sð Þ � demand sð Þ

ð4:34Þ

xprod u; sð Þ �
Xsmax

i¼s

xrun ið Þ � 0 ð4:35Þ

Xsmax

s¼1

xrun sð Þ � umax ð4:36Þ

where xrun(s)¼ number of units running through segment s, xprod(u,s)¼ level of

output above minimum of unit u in segment s, capmin(u)¼minimum capacity of u,
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capmax(u)¼maximum capacity of u, crun(u,s)¼ cost of runing unit u through

segment s at minimum output, cprod(u,s)¼ costs above crun of u at full demand

in segment s, spin(s)¼ spinning MW requirement for segment s, demand(s)¼
Generation MW requirement in segment s.

4.1.13 Bloom Gallant Linear Programming

From the buyers’ perspective, the transaction selection problem can be defined as

follows. Given a set of possible transactions, select a transaction plan that mini-

mizes the net expected cost of production and cost of insurance, which are subject

to risks due to uncertainty in power system reliability. Mathematically, the problem

can be expressed as follows for each period (K ):

Minimize Expected cost of production and insurance over all periods:

XK
k¼1

XI
i¼1

F i; kð Þ þ EENSð Þ � EIE kð Þð Þ½ �
" #

ð4:37Þ

Subject to

XK
k¼1

XI
i¼1

Dk
i,me

k
i ¼ Fm; m ¼ 1, . . . ,M ð4:38Þ

XI
i¼1

Ak
i, je

k
i ¼ Bk

j ; j ¼ 1, . . . , Jk; k ¼ 1, . . . ,K ð4:39Þ
X
i2Ω

eki � Wk ∅ð Þ�Wk Ωð Þ; 8Ω � 1; . . . ; If g; k ¼ 1, . . . ,K ð4:40Þ

XI
i¼1

eki ¼Wk ∅ð Þ; k ¼ 1, . . . ,K ð4:41Þ

eki � 0; i ¼ 1, . . . , I; k ¼ 1, . . . ,K ð4:42Þ

The first equation is the inter period constraints which couple the production of a

set of plants over different time periods, especially useful for hydro, take or pay fuel

contracts, etc. The second equation are the intra-period constraints which couple

production of a set of plants within a given time period, especially environmental

and dispatch limits. Dispatch limits include energy storage plants, must-run plants,

multiple block plants, two area systems with transmission limits, limited energy

plants, as well as dispatchable plants. The third equation and the fourth equation are

the facet constraints [4] used to express probabilistic production costing as a linear

programming problem.
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The difficulty with Bloom-Galant’s method is the same as Balas’s 0-1 algorithm.

The curse of dimensionality and the inability to generate a plane on an integer

solution is yet to be solved.

4.1.14 Monte Carlo

The Monte Carlo process is a sampling procedure based on system simulation.

Various random samples from an infinite population, X, having the same size are

taken; the mean of these samples would form another distribution, called the

sampling distribution, which tends to be a normal distribution even if the underly-

ing parent distribution is not as the sampling size gets larger according to the

Central Limit Theorem (CLT).

Central Limit Theorem: If X1, . . ., Xt are independent and identically distributed
random variables with mean band variance s2 and are sampled at T different time

values:

X ¼ X1 þ X2 þ . . .þ Xtð Þ=T ð4:43Þ

then

Z ¼ X � E Xð Þ½ � = var Xð Þ½ �1=2ð Þ ð4:44Þ

has a probability distribution that approaches the standard normal, N(0,1), as

T approaches infinity.

The Monte Carlo method has been the preferred solution for almost two decades

[5, 28, 40, 50, 52, 58–63].

One method of the Monte Carlo simulation method is called the brute force

Monte Carlo Method [60]. In this approach an “experiment” is conducted to build a

sample of T randomly chosen distinct system states and the status. Calculations are

carried out as done in the state enumeration method to obtain the EMVi’s (i¼ 1,

2,. . .,T); the sample’s estimated production cost, EPC, for this experiment, k, is the
mean of the EMV’s. This process of running an experiment is repeated k times until

“convergence” to a normal distribution is obtained; the mean of the experiments

would give the expected production cost.

This method according to Parker [28] needs a large sample size to obtain a

reasonable estimation of the expected production costing method. Thus the Monte

Carlo method is used with Latin Hypercube sampling to “more accurately capture

uncertainties with limited draws.” Parker suggests to stratify the outage states into

equal intervals on the cumulative probability scale.

Huang and Chen [63] present another approach of stratifying a population using

what is called the “cum sqrt(mu f)” rule. In most programs, each system state is

generated using a random number generator which produces uniformly distributed
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random numbers chosen from a uniform distribution on the interval (0.0, 1.0). Thus

each system status, S¼ (s1, s2, s3, sn), of the sample is generated at random. The

corresponding generator status, si, given by:

si, t ¼ 0 if R < foratei from Random Number generator outagedð Þ,
else

si, t ¼ 1 if R > foratei availableð Þ
ð4:45Þ

According to Billinton [17, 26], for such distributions the size of the samples

necessary to estimate a mean varies as the square of a coefficient of variation of the

sampling distribution. This coefficient which is the convergence criterion is the

ratio of the standard deviation of the sample mean E (epc) of the system epc over

the sample mean E (epc). The simulation is terminated when:

Ratio ¼ a E epcð Þ½ �=E epcð Þ < e ð4:46Þ

where e is the maximum allowable error. When a smaller e is specified, more

iterations are needed. Note that a [E(epc)] is statistically expressed as:

S E epcð Þ½ � ¼ s epcð Þ=V kð Þ ð4:47Þ

where s (epc) is the standard deviation of the k repeated experiments.

In summary, this procedure is summarized in the following pseudo-code

(Table 4.10).

The sequential Monte Carlo simulation (MCS) method is a powerful tool for

power systems adequacy assessment. Sequentially sampling the states duration, this

method can incorporate the stochastic behavior of the system components, time-

dependent issues like the renewable power production, reservoir operating rules,

scheduled maintenance, complex fuel contracts, etc. It provides the probability

distribution of the reliability indices. Despite these advantages, the simulation time

of the sequential MCS method is its major weakness. The objectives of this work is

to present algorithmic advances that can improve sequential MCS method as

applied to the adequacy assessment of the generating capacity and composite

(generation and transmission) system.

Table 4.10 Monte Carlo Pseudo-code

select number of samples and epsilon, k ¼ 1, sample size ¼ T

While ratio > epsilon k ¼ k + 1 do

generate a sample of system states of size T

calculate the emvi for each of the T samples

calculate the mean of the emvT ’s¼ epck

calculate the stopping criterion ratio

Endwhile

stop the estimated production cost is the mean of the epck’s
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Recent advances have explored the application of the Cross-Entropy

(CE) method and the Importance Sampling (IS) variance reduction technique in

the sequential MCS method [64]. A new algorithm was proposed to calculate the

CE-optimal IS distribution for the generating capacity adequacy assessment. This

new CE-based algorithm steams from the mathematical analysis of the CE equa-

tions that has demonstrated that the CE-optimal IS distribution can be obtained by

simply dividing the annualized reliability indices for different configurations of the

generating system. This algorithm, whose core is the fast Fourier transform, is

equivalent to the standard CE optimization algorithm in accuracy and computa-

tional effort. The relevant feature of the new CE-based algorithm when compared to

the standard CE optimization algorithm is its simplicity of implementation. Several

strategies for modeling the generating units with time-dependent capacity in the

CE-based algorithms were also suggested and their impact on the simulation time

duly analyzed. The second part of this advance also proposed and examined a CE

optimization algorithm for the composite system adequacy assessment.

Another part of this improvement introduced the innovative application of a

Population-Based Method (PBM) to improve the efficiency of the sequential MCS

method. “The proposed methodology consists of two phases. Firstly, a list of high

probability states that cannot supply the peak load is created by a PBM. The PBM

used takes advantage of the space-covering characteristics of the Evolutionary

Particle Swarm Optimization (EPSO) metaheuristic. Secondly, the states sampled

by the sequential MCS method are compared to those on the list to decide whether

full evaluation should be performed or not. If a state proceeds to evaluation, the

yearly load model, the time-dependency of the capacity of the generating units, and

other chronological features are sequentially followed to form system states. These

system states may or may not have loss of load. If the state sampled is not in the list,

then it is assumed that no loss of load occurs throughout its duration” [62].

The results obtained from using the CE method and IS in the sequential MCS

method reported remarkable acceleration in the estimation of the reliability indices

for the generating capacity and composite system (it was reported that in some

experiments, the time gain over the crude sequential MCS method is more than

60 times). Moreover, it was observed that the acceleration increased as the system

become more reliable. Unfortunately, the sequential MCS method cannot provide

accurate probability distributions for the reliability indices if the CE method and IS

are used. On the other hand, the experiments carried out in the third part CE method

and IS were used, the experiments carried out demonstrated that the accelerations

achieved are only comparable to the ones obtained by the CE method and IS if the

system is unreliable. Despite this disadvantage, this methodology can obtain accu-

rate probability distributions for the reliability indices if the classification process

does not fail to detect the states that need evaluation. More advances in these areas

are warranted.
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4.2 Conclusion

The applications of PPC are expanding as markets are evolving. One such example

is the capacity market to recover fixed costs. Also, the capacity credit for renewable

energy has been investigated for capital budgeting comparisons [27, 65, 66]. The

PPC methods are the central computational engine for market analysis, bidding,

risk analysis, hydro thermal coordination, maintenance scheduling, contracts eval-

uation of interchange through demand response or demand side management.

Clearly, the computational requirement of the core assessment algorithm deter-

mines the speed and accuracy of all subsequent analysis applications.

The computer time needed to solve the above is now within the reach of many

companies, especially Independent Power Producers (IPPs), municipal utilities, and

rural cooperatives. Distributed computation can be employed to solve the produc-

tion cost models at each leaf concurrently. The cost of such computer networks is

easily justified to assess and then to manage the risk within a short solution time.

Concurrent processing should not be confused with parallel processing. The cost of

workstations enables such algorithms as demonstrated by the proliferation of

computation software, such as MATLAB or PYTHON, across multiple worksta-

tions as a simple toolbox.
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Chapter 5

Geographical Information Systems
and Loop Flows in Power Systems

Manish Mohanpurkar, Hussein Valdiviezo Sogbi,

and Siddharth Suryanarayanan

5.1 Introduction

ADVANTAGES of interconnected power systems include increased system security

and reliability of supply, lowered operating costs, and increased Available Transfer

Capacity (ATC). However, interconnections also introduce challenges, such as

propagation of system events over wider areas and Unscheduled Flows (USFs) of

electricity [1]. USFs represent the deviation of the actual power flowing on transmis-

sion lines from themarket-scheduled flows. Contractual agreements between utilities

are based on the fairmarket assumptions to optimize cost and operate electric grid at a

desirable frequency. Deviation from market-schedules may also occur due to

rerouting of power flows on account of inadvertent changes in the topology and

may lead to forced participation of utilities and other assets that may not directly be

involved in particular trades. USFs are known to reduce ATC, increase transmission

losses with operation at or near stability limits, and complicate cleared transmission

pricing [1]. Critical levels of USFs are mitigated by curtailment of schedules and

deployment of qualified control devices in the system.

Alternatively non-critical levels of USFs can be accommodated in the market

after clearance. One of the methods of accommodating USFs is based on linear

estimation of minor loop flows [1]. This is done by employing a simple linear

regression model to estimate the minor loop flows using the topology of the system,

and the difference of the actual branch flows and the expected load flows

[1]. A disadvantage of this method described in ref. [1], is that the topology matrix,
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also known as incidence or system matrix, that yields the relationship between the

USFs and the minor loop flows is obtained visually. While this may be sufficient for

smaller power grids and for proposing the accommodation method as a proof-of-

concept, it may not be amenable to power grids of practical size. This chapter

proposes an enhancement to the accommodation method proposed in ref. [1] by

utilizing Geographical Information Systems (GIS).

Additionally, this chapter also shows the applicability of the accommodation

method to scenarios of high penetration of a stochastic generation source, i.e., wind

energy, in wide-area electric grids. This is considered nontrivial as the volatility in

generation due to wind may manifest in USFs; and, in order to accommodate the

USFs properly, there is a need for understanding this effect.

This chapter is organized as follows: Section 5.2 provides a brief note on GIS

applications in power systems; Sect. 5.3 illustrates the prior work on the estimation

of minor loop flows using USF measurements; Sect. 5.4 describes the application of

the GIS techniques for synthesizing the system matrix for the above mentioned

estimation problem; Sect. 5.5 applies this technique to a test system, and Sect. 5.6

describes the nature of variability in estimates as a function of wind penetration.

Section 5.7 concludes the chapter.

5.2 Geographical Information Systems in Power Systems

GIS, which deals with the collection, management, and presentation of geograph-

ical data, is a widely used technique in infrastructure planning and management.

Adapting GIS to power systems network planning and operational analysis pos-

sesses the potential of multiple advantages. GIS applications that provide visual

representation of physical systems play a crucial role in determining the status and

operational control of field devices. An application of GIS in the planning of

a Medium Voltage (MV) distribution network of open loop configuration is

discussed in ref. [2]. This is a prime example of a multi-objective optimization

problem in distribution network planning and is solvable by various optimization

methodologies. GIS have also found applications in operations and management of

transmission and distribution networks due to the spatial nature of infrastructure as

referred in the following section. The spatial and temporal functions are combined

to detect distribution network faults in ref. [3]. Two classifiers, i.e., linear discrim-

inant analysis and logistic regression, are then trained for evaluating the detected

fault conditions to provide real time information. Essential steps to transform

spatiotemporal functions of the network and time series data management to form

a Device Data Management System (DDMS) are discussed in ref. [4]. A feature of

integrating the visualization of realtime and historical events in the power system

enables a more efficient operation; and, this employs GIS. Another optimization of

operational cost for MV distribution networks is proposed in ref. [5], that functions

by using smart meters serving as data inputs, and Automated Metering Infrastruc-

ture (AMI) serving as the communications media, whereas the GIS provides the

interaction platform. For transmission networks, an online monitoring system is
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proposed using similar building blocks such as spatial functions, GIS information,

and communication networks to construct intelligent power grids in ref. [6]. Man-

agement of congestion in bulk interconnections by mapping lines using GIS

applications and congregating the various cost functions involved in the transmis-

sion of power is presented in ref. [7]. Congestion patterns, hourly nodal pricing,

planning of transmission lines, and efficient integration of renewable energy

sources are also discussed on the same platform. An exclusive interaction of system

operators with the physical infrastructure via interfaces is developed based on GIS

for efficient management of network infrastructure [8]. Thus, several applications

in the implementation of Energy Management Systems (EMS) in power system

networks using GIS exist.

5.3 USF Accommodation by Loop Flows

As mentioned in Sect. 5.1, a linear estimator is used to estimate minor loop flows for
accommodating the USFs. The linear estimation equation is given as,

H½ �nxp x½ �px1 ¼ z½ �nx1 ð5:1Þ

where H is the system matrix, z is the unscheduled flow on branches, x is the

mathematical artifact, i.e., minor loop flow values, n is the number of branches in

the network, and p is the total number of loop flows to be estimated. Eq. (5.1) is

solved using the Ordinary Least Squares (OLS) technique and the pseudo-inverse of

the non-square system matrix, H, to obtain the estimates of the loop flow, bxols as
shown in Eq. (5.2).

bxols
� �

px1
¼ HTH

� �

pxp

�1
HT
� �

pxn
z½ �nx1 ð5:2Þ

The system matrix, H, may be considered as a combined representation of the

closed minor loops of the network and the bidirectional transmission lines

(branches or edges) of the network. The following are the rules assumed in ref.

[1] while choosing the loops visually in order to maintain consistency in the

selection process:

1. Each transmission line (branch) is assumed to be a bidirectional edge such that it

can be traced in both directions.

2. Nodes with degree 1, i.e., nodes with only one connection/branch, especially

generation nodes or sparsely located load points, cannot be a part of any loops.

3. Loops are chosen such that all lines other than single connection lines (see point

no. 2) to be traversed twice, in opposite directions.

4. Loops with lower number of nodes are preferred over those with larger number

of nodes, for the sake of simplicity.

5. There is no fixed sequence of choosing a starting node to form a loop, and hence

the resulting loop may vary from analyst to analyst.

6. Loops are chosen solely based on the visual interpretation of the network.
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The selection of loops may also be influenced by the manner in which the

one-line diagram is drawn, making the accuracy and clarity of the one-line diagram

a crucial aspect in the process. However, visual synthesis suffers from three basic

drawbacks:

(a) Incorrectness in detecting loops for multi-planar graphs.

(b) Lack of accuracy checks.

(c) Inapplicability for topographically complex connections, i.e., practical bulk

interconnections. For test systems of small to medium sized networks this

technique is useful to especially analyze planning and operational scenarios

associated with USFs.

Consider the following simple test system consisting of nine buses, shown in

Fig. 5.1 [9]. Visual synthesis is sufficient enough to detect the minor loops in this

network on account of its simplicity and small size, and is shown in Table 5.1.

Table 5.1 Visual synthesis

of the loops of the notional

9-bus test system

Loop number Nodes of the system in the loop

Loop 1 [1 2 5 4 1]

Loop 2 [3 6 5 2 3]

Loop 3 [4 5 8 7 4]

Loop 4 [6 9 8 5 6]

Fig. 5.1 A notional 9-bus test system directly adopted from [9]
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Note that all the non-peripheral transmission lines are scanned exactly twice,

going in opposite directions. For example, the transmission line 2–5 is traced as

2! 5 in Loop 1 and as 5! 2 in Loop 2 as shown in Table 5.1. Using the loop

information in the Table 5.1, the system matrix has to be synthesized; and, multiple

methods can be employed to do so. In the first instance, the numerical inequality

between the nodes of a branch can be explored. For example, for the branch 2–5 in

the loop 1 scanned as 2! 5, the entry “+1” may be assigned whereas for the same

branch scanned a 5! 2, an entry “�1” may be assigned for the apt element of the

system matrix H. The logical operator approach uses the outcome of either “<” or

“>” to obtain a pseudo-measure of allocating elements of system matrix. An

alternative logic can be visual inferences of the location of transmission line layout

with respect to reference directions. Visuals in Fig. 5.2 clarify this element assign-

ment convention.

This logic draws from the visual interpretation of the network layout and can be

regarded as an extension of the visual synthesis of loops. The system matrix entries

using the visual synthesis for Loop 1 (from Table 5.1) is given in Table 5.2.

Table 5.3 provides the complete system matrix for the notional 9-bus test system

using the discussed convention.

An enhancement over the above discussed procedure can be made using each

edge exactly twice in opposite directions as a criterion for loop selection. The

peripheral edges 1–2, 2–3, 3–6, 6–9, 9–8, 8–7, 7–4, and 4–1 are scanned only once

to form loops. Another topographically valid loop can be formed by properly using

all these unused edges. This loop represents the outermost periphery of the network

and is not a minor loop. The loop selection problem is limited to a finite solution by

exhausting the direction of scan of an edge when used once.

Fig. 5.2 Scan directions along the reference directions 1–2 will be allocated a “+1” and along the

reference directions 3–4 “�1” will be allocated

Table 5.2 Visual synthesis of the system matrix elements corresponding to the Loop 1

Branches 1–2 2–5 5–4 4–1

Elements +1 +1 �1 �1
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5.4 GIS Application in System Matrix Synthesis

The visual synthesis described in Sect. 5.3 requires human decision-making and

intervention in both the selection of appropriate loops and the consequent synthesis

of the system matrix. Visual synthesis is not suitable for bulk interconnections due

to complexity and large size; hence an automated mechanism is needed. In order

to replace the latter with an automated process, a new technique of using GIS

coordinates of the physical location of the buses (nodes) is proposed. For the GIS

approach, the layout information of the lines is obtained by processing of the

coordinates of the respective nodes for the branch under consideration. Other

related information that can be synthesized using the GIS coordinates includes:

elevation, distance, and angles with respect to a reference axis. Distances between

buses can be assumed as approximately equal to the Euclidean line lengths. The

layout information of the line is more significant in this regard to help synthesize

the system matrix. A two-step procedure to automate the loop detection and system

matrix synthesis suitable to bulk interconnections is proposed.

Step 1. An algorithmic detection of loops in a power systems network.

Step 2. Use the loops obtained from Step 1 to form the system matrix in an

automated manner.

For the context of this chapter, discussions pertaining only to the synthesis of the

system matrix, i.e., Step 2, are given. Here, we assume that the input needed for

executing Step 2, i.e., the nodes included in each minor loop, is known a priori.
Discussion on the synthesis of the minor loops by algorithmic techniques is out of

the scope of this chapter; however, such methods are currently under various stages

of research and dissemination.

The dimension of the system matrix is (nxp), where n is the total number of

branches and p is the total number of minor loops or regressors. Graphically, with

respect to network, the rows represent the lines (branches) of the network in

a specific order, which may be obtained from any commercial software database

used for creating the power system case simulation. The most common way of

Table 5.3 System matrix for

the notional 9-Bus Test

System using the convention

shown in Fig. 5.1 [1]

Branches Loop 1 Loop 2 Loop 3 Loop 4

1–2 1 0 0 0

1–4 �1 0 0 0

2–3 0 1 0 0

2–5 1 �1 0 0

3–6 0 1 0 0

4–5 �1 0 1 0

4–7 0 0 �1 0

5–6 0 �1 0 1

5–8 0 0 1 1

6–9 0 0 0 1

7–8 0 0 �1 0

8–9 0 0 0 �1
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representing the line data is by using numerical values of the buses (nodes)

connected in an ascending order. However, exceptions such as displaying or storing

power flow only in the positive directions (as indicated by Fig. 5.2), will lead to

system-specific shifts in reordering branches. The columns of the system matrix

correspond to the sequentially stored list of minor loops associated with the network

(obtained from Step 1). The matrix elements corresponding only to the branches

included in a particular loop will have a non-zero entry, whereas a branch not

associated with a loop will have a zero entry [1].

Convention #1: The visual synthesis of loops can also provide the directional layout

of the line and hence can be used along with a proper convention to synthesize the

system matrix. A convention for a line layout being either from the south to the north
or from the west to the east can be assumed to be a “+1” or “�1”, whereas in opposite
directions as "-1" or "+1" as applicable. This is a convenient method for small sized

systems with accurate one-line diagrams and known directional information.

Convention #2: The intent of the method proposed in this chapter is to replace the

human decision-making of determining the line layout by using the GIS coordinates.

GIS coordinates are an inseparable component of standard bulk interconnection

databases and are included from the planning stages. Using the GIS coordinates to

obtain the azimuth to interpret the line layout information is proposed. The conven-

tion adopted here is based on the working database of respective networks (obtained

either from standard dataset or commercial software packages) as: from bus—to bus.
For this analysis the deviation of an actual transmission line from a straight line is

ignored, i.e., the line length of a transmission line is assumed to be the same

as Euclidean distance between the nodes. Transmission lines deviate from a straight

line due to multiple reasons such as available right of way, topography of land, etc.

An azimuth is the angle, taken clockwise from north with a line between any two

points. The North Pole has an azimuth of 0� from every other point on the globe

[8]. The interpretation of an azimuth is provided by a simplified example below:

The GIS coordinates of point 1 are (latitude; longitude)¼ (21� 00000; 89� 300000)
and the point 2¼ (40� 300000; 105� 00000). The azimuth of 319� is obtained for the

straight line obtained by joining point 1 to point 2. The distance between the two

points is 1,632.342 miles. The distance so obtained might not be accurately equal to

the line length as given in the database since deviation of actual lines from straight

line is frequent. However, the intended purpose of setting up the system matrix does

not require the distances between the buses at all, and hence the inconsistency

between the geographical distance and line length can be ignored. The North Pole is

used as the reference direction to obtain directional information. The loops obtained

from the visual synthesis and the directional information are the two components

used to synthesize the system matrix. Figure 5.3 shows the convention used to

allocate the elements of the system matrix.

In the loops chosen, for any branch of the network either of the nodes can be a

reference point with the other point being the endpoint. The straight-line layout of

this line segment with respect to the North Pole is obtained and the value of “+1” or
“�1” is inserted at the appropriate element in the system matrix. A uniform

convention needs to be adopted if the line segment lies exactly on a boundary of
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the two regions i.e., coincides with the dashed lines shown in Fig. 5.3. Table 5.4

shows that if the line segment has an angle of 135� then a “+1” will be allocated,

which implies that the direction of the segment is eastward which is positive. The

exact reverse convention would be used for allocating a “�1” such that the segment

layout is assumed to be southward. Similar argument can be made for a line

segment with an angle of 315�, which will be allocated an element of “�1”
assuming that the direction of this segment is westward. Depending on the magni-

tude of this angle, we are going to build the system matrix and use “+1” or “�1”
according to Table 5.4, where x� is the azimuth of the line.

All the loops of a network are processed such that each row of the system matrix

will have only two non-zero entries i.e., “+1” and “�1”. Generation and load buses
with degree 1 will have all-zero entries. Eventually, these rows will be removed

from the system matrix as they do not provide any notable information about loop

flows.

H(i,j) = −1

H(i,j) = 1

270

180

0 N

90

Fig. 5.3 Convention for

synthesizing the system

matrix elements using the

azimuth (in degrees) of the

edges in loops.

Table 5.4 Convention adopted for assigning

system matrix elements using GIS coordinates and

directional information

Azimuth of an edge (x�) Value

0� < x� � 135� 1

135� < x� � 315� �1

315� < x� � 360� 1
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5.5 Demonstration and Discussions

The IEEE 14-bus test system is used to demonstrate the result of synthesizing the

directional information of the branches in distinct loops . Using the angle (azimuth)
of the transmission lines (branches) and the sequence of scan of the branches, a

suitable system matrix is synthesized in Table 5.5 with the intermediate results

displayed in Tables 5.6, 5.7, and 5.8. A set of loops is obtained by visual synthesis

and using the rules of choice as explained in Sect. 5.3. The test system comprises of

14 nodes, 20 branches, 6 generators, and 11 loads and its graph equivalent is shown

in Fig. 5.4 [10]. Appendix provides the details of the generator, load, and line flow

values corresponding to the base case for the test system. The market expected line

flows are directly assumed to be the base case line flows since they represent the

most likely scenario. Visually selected loops are as shown in Table 5.8. The

standard database of the IEEE 14-bus test system does not specify the line lengths;

hence, they are to be chosen rationally. Bus no. 1 is proposed as a point of reference

to determine the latitudes and longitudes of the other buses (nodes) using assumed

line lengths as a factor. In this example, bus no. 1 of the test system is assumed to

be located in Fort Collins, CO (40.60� N, 105.13� W). With these coordinates, and

the assumed lengths of each branch and test system knowledge, we can calculate the

latitude and longitude for all the buses (nodes). For this, we propose a rhumb
direction for each one of the nodes, and with this direction and the distance we

get the coordinates. A rhumb line crosses all the meridians of longitude at the same

angle. The approximate line lengths assumed and the corresponding rhumb line

angles are shown in Table 5.6. Table 5.7 provides the network information along

with the coordinate locations (derived from the assumed line lengths). Table 5.8

depicts the inclination, i.e., azimuth (in degrees) of each edge in loops with respect

Fig. 5.4 Bidirectional

graph equivalent of the

IEEE 14 bus test system
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to the North Pole measured in the clockwise direction, between the starting node

and the ending node of the edge. These entries can have a value from 0� to 360�.
The first row of Table 5.8 shows the azimuth values for the three edges in Loop 1,
i.e., 2–1, 1–5, and 5–2. Sequential index is the total edges associated with respective

loops. The largest is the sixth loop with ten edges. Using the convention explained

in Fig. 5.3 and Table 5.8, the system matrix for the IEEE 14-bus test system is

obtained as shown in Table 5.5. The system matrix has 38 non-zero elements. The

total branches considered are 20; and, since the branch 7–8 (branch 14) is not

traversed in any loop we will discard it. The remaining 19 branches have been

traced twice in opposite directions, and hence we have the 38 non-zero elements.

The system matrix has a sparsity index of 25 %. As mentioned earlier, in standard

Table 5.6 Assumed line lengths in miles and Rhumb line angle values

Node 1 Node 2

Line lengths

(miles)

Rhumb
line angle

(in degrees) Node 1 Node 2

Line length

(miles)

Rhumb
line angle
(in degrees)

1 2 120 200 6 11 50 105

1 5 100 110 6 12 50 250

2 3 80 230 6 13 50 195

2 4 100 160 7 8 110 255

2 5 157 59.22 7 9 64 102.68

3 4 105 113.64 9 10 50 185

4 5 170 113.64 9 14 60 130

4 7 100 230 10 11 240 78.4

4 9 80 190 12 13 46 132.21

5 6 250 165 14 13 130 89.33

Table 5.7 Proposed coordinates of the IEEE 14-bus test system (system assumed to be located in

the U.S.)

Node

Characteristic

components Coordinates Node

Characteristic

components Coordinates

1 Reference and slack

generator

40.6� N,
105.13� W

8 – 36.22� N,
108.54� W

2 Conventional

generator and load

38.96� N,
105.8� W

9 Load bus 36.44� N,
105.51� W

3 Load bus 38.21� N,
107.01� W

10 Load bus 35.75� N,
105.58� W

4 Load bus 37.59� N,
105.26� W

11 Load bus 36.38� N,
101.31� W

5 Wind farm and load bus 40.09� N,
103.35� W

12 Load bus 36.32� N,
103.02� W

6 Wind farm and load bus 36.58 �N,
102.18� W

13 Load bus 35.87� N,
102.41� W

7 Wind farm 36.65� N,
106.64� W

14 Load bus 35.87� N,
104.68� W
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power systems database the coordinates of buses are available and hence it is

relatively easier to use this approach. In such cases, the azimuth can be directly

calculated and along with the proposed convention as explained in Sect. 5.3, the

system matrix can be synthesized automatically.

5.6 Estimated USFs and Variability

5.6.1 Experimental Setup

A Monte Carlo simulation is set up for the IEEE 14-bus test system in order to

analyze the variability induced in the USFs as a result of penetration of wind energy

sources. For this purpose, four wind farms of installed capacity approximately

222, 99, 95.9, and 49.8 MW are assumed to be connected one each at buses 5 and

7 and two at bus 6, respectively. The physical distances between the wind farms are

approximately equal to the assumed line lengths. The wind farms are assumed to

have local voltage regulation at respective buses. Real power injection by the wind

farms measured at the point of interconnection for a year is used as the variable

input to the power flow. All other parameters pertinent to the power flow algorithm

are maintained constant to execute 500,000 iterations in the Monte Carlo simula-

tion. The base case is drawn using the average values of wind farm penetration as a

moderate scenario. The fixed load and conventional generation values used in the

simulation are as tabulated in the Appendix. The slack generator is expected to

supply the transmission losses as well as serve as the secondary market for wind

farms to supply deficits or account for surfeits, if any. The vector of unscheduled

power flows (z) is computed as the difference between the market expected flow (base

case flows) and actual power flows obtained from the Monte Carlo simulation. OLS

estimates are computed using the Pseudo-inverse technique as shown in Sect. 5.3.

5.6.2 Variability in USFs

Following are the histograms for the estimated minor loop flows listed in Table 5.8

under the annual heavy wind energy penetration scenario. Figs. 5.5, 5.6, 5.7, and 5.8

display the histograms of the estimated loop flows, for Loops 1, 5, 7, and 8,
respectively, as a representative sample. The plots indicate a pattern of having a

concentrated probability near specific MW values for the chosen inputs i.e., an

approximate unimodal distribution. The value of this USF corresponds to the most

frequent penetration of the wind farm in the networks. Another observation about

the wind farm power outputs and the USFs has no fixed cause and effect relation.

USFs and wind farm penetration exhibit both positive and negative correlation.

Table 5.9 shows the values of correlation found between the different estimated

minor loop flows and the wind farm penetrations obtained from the varying input.
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Fig. 5.6 Histogram of estimated loop flow for Loop 5 using OLS

Fig. 5.5 Histogram of estimated loop flow for Loop 1 using OLS
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Fig. 5.8 Histogram of estimated loop flow for Loop 8 using OLS

Fig. 5.7 Histogram of estimated loop flow for Loop 7 using OLS
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This is highly specific to the test system and the market-scheduled flow inputs chosen.

No generic inferences can be drawn from this analysis as yet.

As seen from Table 5.9, the output of wind farm at bus 5 has a strong positive

correlation with estimated Loop 1 whereas a strong negative correlation with the

estimated Loop 3. The value of the correlation index is a function of both the degree
of connectivity of the bus and the scheduled-market flows on lines connected to that

bus. The largest annual variance is observed for the estimated loop flow associated

with Loop 1, and it may be attributed to the large variance of wind farm power

output at bus 5. Additionally, the installed capacity of this wind farm is significantly

larger than the others, thus imparting comparatively greater variability to the

estimated loop flow. Similar inferences can be drawn for the rest of the estimated

loop flows and wind farm outputs after further investigation. The location of the

wind farms is crucial in this study such that the inferences drawn from the estimated

values will change significantly, if they are connected to different buses. It is also

noted, in practical cases the vector of unscheduled flows (z) should be computed

after every market closure as both actual power flow and market expectations are

bound to change. These may be computed on an hourly or to a few minutes

resolution depending on the market type. For the sake of simplicity, such minute

details are not accounted but are certainly necessary. This concludes the demon-

stration of the application of GIS based synthesis of system matrix to accommodate

USFs using minor loop flows.

5.7 Concluding Remarks

An application of a GIS technique in estimating minor loop flows in wide area

power grids is explored. A simple linear estimator is used to estimate theminor loop
flows using the system information and measurements of Unscheduled Flows. Line

layouts within loops are synthesized using the GIS coordinates of the buses to

automate the formation of the system (incidence) matrix. Unscheduled Flows on

transmission lines (branches) are accommodated using the estimates of the loop

Table 5.9 Correlation between USFs and wind farm penetrations at different buses

Loop number

Wind farm

output at bus 5

Wind farm

output 1 at

bus 6

Wind farm

2 output at

bus 6

Wind farm

output at bus 7

Variance

of loop flows

Loop 1 0.92 0.79 0.68 0.59 101.55

Loop 2 0.8989 0.80 0.69 0.63 31.10

Loop 3 �0.936 �0.74 �0.64 �0.67 27.90

Loop 4 0.90 0.77 0.67 0.67 33.09

Loop 5 �0.71 �0.88 �0.74 �0.55 19.85

Loop 6 �0.96 �0.65 �0.57 �0.71 25.73

Loop 7 �0.90 �0.73 �0.66 �0.26 8.23

Loop 8 �0.88 �0.78 �0.68 �0.67 19.86
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flows, which in this case are estimated using Ordinary Least Squares. The system

matrix for the IEEE 14-bus test system was synthesized for estimating loop flows in

an annual variable generation scenario. Loop flow estimates show positive and

negative correlations with wind farm output depending upon the remoteness of

loops from the wind farm bus, but no fixed pattern was discernible.
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Appendix

The IEEE 14 bus test system has been directly taken from [10] with the addition of

wind farms.

(a) Bus-wise load information

Bus number Load MW Load MVAr

1 – –

2 21.74 12.7

3 94.2 19

4 47.8 �3.7

5 7.6 1.6

6 11.2 7.5

7 – –

8 – –

9 29.5 16.6

10 9 5.8

11 3.5 1.8

12 6.1 1.6

13 13.5 5.8

14 14.9 5
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(b) Average generation values

Bus number Gen Id Gen MW Gen MVAr

1 1 186.9 3.82

2 1 40.04 87.45

5 1 20.73 �4.95

6 1 10.65 �13.86

6 2 7.38 �13.86

7 1 4.48 �49.45

(c) Base case line flows

From bus To bus Power flow MW MVAr

1 2 129.8 130.4

1 5 57.1 59.4

2 3 68.1 72.4

2 4 47.2 49.5

2 5 29.9 34.3

3 4 �28.4 28.4

4 5 �70 70.7

4 7 23.9 25.4

4 9 15.2 15.5

5 6 27.2 40.7

6 11 8.4 12.9

6 12 7.6 7.6

6 13 18.1 18.1

7 8 0 0

7 9 28.3 50.7

9 10 4.5 18.8

9 14 9.7 15.9

10 11 �4.6 13

12 13 1.4 1.7

14 13 �5.6 9
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Chapter 6

Introduction to Transmission Expansion
Planning in Power Systems

Hui Zhang

Nomenclature

ag Quadratic cost coefficient of generator g
bg Linear cost coefficient of generator g
bk Series admittance of line k, a negative value
bk0 Charging admittance of line k
cg Fixed cost coefficient of generator g
ck Investment cost of the line k
CFgt Capacity factor of generator g in year t
CGgt Hourly energy cost of generator g in year t
d Discount factor

gk Conductance of line k, a positive value
k(l ) The slope of the lth piecewise linear block

M Disjunctive factor, a large positive number

ng Total number of generators

nl Total number of lines, including potential lines

Pk Active power flow on line k
ΔPk(l ) The lth linear block of active power flow on line k
PDd Active power demand of load d
PGg Active power generated by generator g

PGg
max Maximum active power output of generator g

PGg
min Minimum active power output of generator g

PLk Active power loss on line k
Qk Reactive power flow on line k
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QDd Reactive power demand of load d
QGg Reactive power generated by generator g

QGg
max Maximum reactive power output of generator g

QGg
min Minimum reactive power output of generator g

QLk Reactive power loss on line k
rk Series resistance of line k
Sk

max MVA rating of line k
SDd MVA of load d
TO Operating horizon

TP Planning horizon

Vi Bus voltage magnitude in p.u. at bus i
ΔVi Voltage magnitude deviation from 1.0 p.u. at bus i
ΔVmax Upper bound on the voltage magnitude deviation

ΔVmin Lower bound on the voltage magnitude deviation

xk Series reactance of line k
yk Series admittance of line k
yk0 Charging admittance of line k
zk Binary decision variable for a prospective line k
Zk Series impedance of line k
uk(l ) Binary variable for the lth linear block

δk Binary variable for modeling |θk|
θk Phase angle difference across line k
θmax Maximum angle difference across a line

θk
+, θk

� Nonnegative slack variables used to replace θk
Δθk(l ) The lth linear block of angle difference across line k
Ωg Set of generators

Ωk Set of existing lines

Ωk
+ Set of prospective lines

6.1 Background

The national push for a smart grid and the increasing penetration of renewable

energy resources today has significantly influenced the operations and planning of

the traditional power system. The future power grid is expected to be a smarter

network that is flexible and robust enough to withstand various uncertainties and

disturbances. According to the 10-year planning summary prepared by the Western

Electricity Coordinating Council (WECC), loads are projected to increase 14 %

from 2009 to 2020, which is a 1.2 % compound annual growth rate [1]. From the

generation side, the future generation mix is expected to have a significant depar-

ture from the past because the addition of new generation to replace the retired units

is dominated by renewables to fulfill state-mandated renewable portfolio standards

(RPSs). By the year 2020, a total amount of 15 GW in nameplate generation is

going to retire and 59 GW of additional generation will be added in the USWestern

Interconnection. Among the cited 59 GW, over 50 % is composed of wind and solar
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PV. In addition, the USWestern Interconnection is projected to generate 17 % of its

energy from non-hydro renewable sources in 2020.

With these contemporary changes, some problems are expected in the future

power system. First, the load increase may change the power flow in the existing

grid and may result in potential overloads and stability issues. These issues may

violate reliability criteria. Second, the renewable resources are usually located in

remote areas and are not readily connected to the main power grid. In order to

address these problems, additional transmission capacity is needed.

TEP is an important research area in power systems and has been studied

extensively during the past several decades. The TEP exercise normally focused

on improving the reliability and security of the power system when economic

impacts were not the primary concern. In contemporary power systems however,

the increasing complexity of the network structure and the deregulated market

environment have made the TEP problem a complicated decision-making process

that requires comprehensive analysis to determine the time, location, and number of

transmission facilities that are needed in the future power grid. Building the correct

set of transmission lines will not only relieve congestions in the existing network,

but will also enhance the overall system reliability and market efficiency. The state

of the art of the TEP studies is reviewed and summarized below:

Various TEP models have been developed during the past several decades.

Among these models, mathematical programming and heuristic methods are two

major classes of solution approaches. Mathematical programming methods guar-

antee the optimality of the solution in most cases, but often have stricter require-

ments on the model to be optimized. In order to obtain the global optimal solution

efficiently, the problem or at least the continuous relaxation of the problem should

have a convex formulation. Heuristic methods, on the other hand, are usually not

sensitive to the model to be optimized and can potentially examine a large number

of candidate solutions. The main criticism of heuristic methods, however, is that

most of such methods do not guarantee an optimal solution, and provide few clues

regarding the quality of the solution. Reference [2] presents a comprehensive

review and classification of the available TEP models.

Due to the complexity of the TEP problem, the DC power flow model has been

extensively used for developing TEP models [3–9]. One of the early works, [3],

presents a linear programming (LP) approach to solve TEP problems. A mixed

integer linear programming (MILP) based disjunctive model in [4] eliminates the

nonlinearity caused by the binary decision variables. In [6], the behavior of the

demand was modeled through demand side bidding. A bilevel programming model

appears in [7] where the solution to the problem is the Stackelberg equilibrium

between two players. A transmission switching coordinated expansion planning

model was presented in [8] where the planning problem and the transmission

switching problem are solved alternately. In terms of security constraints, the

North American Electric Reliability Corporation (NERC) planning criteria state

that power systems must survive an N� 1 contingency [10]. For the linearized

model, this criterion simply indicates that there should be no thermal limit violation

with the outage of a single transmission or generation facility. The modeling of
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security constraints can be found in [11–13], where an MILP based disjunctive

method is proposed for transmission line switching studies.

The active power losses are usually neglected in the linearized power flow

model. However, the losses may shift the generation economic dispatch solution

and therefore influence the optimal transmission plan. Two loss models are

presented in [5] and [11], where the proposed models use piecewise linear approx-

imations to represent the quadratic loss term.

Application of the AC power flow model to TEP problems (ACTEP) is rarely

discussed in the literature. The advantage of formulating TEP problems using the

AC model is that the AC model represents the electric power network accurately.

Nevertheless, the nonlinear and non-convex nature of the ACTEP model can make

the problem very difficult to solve and to obtain a desirable solution. Reference [14]

presented a mixed-integer nonlinear programming (MINLP) approach for solving

TEP problems using the AC network model. The interior point method and a

constructive heuristic algorithm were employed to solve the relaxed nonlinear

programming problem and obtain a good solution. It is reported in [15] that by

relaxing binary variables, the NLP-based ACTEP model can solve a small-scale

TEP problem within an acceptable time range and obtain a local optimal solution.

However, solving a MINLP-based ACTEP problem is still extremely challenging at

this moment.

Heuristic approaches are an alternative to mathematical programming for solv-

ing optimization problems. Heuristic approaches usually refer to the algorithms that

mimic some behavior found in nature, e.g., the principle of evolution through

selection and mutation (genetic algorithms). For problems that have significant

computational complexity in finding an optimal solution, heuristic methods can

usually give a solution with relatively smaller computational effort, though the

obtained solution may not be optimal. In recent years, heuristic methods have been

introduced to solve TEP problems in power systems [16–21]. In many of these

instances, the heuristic method is not used on a stand-alone basis. In order to obtain

better computational performance, heuristic methods are frequently used in con-

junction with mathematical methods when solving practical TEP problems.

Some renewable generation resources such as wind and solar PV can be highly

unpredictable. These renewable generation sources, if massively integrated, could

greatly affect the power system operations and undermine the grid reliability. The

traditional TEP models are based on a deterministic framework where loads are

treated as known fixed parameters. The deterministic model certainly simplifies the

problem, but fails to capture the stochastic nature of the real power system and may

generate unrealistic transmission plans. In recent years, modeling of uncertainties in

the TEP model has drawn increasing attention [22–29]. Stochastic programming,

chance-constrained programming and scenario-based analysis are three approaches

that are frequently used.

Two-stage stochastic programming is a widely used stochastic formulation

that optimizes the mathematical expectation of the weighed future scenarios.

A two-stage stochastic programming-based TEP model is proposed in [22] to

coordinate the generation and transmission planning. In [23], a scenario-based
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multi-objective TEP model is presented to address the uncertainties and risks in the

planning process. Due to the computational burden, decomposition methods are

usually used to solve the above stochastic TEP models [24]. In terms of the resource

uncertainties, a probabilistic power flow (PPF)-based planning model is proposed in

[25]. That reference evaluates a statistical range of the possible power flows instead

of a single solution. A chance-constrained model is presented in [26] to address the

uncertainties of loads and wind farms. It should be noted that the PPF-based

planning model and the chance-constrained planning model are both risk-based

games in which the planners need to decide the confidence level at a specified risk.

In terms of reliability assessment, the probabilistic approach can also be applied

[27, 28]. The traditional deterministic planning approaches are not able to capture

the probabilistic characteristics in power system. In reality, this may lead to either

overinvestment or potential reliability violations [27]. A method for choosing the

optimal expansion plan considering a probabilistic reliability criterion is proposed

in [28]. The probabilistic planning concept is applied to liberalized electricity

markets in [29].

Compared to the static planning model where lines are planned for a single target

year, the multi-stage planning model considers the continuing growth in demand

and determines when to carry out the transmission expansion as well [30, 31]. The

major obstacle in the development of multi-stage planning models is still the

computational burden. Heuristic algorithms are usually used to solve multi-stage

planning problems. A genetic algorithm is presented in [30] to solve the problem of

multistage and coordinated TEP problem. A multi-criteria formulation for

multiyear dynamic TEP problems is presented in [31] and is subsequently solved

by a simulated annealing algorithm with the objective to find the optimal balance of

investment costs, operation costs, as well as the expected unsupplied energy.

Ordinal optimization is used in [32] for solving a multi-year TEP problem. The

ordinal optimization algorithm uses crude models and rough estimates to derive a

small set of optimal plans in each sub-planning period for which simulations are

necessary and worthwhile to find acceptable solutions. In [33], a multiyear security

constrained generation-transmission planning model is presented and a constructive

heuristic algorithm is developed to solve the problem.

6.2 The TEP Framework

The goal of the contemporary TEP exercise is to improve the overall market

efficiency and enhance system reliability. In order to balance the economics and

the reliability, it is crucial to identify the set of transmission lines to be added.

Beyond the traditional power flow and contingency analysis, the TEP exercise

today is under transition to a comprehensive decision-making process in which

the value of the transmission projects needs to be accurately evaluated.

The traditional TEP approach focused on protecting the system from the “worst

case” scenario. In other words, the transmission network is designed to protect
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against the worst contingency at the peak load level. This approach was based on

the assumption that if a system survived the worst contingency, the system would

be robust enough to survive any other contingency. While this assumption might be

valid in some cases, the worst case-based TEP approach is not suited for contem-

porary power systems. The reasons are twofold: first, some critical contingencies

are very unlikely to occur; protecting against these contingencies by building more

transmission lines is not economical. Instead, remedial action schemes (RASs) are

usually designed to mitigate the impact of these contingencies by sequentially

opening a set of lines or even tripping generation or loads. Second, the massive

installation of renewable resources and the deepening of deregulated electricity

markets have brought increasing uncertainties to the power grid. These factors

make the “worst case” difficult to identify because it may not always occur at peak

load level. In addition, the system operating costs are also subject to randomness.

Prices of different resources such as gas and coal are unclear in the future. Inflation

and possible delays in completion can affect the estimated benefits as well. All

these factors make an exact transmission expansion planning process, without

considering uncertainties, unrealistic. Thus, considering uncertainties in deciding

transmission expansion investments is critical.

With the above factors considered, the proposed framework for next-generation

TEP is shown in Fig. 6.1. The framework can be categorized into four stages as

described in the dotted boxes. In order to develop a planning base case in the first

stage, one can consider the operational case of the current year, adjust the load level

according to the forecast of the load growth, remove the generators to be retired and

add the generators to be installed in the targeted planning year. Federal policy

requirements, e.g., RPS, and stakeholder’s inputs are also taken into consideration

at this stage. Thus, a reference planning base case is created to represent the

“standard” future.

Base case

Resources
forecast

Stakeholder’s
input

Scenarios
analysis

Network
optimization

Plan
verification

Final plan

Candidate
lines

Base case
development

Scenario
analysis

Network
optimization

Plan
verification

Fig. 6.1 Next-generation transmission expansion planning process
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Due to the potential load increase, it is normal to observe some overloads in

this reference case and identify where transmission expansion is needed. The base

case development is crucial in the TEP process because it serves as a basis for the

entire planning framework. After the base case is developed, different scenarios

are derived in the next stage based on stakeholders’ inputs with the parameters in

the base case adjusted to different values. Typical alternative scenarios include

combination of variations in loads, energy costs, as well as the generation mix.

The candidate lines together with the scenarios serve as inputs to the next stage of

network optimization. The network optimization is the core of the entire TEP

framework.

Traditionally, due to the lack of efficient algorithms, this step was usually

conducted using a trial and error approach. That is, the value of the expansion

projects were evaluated by running production cost models with different sets of

new lines. However, this approach is by nature a heuristic approach and is only

feasible when the candidate line pool is small. As the number of candidate lines

increases, the computational burden can easily become intractable. With the devel-

opment of advanced optimization algorithms, the trend of the next-generation TEP

exercise will include production cost analysis based on a mixed-integer program-

ming formulation, which simultaneously optimizes the network expansions and

economic dispatch. After the network is optimized for each of the scenarios,

transmission lines that appear in most scenarios are viewed as projects with high

value and added to the base case.

In the final stage, the adequacy and security (static and dynamic stability) of the

expanded system should be evaluated using complete static and dynamic system

models with the expectation to identify possible sub-regional reinforcement.

The TEP practice generally consists of two stages: grid optimization and reli-

ability validation. In grid optimization, the TEPmodel can be viewed as an extension

of the optimal power flow (OPF) problem. The TEP and OPF problems share a

common basis in the sense that they are both constrained optimization problems. The

main difference, however, is that the TEP problem optimizes the network topology

based on the economic dispatch. In the grid optimization stage, binary variables are

used to determine the status of potential transmission lines and make the TEP

formulation “mixed-integer” in nature. In order to obtain an efficient solution, the

linearized power flow model and its variations are extensively used in the TEP grid

optimization model. For impartial transmission planning organizations such as

independent system operators (ISOs), the commonly used objective function is to

co-optimize the investment cost and the operating cost over a time horizon.

6.3 Available Software Tools for TEP

Many software tools are available to facilitate analytical studies in power system

engineering. In order to perform a systematic planning study, two types of software

tools are usually required. The first type of tools is used to perform power system
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studies including power flow, contingency, as well as stability analysis. The

commonly used commercial software tools and their functionalities are summa-

rized in Table 6.1. Practitioners should become familiar with one or more of these

tools in order to perform the power system studies shown in Table 6.1.

The second type of tools performs planning studies. Their functionality includes

security-constrained economic dispatch (SCED), security-constrained unit commit-

ment (SCUC), transmission expansion planning (TEP) as well as generation expan-

sion planning (GEP). Table 6.2 provides a list of planning tools that are commonly

used in the industry. GridView [43], PROMOD [44], and UPLAN [45] are used for

production cost analysis up to 8,760-h a year. For SCED analysis, UPLAN supports

both the direct current (DC) and the alternating current (AC) power flow model.

PLEXOS [46] uses mixed-integer based models to perform transmission and

generation expansion planning studies. PSR Net-Plan [47] is an integrated compu-

tational environment for transmissions analysis and expansion studies. Its module

OptNet is specifically designed for TEP analysis. These software packages are

widely used in today’s power industry in the USA and offer similar functionalities.

Both modeling languages and general high-level languages can be used to

formulate the TEP problem. Modeling languages such as AMPL [48], GAMS

[49], and AIMMS [50] are tools designed to formulate large and complex optimi-

zation models conveniently. Through these languages, users can “describe” the

optimization problem by specifying the objective function and constraints; the

language will then “translate” the problem into a matrix form and pass it to solvers.

However, most of these languages are not free. If budget is a concern, languages

Table 6.1 Available

software tools for power

system analysis

Tools name PF OPF Contingency TS SS VS

DSATools [34] √ √ √ √ √
PowerWorld [37] √ √a √ √ √

Neplan [38] √ √ √ √ √ √
PSLF [36] √ √ √ √
PSS/E [35] √ √ √ √ √ √
PSAT [39] √ √ √ √ √ √

MatPower [40] √ √
aDirect current optimal power flow (DCOPF) and a linearized

alternating current optimal power flow (ACOPF)

Table 6.2 Available

software tools for planning

studies

Tool name SCED SCUC TEP GEP

GridView √(DCa) √
PROMOD √(DC) √

UPLAN √(DC/ACb) √
PSR Net-Plan √(DC) √
PLEXOS √(DC) √ √ √
aThe DC power flow model is used in economic dispatch
bThe DC or the AC power flow model is used in economic

dispatch
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such as C/C++, JAVA, Python and MATLAB can also be used to formulate the

problem. The advantage of using these languages is that they are easy to access;

however, users are responsible for formulating the problem in a matrix form, which

could be challenging for large problems.

Depending on the nature of the problem, different solvers can be used. The

commonly used commercial solvers include CPLEX [41], Gurobi [42], XPRESS

[51] and Knitro (nonlinear solver) [52], free solvers such as CBC [53], SCIP [54],

and IPOPT [55] are also available. NEOS server [56] offers a free Internet-based

service for solving optimization problems, on which the solvers available represent

the state of the art in optimization software.

6.4 TEP Using the Lossless DC Model

The TEP model based on the losses DC power flow model has the following form:

min ckzk ð6:1Þ

subject to

X
k2Ω i

k

Pk þ
X
g2Ω i

g

PGg ¼
X
d2Ω i

d

PDd 8i 2 Ωb ð6:2Þ

Pk ¼ �bkθk 8k 2 Ωk ð6:3Þ
� 1� zkð Þ �Mk � Pk þ bkθkð Þ � 1� zkð Þ �Mk 8k 2 Ωþ

k ð6:4Þ
�Pmax

k � Pk � Pmax
k 8k 2 Ωk ð6:5Þ

�zkP
max
k � Pk � zkP

max
k 8k 2 Ωþ

k ð6:6Þ
0 � PGg � PGmax

g 8g 2 Ωg: ð6:7Þ

where, the objective function (6.1) is to minimize the total investment cost. The

nodal balance equation is shown in (6.2), where the net power injection at a bus is

equal to the total loads connected to the bus. As shown in (6.3) and (6.4) respec-

tively, the active power flows for existing lines are determined by the product of the

line susceptance bk and the voltage phase angle difference θk, while for prospective
lines, the big-M method needs to be applied to avoid the presence of nonlinear

terms. If a prospective line is selected, i.e., zk is 1, then (6.4) is forced to be an

equality constraint as (6.3), otherwise, zk is 0, the positive number Mk guarantees

that (6.4) is not binding. Constraints (6.5) and (6.6) limit the active power on

existing lines and prospective lines respectively. If a prospective line is selected,

then (6.6) is the same as (6.5), otherwise, the power flow is forced to be zero. The

generator output limit is enforced by (6.7).
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The difficulty with the Big-Mmethod is the choice of a properM. In practice, an

arbitrary large M will result in numerical difficulties in the solution by dominating

the calculations, however, if M is not large enough, then the true optimal solution

will be excluded from the feasible region that causes the branch-and-bound process

terminates at only a suboptimal or even with an infeasible solution. As shown in

(6.4), in the TEP model, the choice ofMk depends on the parameters of the existing

network topology. In order to calculate a proper value of Mk, two situations are

discussed: the simple situation is when a candidate line is in an existing transmis-

sion corridor. In this case, if the candidate line is not selected, then according to

(6.6), Pk¼ 0. As a result, (6.4) can be rewritten as,

�Mk � bkθk � Mk: ð6:8Þ

Considering there are m existing lines in the transmission corridor, the value of

Mk can be calculated as,

Mk ¼ min Pmax

k
0 =b

k
0

� �
bk ð6:9Þ

where k0 ¼ 1, 2, . . .,m, represents all the existing lines in the transmission corridor.

When a candidate line creates a new transmission corridor, the problem becomes

difficult. According to ref. [4], the shortest path between two terminals of the

candidate line needs to be calculated and the computation can be burdensome. In

fact, it is not practical to calculate the exact M value for each candidate line that

creates a new transmissions corridor, instead, a heuristic upper bound, 2πbk, is used
throughout this chapter.

The above TEP model is tested on Garver’s 6-bus system. As shown in Fig. 6.2,

the system has six existing lines, five loads, and three generators [3]. Initially, the
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generator at bus 6 is to be connected to the main system. The data of the system are

provided in Tables 6.3 and 6.4. It is assumed that at most three lines are allowed in

each transmission corridor. The total number of candidate lines is 39.

In Fig. 6.3, the dashed lines represent new lines to be added. In order to connect

bus 6 to the main system and serve the existing loads, four additional lines need to

be added. The total investment cost is 110 million dollars (M$).

6.5 A Relaxed ACOPF Model

The approximations made in the traditional DC model significantly simplify the full

AC model, but these approximations also degrade the accuracy of the DC model in

some cases. In order to improve the model accuracy, the linearized model presented

in this section retains a linear representation of reactive power, off-nominal bus

voltage magnitudes as well as network losses. The linearization of the line flow

Table 6.3 Bus data for

Garver’s 6-bus system
Bus PGmin (MW) PGmax (MW) Load (MW)

1 0 400 80

2 0 – 240

3 0 400 40

4 0 – 160

5 0 – 240

6 0 600 –

Table 6.4 Branch data for Garver’s 6-bus system

Branch Resistance (p.u.)a Reactance (p.u.) Cost (106 $) Capacity (MW)

1–2 0.10 0.40 40 100

1–3 0.09 0.38 38 100

1–4 0.15 0.60 60 80

1–5 0.05 0.20 20 100

1–6 0.17 0.68 68 70

2–3 0.05 0.20 20 100

2–4 0.10 0.40 40 100

2–5 0.08 0.31 31 100

2–6 0.08 0.30 30 100

3–4 0.15 0.59 59 82

3–5 0.05 0.20 20 100

3–6 0.12 0.48 48 100

4–5 0.16 0.63 63 75

4–6 0.08 0.30 30 100

5–6 0.15 0.61 61 78
a100 MVA base
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equations is essentially based on a Taylor series and the following assumptions are

assumed to be valid:

• The bus voltage magnitudes are always close to 1.0 per unit (p.u.).

• The angle difference across a line is small so that sin(θk)� θk and cos(θk)� 1 can

be applied. This assumption is valid at the transmission level where the active

power flow dominates the apparent power flow in the lines.

6.5.1 Linearization of the Full AC Model

If the effects of phase shifters and off-nominal transformer turns ratios are

neglected, the AC power flow in branch k between nodes i and j is written as

follows,

Pk ¼ V2
i gk � ViV j gk cos θk þ bk sin θkð Þ ð6:10aÞ

Qk ¼ �V2
i bk þ bk0ð Þ þ ViV j bk cos θk � gk sin θkð Þ: ð6:10bÞ

Based on the first assumption above, the bus voltage magnitude can be written as,

Vi ¼ 1þ ΔVi ð6:11Þ

where ΔVmin�ΔVi�ΔVmax is expected to be small. Substituting (6.11) into

(6.10a) and (6.10b) and neglecting higher order terms,
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Pk � 1þ 2ΔVið Þgk � 1þ ΔVi þ ΔV j

� �
gk þ bkθkð Þ ð6:12aÞ

Qk � � 1þ 2ΔVið Þ bk þ bk0ð Þ þ 1þ ΔVi þ ΔV j

� �
bk � gkθkð Þ: ð6:12bÞ

Notice that (6.12a) and (6.12b) still contain nonlinearities. Since ΔVi, ΔVj, and

θk are expected to be small, the product ΔViθk and ΔVjθk can be treated as second

order terms and therefore negligible. The linearized power flow equations for line

k metered at bus i are obtained as follows,

Pij
k ¼ ΔVi � ΔV j

� �
gk � bkθk ð6:13aÞ

Qij
k ¼ � 1þ 2ΔVið Þbk0 � ΔVi � ΔV j

� �
bk � gkθk: ð6:13bÞ

The power flow for the same line but metered at bus j is obtained in the same way,

Pji
k ¼ � ΔVi � ΔV j

� �
gk þ bkθk ð6:13cÞ

Qji
k ¼ � 1þ 2ΔV j

� �
bk0 þ ΔVi � ΔV j

� �
bk þ gkθk: ð6:13dÞ

Since Pk and Qk are linearized, the MVA limit for line k can be written as a second-
order cone constraint,

P2
k þ Q2

k � Smax
k

� �2
: ð6:14Þ

Assuming each generator has a quadratic total cost curve,

CGg ¼ agPG
2
g þ bgPGg þ cg: ð6:15Þ

Notice that (6.14) and (6.15) are still convex and can be handled by most commer-

cial linear solvers such as Gurobi.

6.5.2 Network Losses Modeling

Unlike the full AC model that inherently captures the network losses, the network

losses for the proposed model, however, need to be modeled separately. Using the

second order approximation of cos θk and neglecting high order terms, the network

losses can be approximated as,

PLk � gkθ
2
k ð6:16aÞ

QLk � �bkθ
2
k : ð6:16bÞ

Notice that (6.16a) and (6.16b) are non-convex constraints and need to be

piecewise linearized. The following MILP formulation is presented to achieve

this objective rigorously:
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θ2k �
XL
l¼1

k lð ÞΔθk lð Þ ð6:17aÞ

where

θk ¼ θþk � θ�k ð6:17bÞ
XL
l¼1

Δθk lð Þ ¼ θþk þ θ�k ð6:17cÞ

0 � θþk � δkθ
max ð6:17dÞ

0 � θ�k � 1� δkð Þθmax ð6:17eÞ
0 � Δθk lð Þ � θmax=L, l ¼ 1, . . . , L ð6:17fÞ
Δθk lð Þ � Δθk l� 1ð Þ, l ¼ 2, . . . ,L ð6:17gÞ

θmax=L� Δθk l� 1ð Þ � uk l� 1ð Þθmax=L, l ¼ 2, . . . ,L ð6:17hÞ
Δθk lð Þ � 1� uk l� 1ð Þ½ �θmax=L, l ¼ 2, . . . ,L ð6:17iÞ

k lð Þ ¼ 2l� 1ð Þθmax=L:

In (6.17b), two slack variables θk
+ and θk

� are used to replace θk. In (6.17c), the
sum of θk

+ and θk
� is used to represent jθkj, which is expressed as the summation of

a series of linear blocks Δθk(l ). Constraints (6.17d) and (6.17e) ensure that the

right-hand side of (6.17c) equals jθkj, while (6.17f)–(6.17i) guarantee that the linear
blocks on the left will always be filled up first as illustrated by the shaded area in

Fig. 6.4. This MILP formulation eliminates the fictitious losses using binary vari-

ables. However, addition of the binary variables tends to complicate the resultant

model and makes its efficient solution difficult when the problem scale is large.

Alternatively, a relaxed model can be used by excluding (6.17g)–(6.17i) or even

(6.17d) and (6.17e) to strike a balance between the computation time and model

accuracy.

Fig. 6.4 Piecewise

linearization of θk
2
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6.6 LACTEP Model

The TEP problem is an extension of the optimal power flow (OPF) problem because

it essentially solves a series of OPF problems with different network topologies. In

this section, the LACTEPmodel is developed based on the linearized networkmodel

presented in Section 6.5. In this model, it is assumed that the planners have perfect

information about the existing network as well as the parameters of the potential

lines. Notice that the focus of this chapter is to advance network modeling. There-

fore, the planning work is carried out at the peak loading hour for a single future

scenario. In real-world applications, however, multiple scenarios can be developed

to account for uncertainties and a two-stage stochastic programming planningmodel

can be readily formulated using the LACTEP model proposed in this chapter.

6.6.1 Objective Function

The objective function used in this chapter jointly minimizes the investment cost

and the total operating cost,

min C ¼
X
k2Ωþ

k

ckzk

1þ dð ÞTP�1
þ

XTPþTO

t¼TP

X
g2Ωg

8, 760CFgtCGgt

106 1þ dð Þt�1
ð6:18Þ

In (6.18), the first term represents the line investment cost and the second term

corresponds to the total operating cost over a time horizon scaled by the generator

capacity factor, both in M$ and are discounted to the present value. Notice that the

scaled operating cost provides only an estimate of the true operating cost, and can

be replaced by a more accurate production cost model if the yearly load profile is

available. As implied by the planning timeline in Fig. 6.5, all the selected lines are

committed in the targeted planning year, and the operating costs are evaluated over

multiple years thereafter. In reality, it is difficult to control the choice of the line to

be built in a particular year over the planning horizon. Issues such as project review

process, construction and the load forecast accuracy could bring too many uncer-

tainties and make the dynamic planning process intractable. This chapter is based

Fig. 6.5 Planning timeline
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on a static planning framework and focuses only on the large economic impact of

the TEP project. Thus, the incremental economic benefit is lumped into the single

targeted planning year.

6.6.2 Power Flow Constraints

In order to build the TEP model, the linearized power flow equations derived in

Section 6.5 need to be reformulated. The constraints set related to the power flow

equations in the LACTEP model are shown as follows,

Pk ¼ p ΔVi, θkð Þ 8k 2 Ωk ð6:19aÞ
Qk ¼ q ΔVi, θkð Þ 8k 2 Ωk ð6:19bÞ

zk � 1ð ÞM � Pk � p ΔVi, θkð Þ � 1� zkð ÞM 8k 2 Ωþ
k ð6:19cÞ

zk � 1ð ÞM � Qk � q ΔVi, θkð Þ � 1� zkð ÞM 8k 2 Ωþ
k ð6:19dÞ

�zkSk � Pk � zkSk 8k 2 Ωþ
k ð6:19eÞ

�zkSk � Qk � zkSk 8k 2 Ωþ
k ð6:19fÞ

P2
k þ Q2

k � Smax
k

� �2 8k 2 Ωk [ Ωþ
k ð6:19gÞ

�θmax � θk � θmax 8k 2 Ωk ð6:19hÞ
zk � 1ð Þπ � θmax � θk � 1� zkð Þπ þ θmax 8k 2 Ωþ

k : ð6:19iÞ

Constraints (6.19a)–(6.19d) represent the linearized power flow equations for

existing lines and prospective lines, where p(ΔVi,θk) and q(ΔVi,θk) are defined as

the right-hand side of (6.13a) and (6.13b) (or (6.13c) and (6.13d)) respectively. For

existing lines, the power flow is defined by p(ΔVi,θk) and q(ΔVi,θk). For prospective
lines, the disjunctive constraints (6.19c)–(6.19d) are used to avoid the nonlinearity

that would otherwise appear. The power flow on the potential lines is forced to be

zero by (6.19e) and (6.19f) if the line is not selected. The line MVA flow is limited

by the second-order cone constraint (6.19g). Constraints (6.19h) and (6.19i) put a

limit on the phase angle difference across existing lines and prospective lines

respectively. If the two buses are directly connected, then θk is limited by θmax

and �θmax; otherwise, (6.19i) is not binding.

6.6.3 Network Losses

The following constraint set extends the concept of linearized loss modeling to the

proposed TEP model,
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θk ¼ θþk � θ�k 8k 2 Ωk [ Ωþ
k ð6:20aÞ

XL
l¼1

Δθk lð Þ ¼ θþk þ θ�k 8k 2 Ωk [ Ωþ
k ð6:20bÞ

0 � θþk � δkθ
max 8k 2 Ωk ð6:20cÞ

0 � θ�k � 1� δkð Þθmax 8k 2 Ωk ð6:20dÞ
0 � θþk � δkθ

max þ 1� zkð Þπ 8k 2 Ωþ
k ð6:20eÞ

0 � θ�k � 1� δkð Þθmax þ 1� zkð Þπ 8k 2 Ωþ
k ð6:20fÞ

0 � Δθk lð Þ � θmax=L 8k 2 Ωk ð6:20gÞ
0 � Δθk lð Þ � θmax=Lþ 1� zkð Þπ=L 8k 2 Ωþ

k ð6:20hÞ

PLk ¼ gk
XL
l¼1

k lð ÞΔθk lð Þ 8k 2 Ωk ð6:20iÞ

QLk ¼ �bk
XL
l¼1

k lð ÞΔθk lð Þ 8k 2 Ωk ð6:20jÞ

0 � PLk � zkgk θmaxð Þ2 8k 2 Ωþ
k ð6:20kÞ

0 � �PLk þ gk
XL
l¼1

k lð ÞΔθk lð Þ � 1� zkð ÞM 8k 2 Ωþ
k ð6:20lÞ

0 � QLk � �zkbk θmaxð Þ2 8k 2 Ωþ
k ð6:20mÞ

0 � �QLk � bk
XL
l¼1

k lð ÞΔθk lð Þ � 1� zkð ÞM 8k 2 Ωþ
k ð6:20nÞ

Δθk lð Þ � Δθk l� 1ð Þ 8k 2 Ωk [ Ωþ
k ð6:20oÞ

θmax=L� Δθk l� 1ð Þ � uk l� 1ð Þθmax=L 8k 2 Ωk ð6:20pÞ
zkθ

max=L� Δθk l� 1ð Þ � uk l� 1ð Þθmax=L 8k 2 Ωþ
k ð6:20qÞ

Δθk lð Þ � 1� uk l� 1ð Þ½ �θmax=L 8k 2 Ωk [ Ωþ
k ð6:20rÞ

k lð Þ ¼ 2l� 1ð Þθmax=L 8k 2 Ωk [Ωþ
k :

Constraints (6.20c)–(6.20f) ensure that the right-hand side of (6.20b) equals jθkj for
existing lines and the selected prospective lines respectively. Constraints (6.20g)

and (6.20h) determine the upper and lower bound of a linear block Δθk(l ) for

existing lines and prospective lines respectively. For existing lines and the selected

prospective lines, Δθk(l ) is bounded by zero and θmax/L, otherwise, (6.20h) is not
binding. The active and reactive power losses for existing lines are given by (6.20i)

and (6.20j) respectively. For prospective lines, the active and reactive power losses

are determined by (6.20k)–(6.20l) and (6.20m)–(6.20n) respectively. Constraints

(6.20o)–(6.20r) guarantee that the linear blocks on the left will be filled up first.
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Constraints (6.20a)–(6.20r) present a full MILP formulation that linearizes the

network losses rigorously without generating fictitious losses. Relaxed models

can be formed by removing (6.20o)–(6.20r) or even (6.20c)–(6.20f). The linearized

line losses are then split in half and attached to the two terminal buses as “virtual

demands.” The terms corresponding to the network losses are added to the nodal

balance equations as follows,

X
g2i

PGg þ
X
k2i

Pk �
X
k2i

0:5PLkð Þ ¼
X
d2i

PDd ð6:20sÞ
X
g2i

QGg þ
X
k2i

Qk �
X
k2i

0:5QLkð Þ ¼
X
d2i

QDd: ð6:20tÞ

6.6.4 Generator Capacity Limits

In the planning study, all the generators in the system are assumed to be on-line.

The generator outputs are limited by their minimum and maximum generating

capacities as shown in (6.21a) and (6.21b). Unit commitment is regarded as an

operational problem and is therefore not considered in this model. The generator

limits are,

PGmin
g � PGg � PGmax

g 8g 2 Ωg ð6:21aÞ
QGmin

g � QGg � QGmax
g 8g 2 Ωg ð6:21bÞ

The complete LACTEP model is described by (6.18)–(6.21a, b).

6.6.5 N� 1 Modeling

The computational burden is a major concern in MIP problems. Typically, increase

the number of binary variables could potentially slow the solution process. There-

fore, the candidate line set should be carefully selected and only the applicable

transmission corridors should be included. With a large-scale MIP problem, the

solver may have trouble finding an initial feasible solution. In this case, providing a

feasible starting point will help reduce the overall simulation time.

The N� 1 contingency modeling is another major source of the computational

burden. In fact, a complete N� 1 analysis in the TEP model for a well-designed

power system is generally unnecessary because the number of contingencies that

will cause serious overloads is generally limited. The N� 1 modeling approach

used in [11] was to explicitly invoke the set of network constraints for all possible

operating conditions and satisfy all the constraints when solving the optimization

problem. However, the model presented in this chapter is more complicated. If the

approach in [11] were used, the size of the problem could easily become too large to
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be solvable. Moreover, the TEP problem uses only a relaxed network model, which

means that the solution that satisfies the N� 1 criterion in the TEP model may not

represent the actual case in the AC network. In order to make the planned system

comply with the N� 1 criterion without imposing too much computational burden,

an iterative approach is proposed in Fig. 6.6.

Using this approach in Fig. 6.6, the original problem is decomposed into a

master problem, which solves the optimization model and a sub-problem, which
verifies the network security. The master problem passes the TEP solution and the

generator dispatch to the sub-problem, while the sub-problem passes the network

violations back to the master problem. The approach solves the two problems

iteratively until there is no violation or all the violations identified in the

sub-problem are within preset limits.

6.7 Illustrative Examples

In this section, Garver’s 6-bus system and the IEEE 118-bus system are studied and

the simulation results are demonstrated. The work presented in this chapter is

programmed using AMPL. The DC lossless, DC lossy and the LACTEP models

are solved by Gurobi. The ACTEP models are solved by Knitro. PowerWorld is

used for AC power flow and the N� 1 contingency analysis. All simulations are

done on a Linux workstation with an Intel i7-2600, 4-core CPU @ 3.40 GHz with

16 GB of RAM.

6.7.1 Garver’s 6-Bus System

Garver’s 6-bus system has six existing lines, five loads, and three generators [3].

Initially, the generator connected at bus 6 is isolated from the main system. The

system parameters are listed in Tables 6.5 and 6.6. It is assumed that at most three

Fig. 6.6 The iterative approach for the N� 1 contingency modeling
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lines are allowed in each transmission corridor. The total number of candidate lines

is 39. The objective function is to minimize the line investment cost only. The bus
voltage magnitude range is 1.00–1.05 p.u. The following two cases are analyzed:

Case 1: Compare the TEP solutions given by the LACTEP model and other existing

models.

Case 2: Network losses sensitivity analysis.

Case 1: In this case, the TEP solution obtained from the LACTEP model is

compared with the solutions obtained from other available TEP models. The full

MILP approach is used for modeling the network losses. The number of linear

blocks is 7. The comparison results are shown in Table 6.7.

The two DC-based TEP models in Table 6.7 seem to be superior in the sense that

the investment costs are less. However, the reactive power needed for these two

models in the AC network actually exceeds the amount that the three generators can

supply. In order to make the AC power flow converge, an additional 189 MVArs

and 129 MVArs are needed for the DC lossless and the DC lossy model

Table 6.5 Candidate line data for Garver’s 6-bus system

Corridor rk (p.u.) xk (p.u.) Capacity (MW) Cost (M$)

1–2 0.04 0.4 100 40

1–3 0.038 0.38 100 38

1–4 0.06 0.6 80 60

1–5 0.02 0.2 100 20

1–6 0.068 0.68 70 68

2–3 0.02 0.2 100 20

2–4 0.04 0.4 100 40

2–5 0.031 0.31 100 31

2–6 0.03 0.3 100 30

3–4 0.059 0.59 82 59

3–5 0.02 0.2 100 20

3–6 0.048 0.48 100 48

4–5 0.063 0.63 75 63

4–6 0.03 0.3 100 30

5–6 0.061 0.61 78 61

Table 6.6 Generator and load data for Garver’s 6-bus system

Bus no.

Load parameters Generator parameters

PD (MW) QD (MVAr) PGmin (MW) PGmax (MW) QGmin (MVAr) QGmax (MVAr)

1 80 16 0 160 �10 65

2 240 48

3 40 8 0 360 �10 150

4 160 32

5 240 48

6 0 610 �10 200

174 H. Zhang



respectively. Meanwhile, overloads and under voltage issues are observed in the

system, which require additional investment for network reinforcement. The solu-

tion obtained from the LACTEP model requires building more lines than the

DC-based models do, but needs no additional reactive power and there are no

overloads and undervoltage problems in the AC power flow. The expanded

Garver’s 6-bus system with all indices within the preset limits is plotted in Fig. 6.7.

As a non-convex global optimization problem, multiple starting points are tried

to obtain a good solution for the ACTEP model. As shown in Table 6.7, the best

objective value for the ACTEP model after 5,000 restarts is still much higher than

Table 6.7 TEP results comparison of Garver’s system

TEP

model

Expansion

plan

Investment

cost (M$) Comments

DC

lossless

(3–5),

(4–6)� 3

110 Need additional reactive power to make the AC

power flow converge. Overloads and undervoltage

issues are detected.DC lossy (2–6)� 3,

(3–5)� 2

130

LACTEP (2–3),

(2–6)� 2,

(3–5)� 2,

(4–6)� 3

210 No additional reactive power needed. All indices are

within limits.

ACTEP [3] (2–6)� 3,

(2–3)

(3–5)� 2,

(4–6)� 3,

(2–5)� 2

302a

aThe ACTEP is a non-convex global optimization problem. The result shown in the table is the

best solution after 5,000 restarts
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the objective function given by the LACTEP model. It will also be computationally

too expensive to apply the ACTEP model to larger power system planning prob-

lems. This comparison reveals that the solutions given by the DC-based TEP

models may not represent the actual case in the AC network and additional network

reinforcement is likely to be needed. The LACTEP model better approximates the

AC network and therefore provides a more realistic TEP solution.

For small systems such as the 6-bus example, reactive power can be a critical

issue to make the AC power flow converge. As indicated by Table 6.7, the LACTEP

model chooses to build more lines to provide reactive power support. In reality,

increasing generator reactive power capacity and installing VAr support devices

can certainly be considered as alternative solutions if a DC-based TEP solution is

adopted, but one should be aware that it may not be easy to increase reactive power

capacity of existing generators, and can be costly to install VAr support devices at

high voltage buses, too. For real-world applications, different solution options can

be compared to find the most cost-effective TEP plan. For large systems with

meshed topology, using LACTEP model is more appropriate because it dispatches

generators more accurately, gives a better estimation of line flows, and therefore

provides a realistic TEP solution, which DC-based models usually fail to do.

Case 2: As discussed in Section 6.5.2, the linearized network losses can be rigorously
modeled using the MILP formulation. However, addition of the binary variables also

increases the complexity of the TEP model. The number of linear blocks can

significantly affect the solution time as well as the model accuracy. Table 6.8

shows how the number of linear blocks changes the size of the problem and the

TEP solution. The full MILP formulation is used for the results shown in Table 6.8.

The variable types in Table 6.8 show that the size of the problem increases as the

number of linear blocks increases. This behavior coincides with the intuition that

more variables are needed to model the additional linear blocks. It should be noted

that the linearization intrinsically overestimates the losses in the system. If too few

linear blocks are used, then the overestimation can be significant and the problem

will be infeasible with the given set of candidate line set. This is reflected from both

Table 6.8 The effects of number of linear blocks

Linear blocks

Variable types

Objective (M$) Total P losses (MW) Time (s)Continuous Binary

1 281 84 Infeasible – –

2 323 126 378 16.3 >413

3 407 171 259 11.8 69

4 449 213 230 8.8 97

5 489 253 230 8.7 33

6 579 298 230 8.2 89

7 621 340 210 8.2 34

8 666 385 210 8.2 43

9 708 427 210 8.2 116

10 748 467 210 8.2 97
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the trends of losses and the objective values listed in Table 6.8. It is worth noticing

that due to the mixed-integer nature of the problem, the change in solution time

does not follow a linear pattern. When too few linear blocks are used, the TEP

results may contain unnecessary lines due to the significant overestimation of the

network losses. It may also take the solver a long time to branch out an initial

feasible solution. On the other hand, too many linear blocks will impose unneces-

sary computational burden and slow the solution time. The key idea of the study is

to find the number of linear blocks that gives the best balance between the model

accuracy and the solution time. In this case, 7 is an appropriate number.

The results contained in Table 6.9 compare the accuracy of the relaxed losses

models and the solution time. The number of linear blocks used for this study is 7.

Among all the loss modeling approaches listed in Table 6.9, the full MILP

formulation is the most accurate and serves as a basis of the study. The R1 approach

relaxes the constraints for prioritizing the lower linear blocks. This approach

reduces the solution time by approximately 41 %, but the drawback is that it creates

2.4 MW fictitious active power losses. The R2 approach relaxes the constraints for

modeling the absolute value. It reduces the solution time by approximately 35 %,

and creates only 0.2 MW fictitious losses. The R3 approach relaxes both the

constraints that were relaxed in R1 and R2. It reduces the solution time by

approximately 38 %, but creates 2.5 MW fictitious losses. Additionally, if losses

are ignored, the solution time will be significantly reduced by 91 %, but the TEP

solution no longer satisfies preset the voltage requirement. Except for the no loss

case, the TEP solutions remain the same for all other loss modeling approaches.

One explanation is that the impact of fictitious losses is not significant enough to

change the TEP results in this case. The study results show that the R2 approach is

considered as the best trade-off between model accuracy and solution time.

6.7.2 IEEE 118-Bus System

The IEEE 118-bus system [57] is used to demonstrate the potential of applying the

proposed LACTEP model to large power systems. The system has 186 existing

Table 6.9 Comparison of different network losses models

Losses modeling approacha Total P losses (MW) Objective (M$) Time (s)/Δ (%)

Full MILP 8.2 210 34/(0 %)

Relaxation 1 (R1) 10.6 210 20/(�41 %)

Relaxation 2 (R2) 8.4 210 22/(�35 %)

Relaxation 3 (R3) 10.7 210 21/(�38 %)

Do not model lossesb 0 150 3/(�91 %)
aFull MILP: Use (6.20a)–(6.20r) to model the linearized network losses

Relaxation 1: Remove (6.20o)–(6.20r)

Relaxation 2: Remove (6.20c)–(6.20f)

Relaxation 3: Remove (6.20c)–(6.20f) and (6.20o)–(6.20r)
bLosses are not modeled, but rk, Q, and V are retained
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branches, 54 generators, and 91 loads. The line ratings are reduced to create

congestions. The zonal data is listed in Table 6.10. The load assumed is the peak

loading level. The discount rate is assumed to be 10 %, and the number of linear

blocks used for loss modeling is 10. The planning horizon is 10 years. The objective

function jointly minimizes the line investment cost and the scaled 10-year total

operating cost. The average capacity factors published in [58] are used in this

chapter. The capital costs of transmission lines are assumed to be proportional to

the length of the lines. Due to the absence of real data, all prospective lines are

assumed to share the same corridor and have the same parameters as the existing

lines. The planning criteria are given in Table 6.11. The detailed planning proce-

dure is described in the following steps.

Step 1: Run a regular AC power flow on the system to be planned, and identify the

lines that are overloaded or heavily loaded. These lines will form the initial

candidate line set.

Step 2: Use the candidate line set and run the LACTEP model. Obtain the TEP

solution and update the system.

Step 3: Rerun a regular AC power flow on the expanded system and identify any

overloaded lines/transformers. Notice that it is still possible to observe some viola-

tions in this step because the network model used in the TEP problem is essentially

a relaxation of the AC network model. If this happens, one should slightly reduce

the line ratings used in the TEP problem and redo Step 2 to Step 3. If no violation is

identified in this step, then proceed to Step 4.

Step 4: Perform a complete N� 1 analysis on the expanded system. Identify the

worst contingency and take the line out of service. Form a new candidate line set

and return to Step 2. Do this iteratively until all violations are within the preset

threshold (as specified in Table 6.11). It is assumed that the generator dispatch do

not change during this process.

The flowchart of the iterative approach is plotted in Fig. 6.8.

Table 6.12 shows the 15 initial candidate lines and their cost data. The candidate

lines for the N� 1 contingency analysis are not included in the table.

Table 6.10 Zonal data of

the IEEE 118-bus system
Bus Branch Generation (MW) Load (MW)

Zone 1 42 62 2,280 1,865

Zone 2 48 81 4,160 3,125

Zone 3 28 43 2,544 1,271

Total 118 186 8,884 6,261

Table 6.11 TEP planning criterion for the IEEE 118-bus system

Normal (N� 0) Contingency (N� 1)

Voltage (p.u.) 0.96�V� 1.06 0.92�V� 1.06

Power flow Pk
2+Qk

2� (Sk
max)2 Pk

2+Qk
2� (1.1Sk

max)2
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The cost of building a transmission line can be roughly estimated by its length,

cost per mile and the cost multipliers [59]. Assuming all lines are 230 kV double

circuit lines, then the capital cost of a transmission line is calculated as,

Cline ¼ 1:5β Line lengthð Þ ð6:22Þ

where 1.5 is cost per mile of 230 kV double circuit lines and β is the transmission

length cost multipliers. For lines longer than 10 miles, 3–10 miles and shorter than

3 miles, the β values are 1.0, 1.2 and 1.5 respectively. Notice that (6.22) only gives a

Start

Solve the AC
power flow (N – 0)

Violation?

N – 1 analysis

Violation?

Optimal plan

Solve LACTEP

Form/update
candidate line set

Master problem Sub-problem

Update the system with
new lines and new
generator dispatch*

*The updated generator dispatch is only calculated for N – 0. For N – 1 analysis, it is
assumed that the generator dispatch is fixed.

Feasible?
No

No

No
Yes

Yes

Yes

Fig. 6.8 Flowchart of the iterative approach for considering N� 1 contingency

Table 6.12 Initial candidate

lines for the IEEE 118-bus

system

No. Lines Cost (M$) No. Lines Cost (M$)

1 (3–5) 16.2 9 (38–37) 6.8

2 (5–6) 9.7 10 (69–67) 15.2

3 (8–9) 5.5 11 (77–78) 2.8

4 (8–5) 6.0 12 (80–99) 30.9

5 (9–10) 5.8 13 (82–83) 6.6

6 (17–113) 5.4 14 (94–100) 10.4

7 (23–32) 17.3 15 (99–100) 14.6

8 (26–30) 15.5

Table 6.13 The TEP results

for N� 0
Lines to be built (3–5), (8–9), (9–10), (26–30)

Investment cost (M$) 43

Total operating cost (M$) 1,567.4 (10-year)

Solution time (s) 4
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rough estimate of the line capital cost, more factors need be included in order to

obtain a better estimate. The TEP results are demonstrated in Tables 6.13 and 6.14

for N� 0 and the N� 1 contingency case respectively.

It is observed from Table 6.13 that four lines need to be added in order to

relieve the overloads in the original system with all lines in service (N� 0). The

investment cost is 43 M$, and the estimated 10-year total operating cost is

1,567.4 M$, which is approximately 156.7 M$ per year. The original system is

then expanded using the TEP solution in Table 6.13 and solved using the AC

power flow with all indices within the limits. Therefore, with the four lines being

added, the system is N� 0 secure. Meanwhile, it is worth mentioning that the TEP

solution given by the DC lossless model requires building no line for this case.

However, significant overloads and undervoltage issues are observed in the AC

power flow.

In order for the system to comply with the N� 1 criterion, the planning process

needs to proceed to Step 4. In this case, only line (do not include transformers)

contingencies are considered. During the contingency, the monitored violations

monitored are overloads, loss of loads as well as undervoltages. The iterative

planning process is elaborated in Table 6.14.

In Table 6.14, the second column lists the lines that are manually outaged in

each iteration. The contingencies in the table are ranked in the order of the

severity of overload caused in the system. The line that causes severe overloads

and results in a large number of associated overloaded lines will be addressed

first. The third column shows the type of the violations and the last column

provides the solution to mitigate the potential overloads or loss of loads.

After 11 iterations, all indices are within the limits set in Table 6.11 for the

contingency case. The system complies with the N� 1 contingency criterion.

Mathematically, this iterative approach does not guarantee an optimal solution,

but in terms of the computational burden, this approach attains the same goal

more efficiently.

Table 6.14 The iterative planning process for N� 1

Iterations Contingency line Violation type Lines added

1 (77–78) Line overloading (77–78) circuit 2

2 (80–99) (80–99) circuit 2

3 (25–27) (23–32)

4 (38–65) (30–38)

5 (1–3) (1–3) circuit 2

6 (86–87) (86–87) circuit 2

7 (64–65) (64–65) circuit 2

8 (60–61) (60–61) circuit 2

9 (15–17) (15–17) circuit 2

10 (12–117) Loss of loads (12–117) circuit 2

11 (110–117) (110–117) circuit 2
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6.8 Summary

This chapter discusses the TEP problem in modern power systems. First, the state of

the art of the TEP research is reviewed, and the TEP process and the available

software tools are presented. The mathematical models of the TEP problem are then

discussed, and a new approach to linearize the full AC network model is proposed.

The proposed LACTEP model retains a linear representation of reactive power,

off-nominal bus voltage magnitudes and network losses. A MILP formulation for

network losses modeling is developed to eliminate fictitious losses. An iterative

approach is also presented to incorporate the N� 1 contingency criterion in TEP

problems.
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Chapter 7

Evolution of Smart Distribution Systems

Anil Pahwa

7.1 Introduction

Power distribution systems are at the lowest end of the power grid and thus are

nearest to the customers. It is estimated that capital invested in power distribution

systems worldwide is 40 % of the total investment in power systems. Of the

remaining 60 %, generation accounts for 40 % and transmission accounts for

20 %. Customers experience direct impact of events occurring in distribution

systems because they are directly connected to them. According to some reports,

80 % of the interruptions experienced by customers are due to outages in distribu-

tion systems [1] and on an average a failure of a segment on a feeder will interrupt

service to about half of the customers it serves. Although power distribution

systems are a large part of power systems and have a direct impact on the

customers, integration of automation into their operation and control has lagged

considerably behind those of generation and transmission systems. Progress on

power distribution system automation has been relatively slow due to the large

investments needed to automate these systems, with an extremely large number of

components. Now with infusion of Smart Grid [2–4] technology, new challenges

and opportunities are emerging. Smart Grid initiatives and funding by the federal

government to utilities for implementing Smart Grid technologies has accelerated

activities related to distribution automation and smart metering. Similarly, the

number of customers installing rooftop solar generation or owning plug-in hybrid

or electric vehicles is increasing gradually. High penetration of such devices creates

new dynamics for which the current equipment in distribution system is inadequate.

Rapid fluctuations of power output from distributed renewable resources cause

voltage control problems [5], which requires new approaches to operate distribution
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systems. Similarly, new technologies are needed to permit operation of a distribu-

tion system as a microgrid with high penetration of renewable resources. Such

advances will be of extreme value to maintain availability of power supply to

customers upon loss of power from the grid and under natural disasters, such as

hurricanes or earthquakes, and terrorist acts [6].

Although distribution systems are a significant part of the power systems, very

little real-time information is available to operators from the system at this level.

Most often the only real-time measurement available for distribution systems is

from the feeder gateway at the substation. As a result most of the operation and

planning of distribution systems has relied on heuristics and archived information.

Due to lack of automation, most of the distribution systems operate in non-optimum

mode and have difficulties in recovering from abnormal events. Attempts to

automate electricity distribution to improve system operation have been ongoing

since the introduction of the concept of Distribution Automation (DA) in the 1970s.

Advances in computer and communication technology have made distributed

automation possible. Automation allows utilities to implement flexible control,

which would result in enhanced efficiency, reliability, and quality of electric

service. Flexible control also results in more effective utilization and life-extension

of the existing distribution system infrastructure. Several utilities have run pilot

projects and some have implemented automation based on their needs. However,

there are no cases where we find comprehensive automation of distribution systems.

In parallel with distribution automation, significant activity has taken place in the

Automated Metering Infrastructure (AMI), which deals mainly with the placement

of smart meters in homes to measure and monitor electricity, gas, and water

consumption. Information from AMI systems has also been used by utilities for

outage management.

Now, with additional progress in technology, the current level of automation is

not sufficient. Until now, the major focus of Smart Grid has been on advanced

metering but now the utilities are focusing on distribution automation. Distribution

systems of the future will have homes with smart meters to monitor energy

consumption, on-site grid-connected solar or wind generation, battery storage,

and plug-in vehicles. The feeders will have advanced power electronic switching

devices to control the system, sensors at strategic locations to measure flow of real

and reactive power, voltage, and current. Similarly, the substation will have power

electronic controls, measurements, and protection to operate the system more

efficiently and reliably. The system will have a seamless communication layer

from the utility’s control room to customers and it will be integrated with advanced

cyber systems to enable its operation. Substantially more real-time information will

be available to facilitate their operation and control [4].

In this chapter the evolution of distribution systems from manual to smart

automated systems is examined. Various contemporary issues that are relevant

for the modern distribution systems are also discussed.
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7.2 Important Issues for Distribution Systems

7.2.1 Reliability

Distribution systems typically have operating voltages lower than 35 kV and feeder

lengths range from 1 to 10 miles with some feeders longer than that in rural systems.

A large part of the distribution systems in the USA is overhead with radial

configuration for economic and technical reasons. Underground feeders cost five

to ten times more than the overhead feeders. On the technical side, protection of a

radial system is simpler. This practice has been followed for over a century and still

continues to be the prominent mode. Only distribution systems in downtowns or

business districts in cities are mostly underground with network configuration. The

main motivation for this practice is aesthetics and to provide higher reliability of

power supply to businesses to prevent slowdown of economic activity. Now, many

cities and towns are requiring underground systems in residential areas for

esthetics. This does not imply that the main feeders are underground, only the

last part of the system closest to the customers becomes underground.

Since a large part of life in the modern society depends on electricity, any

interruption, momentary or sustained, results in great inconvenience and financial

loss. The utility companies strive to maintain a certain level of reliability in the

generation, transmission, and distribution part of the power system. The reliability of

a distribution system correlates directly with its ability to deliver power to the

customers without failure. Although historically utilities have maintained a very

high level of reliability, pressure on them to continue to maintain this has gradually

increased over the past several years since some state utility commissions are

imposing or proposing penalties on utilities for not providing certain expected levels

of reliability. The situation is further compounded by the fact that customers of the

digital age are expecting a higher level of reliability and the utilities are operating

under a tighter budget. Thus, distribution system reliability is becoming a very

significant part of the utility business [7]. With automation, utilities are able to detect

outages sooner as well as restore the system sooner, thus improving reliability.

7.2.2 Power Quality

Another issue important to utilities and customers is power quality. Over the years due

to increased penetration of computers, other electronics and power electronics

devices, distribution systems have experienced a high level of harmonics. Although

most residential customers do not experience any direct problems with harmonics,

industrial customers may experience some problems due to higher level of harmonics.

Moreover, harmonics cause higher losses in the system and thus utilities are always

seeking solutions tomitigate the level of harmonics in the system. In addition, voltage

sag and surge are important for operation of computers and computerized equipment.
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Extended sag will result in shut down of computers and excessive surge can cause

damage to the equipment. Since it is impossible to eliminate voltage sags and surges

completely, computer equipment manufacturers usually follow the CBEMA (Com-

puter and Business Equipment Manufacturer’s Association) or ITIC (Information

Technology Industry Council) recommended curves for manufacturing their equip-

ment [8]. All the equipment should operate normally within this envelope for voltage

deviation and power continuity. Real-time monitoring allows utilities to take correc-

tive actions to mitigate power quality concerns.

7.2.3 Efficiency

In addition to reliability and quality, utilities are also concerned about efficiency of

distribution systems. Efficiency can be defined both in terms of manpower utiliza-

tion and in terms of technical efficiency. Technical efficiency refers to reduction in

losses by proper design and operation of the system. For example, proper selection of

conductors for the feeders reduces system losses. Implementing system reconfiguration

and Volt/VAr control using automated equipment can reduce losses significantly.

Further, automation allows for more efficient utilization of manpower.

7.2.4 Demand Response

In conjunction with Smart Grid activities, utilities are also contemplating time

differentiated pricing for electricity. Currently, in most situations, residential cus-

tomers pay a fixed rate for electricity at all times. In the new paradigm, the rate will

be higher during the peak hours in the peak season. For example, for many utilities

this might mean higher rates from early afternoon to early evening in 3 or 4 months

of summer. To compensate for increase in these hours, the rate will be dropped for

other hours. Other options are Critical Peal Pricing (CPP) and Real-Time Pricing

(RTP) [9]. CPP entails very high rates (up to 10 times the normal rate) during the

peak hours on 10–15 days in the year. As the name implies, RTP means real-time

hourly price for electricity for 10–15 critical days of the year. In both cases, the

customers are informed a day-ahead of these rates to allow customers to react to

them. The idea behind these rates is to solicit demand response from customers to

reduce system load on critical days. Reduction in load allows utilities to save by not

generating electricity by using the expensive peaking units or by not purchasing

expensive electricity in the spot market. Customers, on the other hand, save on their

yearly electricity bill. Therefore, it is a win–win situation for both customers and

utilities. Time-of-use (TOU) rates and direct control of appliance has been

implemented in the past, particularly in the early days of demand-side management

in the 1980s, with limited success. Now, with newer technologies and with inno-

vative rates, such as CPP and RTP, more impact on demand response is expected.
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7.2.5 Distributed Generation

Distribution systems typically do not have generation. Due to economy of scale

historically generation has been at the bulk level. However, over the past 15 years

some types of generation have become viable at the distribution level. These

generators connect to the distribution system at the primary voltage level. These

generators create significant protection and operation problems in the system by

altering the direction of power flows in systems that are primarily designed for

radial operation. Integration of these resources has been a significant challenge.

IEEE has been working to develop standards to overcome these challenges

[10]. Now, with increased emphasis on renewable energy, individual customers

are getting interested in owning a rooftop solar generation or a small wind mill.

These resources have to be connected to the utility system at the secondary voltage

level. As penetration of such customer-owned generation increases, new and

unknown challenges are emerging. Advanced automation of the system is needed

to handle such situations [11].

7.2.6 Integrated System Planning

In a simple sense distribution system planning means being prepared for the future

to meet the electricity needs of the customers. Since the loads change continuously

due to change in population, change in technology, and change in habits of people,

planning for electricity needs becomes a very complex and capital-intensive pro-

cess. It requires consideration of several objectives simultaneously while meeting

the technical constraints. The overall goal is to minimize the total cost while

ensuring that the system has adequate capacity to supply the load in the future

with adequate reliability and acceptable voltage quality. Good plans should be able

to address the short-term needs of 1–2 years as well as long-term needs ranging

from 5 to 10 years.

The first stage in planning is to forecast the load in the future. In addition to

knowing the extent of load growth, it is important to know where the load will be

growing. After the areas of load growth and future load levels are known, the next

step is the determination of location and capacity of substations. Details include

number and size of transformers. The planning results may include upgrading the

existing substations as well as building new substations. The final step is feeder

design to deliver power from substations to the customers. Feeder design includes

both the primary and the secondary systems. The decisions include number of

primary feeders and size of conductors, and their routing.

At the secondary level, the decisions include location and size of distribution

transformers. Most of the secondary constructions in the USA have been overhead

so far. However, now there is a trend to make all new secondary construction

underground. Although underground secondary system can be five to ten times
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more expensive than overhead secondary, underground secondary is preferred by

many localities due to aesthetics and for greater reliability.

Legacy distribution systems have very little metering information available from

the system. Usually, loads on the substation transformers and the feeders are

measured. Thus, utilities have very little information beyond the feeder. Utilities

typically rely on customer billing data and the total installed distribution trans-

former capacity to get an estimate of the existing load. As part of the load research

activity, utilities also installed recording devices at selected customer locations to

record loads at a predetermined interval (5-min, 15-min, 30-min, or 1-h) to get an

idea of daily load profiles for different classes of customers. These load profiles are

also useful for planning purposes. However, with limited information available

from the system, distribution planning was ad hoc, which would often result in over

designed systems.

Modern distribution systems have significantly more metering capabilities, both

at the system level due to distribution automation and at the customer-level due to

AMI. Although many advances in automation and metering have been made over

the years, by and large the existing distribution systems around the world do not

have much metering capabilities. As more systems become automated, more

accurate data from different parts of the system becomes available to the distribu-

tion planners. Such availability of data removes the need to make assumptions

about various factors about which no data of information were available.

Traditionally, distribution systems are designed to meet peak demand. The

modern approach based on risk analysis requires number of hours spent at different

load levels. These data allow the planners to determine the risk of insufficient

capacity to meet the demand over a period of time. Specifically, number of hours

under peak conditions is very important for risk assessment. Modern distribution

planning must be integrated with distribution automation and it must consider

several factors, such as system reliability, aging assets, equipment loading close

to margin, and regulatory environment in the planning process.

7.3 Distribution Automation

Deregulation and restructuring of the electric utility business has forced utilities to

turn their attention towards providing better supply reliability and quality to

customers at the distribution level. Many states are requiring utilities to report

their annual reliability performance in the distribution systems and some have

implemented performance-based rates. Although higher reliability and quality are

the goals of the utilities, they would like to accomplish this while optimizing the

resources. Another goal for utilities is improvement in system efficiency by reduc-

ing system losses. DA provides options for real-time computation, communication,

and control of distribution systems, and thus provides opportunities for meeting the

abovementioned goals. The concept of distribution automation first came into

existence in 1970s [12] and since then its evolution has been dictated by the level
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of sophistication of existing monitoring, control, and communication technologies,

and performance and economic factors associated with the available equipment.

Evolution of Supervisory Control And Data Acquisition (SCADA) systems, which

have been in use for monitoring the generation and transmission systems, has also

helped progress in the field of distribution automation.

Although distribution systems are a significant part of power systems and

progress in computer and communication technology has made distribution auto-

mation possible [13–18], advances in distribution control technology have lagged

considerably behind advances in generation and transmission control. Progress of

distribution automation has been relatively slow due to reluctance of utilities in

spending money on automation since many utilities have found it difficult to justify

automation based purely on cost–benefit numbers. However, distribution automa-

tion provides many intangible benefits, which should be given consideration while

deciding to implement distribution automation. With recent emergence of Smart

Grid concept, distribution automation has come to the forefront with many utilities

looking at automation of different aspects of distribution systems.

In general, functions that can be automated in distribution systems can be

classified into two categories, namely, monitoring functions and control functions.

Monitoring functions are those needed to record (1) meter readings at different

locations in the system, (2) the system status at different locations in the system, and

(3) events of abnormal conditions. The data monitored at the system level are not

only useful for day to day operation but also for system planning. SCADA systems

perform some of these monitoring functions. The control functions are related to

operations, such as switching a capacitor, or reconfiguring feeders. In addition,

system protection can also be a part of overall distribution automation schemes.

Some customer related functions, such as remote load control, demand response,

automated meter reading, and remote connect/disconnect may also be considered as

distribution automation functions. However, automated meter reading has evolved

significantly as part of AMI. Now, both DA and AMI can be considered part of the

smart distribution system.

The functions mentioned above are performed in a relatively slow time frame

(minutes to hours). These devices are not designed to endure frequent switching.

Recently, several new devices have been developed which allow rapid control.

Application of distribution-level power electronic devices such as the Static Con-

denser (STATCON) for distribution system control has already been demonstrated

[19]. These devices are continuously controlled and respond in real-time to system

changes. Coordination of a STATCON with Load-Tap-Changer (LTC) and

mechanically switched capacitors reduces fluctuations in system voltage, improv-

ing the quality of service. Similarly Dynamic Voltage Restorer (DVR) can be used

for critical loads to maintain the desired voltage amplitude and frequency on the

load side in the event of fluctuations on the source side [20].

Implementation of DA requires careful thinking and planning. As discussed in a

presentation [21], the utilities can either adopt the “top-down” approach or the

“bottom-up” approach. The top-down approach is the revolutionary approach in

which a large-scale fully integrated automation system is installed to automate most
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or all of the functions performed by various individual devices in the distribution

system. The bottom-up approach is evolutionary in the sense that automation devices

to perform only a particular function are installed or only a small part of the system is

automated. Other functions and other parts of the system are automated gradually.

The top-down approach is expensive and requires major modifications in the

utility operation, and thus, it is suitable for only a few utilities. The bottom-up

strategy is more suitable for a majority of utilities. This approach allows utilities to

adjust to changes at a more measured pace and to install automated systems for the

most immediate needs. However, the most difficult task for a utility contemplating

distribution automation is to identify the functions to be automated [14, 22]. The

needs of every utility are dependent on geographic location, operating philosophy,

and financial situation. Therefore, a careful screening of all the possible control

functions is imperative before implementing any of them.

7.4 Distribution Automation Functions

DA functions can in general be divided into two main categories, namely customer

level functions and system level functions. The customer level functions are those

functions which require installation of some device with communication capability

at the customer premises. These include demand response, remote meter reading,

time-of-use rates, and remote connect/disconnect. The system level functions are

those functions which relate to system operations. The control and communications

devices for these functions are installed at different locations in the system, such as

substations and feeders. These functions include fault detection and service resto-

ration, feeder reconfiguration, voltage/var control, etc. In addition to system oper-

ation type functions, digital protection of substations and feeders can be considered

part of DA in some situations.

This chapter deals only with system operation related functions. Many people

prefer to subdivide these functions into two groups, namely substation related

functions and feeder related functions [12]. In fact, some consider the domain of

DA to include only feeder level functions; substation level functions are covered by

a separate field called substation automation [23]. Although most of the focus is on

feeder level functions in this chapter, such division of functions has not been

considered. Each function selected may be applicable for both substation and

feeders. In some situations, the functions at substation and feeder level may be

performed in a coordinated fashion, for example, the switching of capacitors on the

feeders may be coordinated with the switching of capacitors at the substation. A list

of functions considered follows:

1. Outage management

2. Feeder reconfiguration

3. Voltage and reactive power management

4. Monitoring and control for asset management

192 A. Pahwa



7.4.1 Outage Management

Outage management system includes three specific tasks, which are fault location,

fault isolation, and service restoration. Fault location can be based on real-time

measurements from protective devices or other devices installed at strategic locations

in the system. In addition to communication linkwith the control center, these devices

have peer-to-peer communication in many cases. Newer techniques based on voltage

sag and current rise are being developed. Fault location can also be based on

information gathered from customers’ premises from smart meters or customer calls.

Typically, the outage data gathered from customers is escalated from the lowest

level of the system to the substation level to find the common point of failure. For

example, if the reported data shows outage at two or more houses served by a

distribution transformer, it can be concluded that the transformer had the fault.

Similarly, if the reported data shows outages at several homes served by a lateral, it

can be concluded that the outage is caused by a problem on the lateral. Such

methods work well if there is sufficient outage data from the customers, but have

difficulty in identifying precise outage locations if there are multiple outages

[24]. More advanced techniques require installation of sensors on the feeders in

addition to customer-ends. One such approach requires precise recording of the

time of service interruption [25]. Once the location is known, the faulted section is

isolated from the rest of the system with the help of remote controlled sectionalizers

if the protective devices have not already isolated the faulted part. Subsequently,

the switching needed to restore power to unfaulted parts of the system can be

accomplished. Although in an automated system, most of the switching can be

accomplished remotely, the role of humans in the fault isolation and restoration

process cannot be ignored. Once identified, the faulted section has to be inspected

manually by the crew to fix the problem before power can be restored to people

connected to that section. Automation speeds up the process by locating outages

and directing crew to precise locations instead of a general area.

Outage management takes on a different meaning for utilities in the event of a

major storm, such as tornadoes, hurricanes, and ice storms. These storms can result

in outage to thousands of customers. Thus, whenever such a storm hits the service

territory of a utility, normal operation of the utility ceases to exist. All the resources,

personnel, as well as equipment, are diverted towards repairing the system and

restoring power to the customers.

Escalating the outage data from customers to locate outages is a good approach

for laterals. However, for faults on primary feeders, sectionalizers with communi-

cation capabilities are used for fault location, fault isolation, and service restoration.

An example system shown in Fig. 7.1 illustrates the concept. Let us consider that a

fault takes place at F. Since the feeder is radial, the circuit breaker and sectionalizer

A sees this fault, but sectionalizers B and C do not see it. Sectionalizer A sends a

signal to Sectionalizer B informing it of the fault. The circuit breaker opens, which

is followed by sectionalizers A and B opening. After this, the circuit breaker closes

to restore power to the section between it and sectionalizer A. The healthy section
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between B and the normally open sectionalizers D, E, and F is still without power.

Therefore, the next action is to close one of the open sectionalizers to restore power

to the healthy parts of the feeder. Several rules should be followed to select the open

sectionalizer to close, which are

• Look for a path from the same transformer or another transformer depending on

the available spare capacity

• The feeders in the path should not be overloaded

• Voltages should be within ANSI limits

• Minimize switching operations

Additional load transfers may be required to mitigate feeder and transformer

overload. This is a well researched topic with several papers available in the

literature on determining the optimal path for restoration of service to the unfaulted

parts of the feeders.

7.4.2 Feeder Reconfiguration

Load in a distribution system varies by hour, by day and by season. For every load

level, the system has an optimal configuration of feeders. In the past, optimality had

been defined in terms of minimum losses, but now service reliability has become an

equally important criterion for system operation. Reconfiguration requires opening

of a closed switch and closing of an open switch such that the radial structure of the

system is maintained and no parts of the system are without power supply. In a

manual system, the reconfiguration of system is typically done on a seasonal basis,

perhaps, at the most a few times in a year or during system expansion. Since such

reconfiguration may require several manual switching operations and it causes

short-term interruption of service to some customers, it is not feasible to do it

more frequently.

Fig. 7.1 A fully automated distribution feeder with outage location, fault isolation, and restora-

tion capabilities. Light circles are normally closed sectionalizers and dark circles are normally

open sectionalizers
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In an automated system, reconfiguration can be accomplished using the same

sectionalizers which are used for fault isolation and service restoration. Since the

operation of the sectionalizers is controlled remotely, system reconfiguration can be

done as frequently as the dispatcher desires. From a practical point of view,

however, reconfiguration poses several challenges. Firstly, reconfiguration would

require closing the normally open switches, which will temporarily create a loop in

the radial system. This would be followed by opening of a closed switch to bring the

system back to radial configuration. If creation of a loop is not desirable, a closed

switch would have to be opened first before closing the open switch, which will

cause short-term interruption of service to some customers. Additionally, opening

and closing of switches causes wear and tear of switches, which will reduce life of

these switches. Therefore, the benefits of frequent reconfiguration must be evalu-

ated against the cost of replacing switches.

Mathematically, the distribution system reconfiguration problem is a complex,

combinatorial optimization problem involving constraints. The complexity of the

problem arises from the fact that distribution network topology has to be radial and

power flow constraints are nonlinear in nature. Since a typical distribution system

may have hundreds of switches, an exhaustive search of all possible configurations

is a not a practical solution. Therefore, most of the algorithms in the literature are

based on heuristic search techniques or artificial intelligence techniques.

7.4.2.1 Multi-objective Reconfiguration Problem

Several different objectives can be included in multi-objective distribution system

reconfiguration problem. These objectives may include loss minimization,

balancing load on transformers, balancing load on feeders to minimize loading,

and deviation of voltages from nominal. Under emergencies, loss minimization is

not important, but number of switching operation to complete restoration could be

included as an objective. In the discussion that follows, three separate objectives,

which are system loss, transformer load balance, and voltage deviation from

nominal, are considered.

In multi-objective optimization, it is possible to compare two solutions by using

the concept of dominance. Without loss of generality, if we assume that the

optimization problem involves minimization of the objective functions, then a

solution x* 2 Ω where Ω is the set of all x that satisfy all constraints, is said to be

Pareto Optimal if and only if there does not exist another solution x 2 Ω such that

f i xð Þ � f i x
*

� �
for all i ¼ 1, . . . , k and f i xð Þ < f i x

*
� �

for at least one i. When

comparing two solutions, a solution u is said to dominate over another solution v, if
and only if u is at least as good as v along with all the objectives, and furthermore, if

there is at least one objective where u is better than v. In a solution space, the set of
all non-dominated solutions is referred to as the Pareto set. The goal of the multi-

objective optimization algorithm is to extract diverse samples from this set.
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With the three objectives described above, the multi-objective distribution

system reconfiguration problem can be defined as the minimization of the vector:

F Gð Þ ¼ f 1 Gð Þ f 2 Gð Þ f 3 Gð Þ½ �T ð7:1Þ

where f1(G), f2(G) and f3(G), are described below.

1. Minimization of real power loss:

For a given configuration G, total real loss is defined as:

f 1 Gð Þ ¼
X
i

I2i � ri ð7:2Þ

where i 2 1; 2; . . . ;Ncbf g. Ncb is the number of connected branches in the system

and ri is the resistance of the ith branch.

2. Transformer load balancing:

Loading on the substation transformers is balanced only when the load shared by

each transformer in a distribution system is proportional to the capacity of that

transformer. This loading is called ideal loading of the transformer and is

calculated by multiplying the fractional capacity of the transformer with the

sum of total loss and load (in MVA) on the network. Fractional capacity of a

transformer is equal to the ratio between transformer capacity and the sum of

capacities of all transformers in the system. For a given configuration G of the

network, unbalance in transformer loading is measured by calculating the linear

sum of absolute value of per unit deviation from the ideal loading for each

transformer. Unbalance in transformer loading is defined as:

f 2 Gð Þ ¼
X
j

dev j; ð7:3Þ

where j 2 1, 2, . . . ,NTf g. NT is the number of substation transformers in the

system. The quantity devj, for the jth transformer is defined as the percentage

deviation of transformer loading (LTj) from its ideal loading, ILj, as shown

below:

dev j ¼
LT j � IL j

�� ��
IL j

; ð7:4Þ

where the ideal loading ILj is defined as:

IL j ¼ TC jX
k

TCk

� TLL; ð7:5Þ
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where j 2 1; 2; . . . ;NTf g and,

TLL ¼
X
p

Load p þ
X
q

Lossq ð7:6Þ

such that p 2 1; 2; . . . ;Nbf g and q 2 1, 2, . . . ,Ncbf g. TCj is the capacity of the

jth transformer, k is the number of transformers in the system, TLL is the total

load plus the losses of the system, Loadp is the load on bus p, Lossq is the loss on
the qth connected branch, Nb is the number of buses, and Ncb is the number of

connected branches.

3. Minimization of voltage deviation:

Voltage deviation from the ideal operating value of 1 per unit is defined as:

f 3 Gð Þ ¼ max 1�min Við Þj j , 1�max Við Þj jf g ð7:7Þ

where i 2 1, 2 , . . . , Nbf g. Vi is the voltage at the ith bus.

Illustrative Example

In this section results of applying a hybrid algorithm based on artificial immune

system and ant colony optimization (AIS-ACO hybrid algorithm) [26] on a sample

system are presented. The focus is not to discuss the methodology, but to discuss

characteristics of distribution systems through these results. The test system [27]

has a total of 86 buses with 3 substations, 8 feeders, and 96 switches. It is assumed

that two transformers, each of capacity 20 MVA are located at each of the sub-

stations. Data for peak loading condition was used for simulation.

Table 7.1 presents the numerical values of the objectives for solutions having the

minimum value along each objective from the Pareto set for this problem. L is the

total real loss in the system (in per unit), ΔV is the maximum deviation of voltage

magnitude from 1 per unit at the buses, ΔTb is the sum of per unit deviation of loads

Table 7.1 Best solutions along each objective for the system

L (pu) ΔV (pu) ΔTb (pu) T1 (MVA) T2 (MVA) T3 (MVA)

Minimum loss

0.3918 0.0303 0.544 10.995 16.808 17.493

Minimum voltage deviation

0.3933 0.0286 0.616 10.447 16.808 18.045

0.3937 0.0286 0.543 11.000 16.808 17.493

0.3962 0.0286 0.502 11.310 15.953 18.045

0.3966 0.0286 0.429 11.862 15.953 17.493

0.4019 0.0286 0.358 12.406 15.420 17.493

Minimum unbalancing in transformer loading

0.7966 0.1036 0.002 15.401 15.417 15.384

7 Evolution of Smart Distribution Systems 197



on transformers from ideal loading and T1, T2, T3 are the loading (in MVA) of the

transformer at substations #1, #2 and #3 respectively.

It is clear from the results that not all the objectives can be minimized simulta-

neously. Therefore, the operators have a choice to pick one of the solutions based on

their preference. Another interesting observation is that there are five solutions that

give the same minimum voltage deviation. Amongst these the one that has the

lowest losses has the highest transformer loading unbalance. Further, with increase

in losses the transformer loading unbalance decreases. This example is a good

illustration of the trade-off between different quantities in the system, which are

important for system operation.

All the quantities that we have considered for reconfiguration are important for

operation under normal conditions. During restoration after an outage, some of the

quantities are removed from consideration and some others are relaxed. Typically,

loss and unbalance in transformer loading would not be a concern during restoration

and higher voltage deviation is allowed. Speed of restoration and number of

switching operations are of major concern during restoration. Availability of

spare capacity from the adjoining feeders and substations are taken into consider-

ation to obtain the best restoration solutions.

7.4.3 Voltage and Reactive Power Management

This function is very important for utilities to provide customers with proper service

voltage under different operating conditions and for minimizing losses in the system.

Also, most of the customer loads are inductive, which requires utilities to place

capacitors in the distribution system to provide reactive power compensation. Proper

management of voltage and reactive power requires coordination between LTC at the

substation transformer, switched capacitors in the distribution system, and line regula-

tors. In this section, the role of each of these devices and their operation is discussed.

7.4.3.1 Transformer LTC Operation

LTC is a mechanical device that is built into the transformers to change the number

of windings by moving the tap up or down. The LTC moves up and down based

on the load on the feeder to increase the voltage under heavy load conditions and

decrease the voltage under light load conditions. These are custom designed to meet

the needs of individual customers. As an example, a transformer can have LTC with

�10 % control from the nominal in 5/8 % steps. This would give 16 steps on either

side of the nominal. LTC also have an adjustable bandwidth around the nominal

voltage and a time delay for initiating operation of taps. Mechanical tapchanger

controls had limited options, but modern digital tapchanger controls provide band-

widths of 1 or 10 V in 0.1 V increments with time delay of 1–120 s in 1 s

increments. LTC moves the taps if the voltage goes outside the set band and stays
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there for the specified time delay. Bandwidth and time delay are included to prevent

frequent operation of taps. Both smaller bandwidth and smaller time delay would

increase frequency of operation. LTC are designed for 500,000 operations before

contact replacements [28]. So for a life of 40 years, the LTCmay have 34 operations

per day without a need to replace contacts. However, in actual systems, a much

lower number of LTC operations takes place.

LTC operation can be controlled either based on the voltage measured on the

feeder gateway at the substation or based on an estimated voltage at a specified point

on the feeder. The latter is done using a technique called line-drop compensation. It

uses a model to represent impedance of the feeder up to the point of control in

conjunction with a voltage regulating relay that controls the taps. The voltage across

the regulating relay is equal to the voltage measured at the substation minus the

estimated voltage drop on the feeder. If actual measurements are not available, line

impedance from the regulator to the regulated point and measured current at

the regulator are used to estimate the voltage at the regulated point. Therefore, the

control is only approximate without any idea of its effects on the customers at the end

of the feeder. If voltage measurements can be obtained from the end of the feeder,

which is possible with automation, and incorporated into control, the precise and

optimal control of LTC can be achieved. This would also allow implementation of

conservation voltage reduction (CVR) to reduce demand on the system.

7.4.3.2 Regulator Operation

Regulators are autotransformers and work very similar to the LTC in terms of

operation and provide voltage control in �10 % range in 32 steps of 5/8 %. The

difference is that regulators are physically separate from transformers. They can be

either three-phase or single-phase and can be located in the substation or on the

feeders. The ones that are designed for feeders are smaller in size and are mounted

on the poles. If a system is well designed with proper selection of conductors for the

feeders to match the loading, it should not need any line regulators. These are

typically used in rural systems with very long feeders or in systems which have had

an unexpected load growth in a specific part of the system. In the latter case line

regulators are a cost effective way to address voltage related issues without having

to upgrade the whole feeder. Control of regulators is done based on the voltage at

the regulator or at a specific point in conjunction with line-drop compensation.

Since line regulators are designed for finer control of voltage on the feeders, they

could see more frequent operation than the LTC.

7.4.3.3 Capacitor Operation

Capacitors are used in distribution systems to inject reactive power, which helps in

voltage control, power factor correction, and loss reduction. Capacitors can be

either fixed or switched. Usually the need for capacitors increases with the increase
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in load. Therefore, fixed capacitors are installed based on the reactive power needs

under low load conditions. Additional capacitors are switched on in steps during

load increase and they are switched off in steps during load decrease. Voltage,

reactive power flow, power factor, temperature, and time or a combination of these

factors has been used to switch capacitors on and off.

Time-based control assumes that load will change to a certain value at a given

time in the day. Although the load pattern for each day is similar, the exact load is

different on each day. Therefore, time based approach works well in general, but it

does not provide very precise control. Also, it does not account for holidays and

weekends. The temperature-based approach assumes that the increase in load will

follow the increase in temperature. This is generally true in summer when beyond a

certain temperature air conditioner usage increases resulting in high load. However,

not all days with similar temperature profile give the same load profile. A high

temperature day in the beginning of summer could have lower air conditioner usage

compared to a high temperature day in the middle of summer due to heat buildup.

Also, the air conditioner load lags the temperature by 2–4 h due to thermal inertia.

Similar to time-based control, temperature-based control does not account for

holidays and weekends. Details on different types of controls and associated issues

are available in [29].

A combination of voltage, reactive power, and power factor measurements

provide a more direct way to control capacitors because an increase in load will

create changes in these variables. In the past, voltage, reactive power, and power

factor were measured locally near the capacitor, but with distribution automation it

is possible to measure these quantities at different locations to provide better

control of capacitors. With larger number of measurements from the system,

more coordinated and precise control of capacitors can be obtained and coordinated

with regulators and LTC. Capacitors, however, should not be switched very often

because every switching operation generates a spike of current. Therefore, frequent

operation can lead to failure of the switch controlling it or the failure of the

capacitor itself. Capacitor switching has also shown to create power quality issues

including harmonics. Devices such as STATCOM (static compensator) provide

much better and precise control, but they are significantly more expensive. There-

fore, they are used only in very special situations.

7.4.4 Monitoring and Control for Asset Management

The purpose of distribution system monitoring is very similar to SCADA in the

traditional sense. Monitoring is necessary to acquire data for many of the distribu-

tion functions. Some of these functions require real-time data from the system to

make control decisions. Real-time data is also useful in providing information to

operators on abnormal system conditions in the form of alarms. In addition to the

real-time data, system data can be gathered and archived for later use. Such data can
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then be used for forecasting and planning purposes. Monitoring is also useful for

management of major assets, such as substation transformers and circuit breakers,

in distribution systems as described in the following sections.

7.4.4.1 Transformer Life Extension

The substation transformers normally operate at loads lower than their capacity.

However, during emergencies, such as failure of another transformer, they can be

operated at loads higher than the rated capacity. But overloading can be done only

for a limited time without substantially affecting the life of the transformer. The

higher the overloading, the lower is the time allowed for overloading. In a manual

process, the dispatcher has to rely on trial-and-error methods to get the proper level

of loading. The dispatcher would close the switch to supply additional load with an

expectation that the total load is less than a certain value. But if the load after

switching is higher than expected, he would have to open the switch, drop a few

feeders, and then close the switch again. The process would have to be repeated

until the load is at a desired level. The switching on and off of load can stress the

transformer significantly and thus reduce its total life. Using an automated proce-

dure, this task can be performed without stressing the transformer.

Automation of this function requires equipment for monitoring the transformer

including oil and winding temperatures. Equipment for monitoring the health of the

transformer based on dissolved gas analysis is also available. Data and measure-

ments from the feeders connected to the transformer are needed too. The oil and

winding temperatures determine the level of overloading possible under the given

loading conditions. Then the feeders can be selected such that there is a balance

between the desired loading and the loads of the feeders. Thus, overloading of the

transformers can be controlled precisely without too many unwanted switching

operations. Hence, stress on the transformers can be avoided and life extension of

transformers can be achieved. Such controlled loading is very useful during resto-

ration following extended outages to mitigate effects of cold load pickup [30].

7.4.4.2 Recloser/Circuit Breaker Monitoring and Control

Typically no remote monitoring and control is available on the breakers and

reclosers. The settings of the relay and recloser timings can be changed only by

going to the location of the equipment. In case of pole mounted reclosers, it is

extremely time consuming to change settings. Further, since no monitoring is

available, the recloser and breaker contacts are refurbished at fixed intervals

whether it is necessary or not. This maintenance frequency is usually based on

the duty level the recloser or breaker is expected to perform. Generally, the

maintenance interval is estimated conservatively (i.e., refurbishments are made,

on the average, sooner than is necessary). Hence, in many cases the contacts are

serviced before it is necessary.
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The advantages of automating this function are many. In an automated scenario,

firstly the relay settings and recloser timings can be set remotely. This will allow for

better control of the system whenever the system configuration changes. Moreover,

the labor needed to reset the relay and recloser timings can be saved because these

settings can be done remotely instead of going to the location. Secondly, monitoring

of the energy interrupted by the recloser and breaker can provide a precise estimate

of health of the contacts. Using this information refurbishing of the contacts can be

scheduled whenever necessary. Hence, too early or too late servicing of the recloser

and breakers contacts can be avoided.

7.5 Cost–Benefit of Distribution Automation

Determining costs and benefits associated with different distribution automation

functions is very important for making decisions regarding implementation of these

functions [31]. Cost for automation includes cost for communication infrastructure,

hardware, monitoring and control equipment, installation, software, training, and

operation and maintenance. Benefits of automation are obtained in three broad

categories, which are higher efficiency, higher reliability, and higher quality.

Higher efficiency includes lower system losses, lower peak power requirement,

and reduced manpower needs. Higher reliability includes lesser and shorter

sustained power interruptions to the customers, failure avoidance of equipment,

and balanced loading of equipment. Higher power quality includes lesser momen-

tary interruptions, lesser voltage sags and swells, lesser incidences of voltage out of

range at the customer-ends and lowered THDv (total harmonic distortion in volt-

age). Benefits are usually accrued annually after implementation of distribution

automation, whereas cost has two components, which are capital cost and annual

operating and maintenance expenses. Some benefits and costs may increase at a

certain rate annually.

The first step in determining benefits is to map DA application to operational

benefits. Northcote-Green provides details of such mapping in his book on distri-

bution automation [32]. Based on a similar approach, mapping of functions

discussed in the previous section is shown in Table 7.2. The next step is to map

operational benefits to monetary benefits. Outcomes of automation must be com-

pared with the status quo or a traditional improvement scheme to obtain benefits or

costs. If actual values of some of the variables to determine monetary benefits or costs

are not available, the planners have to use an estimated value for these parameters. In

case of uncertainty, different values of some variables can be tried to get a range of

answers. Also, sensitivity analysis of the outcomes with respect to the input variables

gives an indication of the importance of certain variables on the cost–benefit analysis.

Thus, planners should focus on those variables to which the cost–benefit analysis is

more sensitive.

To illustrate the computation of monetary benefits of different operation bene-

fits, let us consider a few examples of operation benefits of outage management.
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Higher Energy Sales:

Annual benefit ¼ $=kWhð Þ average customer demandð Þ % of system lost=100ð Þ
number of customersð Þ line failures per year per mileð Þ
circuit milesð Þ average decrease in outage hours per eventð Þ

Reduced Labor for Fault Location:

Annual benefit ¼ line failures per year per mileð Þ circuit milesð Þ
line crew man hours per faultð Þ
line crew $=man hourð Þ
þ operator man hours per faultð Þ

operator $=man hourð Þ

2
664

3
775

O&M of Switches and Controllers:

Annual benefit or cost ¼

manual switches per feederð Þ
failure rate of manual switchesð Þ
repair cost per manual switchð Þ
� automated switches per feederð Þ
failure rate of automated switchesð Þ
repair cost per automated switchð Þ

2
6666664

3
7777775

number of feedersð Þ

If this number turns out to be positive, it will be a benefit. But if it turns out to be

negative, it will be a cost.

Lesser Low-Voltage Complaints:

Annual benefit ¼ X � X
0

� �
Cost per complaintð Þ Number of customersð Þ=1, 000

where X¼Complaints without automation per thousand customers per year and

X0 ¼Complaints with automation per thousand customers per year.

7.6 Conclusion and Future Directions

Distribution systems have evolved significantly over the years. From a passive

radial system they have become active system with substantial embedded genera-

tion and automation. Operation of the future distribution systems will become more

complex. As a result of this, smart distribution automation systems will be needed

to manage them. These systems will require faster decisions and thus real-time

analysis utilizing large amounts of data. Applications expected to be integrated in

the smart distribution systems include:

• Optimal Volt/VAr optimization

• Online power flow and short circuit analysis

• Advanced and adaptive protection

• Contingency analysis
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• Advanced fault detection and location

• Advanced fault isolation and service restoration

• Automated vehicle management system

• Dynamic derating of power equipment due to harmonic content in the load

• Distribution operator training simulator

• System operation with large penetration of customer-owned renewable

generation

• Distribution system operation as a stand-alone microgrid

• Real-time pricing and demand response applications

Significant new research and development in smart distribution systems is

needed for integration of the abovementioned applications.
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Chapter 8

Legacy of Professor G.T. Heydt to Power
Engineering Research, Education,
and Outreach

S.S. (Mani) Venkata

8.1 Introduction

I have known Prof. Jerry Heydt since the early 1970s as a contemporary colleague.

I consider him not only a close and congenial friend but, more importantly, a mentor

and inspiring colleague. I have learned a lot from my close association with him.

Knowing him is a great asset in my professional as well as in my personal life. We

have collaborated in all the three important domains of education, research, and

outreach for over 40 years. In this chapter, I endeavor to cover the rich experiences

of my close association with him in all these three areas that are the very essence of

a successful academic professional. Though we now have both entered the stage in

life that most would consider close to retirement, his Mantra has been that “Retire-

ment is for quitters.” I whole-heartedly agree with that sentiment. Prof. Heydt not

only keeps himself busy professionally but also continues to work very hard.

I provide the details of my rich experiences with him in the following domains.

8.2 Power and Energy Research

In the power and energy research domain, we collaborated chronologically in the

following topics: six-phase power transmission, power quality, modeling of highly

nonlinear loads, and advanced generation technologies.
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8.2.1 Multi-phase Power Transmission

I started my academic career in 1971 and I continued research on my dissertation

topic, Sensitivity of power system transient stability using Popov’s technique. I
realized quickly that this was not the field where I could seek and obtain external

funding to continue my work. I quickly changed my direction of work based on the

advice of Tom Lee at GE. In 1974, I was fortunate to obtain an initiation grant from

the National Science Foundation to work on the topic of multi-phase power

transmission with the focus on six-phase systems. This was a relatively unknown

area and least explored. With the strong support of Bill Guyker from Allegheny

Power, we obtained very interesting results. This work was further extended by

Allegheny Power for another 3 years to explore the possibility of converting

existing double-circuit 138-kV transmission lines to 138-kV six-phase transmission

lines with minimal changes. In this way, the capacity of the corridor could be

increased by about 1.732, thus alleviating the need to get additional right-of-way.

Based on this work, Bhatt, Guyker, Booth, Guyker’s colleague, and I published our

first paper: Six-phase (multi-phase) Power transmission lines: fault analysis
[1]. During this work, I had been sharing the results with Heydt. In this paper,

our group derived the Six-Phase Symmetrical Components Transformation and its
application to fault analysis. Heydt’s creativity was revealed in the form of the

detailed discussion reported below. He provided the systematic derivation of

Six-Phase Clarke’s Transformation for six-phase and eight-phase systems.

The procedure can, in fact, be extended to any higher-order phase as Charles

Fortescue [2], Edith Clarke [3] and other early researchers implied. But Heydt

provided the detailed derivations for higher order systems for various real trans-

formations in the Discussion reproduced below. (Only the relevant portions of the

entire discussion and authors’ response are included here).
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From the mid-1970s, Heydt has shown keen interest in mathematical

transformations for higher-phase order (HPO) systems. He has recently encouraged

one of his doctoral students at Arizona State University (ASU) to pursue research

work in this area. My interest also continues in the area but my focus is more on

extending this concept to multi-phase power distribution systems. I strongly believe

that it could be extended to both primary and secondary voltage levels both from

right-of-way reduction as well as overall cost reduction. The ideas are still in

embryonic stage and I am looking for an opportunity to spend some time with

Heydt to pursue our interests in this field. It is rather unfortunate that the concept of

HPO has not gained much acceptance from utilities for more than four decades

since it was introduced.

8.2.2 Power Quality

This phrase is synonymous with Heydt and his name and fame is in the area. He has

published a classic text book in this field [4]. This is adopted by many universities

as a senior/graduate level text book. It is also used by many researchers and

engineers as a reference book. As he states in the Introduction, “the emphasis of

the text book is on the description, analysis, modeling and the solution for difficul-

ties relating to distortion of wave shape in alternating current power systems.” For

those who are not familiar with the contents of this book, it has 10 chapters. In

Chap. 1, Heydt starts with the question: Electric Power Quality: What is it? He then
proceeds systematically to cover Measures and Standards for Power Quality in

Chap. 2 and Measurements in Chap. 3. In Chap. 4 he focuses on Modelling of
Networks and Components Under Nonsinusoidal Conditions. It is followed by the

topic Loads Which May Cause Power Quality Problems in Chap. 5. This is logically
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followed by Analysis Methods in Chap. 6. Chapter 7 covers a very important

problem, Harmonics in Power Systems. In this chapter, he covers his original

work on Harmonic Power Studies in detail. This work paved the way for his

legendary work on power quality. Chapter 8 deals with State Estimation Applied
to Power Quality Issues. Perhaps the least understood matter on Impulses, Radio
Frequency Signals and Flicker is the topic of Chap. 9. The book concludes with the
topic of Power Quality Improvement in Chap. 10. It is a must read for all power

systems engineers.

He wrote this book while he was on a sabbatical from Purdue University at

Avaruva, Rarotonga, Cook Islands in South Pacific. This is a relatively unknown

but a desirable location to undertake such an involved project. He went there at the

invitation of the Government of Cook Islands to provide technical assistance to

them. This is a clear example of his professional reputation in power systems all

around the world.

In 1990, Heydt and I proposed to the National Science Foundation to hold a

workshop in this field to attract and encourage young researchers and educators to

work in power quality. This realization came to us when we recognized that power

electronicswould play a dominant role in power systemcontrol.NSFprovided funding

for about 20 professors to attend this workshop in Grand Canyon, Arizona

[5]. (As a side it is interesting to note, that though Heydt probably did not know at

that time, he would move from Purdue University to Arizona State University in 1994

where he now holds the prestigious title of Regents’ Professor.) This workshop was

conducted in an unusual manner due to the creative thinking of Heydt. Instead of

conducting the workshop in a classical, class room environment, it was scheduled as a

serious chat session during trekking for a half a day followed by a fire side chat

discussionafter supper. Theparticipants enjoyed theunusual settings for theworkshop,

and the workshop turned out to be a very successful event. The final report [6] was

submitted and later it was published as a paper in the IEEE Transactions [7] with

Professors Domijan andMeliopoulos. These two documents are referred to even today

bymany educators with a keen interest in power quality.With the advent of the Smart
Grid, Heydt’s original work takes even a deeper meaning because the power quality

issues are gaining more prominence in future distribution system planning and oper-

ation. Personally, I am using his contributions in my current work on the real-time

operations of emerging distribution systems at Alstom Grid. The infusion of many

renewable generating sources such as solar, battery storage, fuel cells will need

creative solutions to ever increasing power quality problems. For example, some

utilities are monitoring the power quality of their substations up to the 15th harmonic

in real-time.

Subsequent to the workshop, our joint interests turned to offering successful

short courses to Tacoma Public Utilities, Central Intelligence Agency, and Puget

Sound Energy with Prof. Meliopoulos [8] during the mid-1990s. Heydt continues

his work in this area even today by offering many courses and supervising several

graduate students at ASU. His book is a great resource for training courses on

distribution automation that I offer to engineers throughout the world.
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8.2.3 Modeling Highly Nonlinear Loads

During 1997, Electric Power Research Institute (EPRI) provided our joint team

funding to develop an EMTP module to model highly nonlinear loads, such as arc

furnaces, which are sources of voltage flicker problems [9]. We successfully

delivered the module to EPRI [10]. But our curiosity of modeling these devices

gave us a hunch that they are nonlinear and follow a chaotic process. Realizing that

we need strong mathematicians to provide the theoretical foundation for modeling,

we recruited Kostelich from ASU and Athreya from Iowa State University (ISU) to

work with the project team. We received funding from NSF [11] to investigate

this difficult problem. In many ways Heydt’s expertise in power quality

culminated in securing funding for this 2-year effort. We earnestly started

conducting the research in both sites on a cooperative basis. It is in fact Heydt’s

idea to recruit the two mathematics professors for this research effort, which is

another example of his creativity. The two teams collaborated very successfully by

having weekly conference calls and site visits. In one of the visits to ASU, Heydt

again used his creativity and took all of us on a picnic. Though we had a lot of fun

that Sunday, we ended up pursuing several ideas for this research effort. He

definitely has the gift for combining fun with serious work.

After 3 years of productive work on this topic, we successfully published three

papers [12–14]. We also ended up offering an on-line graduate course on this topic

using the latest digital delivery technology available at that time. More than

15 students took this course from both campuses. We were glad that NSF encour-

aged us to disseminate our results by these means to a larger community.

To highlight his work, the abstract of the paper [12] is extracted here for the

benefits of those who are interested in gaining a deeper understanding of this

phenomenon. In fact, I would encourage them to go through the entire paper.

“Typically, the modeling of highly varying, nonlinear loads, such as electric arc

furnaces, has involved stochastic techniques. This paper presents the use of chaotic

dynamics to describe the operation of nonlinear loads. Included is a discussion of

the Lyapunov exponents, a measure of chaotic behavior. The alternate approach is

applied to electric arc furnaces. A tuning mode is described to develop the param-

eters of a chaotic model. This model is trained to have time and frequency responses

that are tuned to match the current from the arc furnace under study. The simulated

data are compared to actual arc furnace data to validate the model. This model is

used to assess the impact of various highly varying nonlinear loads that exhibit

chaos in power systems.”

8.2.4 Advanced Generation Technologies

In 1991, as Guest Editors, Heydt and I proposed to develop a special issue on

Advanced Generation Technologies to the Proceedings of the IEEE Editorial Board.

This was the time new generation technologies started gaining interest in the power
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systems community. Sensing the need to bring focus on all these technologies in

one place, we proposed this issue and it was quickly accepted by the Board. We

then invited the leading researchers to contribute a comprehensive and survey type

of paper for the benefit of all engineers and scientists within the IEEE community. It

was published in March 1993 [15]. Fifteen articles covering motivation and selec-

tion process in electric utilities, ocean thermal energy conversion (OTEC), eco-

nomic assessment, tidal power, superconducting generators, battery energy storage

technologies, geothermal, photovoltaic, high-efficiency electrochemical battery,

wind energy systems, and magnetic fusion energy. All the contributors were way

ahead of their time in foreseeing the potential for these newer technologies. Many

of them are renewable in nature and they have taken deeper implications in the

context of the smart grid.
Heydt wrote the article on ocean thermal energy conversion (OTEC), a

technology about which most of the people had no idea at that time. His paper

[16] is titled An assessment of ocean thermal energy conversion as an advanced
electric generation methodology. Here is the abstract of the paper: “The history of

ocean thermal energy conversion (OTEC), a process that employs the temperature

difference between surface and deep ocean water to alternately evaporate and

condense a working fluid, is reviewed. In the open-cycle OTEC configuration, the

working fluid is seawater. In the closed-cycle configuration, a working fluid, such as

propane is used. OTEC is assessed for its practical merits for electric power

generation. Because rather large amounts of seawater and working fluid are

required, the energy requirements for pumping them may be greater than the energy

recovered from the OTEC engine itself. The concept of net power production is

discussed. The components of a typical OTEC plant are described with emphasis on

the evaporator heat exchanger. Operation of an OTEC electric generating station is

discussed, including transient operation. Recent experiments and efforts at the

National Energy Laboratory-Hawaii (NELH) are summarized. Remarks are made

on bottlenecks and the future of OTEC as an advanced electric generation

methodology.”

The lucid and clear presentation has convinced me that Heydt can take a very

difficult topic andmake it understandable to those who haveminimal knowledge of the

subject. Personally, it was indeed an enriching experience for me to be involved in this

project with him as a co-Guest Editor and developing the Scanning the issue article.

8.2.5 Microgrid Automation

As the future of distribution engineering is one of Heydt’s active research pursuits, I

would like to describe my current work on microgrid automation since it falls

within this general area. Here again I am hoping to seek his advice as the work

proceeds. The concept of Microgrids has gained a lot of attention recently in order

to improve the overall smart distribution grid’s reliability and resilience. As the

name microgrids implies, they are formed as sub-systems within a distribution
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system. Their capacity could vary from a few kva to tens of Mva. For example, a

typical substation could be carved into three or four microgrids, depending on the

location and size of distributed generation and loads. The key requirement is to

make sure that the power balance for each microgrid is achievable within the

voltage and frequency standards. They need to be identified a priori to enable

optimal planning and operation of the entire distribution system. The key principle

of microgrid automation is the integration of sensing, control and protection. Each

item is addressed below.

Sensing: The first requirement of selecting a microgrid is to make sure that it has

adequate monitoring devices, either classical ones or modern ones, such as optical

or micro sensors with communication capabilities.

Control: The goal is to define a fully comprehensive scheme consisting of end to

end functions for operational planning and real-time operations. The functions will

include microgrid islanding, synchronization and reconnection, voltage range,

frequency range, power quality management, portfolio dispatch management, and

enhanced system reliability and resilience coordination besides sensing and

protection.

Protection: The protection scheme should provide a comprehensive approach to

protecting microgrids with islanding capability. Our approach is to design a dis-

tributed differential power protection scheme requiring an optimal protection

device placement algorithm, and a fault detection and location algorithm. This

novel microgrid protection method can effectively detect and locate all fault types.

The measurements from the protective devices are then used to locate the fault

location with high accuracy. Such a fault location algorithm with a phasor mea-

surement unit (PMU) placed at a feeder head [17] will reduce outage time by

increasing restoration speed. Since devices having the characteristics needed to

deploy this scheme are currently available, it is a practical and viable solution that

can be implemented on any microgrid system.

8.3 Power Engineering Education

8.3.1 Promotion

As I have mentioned at the beginning, Heydt’s contributions to power engineering

education are priceless and too numerous to mention here. I had the opportunity to

interact with him as member of the Administrative Committee of the Power

Engineering Education Committee (PEEC) since we started our academic careers

in the early 1970s. He has made unique and significant contributions to PEEC. He

proposed the formation of the Research Subcommittee to bring all the develop-

ments happening in the power and energy field for the benefit of the members.

This subcommittee continues to provide funding opportunities to all the
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faculty members of our field, particularly to those entering the academic profes-

sion. I should emphasize that it has been very difficult to seek funding from

federal, state, utilities and other industries since opportunities were very limited

until the dawn of the Smart Grid. But the leadership of the PEEC provides

avenues for all faculty members interested in research and education. Heydt

deserves the major share of credit for this initiative and PEEC members look to

him for his advice.

In 2002, he joined the PEEC Administrative Committee as Secretary and

continued to serve as its Vice-Chair and Chair for a continuous span of 6 years.

In these roles, he provided unique leadership roles in serving the PEEC members.

Because of his invaluable contributions to education, the members seek his advice

all the time. He has thus become a natural mentor for both senior and junior faculty.

I feel fortunate to be associated with him in this endeavor.

He has been a strong champion of the Midwest Power Symposium since its

inception in 1969. He then made a case of expanding this event to all interested

participants in the North American continent. The name of the event was changed

to North American Power Symposium (NAPS) which is held every year around

October. The symposium alternates between the east and west sides of the

Mississippi River in a university that promotes power engineering and makes a

strong case for holding the event. About 150 to 200 students and faculty partic-

ipate in this event. Only students are allowed to make paper presentations and

faculty members provide needed advice. This event provides an opportunity to

learn of the latest research and educational activities happening throughout North

America.

Professors Charlie Gross, Pete Sauer, and I joined Heydt in a paper on

promoting the power engineering activities in 1999 NAPS as leaders of PEEC

[18]. The initiative for developing the paper came from Heydt again. We subse-

quently published the article in the Power Engineering Review Magazine
[19]. The following year Heydt proposed that we survey and collect all High
Impact papers in power engineering since electricity was invented. Subsequently

all PEEC members were asked to participate in a balloting process to select the

top five papers. Heydt took a leadership role in the balloting process. These were

presented in 2000 NAPS at the University of Waterloo [20]. A unique feature of

these papers presentation is each paper was presented as though the original

author would have presented it. All the five presenters found proper attire to

make the event truly unique. Thanks to Heydt for the energetic role he played in

promoting power engineering education!

8.3.2 Commitment

Jerry Heydt has always been deeply committed to providing a very high quality

education so that his students, both undergraduate and graduate, will be placed in

challenging career positions. The proof is in the pudding! After more than four
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decades of his commitment, his students are very highly placed and they are well

recognized both in academe and in industry. Pete Sauer is one excellent example of

such a success!

He has dedicated his career to power engineering education by constantly

improving the quality and content of the courses he offered both at Purdue and

Arizona State Universities. He paid particular attention to constantly refining the

content of the courses he offered. He took deep interest in updating the curriculum

content throughout his career. His commitment is evident in the quality of the two

text books he published: one on Computer Methods to Power System Analysis [21]
and the second one on Electrical Power Quality [4] already mentioned above. It is

not an easy task to develop text books that have now become classics.

8.3.3 Reforms

Based on my informal discussions with him, I offer the following ideas for

reforming the power and energy education to meet the demands of the twenty-

first century.

• Offer self-paced undergraduate education via on-line courses.

• Offer Graduate Curriculum Development via on-line courses.

• Develop a series of smart grid courses.

• First step: Offer one or two introductory courses on smart grid.

• Have NSF, ECEDHA and IEEE provide the impetus and initiative.

• Bring experts to plan and develop the graduate courses using the latest IT

technology.

Some of the topics that deserve consideration in making both undergraduate and

graduate curricula relevant and meaningful are:

• Cyber and Physical Security (CPS)

• Smart Grid Basics

• Integration of Distributed Energy Resources including Storage

• Power Quality

• Reliability

• Optimization and Control

• Communications and computing (big data analytics)

• Microgrids

• Markets

• System Resiliency

• Sensors and other new technologies

I conclude this section with the hope that power engineering education will play

a dominant role in shaping the future of the world for the betterment of the society.
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8.4 Outreach

8.4.1 Power Globe

Heydt is the founder of the Power Globe as the e-mail forum. This is evident from

browsing the internet on the History of Power Globe [22]. To quote: “In 1989,

Heydt, then at the National Science Foundation, put together a list of e-mail

addresses taken from the NSF database known as the HP System. This was a list

of reviewers for the entire foundation. The names used were those who had

participated in an NSF review in the power engineering program. The HP system
was fraught with problems: many e-mail addresses were outdated and the list was

poorly maintained. The idea of an e-mail bulletin board was described at the 1990

PES Winter Meeting and several useful suggestions were received on how to make

use of the list.

At the 1990 PES Summer meeting, this was discussed further in connection with

the possibility of forming a University Research Subcommittee of the Power

Engineering Education Committee (PEEC). The idea was to use the subcommit-

tee—and potentially the list of names and e-mail addresses—to network the

community in matters of power research. Talukdar of Carnegie Mellon University

assisted in this matter and volunteered to use the computer at CMU as a host. The

number of names on the list was in the 25-50 range, and all were at universities. The

machine at CMU was called the Globe machine, and the name Power Globe was

given to the list. Talukdar, assisted by Sauer of the University of Illinois and

Heydt—then at Purdue—put together the Power Globe.

Heydt composed the rules and edited the list; Talukdar made sure the computer

implementation worked. There were a lot of problems since list editing was manual

and often fell behind schedule. There were many disgruntled users who wanted

their names added or removed in a timely way.

In about 1995, Ramesh, then a graduate student at CMU, was recruited by

Talukdar to make sure that the list of names was maintained smoothly. This worked

well initially, but the list grew steadily in size, and it became clear that a manually

maintained e-mail list was not practical. The main additions to the list in this period

were industry and government people on a worldwide scale. Ramesh completed his

Ph.D. and left CMU for the Illinois Institute of Technology, where he continued to

remotely maintain the Power Globe. This worked for a time, but maintenance of the

list was still time-consuming.

In PEEC Research Subcommittee discussions, it was suggested that the opera-

tion of Power Globe might be streamlined by utilizing a more advanced listserver.

North Dakota State was contacted in regards to the use of their listserver, which

hosts over 1,500 e-mail lists and employs software that is in common use at many

universities. Stuehm of NDSU investigated and found that it would be possible for

Power Globe to be hosted there.

On August 7, 1996, Heydt transferred the existing subscriber list to NDSU and

the present listserver-based Power Globe was created. Mork has been the list owner,
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coordinating the configuration of the list and providing subscriber maintenance.

The list owner task will be rotated among Power GlobeWorking Group members in

the future.

Operating experience to date has been positive, with high reliability of service.

Since most subscribers can now take care of their own subscription on a self-serve

basis, maintenance has been minimal.”

8.4.2 Technical Paper Reviews

Another example of Heydt’s outstanding commitment to service is his role as a

reviewer for papers and publications. I had the first hand opportunity to observe this

during 2004–2007 when I was Vice-President for PES Publications. In order to get

timely review of the Transactions papers, the Editors-in-Chief surveyed the perfor-

mance of more than 500 reviewers and found that he was the best reviewer in terms

of the timeliness and quality of reviews. While the Editors provided 3 weeks to

complete the reviews, Heydt typically took 2–3 days to complete the reviews.

I wish everybody had followed his model.

These two outreach cases clearly demonstrate his dedication to the service of

professional communities.

8.5 Summary

The essence of this chapter is to highlight the legacy of Professor G. T. Heydt to

Power Engineering research, education, and outreach through a few cases of our

interaction in the past four decades. We collaborated chronologically in the follow-

ing areas: six-phase power transmission, power quality, modeling of highly

nonlinear loads, and advanced generation technologies. I endeavor to summarize

the remarkable contributions Professor Heydt made to these areas. I was, and am,

indeed fortunate to interact with him because I have learned a lot in this process. I

consider him one of the top leaders in engineering education in general and in

power systems in particular. I sincerely hope that we will have many opportunities

to interact in the future. I wish him a long and successful professional career so that

many students and colleagues can benefit from his contributions yet to come.
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Chapter 9

The Power Engineering Workforce
in Washington and the Pacific Northwest:
Opportunities and Challenges

Alan Hardcastle, Kyra Kester, and Chen-Ching Liu

9.1 Introduction

The shortage of the power engineering workforce has received great attention

nationally in recent years. To facilitate a national strategy to address this issue,

the National Science Foundation sponsored the Workshop on the Future Power

Engineering Workforce on November 29–30, 2007. The forum was cosponsored by

the North American Electric Reliability Corp. (NERC), IEEE Power and Energy

Society (PES), and the Power Systems Engineering Research Center (PSERC). A

coauthor of this chapter, Dr. Chen-Ching Liu, chaired the organizing committee of

the Workshop. Leaders from universities, industry and governments developed a

number of recommendations:

• Create a single, collaborative voice on solutions to engineering workforce

challenges.

• Strengthen the case for extraordinary efforts to build, enhance, and sustain

university power engineering programs.

• Envision the future challenges in electric energy supply and demand and develop

an image that will increase interest in power engineering careers.
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• Stimulate interest in power engineering careers and prepare students for a post-

high school engineering education.

• Make the higher education experience relevant, stimulating, and effective in

creating high quality and professional power engineers.

• Encourage and support increased university research to find innovative solutions

and to enhance student education.

Following this workshop, with leadership from IEEE Power and Energy Society,

a US Power and Energy Engineering Workforce Collaborative was established.

The Collaborative Management Steering Committee indicated that over the next

5 years, about 45 % of engineers in electric utilities would be eligible for retirement

or could leave engineering for other reasons. The Committee also concluded that

these losses would create a need for over 7,000 power engineers by electric utilities.

In addition, two or three times more power engineers may be needed to satisfy the

needs of the US economy. The first item of the priority goals identified by the

Collaborative was to “double the production of undergraduate and graduate students

in power engineering.” Further background information can be found in references

4 and 5 of this chapter. The remainder of this chapter reports the results of a survey of

the power engineering workforce conducted by Washington State University.

In 2008, the Washington State University (WSU) Energy Program completed a

regional labor market and workforce study of electric power employers. The study

collected data regarding new hiring, anticipated retirements and replacements,

hiring challenges, and workforce education needs [1]. The study findings mirrored

national predictions about the aging utility workforce, looming retirements, popu-

lation trends and other factors that were predicted to create considerable labor and

skill gaps in the electric power industry.

That initial study focused primarily on technical craft occupations: operators,

mechanics, electricians, technicians and line workers. The engineering workforce

was not a focus of the original study.

Since that time, the electric power industry has continued to transform how it

generates, transmits and distributes electric power through the application of

advanced technologies and processes, and other smart grid innovations. At the

same time, the deepest recession since the Great Depression contributed to weaker

short-term demand for electric power and delayed departures by retirement-eligible

employees due to economic uncertainty and weakened retirement portfolios. How

those two factors affect the power engineering industry and workforce were not

well understood.

9.1.1 Purpose

This project was launched to provide current, systematic data on engineering

employment to identify the labor market and workforce challenges in the North-

west, and particularly in Washington State. This study sought to find answers to the

following questions:
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• Have industry restructuring, new technology and the recession reduced the need

for new hires or expanded demand in specific occupations and sectors?

• What are employers’ estimates of the need to replace experienced power engi-

neers due to retirements?

• What gaps do employers’ anticipate, and what new succession plans or strategies

do they have for filling these gaps?

Employer responses to these questions were collected to provide useful infor-

mation for power engineering programs, faculty and students.

9.1.2 Methodology

To address these issues, the WSU Energy Program supplemented the 2008 research

specifically for electrical power engineers, leveraging a portion of the research data

collected for an expanded regional update of the 2008 study [2]. The project

reviewed existing research and collected new data directly from a sample of

Northwest employers. The combined quantitative and interview data were used to

generate near- and longer-term forecasts for new employment and replacement of

retirees, and strategies for filling key skill gaps.

To balance information from employers at multiple levels, the study gathered

information by survey and by direct interview. As shown in Table 9.1, 18 Northwest

energy companies from Washington, Oregon, Idaho, Montana, and Utah—

representing a mix of utilities and energy service companies of different types,

sizes, and geographic locations—were included. All participants were assured

confidentiality.

The selection of the organizations was not based on statistical sampling pro-

cedures and the results cannot be reliably generalized to the electric power industry

as a whole. The organizations represented the concentration of the industry in

Washington, but many provide employment in nearby states, reflecting the regional

nature of the labor market. The organizations include utility and consulting engi-

neers, and those engaged in power system design, generation, transmission, and

distribution.

Survey topic areas included:

• Total employment and current employment for power engineers.

• Current job vacancies, employment forecasts for new hires, and retirement

replacements for power engineers.

• Succession planning and related strategies.

• Current and future training needs for power engineers.

The next section of the report includes:

• A brief summary of the major changes in the industry since 2008.

• Associated workforce and education-related trends.

• The reactions of representatives of the Northwest electric power industry.
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9.2 General Changes: 2008–2013

Two key factors have driven change in the Northwest electric power industry since

2008. The first consists of the continued modernization of the electric power

infrastructure, particularly the implementation of technological innovations such

as those included in smart grid installation. These include the technical and

procedural changes driven by regulation and those created by continuing advances

in technology. Technological changes are altering the industry in terms of power

production and delivery, and changing the tools and procedures employed in all

modern business. Customer expectations, customer skills and access to home

technologies are changing the way that utilities do business just as deeply as they

are changing businesses like banking and retail trade.

The second set of changes results from the economic recession that began in

2008. Despite official recovery, the recession’s effects continue to reverberate in

varying degrees around the nation. In parts of the Northwest, it may seem that the

recession is well behind us, but the recovery has been deeply erratic, varying widely

among communities and industries, as evidenced by power consumption and

employment patterns.

For power engineers, then, changes come from two directions: from the change

in the science of the power industry and from change in its business environment.

Table 9.1 Participating employers and total employment

Employer Total regional employment

Avista 1,672

Bonneville Power Administration 3,089

Chelan County PUD 643

Grant County PUD 721

Grays Harbor County PUD 152

Idaho Power 2,081

Incremental Systems 7

Northwestern Energy 1,428

PacifiCorp 6,251

Pacific Northwest National Labs 4,500

Portland General Electric 2,547

Puget Sound Energy 2,981

Schweitzer Engineering Labs 2,030

Seattle City Light 1,801

Snohomish County PUD 1,044

Tacoma Power 843

Transalta 296

US Bureau of Reclamation 1,093

Total employment 33,179
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9.2.1 Regulation and Technology Changes

Much of the regulatory change still affecting Northwest utilities arises from the

massive blackout in the Northeast in 2003. The binational, 3-months investigation

that followed concluded that the blackout had been caused by a combination of

human error and equipment failures. The final report recommended far-reaching

changes to reduce the chance of repeating such a widespread event. These included

replacing the voluntary standards for industry reliability that were established by

the North American Electric Reliability Council with standards that were manda-

tory and enforceable. When Congress passed the Energy Policy Act of 2005, it

expanded the authority of the Federal Energy Regulatory Commission (FERC) and

required it to request, approve, and enforce new reliability standards for the new

North American Electric Reliability Corporation (NERC) [3].

Since that time, the federal government has invested $4.5 billion in federal

stimulus money toward the construction of a smart grid, enabling utilities to add

hundreds of advanced grid sensors and millions of smart electric meters, which help

power companies keep near real-time tabs on the state of the grid.

In fact, the increased demand of escalating regulation was a consistent refrain

from those interviewed for this report. These regulatory responsibilities had a big

impact on utility staffing and personnel. One common result of complying with

these requirements is to combine the traditional core activities of an electrical

engineer with those of computer engineers (see further discussion below).

Additionally, some of the technological changes arising from modernizing the

grid required current workers to be retrained to ensure accurate installation, main-

tenance, and support. Adding new forms of electricity generation while utilities also

investigate alternative energy sources can increase the need for additional training,

as do the enhanced information and safety components of smart grid technologies.

9.2.2 Workforce Issues

Modernizing an infrastructure as widespread as the nation’s electrical power sys-

tem—which is critical to the nation’s economy, national defense, and the general

population’s sense of well-being—is fraught with political and economic difficulty.

Workforce issues are only one aspect of this complex undertaking, but these issues

are critical because human error played a significant role in the power failure of 2003.

9.2.2.1 The Aging Workforce

Compounding the need for employees who are adept at managing new technologies is

the imminent threat of widespread retirements. In fact, retirements have been a critical

issue ever since the blackout, impelled by a National Science Foundation workshop in
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2007, when the Power & Energy Society of the Institute of Electrical and Electronics

Engineers (IEEE) founded the US Power and Energy EngineeringWorkforce Collab-

orative (PWC) [4]. Its charge was to strengthen the US power and energy workforce.

In a 2009 report, the PWC noted that approximately 45 % of US electric power

engineers would be eligible for retirement or could leave engineering for other reasons

in the subsequent 5 years (see Fig. 9.1) [5]. A corroborating survey conducted by an

industry consortium, the Center for Energy Workforce Development (CEWD), in

2008 found that this decline could reach 40–50 % by 2013 [6]. A more recent survey

by CEWD found that while the percentage of potential engineering replacements had

declined to around 38 %, due in part to the recession, this nonetheless represents the

potential replacement of 10,600 engineers between 2010 and 2015 [7].

These general concerns about the age of the utility workforce are not lost to

employers in Washington State and across the Pacific Northwest [8]. Figure 9.2

shows that among the age cohorts for all industries in the Pacific Northwest states

combined, 37 % of the workforce is made up of employees under age 35 and just

20 % of the workforce in all industries is age 55 or older. In contrast, for each state’s

utility sector, just 20 % or fewer of employees are under 35, while 30 % or more are

55 and older. More broadly, over 60 % of regional utility workers are now 45 years

of age or older.

9.2.2.2 University Programs

Unhappily, while the need to prepare new workers was increasing, many university

power engineering programs were weakening. This was largely due to the
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increasing popularity of other electrical engineering specialties, a decline in

research funding to support graduate students, and low student interest in science,

technology, engineering, and mathematics in general.

Additionally, the 2009 PWC report indicated that approximately 40 % of power

engineering faculty at US universities would become eligible for retirement within

the next 5 years, and 27 % were expected to retire [9]. The gap in the number of

engineers available for hire cannot be filled without faculty in place to train them.

This concern is echoed by many industry analysts concerned that the pipeline to

replace experienced engineers is not as dynamic as needed, largely because so

many professors in university power programs face retirements and many programs

have severely limited faculty replacement allotments.

The PWC report noted that overall enrollment of university students in power

and energy engineering courses was increasing. The report speculated that the

increase resulted from a growing interest among young people in renewable

energy systems and green technologies. Yet the report also pointed to

survey results showing that the overall number of students interested in electrical

engineering was declining, and that the number of students completing power

engineering degrees would need to double over the next 5–8 years to meet

future employment demand from utilities and other industry sectors. A shrinking

pool of electrical engineering students limits the future supply of new power

engineers.

All of the industry representatives who were interviewed for this study indicated

some level of interaction with the universities where they most frequently recruit

new employees. The industry representatives generally understood the need to have

good working relationships with engineering programs and their students. How

closely they were engaged with campuses varied widely, from those who went only

for recruiting and informational opportunities, to those with ongoing curriculum

discussions with faculty. Most had what they considered a good relationship with

between three and six universities where they routinely hired graduates.
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Describing the specific challenges they faced when recruiting power engineers,

many industry representatives replied that engineers with experience in power

planning and operations were the most difficult to find. Industry needs engineers

who understand the nature of compliance with new and ever-changing regulations,

including planning for upcoming changes. Too many applicants had too little

experience, particularly in power generation, and no experience in a large power

plant. Others found that the applicants had too little understanding of the challenges

of providing urban power service.

Nearly all industry representatives found few applicants with experience that

extended beyond the classroom. As one group of engineering managers noted, “We

can find HVAC-experienced engineers, but not engineers with large energy plant,

power generation experience.”

Some utilities have benefited over the past few years from a stable workforce, as

retirement-eligible employees chose to defer their departures due to the recession.

Now, as recovery gains traction, employers are finding that they have acute hiring

needs but a shortage of qualified applicants and few recruiting experiences to

guide them.

Employers also need supervisors for mechanical and electrical engineers across

the electrical grid, but cannot find applicants with relevant experience. Some

utilities that are now using recruiters are finding that advertisements are attracting

entry-level applicants, but not experienced applicants.

Employers also report compensation to be a substantial issue through the entire

salary range, although there are industry variations. Federal employers found

themselves at a disadvantage for the first few years of an engineer’s employment

due to very low starting salaries, but their attractiveness increased after a few years

with the steady “step” increases of public personnel systems. Other employers

seemed able to set starting salaries at a competitive level, but were not able to

advance salaries at the same rate as industry partners, contributing to the churn of

mid-level engineers.

9.2.2.3 Effects of Recession

For a while, the economic recession stalled many retirements and made employees

less likely to change jobs. Both factors reduced the number of potential replacements

required in the short term. The CEWD survey in 2011 illustrated the change [7]:

• More engineers overall.

Even during the recession, utilities continued to hire engineers—a 3.6 %

increase nationally—even while the size of the industry workforce decreased

overall by 11,000 jobs in the 2 years from 2009 to 2011.

• Fewer employees leaving for reasons other than retirement.

“Forecasts for annual attrition for reasons other than retirement decreased

over previous years from an average of 5–2.2 %, most certainly a result of the

(recession).”
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• Fewer retirements, which move the looming retirements forward, but increasing

the potential abruptness of their loss.

“The workforce continues to mature—the average age of the Electric and

Natural Gas Utility workforce has increased from age 45.7 in 2006 to 46.1 in

2010. Comparisons by age groupings show that the number of employees

between the ages of 18–27 has decreased while the number of employees age

53 and above has increased, reflecting both the number of mid-career hires and

the number of employees who are waiting to retire.”

Other Issues

In addition to the effects of recession, many parts of the energy industry remain

affected by the federal budget cuts and sequestration. This is particularly true of

federal organizations in the Northwest, such as the Bureau of Reclamation, part of

the Department of the Interior that runs Coulee Dam. These cuts appear particularly

damaging to internships, which are commonly used as a way for the power industry

to attract, initiate and select potential employees from among engineering students.

Federal internship programs, such as the one at Coulee Dam, have been heavily

restricted by sequestration.

These conditions form a backdrop to the information gleaned in this study from

representatives of the Northwest power industry. The next section presents analyses

of employment-related data, future forecasts, and commentary on the workforce

conditions these employers face.

9.3 Results

This study inquired specifically about employment and workforce issues that affect

electric power employers and engineers across the Pacific Northwest. These

include:

• Current demand and vacancies.

• The aging workforce, retirement forecasts and industry responses to it.

• Recruiting new workers and future demand.

• Supplementing the skills of new workers.

• Supplementing the skills of experienced workers.

• Attracting youth to the industry.

It is important to note that this study is based on a limited employer sample, and

the data do not account for vacancies, retirements or hiring estimates at other

organizations. Thus, the data reported by employers likely understates the actual

number of current and future employment opportunities available to power engi-

neers across the region.
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9.3.1 Overall Demand

The primary method for measuring overall demand in the industry is what

employers report as their current “demand,” based on their current openings and

anticipated needs. To learn this, we surveyed employers in the electrical power

industry in the Pacific Northwest. These employers reported their demand in a

critical core of occupations; their responses highlight the need for power engineers.

As shown in Table 9.2, employers reported 85 current vacancies for power

engineers, accounting for 28 % of total vacancies among the nine occupations

studied. The 11 employers who had engineering vacancies also reported that,

despite the many challenges of recruiting and hiring qualified power engineers,

they expect to eventually fill all but one of the openings they have available.

Although it was not a focus of this study, it is worth noting that the electric

power industry provides very high-wage employment and compensation for

power engineers is among the highest across all occupations [10].

9.3.2 The Aging Workforce

All the industry representatives interviewed for this study were asked about the

retirements they anticipate and how they were planning for those retirements. In

most cases, employers were well aware of the issue; most knew how many of their

current engineers were or would soon be eligible to retire and they knew the

imminent plans of those engineers. Table 9.3 illustrates employers’ 5-year

retirement projections across several occupations, including power engineers.

Table 9.2 Current vacancies and hiring expectations by occupational group, 2013

Occupational group

Number of

vacancies

Number of vacancies

employers expect to fill

Number of vacancies

expected to remain unfilled

Operator 28 28 0

Mechanic 15 15 0

Electrician 39 25 14

Technician 24 22 2

Line worker 60 47 13

Power system

operator

18 18 0

Power engineer 85 84 1

Customer service

representative

51 50 1

Energy efficiency

program manager

3 3 0

Total in these

occupations

305 275 30
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Over 20 % of current power engineering workforce is expected to retire over the

next 5 years. Further, the 15 employers who estimated future retirements and

indicated replacement values for power engineers indicated that they expect to

replace all openings.

Naturally, employers realize the potential damage caused by losing so many

senior staff in a short period. In fact, no employer reported being unaware of the
looming problem. Many have developed strategic plans for replacing their veteran

staff as they retire. How much planning—and how well it has been absorbed at the

operational level—varies, as evident in the comments of industry representatives

with whom we spoke.

At one company, for example, a unit manager stressed, “We have a succession

planning culture. We have had for about 10 or, really, 15 years. We always try not to

get caught with retirements or people leaving and us not knowing how to backfill

those positions.”

Another employer, for whom senior staff members are particularly crucial,

reported, “We have a hiring plan approximately 5 years in advance of need. It’s

updated annually, and it’s fairly seamless. And for senior staff we have a succession

plan. We target those, but of course everyone will be replaced at some point.”

More often, however, while employers were thinking about the issue and most

were aware of their employees’ ages, their approaches to the problem varied in

different units or were largely ad hoc. Describing a common condition, one

representative said, “It’s really up to department managers. We do have a system

for filling critical needs, but it’s mostly up to department managers to determine

how to do this. It’s up to them.”

Employers frequently referred to the importance of their internship programs.

A representative response was, “A few years ago, we started a program of hiring

seven interns each summer to evaluate and expose them to the industry. The number

had fluctuated before with the budget, but for 3–4 years it was seven consistently.

Table 9.3 Anticipated retirements in FTEs per occupational group, 2013–2018

Occupational group

Number of retirees

projected

Percent of current

workforce

expected to retire (%)

Operator 152 14.6

Mechanic 150 16.4

Electrician 251 26.0

Technician 158.5 18.6

Line worker 386 18.2

Power system operator 66 17.0

Power engineer 210 20.5

Customer service representative 144 8.8

Energy efficiency program

manager

38 22.9

Total 1,555.5 17.0
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We followed that with a plan to hire young engineers, even creating positions for

them to backfill potential retirees. We prefer to hire to a specific position.”

Many employers rely on grooming interns as a way to fill openings, although

filling entry-level positions does not address the retirement of a senior engineer

unless, as many noted, the entire spectrum of staff is also prepared so they can be

promoted to fill senior positions.

A few managers, primarily with larger employers, also mentioned that their

succession policies have evolved since the issue of retirements arose. One manager

noted, “Our succession planning has changed and evolved, of course, as staffs have

changed and different people have been involved. And it is driven by the needs of

different sectors (of the utility), as some parts have more needs than others.” These

variations may be practical, but they make it more difficult to observe and report a

singular approach to addressing retirements.

At several utilities, section managers admitted that while their human resources

staff might have plans on file, operational reality could be different and usually

varied with each retirement. When faced with openings and no applicants, what did

they do? Some changed the work so it could be done by less experienced engineers.

Some hired new graduates and trained them. While these employers have investi-

gated hiring from other industries, only a few have done so successfully. Most

reported that the work was too dissimilar. “It works for other trades, such as

electricians, but not for engineers.”

9.3.2.1 A Recycled Asset: Retire/Rehire

One obvious way to address retirement is to hold on to the employee who is eligible

to retire for as long as possible, providing incentives for deferring departure.

Another strategy is to utilize the employee after retirement to help address the

longer-term challenges associated with the transition of skilled employees. Among

the targets are retirees who can be rehired on a part-time and/or project basis or

consulting organizations that have hired retirees.

Because retirees offer the benefit of institutional knowledge, many employers

report using them to offset the lack of experienced engineers for mid-career

positions. None of the respondents reported using retirees as a substantial part of

their workforce; rather, many seemed only to utilize particularly skilled or unusu-

ally experienced retirees. A common example: “We use retirees just a little bit. Two

examples are a former employee who is a mechanical engineer and one who was

always a consultant to fill vacancies on an as-needed basis.”

A few employers described the relationship between consultants and retirees.

When senior engineers retired, skilled mid-level people were not always available

to fill those positions. As one employer explained, “You hope to have somebody

you’ve been working with who can step into the role. But if not, then we recruit—

advertise in the larger engineering community first. But if that expertise is just not

out there, then we look for temporary solutions until we can train up an internal

employee. Sometimes we can use a retiree on a temporary basis.”
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At least one employer appreciated the contributions of retired employees so

substantially that they were given emeritus status and a workspace was maintained

for them. As a result, said this employer, “. . .Many stay around half days. They are

not rehired, but also not doing regular work. They add credibility to what we do.”

9.3.2.2 Hiring Contractors

Many employers reported utilizing consultants to help address staffing needs. “We

use contractors quite a bit. We have contractors with whom we work regularly and

they send us engineers from all over: Florida, Chicago, Denver. We use them for

engineering, as project managers, for support positions.”

Frequently, contractors were relied on to meet temporary needs for which

permanent staffing was not required. A common example was the need to make

changes in workplace processes to comply with regulations. Once these changes

were made by consultants, the ongoing duties were absorbed by regular staff. “We

have a lot of work right now with license implementation. There’s just no way we

can do all the design work for the floating surface collectors, for the hatcheries, for

that type of work, so we are trying to stay involved and managing (the contractors)

with our own in-house engineers and doing as much design as we can, but there is

just a level we cannot accomplish. So, yes, we are hiring consulting engineers. And

they are having similar (staffing) problems!”

In other cases, costsmotivated the hiring of consultants.Many employers reported

that consultants were hired more cheaply than permanent staff. One employer spoke

specifically of hiring a consultant in order to use one of their staff, whowas later hired

directly when the budget permitted. Others mentioned similar examples of hiring

staff from consultant companies. “I hire the best I can find, I don’t compromise. If you

do, you pay for it later. The consulting firm appreciated having the work we gave

them, but they didn’t appreciate me taking most of their best people!”

One reason cited for the “poaching” of experienced staff was the cost of

mentorship and training, which had suffered budget cuts in recent years.

We used to hire a bunch of new engineers, rotate them around the company, but then hiring

leveled off. We may get back to that model because we have to—we can’t seem to find

(experienced engineers) on the market—but for now, the financial realities just don’t allow

for us doubling-up on hiring (meaning, hire and put with mentor for 3–6 months, for

example, to train and do knowledge transfer). We just can’t double up on hiring to do

student-mentoring anymore.

9.3.3 Attracting and Preparing New Power Engineers

Extending relationships with retirees is not a permanent solution to a personnel

shortfall, and the situation is likely to worsen soon. As CEWD noted in 2011, the

current prolonged employment of senior workers is likely temporary because the
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economic recovery may make retirement feasible once again. That may, in turn,

cause employers to begin attracting mid-career engineers away from each other. No

matter how much churn occurs, new engineers are needed and the supply of power

engineers in the pipeline becomes more critical.

As part of this study, employers were asked about their anticipated hiring in the

next few years in nine occupational groups. The results appear in Table 9.4.

Although projected new hiring among these employers is very modest, the antic-

ipated hiring is highest for power engineers.1 When combined with current vacan-

cies and especially employers’ estimates for retirement replacements, the data

further emphasizes how critical the availability of new power engineers will be.

9.3.3.1 Recruiting New Engineers

In the study interviews, employers were asked specifically about how they recruited

power engineers and the difficulties they faced doing so. Table 9.5 summarizes their

responses.

Overall, employers reported that power engineers were the most difficult

employees to recruit and hire. Several noted that the competition for experienced

power engineers (mid-levels and above) was especially intense, and that younger

engineers—especially electrical engineers with power experience—were fre-

quently lured to other companies by higher compensation, better work conditions,

or other factors. Employers noted that these young professionals tended to be very

Table 9.4 Projected staffing change in FTEs per occupational group, 2013–2016

Occupational group

Net growth

in FTEs

Total current employment

in occupation

Percentage change next

3 years (%)

Operator 2 1,039 0.2

Mechanic 18 912 2.0

Electrician 6 964 0.6

Technician 1 854 0.1

Line worker 1 2,120 <0.1

Power systems operator 0 388 0.0

Power engineer 21 1,027 2.1

Customer service

representative

0 1,635 0.0

Energy efficiency pro-

gram manager

1 166 0.6

Total new employment 50 FTEs 9,105 0.5

1 This finding is reasonably consistent with the existing state labor market forecast for Washington,

which shows electrical engineers as an in-demand occupation with an annual growth rate of 1.9 %

between 2010 and 2020. However, these data do not report specifically for power engineers. See:

https://fortress.wa.gov/esd/employmentdata/reports-publications/occupational-reports/occupations-

in-demand.
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mobile, and that high demand for this occupation meant that qualified candidates

had many employment options both within and outside of the energy industry.

9.3.3.2 Cultivating Relationships with Universities

Given these reported challenges, employers were also asked how they found their

new, entry-level hires. Most immediately cited a small number of engineering

programs they worked with regularly and recruited from most often. The University

of Washington and Washington State University were frequently mentioned as the

regional public universities producing the most engineers. Others named Seattle

University, Gonzaga University, Idaho State, Portland State, and a small number of

schools outside the region (Howard University, for example). And one employer,

with a particular need for employees who would need to relocate to a very rural

environment, preferred to recruit from Eastern Washington University and focus on

students from rural backgrounds.

Two employers expressed related concerns about the intensely technical focus of

engineering programs.

• One was concerned that there is no effort to address a key characteristic of

Generation Y,2 which is the desire to find their work meaningful and to contrib-

ute to change. The employer argued that this case could be made more strongly

by faculty and through engineering programs. However, these programs are

usually so heavily focused on the technical aspects of engineering that the

personal values and societal benefits associated with engineering education are

not adequately emphasized for the millennial generation. This deficit in engi-

neering education is likely leading potential engineers to turn elsewhere for that

satisfaction.

Table 9.5 Recruiting and hiring challenges

Position Challenges

Power

engineers

Requires 4-year engineering degree, usually electrical engineering

Hardest to find

Prefer power generation experience

For smart grid work, need IT and computer science/software and automation

knowledge and related skills

Requires multi-state recruitments to secure qualified engineers

Experience high turnover; many newer graduates, in particular, stay for only

3–5 years

Lack of preparation requires lengthy in-house training progression

2 In the U.S.A., Generation Y refers to individuals born in the 1980s and 1990s, comprising

primarily the children of the baby boomers and typically perceived as increasingly familiar with

digital and electronic technology. Generation Y is synonymous with the Millennial Generation.
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• The other employer was concerned that over-emphasizing technical skills may

push out candidates who could do the work required and might, in fact, bring

more well-rounded characteristics to their jobs. These are characteristics the

industry is actually looking for, such as having a team-based approach, inter-

disciplinary skills, project management skills, and broad knowledge of com-

puter, IT, and communication software and applications.

9.3.3.3 The Role of Internships in Recruitment and Pre-training

Nearly all the industry organizations engaged actively in internships to attract

engineers to the field, provide practical experience in the industry, and provide a

first look at potential future hires. Those employers that did not hire interns were

restricted by budget constraints.

Despite the important role that internships play, especially in light of the

potential shortfall of workers, the number of engineering students for whom intern-

ships are available seems small. Typical responses included:

• “We will have two or three per year.”

• “Typically we hire four interns. We screen an application, check GPA, etc. Then

we interview, introduce eight applicants to staff, and we will hire four.”

A few employers were able to do more:

We hire 20 summer interns. They are work assignments and the interns apply like theywould

for a job, but we expect less of their qualifications. We provide a mentor, but nothing more

formal than that, except that they should participate in our summer lecture series, as all staff

do, which are 1-h lectures on a variety of topics. Any of us can sponsor an intern, so the focus

is on what the project needs. And we also have graduate program internships of 3–6 months.

Asmight be expected, budget allocations determined the final number of interns.At

least one employer found that pre-planning helped them identify how many interns

they were likely to support. If they were planning to assign work from an ongoing

project, then the funds already assigned to that project would cover the internship.

Those who mentioned recruiting from specific schools reported that, in their

opinion, the strength of interns from the programs they targeted reflected the quality

of the engineering program there. Many reported recruiting nationally, particularly

those employers who expressed concern about recruiting minorities. Still, several

also expressed dismay that successful recruitment of interns or new graduates did

not necessarily correlate with successful retention, particularly for those employers

with lower pay scales and challenging community environments.

One employer also reported working specifically with the Multiple Engineering

Cooperative Program (MECP), typically sponsoring three MECP engineers per

year.3 “And we do that in generation, as well as substation design areas.”

3Multiple Engineering Cooperative of Oregon universities, an exclusive program, sponsors 3, -

6-months internships in the industry. Students require 5 years to graduate due to the internship,

which is paid ($17/hour) Interns are given simple to advanced projects to do, and are given

guidance. Interns include electrical, civil and mechanical engineering students.

238 A. Hardcastle et al.



Interns were usually placed throughout the company. Most, in fact, were

“brought into specific departments” and matched to specific projects. “We hire

interns every year—across the company, in many disciplines.” The assignments

varied, but all interns were required to get at least some field experience. In a few

cases, interns were intentionally rotated through a variety of departments to extend

their exposure, but most were “exposed” to different work areas rather than

formally rotated. “They must also be exposed to other units, at least one, and take

tours and participate in detailed project discussions.”

In a few cases, the internship was a structured program, utilized across the

company. In more cases, however, interns were hired as needed and used where

projects could utilize them. “Historically these have been project driven, so we look

for projects during the year that would suit an intern well. (We) might be looking at

efficiency unit data, it might be inventorying asset management related, it varies,

and if we have a solid project we bring an intern in. Usually one per year, two

maybe last summer.” For a few employers, that meant planning throughout the year

to identify which projects could utilize an intern. But for most it meant a commit-

ment to using interns who, once hired, were matched with available work.

According to the employers who were interviewed for this study, internships

were not usually structured and depended on matching interns with appropriate

projects after they had been selected. As one employer noted, “To my knowledge,

we don’t have a written plan that would describe what we hope the intern goes away

with. We should, but we don’t.” Some utilities had specifically defined programs,

focusing on corporate business practices, for example, but most engineering interns

were simply assigned to do current project work. And most firms found the intern-

ships fruitful: “We have only ever once had an intern who clearly wouldn’t fit in our

culture. All our other interns, we’ve had no difficulty and have hired several.”

Lack of formal program definition did not necessarily mean lack of fore-

thought, however. Several employers described the intern hiring process as the

midpoint in a planning/hiring/supervising continuum. “Interns are planned for

ahead of time so the unit that will be getting one is part of the interviewing, takes

responsibility for the intern, and takes ownership of delivering at least as much

value to the intern as the intern might deliver to us.”

While most organizations may be committed to recruiting and employing

interns, the experience of each intern could vary widely, even when with a single

employer.

Many engineering units plan for their summer interns throughout the year,

examining projects for opportunities that might suit a student, and then requesting

an intern for the work. Other worksites recruit interns, and then as they interview

the applicants, determine where they might be most useful and most successful.

We use interns in specific areas: substation engineering, protection and control, and

planning/operations. We are targeting more juniors, and depending on the coursework

they have taken—and if they have some power-related courses—we assign them. But we

tell them where they are to be placed, who would be the mentor, and ask if that is what they

want to do. We get their input into the assignments. The internship typically lasts 13 weeks.
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We do two batches: normally WSU students start early, in the middle of May; later, UW

students come on as school ends.

So important are internships to students that some seek to repeat the experience.

When employers were asked if interns were allowed to repeat, responses varied.

One employer told us, “We’ve had a couple return. We don’t have a formal policy to

try to hire different people and spread the wealth (of opportunity) around, but there

is some consideration of not hiring interns too early or too late in their studies, so

there is probably one good year or maybe two when this is most valuable.” And

sometimes interns were not only extended, but were hired directly: “In two cases, we

extended longer than summer and finally just hired them. I have a case like that now.”

And the interns are right about the importance of the experience. Almost all

employers who used interns reported a high likelihood of hiring those who proved

themselves. As one noted, “Our internship is very successful. We have hired about

25 % of them, usually two out of every summer’s seven.”

Every industry representative with whom we spoke reported at least some

difficulty hiring engineers. The most common difficulty was finding experienced

engineers, and particularly those with 15 or more years of experience. Many

employers found salaries a hindrance, particularly among public entities that did

not feel competitive with private industry. This was particularly true when com-

peting for PhDs or even engineers with master’s degrees. Entry-level hiring seemed

comparatively easier.

Yes, we mostly hire younger and train. We prefer to find PhDs and industry experience, but

it is rare. And only for 3 or 4 years are our salaries really competitive. So, we hire out of

college, with all the experience on paper, no field experience. It doesn’t cause any real

problems, except that we have to provide that knowledge and make careful benchmarks for

developing experience.

9.3.4 Supplementing the Skills of New Workers

Many employers have created specific processes for adding to the skill base of

newly hired engineers. Most were not formal training programs; rather, they were

typically unstructured training experiences, relying on current workers to provide

varying degrees of oversight and mentorship. A few employers remarked that they

found this requirement acceptable. They seemed particularly understanding of the

breadth of material that a baccalaureate-level program must cover and sympathized

with the need to make the bachelor’s-level instruction generic enough to serve a

diverse industry. They were not dissatisfied with the need to seek master’s-level

candidates for power engineering specializations, even accepting that graduates

with master’s degrees still required additional training in the specifics of their

organization. As one employer noted, “Even with a PhD or master’s, we find

more expertise, but not experience.”
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Most new hires are young engineers. Although internship experiences were

described as an asset for entry-level applicants, they were not prerequisites for

hiring. Given the small number of internships apparently available, that would be

untenable. Thus, most new hires arrive without much—if any—background in the

industry. In fact, many industry representatives lamented the lack of industry

exposure among new hires.

Therefore, in our interviews we inquired specifically about the preparation of

new engineers. We asked about the technical preparation of graduates, but also

about their general preparation for working in the electric power industry.

Employers indicated strong agreement that the graduates hired from Pacific

Northwest universities and a select number of out-of-region schools were well

prepared in basic engineering.4 Some employers commented that the new engineers

recruited from schools where they had cultivated relationships were well prepared.

There was equally strong agreement, however, that new graduates were far less well

prepared for work in the power industry. “Power system engineering under elec-

trical engineering is not taught at enough schools,” said one employer. It was

generally observed, too, that this largely resulted from student choice. “EEs want

(courses in) microelectronics, not power.”

A few employers noted specific issues about internships that others did notmention.

• One observer noted that the issue of hiring, both for engineers and interns, is

particularly American. “We have a great shortage of U.S. citizens available in

the industry. It’s not sexy. We look at the students of 11 different nations,

countries paying them to come here to train and then return home. Two-thirds

of my staff are foreign nationals, and it might be more except that security

clearances require citizenship, at least in our setting, for which cybersecurity,

federal and state security clearances are required. But recently we had posting

with 16 mid-career applicants, and only one was a U.S. citizen.”

• A related issue was candidate diversity. “We make specific recruiting efforts for

women and minorities. It’s just that the pool’s not that deep, so when someone

appears, they often leave here relatively quickly. The real problem is the general

supply. They get multiple offers.”

Most of the concerns about preparation for the electric power industry fell into

two categories:

• Technical skills, including those particular to utilities and those likely required

by many employers.

4 One employer disagreed strongly, alleging that engineering programs generally were not prepar-

ing electrical engineers adequately. This employer hired nationally and reflected on the engineer-

ing graduates broadly. The reference was also made, generally, about older engineers rather than

recent graduates. “We have seen EEs with degrees who don’t know the basics of electrical

engineering. This was (among) the older group, who studied certain aspects of EE but didn’t

know others.” Their solution was to determine which universities had the strongest programs and

recruit only there.
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• Social skills, likely affecting any employment, but a strong shortcoming for the

energy industry work.

9.3.4.1 Technical Skills Lacking Among Young Engineers

Employers described technical skills they saw as lacking among young engineers.

Power Industry Specificity

The most common complaint among the employers who were interviewed was the

lack of exposure to and experience with power industry equipment, processes, and

requirements. Many employers observed that “fundamental power system engi-

neering principles” had shifted out of undergraduate programs and now resided in

graduate-level studies. Most acknowledged that the electrical engineering under-

graduate program was demanding in order to include all the core requirements, but

the most senior interview participants felt that was acceptable. “When I was there,

EE was way more credit hours than other programs, because you really needed the

time (to cover those essentials). Things like basic power flow and sequence

components training seem to be lacking at undergraduate levels. We’re getting

MSEEs now with that background, but I did most of that in undergrad courses.”

Many noted that some graduates lacked a “broad, complete foundation in power

system basics.” One noted, “System protection and power flow are big, important

topics to (cover).”

In related comments, employers observed that new graduates were “unfamiliar

with the equipment. They haven’t seen it before except in textbooks. They have

textbook skills, but it takes them awhile to distinguish between bushings, insulators,

and other equipment pieces.” Other practical applications were also too rare.

“Reading drawings; making drawings. They are taught theory, but not how to put

together a contract preparation or how to put a design on paper for a bid.”

Computer-Related Knowledge

Several employers considered the division between computer and electrical engi-

neering too rigid. “Our electrical engineers need more computer-related knowledge

and skills. That’s where the industry is going. The electrical engineering core is not

functioning unless the engineer has enough computer skill to know how an electri-

cal control device is going to work. Otherwise, you are reliant on someone else.”

They also found that while younger engineers were comfortable using computers

and electronic devices, they tended “to trust computer tools too much. They assume

the result is correct without doing a common-sense check.”
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Although these observations might seem contradictory at first, the uncritical

reliance on computer-generated results may indicate a critical lack of expertise.

General Business Practices

For many, the most critical problem was the lack of basic understanding of the

business world. On one level, the problem was lack of any kind of workplace

experience, with the result that new hires had no idea how to behave in an office

environment (see below). But even more critical was the failure to understand how

engineering and the business of the organization intersected, and what responsibil-

ities that entailed for them. Several strongly conveyed that their new hires knew

nothing of the business and legal processes that are critical to the industry, and had

no appreciation that those principles were “at least as important as their engineering

products.”

"We have a really strong interest in not
becoming extinct. (That means)
producing power for attractive rates and 
with high reliability and, therefore, we
have a need to talk at least as much in
business principles as we do in
engineering principles."

Pacific Northwest employer 

Others noted that, while some students had taken courses in engineering

economics, somehow it did not prepare them for how decisions were made in a

business environment. New engineers did not commonly deliberate questions such

as “Is this cost effective?” or “Is it too radical for this customer?” according to the

employers. As one employer reported, "Most of what we have to teach is in terms of

contract research: “Who are our customers? What difference does that make?”

Many of the employers we interviewed wondered why new power engineers lacked

the ability to answer practical, useful questions such as these, which should be

included among the skills they learn as part of their college degree.

Use of Data, Statistical Analysis, and Presentation Skills

In a somewhat related observation, employers found that new engineers were not

prepared to use data to explain their recommendations, particularly in a manner

understandable to the general public. They felt that “data analytics, that’s getting to

be a big and important function, big for our industry.” And that “data management
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skills, pulling the data and presenting the data to non-technical people” was

essential. “We have 825,000 customers, each one has a smart meter on their

house and we’re getting tons of data from them. We’re getting tons and tons of

data, and we need to make sense of it. Both data organization and management, and

the analysis process” were deemed critical skills.

Respondents carefully distinguished this from computer skills, noting that what

they needed from their power engineers was not what IT staff were accustomed to

doing. “IT likes to think its function is data organization, data management, but

they don’t get the operational side of our business well enough to do it so that it is

functional for us. We need to partner with them, but a lot of that will rest on our staff

people: we need to extract (our own data), put it into usable format. IT should

manage the data warehouse and big files, but we have to be able to manipulate and

make sense of the data. (A generic IT person) doesn’t know what to look for.”

Other Communication Skills

Power engineers need to know how to “translate” technical data for consumption by

the general public consumption, and for the trades and crafts employees with whom

they work.

Communication skills were commonly cited as an issue, although they are for

most employers of every kind of employee. Several referred to the introverted

nature of many engineers, who would prefer to work alone or only with other

engineers. Few new hires were accustomed to making presentations or even

participating in group discussions. “Engineers (who) can talk and communicate

seem to be few and far between.”

The most important communication skills mentioned by these employers were

related to communicating technical information to the public and to trades workers.

Communicating with the general public was often about explaining new products

and processes; communicating with other workers was related to providing instruc-

tion and persuading the other workers that the engineer had the right answer to a

problem. For some employers, this was a vital issue: “Engineers have to convince

workers of the solutions they’ve decided to implement.”

The lack of communication skills hindered new engineers’ career progression.

Mid-level positions are often characterized by more shared responsibility and

management duties. Without communication skills, engineers were less likely to

rise in positions of leadership. “Here, we have mostly business leadership because it

is hard to find engineers who are as socially aware as they are technically skilled.”

Project Management

Other general workplace and career preparation skills that new engineers seem to

lack involve project management. Even without personnel management responsi-

bilities, power engineers were commonly assigned to run projects, yet many
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managers found their project management skills weak. “Budgeting, scheduling, and

organizational skills generally” were often cited.

Basic Workplace Skills

A large number of employers pointed to even more basic skills that new engineers

lack: very basic social skills and common workplace skills, often termed “soft

skills.” The employers talked about the nature and culture of the power energy

workplace. “Utilities are conservative institutions, staid. . .. Some new hires are

surprisingly rude, self-absorbed, and lacking in social skills. I think interdisciplin-

ary studies would help them consider other points of view, other ways of being.

They would go further professionally and have more career opportunities with

(better) social skills.”

Teamwork and Work Habits

Some employers reported personal knowledge that engineering programs were

trying to increase students’ exposure to teamwork through projects, but they

wondered if the commitment was serious enough. They still found too many

graduates who did not expect or want to work with others. “They are reluctant to

work on team projects that involve other trades and engineering disciplines.”

Many employers believed this lack of preparation for the realities of the work-

place was a disservice to students and recommended including a basic workplace

readiness component to engineering coursework. “(Some kind of) organizational

behavior course (is needed. Preparation for) Engineers as part of a larger company

is especially important for graduates without any significant working experience.

Just a little primer would be an asset.”

While few critics considered these work habits more important than basic

engineering skills, many reflected on the demand placed on employers to develop

these skills in new hires and the enormous advantage of job candidates who could

demonstrate these workplace skills.

9.3.4.2 Teaching Industry-Specific Skills to New Engineers

Most employers had grappled with the best way to impart industry-specific skills in

new engineers and arrived at the same conclusions:

• Provide mentoring by experienced employees.

• Assign new engineers to diverse projects.
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Provide Mentorships

Faced with a common array of shortcomings in new engineers, most employers

reported relying on more senior staff to help initiate new employees. Most referred

to the system as “mentorships.” Although the term “mentor” was most frequently

used to describe the relationship between staff and interns, much of the initiation of

new hires paralleled that strategy. Most employers reported assigning newly hired

engineers to a lead staff or manager. “When a new engineer comes on, we assign

(them to) a senior engineer or principal engineer and they work together so the

senior can review their work and teach the process.”

Some also provided in-house training, mostly focused on company procedures,

but relied on mentors to explain and supervise technical expectations. “All techni-

cal products prepared by people who have not yet been licensed are reviewed, so

that reviewer is responsible for mentoring. It’s part of their duties to make that

investment in our future. And we evaluate senior employees on their mentoring.”

Diversify Assignments

Newhires are often deliberately assigned to diverse projects to provide cross-training

in multiple departments and functions. They commonly rotate among experienced

engineers, directly paired or as a team, for active mentoring and guidance. This

critical instruction is provided as on-the-job training. For many employers, the

approach is not entirely new, but has become more deliberate and strategic than in

the past. Many senior engineers reported doing assignment rotation early in their

careers, but remembered their experiences as involving a smaller number of people.

Now firms are trying to increase the exposure of new engineers to projects across the

organization, both to expand the scope of the recruit’s experience but also to utilize

the best mentors and instructors, regardless of their specialty.

Only a few of these programs were formally defined. Most were impromptu

assignments. In addition to providing a mentor and exposure to a variety of

assignments, some move the new hire gradually from simple to more complex

projects. “Typically, we try to put new engineers in new service area groups so they

can start with residential and small commercial buildings. Then, once they have

more experience, they move to where they can get more experience. (It’s) not a

program, though, just do it on an individual basis.”

In some cases, this stair-stepping approach to increasing responsibility is done

instead of mentoring, with the supervisor of each unit responsible for the new

engineer’s work. “We tend to give them smaller projects to start with. Don’t directly

assign them a mentor, although they are typically mentored with senior engineers

since they usually don’t have a license so the senior engineer has to sign off on their

designs. Designs are reviewed as they go through a project with more senior

engineers who are going to stamp the design and sign off, and then many of our

sites are dual purpose so we generally train by doing small projects that develop into

larger ones.”
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9.3.5 Retention and Retraining Issues

The retention of new hires through mid-career engineers has been a consistent issue

for the industry, although it waned somewhat during the recession. Indications are

that the industry may lose 10–15 % of its engineers per year for non-retirement

reasons. Reasons for this include difficulty keeping salaries competitive and chal-

lenges due to work location.

While a few utilities have found themselves able to “sell” the advantages of

small town and rural life as benefits, others have found that engineers recruited from

urban areas often wish to return to them. Even utilities in cities such as Tacoma

reported that younger engineers often left after only a few years, preferring urban

Seattle or returning to the East Coast.

Interestingly, several employers noted that former interns were more likely to

stay, reflecting the substantial benefit that resulted from candidates who knew more

about the organizations—and the lifestyles—to which they were committing.

9.3.5.1 Supplementing the Skills of Experienced Workers

Finding the most effective way to nurture and sustain mid-career engineers will

continue to be critical retention and development issues as senior engineers retire.

The challenge of replacing mid-career engineers was mentioned by many of the

employers we interviewed. Cost was one issue, but so was simply the length of time

it takes to gain relevant experience. Many of these employees have specialized

experience in a critical aspect of the industry, but lack well-rounded, mid-level

skills and experience. One employer noted: “(These positions) can be very hard to

fill because people with those skills aren’t readily available. They’re highly-skilled

specialists.”

“We can’t hire all newbies just out of
college. What we really need is more in
the middle, experienced people, but we
just can’t find them. We’re already 
stretched. We can’t bring a bunch of
new people on board and train them up.
It's especially hard in key technical
positions to hire for experience.”

Pacific Northwest employer
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Upgrades and Mid-career Training

Mid-career training is important to retain experienced power engineers and also to

compensate for the loss of institutional memory due to the retirement of senior

engineers.

Employers acknowledged that mid-career engineers were often lacking com-

puter skills—from programming to basic computer user skills—that were some-

times were more common among younger, less experienced engineers. One

employer noted, “Advanced software skills, database and programming skills;

pulling data into Excel, presenting the data to non-technical audiences, report

writing and technical documentation—(this is often) harder for senior engineers

than juniors.”

This may seem contradictory at first, but while employers often found new

engineers lacking in some technical skills, particularly those related to explaining

and presenting technical materials to a general audience, they found mid-level staff

had not kept up with computer-related developments. Their skills too often were

underdeveloped or outdated.

Another critical aspect of upgrade training is compensating for the loss of

institutional memory due to the departure of senior engineers. As one employer

noted:

Employees may have experience at another utility, but we are lacking someone with 20–30

years of experience with us. We had an early-out package in the 1990s and lost some of our

most senior engineers. Institutional knowledge went with them. That was worsened by

turnover in some groups, like protection and control, and low tenure resulted.

These losses have caused employers to redouble efforts to retain mid-level staff,

even while “poaching” by other employers—and sometimes even among their own

departments—increases.

In-House Training Programs

As a result of these conditions and because some larger firms have managed to

retain formal training programs, a few employers reported providing structured

in-house training to address common employee development needs. These internal

trainings were frequently described in terms of generic skills, such as communica-

tion and planning skills. “(We) also have an (internal) offering 6–12 times per year,

sponsored by the civil side of the house, to talk about project management areas

(open for all).”

But even these companies noted the current budget constraints made training

difficult to achieve. Some noted that training was hampered not by a lack of a

training budget, but because they were too short-staffed to allow time for training.

One manager noted, “What drives engineers to learn is having a problem to solve,

so you do that from experience and with mentoring. If there are skills they are
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lacking, then we will look for that, for a specific technical skill (to provide).”

However, those specific skills were generally gained on the job.

The lingering effects of budget constraints meant employers were looking to

minimize training costs, even while many recognized a need for continuous growth

by this valuable group of employees. A few tried to give employees time to learn,

rather than providing training. “Essentially we provide on-the-job training. . . We

don’t invest a lot in long-term training, but sometimes in short-term, on a case-by-

case basis. It’s not so much skills development as exploring a new knowledge area.

We’ll often allocate ‘thinking time,’ a 3- to 6-months period to try out a new idea.”

As may be expected, these practices were most common among employers who

conduct the most research and development.

All employers also reported relying on external training providers, such as

vendors providing support for new equipment. A few reported supporting

employees to attend external courses, including a few who sponsored employees

to attend power system courses outside the region. Most often, this practice was

mentioned as part of the pursuit of employee promotion and project requirements.

“For example, we had a very knowledgeable engineer on the generation side, who

needed better modeling skills, so that employee attended training on power soft-

ware and built those skills. That was our need, driven by compliance.”

Employers also mentioned the specific skills most needed by mid-career and

senior staff, as compared to those needed by new hires.

Change management, which seems hard on older engineers, learning to accept doing things

differently.

Technical writing seems to be a bigger problem for experienced engineers than new

hires.

9.3.6 Attracting Youth to the Industry

All of the employers interviewed for this study had some form of internship and

working relationships with the engineering departments at the state’s four largest

public and private engineering schools. Discussion of internships naturally led to

discussion of the longer pipeline and the exposure of younger students, including

high school students, to the industry. One employer noted:

One of the reasons we sponsor internships is students often think the power industry is a

dying industry. Juniors (college interns) often say ‘a project I worked on was beneficial to

changing my mind about the industry.’ I know the line sections (line workers) demonstrate

to high schools what the power industry is about, but I’m not sure how we do. Need to think

about it more.

Several employers commented on the power of internships and student outreach

to change the image of the industry. The former persona of the industry as being

staid and uninteresting is being replaced by one that promises new learning

experiences and the satisfaction of working in a challenging, high-tech environment

in a specialty that also “makes a difference” to society. One employer added:
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From a generation side, if we could somehow convey the diversity of the work. They really

do get a lot of job satisfaction because you may work on fish rearing 1 day, hydro units the

next day, the sites are all beautiful to go to, you have the potential to do automation with

computer programming and cyber security—there’s always something to learn, a lot of job

satisfaction, and there’s just a lot of things you can do, you never get bored, and trying to

convey that to students—I’m not sure how to do it other than bringing them here to see what

they get to work with.

Student outreach to local secondary schools also provides opportunities for

employers to target engineering as well as the full range of careers available in the

electric power industry. Field trips and projects connect studentswith employees in the

workplace, and also serve as a vehicle for emphasizing the importance of academic

preparation in science, engineering, technology, andmath (STEM) for energy careers.

One employer noted:

In (our area) there is a STEM high school that requires students, as part of their process, to

find a role in an organization and do work assignments. We have had two for a full year.

They worked with computer technicians because that was their interest, but we would do it

again. We also do career fairs. Staff rotate responsibility with the local middle and high

schools, usually twice a year.

Yet, for some organizations, budget constraints have limited how much outreach

they are able to do. The impact of limited funding on student hiring for one large

public employer was especially pronounced:

We work to help high schools by talking about engineering as well as trade and craft

occupations. We had also planned to hire local students for summer employment again this

year, but the federal hiring freeze ended that. We have done it before. There used to just be

three or four, but last summer I think we had 12. This year we were going to have 13.

9.4 Conclusions and Recommendations

The power industry has changed since the 2008 workforce study of electric power

employers, and it continues to grow more complex. Some of the most critical

workforce problems noted then, including looming retirements, stalled during the

recession but did not go away. Other problems grew worse, as engineering depart-

ments faced the same economic cutbacks that undermined much of higher educa-

tion, compounded by retirements among engineering faculty.

As a result, the industry still faces critical workforce challenges. Although

electrical engineering enrollments appear to be up nationwide, new industries

increasingly compete with traditional power generation for graduates. Employers

report that only a small number of graduates have any experience with the power

industry, perhaps least of all with traditional hydropower generation and distribu-

tion. And many engineering students are foreign nationals, who cannot meet

security clearances required by some industry employers.

Yet the industry needs workers now and in the future. While retirements abated

during the recession, the senior workers did not get younger while waiting for the
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economy to recover, and the potential for substantial loss of experience in the

industry workforce remains. The data collected for this study shows that while

employers project a modest number of new hires in the near future, at the time data

was collected 85 power engineering vacancies were reported, most at the mid-levels

of experience. Perhaps more important is that employers expect 210 retirements to

occur among current power engineers by 2018, which is more than 20 % of the

current power engineering workforce. It is worth noting that the study sample of

18 firms did not account for retirements at other organizations; thus, the results

likely understate the actual number of retirements in Washington and across the

region.

Further, jobs continue to grow more multifaceted, reflecting substantive change

from smart grid installation and regulatory increases. These changes affect the sheer

quantity of knowledge and skills required of new power engineers, and continue to

increase skill demands among mid-career engineers. In particular, employers uni-

formly reported that new power engineers lack exposure to the industry and, thus,

basic understanding of its requirements. They lack many basic workplace skills,

including teamwork skills, basic workplace etiquette and business basics. Most are

very familiar with computers and software, but not the elements of smart grid

operation. Too few know how to generate and use data, and fewer can present data

to a general audience. Yet these are considered core skills by every employer.

Mid-career power engineers, who are needed to step into senior positions as

retirements occur, have too often developed specialized skills but not the more

well-rounded proficiencies required for senior leadership. Frequently, they have

underdeveloped computer and data skills, and not all welcome opportunities to

broaden their range of skills.

Employers report utilizing a variety of methods to address these issues:

• Retaining senior staff through retire/rehire and emeritus options.

• Relying on contractors to fill temporary workforce needs.

• Utilizing college internships to attract engineering students and expose them to

the industry.

• Using mentors and rotating assignments to initiate new engineers to the industry

workplace and culture.

• Working with the K-12 system to attract younger students to the industry.

9.4.1 Recommendations

The employer data collected for this study shows that there is strong current

demand for qualified power engineers, and that employers are also hiring at the

entry-levels to fill current openings due to labor shortages. Although employers do

not anticipate adding a large number of new power engineer positions over the next

few years, a sizable number of current engineers are predicted to retire, and

employers plan to replace all of those openings.
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Because this study did not include all power industry employers, and because

trained power engineers are also in demand by consulting organizations, technology

companies, manufacturers, suppliers and other industry sectors, it is likely that the

true future demand for power engineers in Washington and across the region will

exceed the totals identified in this study. Therefore, one recommendation is that

Washington State University, as well as other regional institutions, should continue

to develop, enhance and expand power engineering program capacity so that the

supply of trained engineers is adequate to meet current and future demand in

the power industry and in affiliated industry sectors in Washington and across the

region. Periodic surveys of regional employers should be conducted to help confirm

hiring trends and match labor market supply and demand.

A second recommendation is that existing power engineering programs should

be reviewed to ensure that students are engaged in learning experiences that impart

the knowledge, skills and abilities that employers require, including the technical

and non-technical workforce skills that students will need to succeed in the work-

place. The review process should include discussion and content review with

industry staff, many of whom expressed strong opinions about what current pro-

grams lack; many employers agreed to participate in these interviews because they

wanted their views to reach educators, which signals a willingness to also partic-

ipate more formally in work to update curricula.

A third recommendation is that students should be encouraged—or even

required—to participate in internships and other industry-based experiences that

allow them to apply their academic learning in a work setting, and which help to

equip students with an understanding of the industry culture and employer expec-

tations that is essential for career success. Many employers already offer work-

based learning experiences to power engineering students, and more employers are

likely willing to provide these opportunities, which offer myriad, mutual benefits to

students, employers, and institutions alike.

Finally, regional universities should consider the implications of future technol-

ogy enhancements and power engineering workforce retirements for the opportu-

nities these transitions may present. Mid-career professionals will require skill

upgrades as they design, implement, and adapt to new technologies, and as they

prepare to replace senior engineers who retire. This could present new opportunities

for regional universities to provide graduate-level training, continuing education

and professional certification, leadership development, and research services to the

power industry.
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