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Preface

According to Torsun, the area of Distributed Artificial Intelligence (DAI) deals with “cooperative problem 
solving using a federation of collaborating agents.” These software agents are intelligent in the sense 
that they are adaptive, independent, and posses reasoning capability. They can plan and execute tasks in 
cooperation with other agents in order to satisfy their goals. They also learn in the process and adapt to 
changes in the environment dynamically. These agents are often heterogeneous. A multi-agent system 
(MAS) is defined as a loosely coupled network of problem solvers that work together to solve problems 
that are beyond the individual capabilities or knowledge of each problem solver. The increasing interest 
in MAS research is due to significant advantages inherent in such systems, including their ability to solve 
problems that may be too large for a centralized single agent, provide enhanced speed and reliability, 
and tolerate uncertain data and knowledge. Some of the key research issues related to problem-solving 
activities of agents in a MAS are in the areas of coordination, negotiation, and communication. 

Similar to multi-agent systems, where agents communicate and collaborate with each other to ac-
complish a goal, in collaborative applications, a set of programs communicate with each other using 
proprietary protocols to let users collaborate with each other by accessing shared information. This may 
be accomplished by running the same application on different machines. In such a configuration, these 
applications are essentially clients that accept user input to drive updates to shared state and propagate 
the updates to other collaborating clients. With advances in Web technologies, collaborative applications 
are now server based and the user interface is typically a Web browser. Thus, a collaborative applica-
tion can be a Web-based solution that runs on a local server that allows people communicate and work 
together, share information and documents, and talk in real-time over the Internet.

Recently, much research has been conducted in distributed artificial intelligence and collaborative ap-
plications. Several interesting methodologies and systems have been developed in areas such as distributed 
multi-agent systems for decision support, Web search and information retrieval, information systems 
modeling, and supply chain management. In particular, intelligent agents and multi-agent systems, and a 
myriad of applications have been built in various domains. This book discusses a number of agent-based 
applications developed for knowledge-driven decision support, online auctions, federated information 
systems, and mobile computing. Similarly, in the area of search and retrieval, the book provides current 
research in search engine performance, user centered approach for information and image retrieval, 
Web mining, and document clustering. Event and information modeling is an active area of research 
and this book presents a few chapters highlighting the salient aspects of modeling. Finally, in the area 
of supply chain management, forecasting demand and supply network optimization are important areas 
of investigation and the book presents the latest research. The following sections briefly outline the dif-
ferent applications discussed in various chapters of this book.
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Book o rganiza tion

Section I
Distributed Agent Applications and Decision Support

This section presents seven chapters that discuss distributed agent applications and decision support. 
Chapter I by Hong Lin, discusses a program construction method based on γ-Calculus. The problem 
to be solved is specified by first-order predicate logic and a semantic verification program, which is 
constructed directly from the specification. This method synthesizes the architectural specifications of 
multi-agent systems (MAS) in γ-Calculus based on the logic specifications of the MAS. By enabling the 
transformation from the logic specifications to operational specifications of MAS, this method allows 
the design of the MAS to be focused on the architectural definition level. It benefits the development of 
MAS by enabling logic deduction on behaviors of the MAS, and a design methodology in an incremental 
fashion. This chapter presents a case study of designing a course information management system.

In Chapter II, Rahul Singh presents a “Multi-Agent Architecture for Knowledge-Driven Decision 
Support”. Organizations use knowledge-driven systems to deliver problem-specific knowledge over In-
ternet-based distributed platforms to decision-makers. Increasingly, artificial intelligence (AI) techniques 
for knowledge representation are being used to deliver knowledge-driven decision support in multiple 
forms. This chapter illustrates how to represent and exchange domain-specific knowledge in XML-format 
through intelligent agents to create exchange and use knowledge to provide intelligent decision support. 
It shows the integration of knowledge discovery techniques to create knowledge from organizational 
data; and knowledge repositories (KR) to store, manage, and use data by intelligent software agents for 
effective knowledge-driven decision support. Implementation details of the architecture, its business 
implications, and directions for further research are discussed.

Chapter III by Farid Meziane and Samia Nefti is titled “A Decision Support System for Trust For-
malization,” in which the authors point out that trust is widely recognized as an essential factor for the 
continual development of business-to-customer (B2C) electronic commerce (EC). Many trust models have 
been developed, however, most are subjective and do not take into account the vagueness and ambiguity 
of EC trust and the customers’ intuitions and experience when conducting online transactions. In this 
chapter, the authors describe the development and implementation of a model using fuzzy reasoning to 
evaluate EC trust. This trust model is based on the information customers expect to find on an EC Web 
site and that is shown from many studies to increase customers trust towards online merchants. They 
argue that fuzzy logic is suitable for trust evaluation as it takes into account the uncertainties within EC 
data and like human relationships; it is often expressed by linguistic terms rather then numerical values. 
The evaluation of the proposed model is illustrated using four case studies and a comparison with two 
other models is conducted to emphasize the benefits of using fuzzy decision system.

Mehdi Yousifi-Monod and Violaine Prince investigate learning and communication between cognitive 
artificial agents in Chapter IV. They attempt to answer the question: Is it possible to find an equivalency 
between a communicative process and a learning process, to model and implement communication and 
learning as dual aspects of the same cognitive mechanism?  The chapter focuses on a learning situation 
where two agents, in a “teacher/student” relationship, exchange information with a learning incentive 
(on behalf of the student), according to a socratic dialog. The teacher acts as the reliable knowledge 
source, and the student is an agent whose goal is to increase its knowledge base in an optimal way. 
This chapter first defines the nature of the addressed agents, the types of relation they maintain, and the 
structure and contents of their knowledge base. It emphasizes the symmetry between the interaction 
and knowledge management, by highlighting knowledge “repair” procedures launched through dialogic 
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means. The chapter describes learning goals and strategies, student and teacher roles within both dia-
log, and knowledge handling. It also provides solutions for problems encountered by agents. A general 
architecture is then established.

In Chapter V titled “Improving E-Trade Auction Volume by Consortium,” Sungchul Hong, Barin Nag 
and Dong-qing Yao present a two-tier supply chain composed of multiple buyers and multiple suppliers. 
They have studied the mechanism to match trading parameter, specifically volume in this study, between 
buyers and suppliers. The chapter discusses the architecture of the agent, and the agent community when 
there is cooperative matching of volume. They present a Dynamic Programming algorithm to describe 
the agent’s decision process and heuristic algorithms as the practical solution methodology. The results 
of extensive experiments show the improvement achieved by the cooperation.

Chapter VI by Manoj A. Thomas, Victoria Yoon, and Richard Redmond is titled “Extending Loosely 
Coupled Federated Information Systems Using Agent Technology”. Different FIPA complaint agent 
development platforms are available for developing multi-agent systems. FIPA compliance ensures in-
teroperability among agents across different platforms. Although most agent implementation platforms 
provide some form of white and yellow page functionalities to advertise and identify agent roles and 
descriptions, there is no clear architectural standard that defines how agent community can effortlessly 
adapt to operate in Federated Information System (FIS), where new content sources are constantly 
added or changes are made to existing content sources. This chapter presents a framework based on the 
Semantic Web vision to address extensibility in a loosely coupled FIS.  

In Chapter VII, H. Hamidi and K. Mohammadi discuss “Modeling Fault Tolerant and Secure Mobile 
Agent Execution in Distributed Systems”. The reliable execution of mobile agents is a very important 
design issue in building mobile agent systems and many fault-tolerant schemes have been proposed so 
far. Security is a major problem of mobile agent systems, especially when monetary transactions are 
concerned. Security for the partners involved is handled by encryption methods based on a public key 
authentication mechanism and by secret key encryption of the communication. To achieve fault tolerance 
for the agent system, especially for the agent transfer to a new host, they use distributed transaction pro-
cessing. They propose a fault-tolerant approach for mobile agent design, which offers a user transparent 
fault tolerance that can be activated on request, according to the needs of the task. They also discuss how 
transactional agents with different types of commitment constraints can commit transactions. Furthermore, 
they present a solution for effective agent deployment using dynamic agent domains.

Section II 
Search and Retrieval

This section presents six chapters dealing with various aspects of search engines, information retrieval, 
and Web mining. Xiannong Meng and Song Xing in Chapter VIII, titled “Search Engine Performance 
Comparisons,” present a comparative analysis of Microsoft Search Engine (MSE), AllTheWeb and Yahoo. 
In a few comparisons, other search engines such as Google, Vivisimo are also included. The study collects 
statistics such as the average user response time, average process time for a query reported by MSE, as 
well as the number of pages relevant to a query reported by all search engines involved. The chapter also 
studies the quality of search results generated by MSE and other search engines using RankPower as the 
metric. They found that MSE performs well in speed and diversity of the query results, while weaker 
in other statistics, compared to some other leading search engines. The contribution of this chapter is to 
review the performance evaluation techniques for search engines and use different measures to assess 
and compare the quality of different search engines, especially MSE.
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Antonio Picariello and Antonio Rinaldi, in Chapter IX titled “A User-Centered Approach for Infor-
mation Retrieval,” emphasize that information retrieval can gain great advantages and improvements by 
considering users’ feedback. The user dimension is a relevant component that must be taken into account 
while planning and implementing real information retrieval systems. In this chapter they first describe 
several concepts related to relevance feedback methods, and propose a novel information retrieval 
technique which uses the relevance feedback concepts in order to improve accuracy in an ontology-
based system. In particular, they combine the semantic information from a general knowledge base with 
statistical information using relevance feedback. Several experiments and results are presented using a 
test set constituted of Web pages.

In Chapter X titled “Classification and Retrieval of Images from Databases Using Rough Set Theory,” 
Jafar Ali and Aboul  Ella Hassanien present an efficient algorithm to classify and retrieve images from 
large databases using rough set theory. Color and texture are two well-known, low-level perceptible 
features to describe an image contents. The features are extracted, normalized, and then the rough set 
dependency rules are generated directly from the real value attribute vector. Then the rough set reduc-
tion technique is applied to find all reducts of the data which contains the minimal subset of attributes 
that are associated with a class label for classification. They have tested three different popular distance 
measures and found that quadratic distance measures provide the most accurate and perceptually rel-
evant retrievals. The retrieval performance is measured using recall-precision measure, as is standard 
in all retrieval systems.  

Chapter XI by Lars Werner and Stefan Böttcher is titled “Supporting Text Retrieval by Typographical 
Term Weighting”. Text documents stored in information systems usually consist of more information 
than the pure concatenation of words, for instance they also contain typographic information. Because 
conventional text retrieval methods evaluate only the word frequency, they miss the information provided 
by typography (e.g., regarding the importance of certain terms). In order to overcome this weakness, 
the authors present an approach which uses the typographical information of text documents and shows 
how this improves the efficiency of text retrieval methods. Their approach uses weighting of typographic 
information in addition to term frequencies for separating relevant information in text documents from 
the noise. They have evaluated their approach on the basis of automated text classification algorithms. 
The results show that their weighting approach achieves very competitive classification results using 
at most 30% of the terms used by conventional approaches, which makes their approach significantly 
more efficient.

Ben Choi and Xhongmei Yao discuss a Web mining approach in Chapter XII titled “Web Mining by 
Automatically Organizing Web Pages into Categories”. Since the majority of Web content is stored in 
the form of Web pages, this chapter focuses on techniques for automatically organizing Web pages into 
categories. Various Artificial Intelligence techniques have been used; however the most successful ones 
are classification and clustering. Clustering is well suited for Web mining by automatically organizing 
Web pages into categories each of which contains Web pages having similar contents. However, one 
problem in clustering is the lack of general methods to automatically determine the number of categories 
or clusters. For the Web domain, until now there is no such method suitable for Web page clustering. To 
address this problem, this chapter describes a method to discover a constant factor that characterizes the 
Web domain and proposes a new method for automatically determining the number of clusters in Web 
page datasets. This chapter also proposes a new bi-directional hierarchical clustering algorithm, which 
arranges individual Web pages into clusters and then arranges the clusters into larger clusters and so on 
until the average inter-cluster similarity approaches the constant factor. Having the constant factor together 
with the algorithm, this chapter provides a new clustering system suitable for mining the Web.
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In Chapter XIII, John Goh, and David Taniar discuss “Mining Matrix Pattern from Mobile Users”. 
Mobile user data mining is about extracting knowledge from raw data collected from mobile users. 
There have been a few approaches developed, such as frequency pattern, group pattern, parallel pat-
tern, and location dependent mobile user data mining. Previously proposed methods share the common 
drawbacks of costly resources that have to be spent in identifying the location of the mobile node and 
constant updating of the location information. The proposed method aims to address this issue by using 
the location dependent approach for mobile user data mining. Matrix pattern looks at the mobile nodes 
from the point of view of a particular fixed location rather than constantly following the mobile node 
itself. This can be done by using sparse matrix to map the physical location and use the matrix itself for 
the rest of mining process, rather than identifying the real coordinates of the mobile users. This allows 
performance efficiency with slight sacrifice in accuracy. As the mobile nodes visit along the mapped 
physical area, the matrix will be marked and used to perform mobile user data mining. The performance 
and evaluation shows that the proposed method can be used for mobile user data mining. 

Section III
Information Systems and Modeling

This section presents four chapters that discuss the use of modeling in information systems, particularly, 
event and information modeling, predictive modeling, and causal strategy modeling. In Chapter XIV 
titled “Conceptual Modeling of Events for Active Information Systems,” Sal March and Gove Allen 
argue that the ontological foundations for active information systems must include constructs that rep-
resent concrete and conceptual objects, their attributes, and the events that affect them. Events are a 
crucial component of conceptual models that represent active information systems. The representation 
of events must include ascribed attributes representing data values inherent in the event as well as rules 
defining how conceptual and concrete objects are affected when the event occurs. The state-history of 
an object can then be constructed and reconstructed by the sequence of events that have affected it. Al-
ternate state-histories can be generated based on proposed or conjectured rule modifications, enabling a 
reinterpretation of history. Future states can be predicted based on proposed or conjectured events and 
event definitions. Such a conceptualization enables a parsimonious mapping between an active informa-
tion system and the organizational system in which it participates. 

Chapter XV by John Artz discusses “Information Modeling and the Problem of Universals”. Earlier 
work in the philosophical foundations of information modeling identified four key concepts in which 
philosophical groundwork must be further developed. This chapter reviews that earlier work and expands 
on one key area – the Problem of Universals – which is at the very heart of information modeling.

In Chapter XVI titled “Empirical Inference of Numerical Information into Causal Strategy Models by 
Means of Artificial Intelligence,” Christian Hillbrand observes that many companies build their strategy 
upon poorly validated hypotheses about cause and effect of certain business variables. However, the 
soundness of these cause-and-effect-relations as well as the knowledge of the approximate shape of the 
functional dependencies underlying these associations turns out to be the biggest issue for the quality of 
the results of decision supporting procedures. It is sufficiently clear that mere correlation of time series 
is not suitable to prove the causality of two business concepts. However, one can find proven causality 
techniques in other sciences like econometrics, mechanics, neuroscience, or philosophy. This chapter 
presents an approach which applies a combination of well-established statistical causal proofing meth-
ods to strategy models in order to validate them. These validated causal strategy models are then used 
as the basis for approximating the functional form of causal dependencies by the means of Artificial 
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Neural Networks. This in turn is employed to build an approximate simulation or forecasting model of 
the strategic system.

Chapter XVII by Yongjian Fu, Hironmoy Paul, and Namita Shetty is titled “Improving Mobile Web 
Navigation Using N-Grams Prediction Models”. This chapter discusses the use of N-gram models for 
improving Web navigation for mobile users. N-gram models are built from Web server logs to learn 
navigation patterns of mobile users. They are used as prediction models in an existing algorithm which 
improves mobile Web navigation by recommending shortcuts. The experiments on two real data sets 
show that N-gram models are as effective as other more complex models in improving mobile Web 
navigation.

Section IV
Supply Chain Management

This section contains two chapters that discuss supply chain management using intelligent technolo-
gies such as machine learning and petri nets. Chapter XVIII by Réal Carbonneau, Rustam Vahidov, and 
Kevin Laframboise is titled “Forecasting Supply Chain Demand using Machine Learning Algorithms”. 
In this chapter, the authors point out that demand prediction in a supply chain is aggravated by the fact 
that communication patterns between participants tend to distort the original consumer’s demand and 
create high levels of noise. Distortion and noise negatively impact forecast quality of the participants. 
This chapter investigates the applicability of Machine Learning (ML) techniques and compares their 
performances with the more traditional methods in order to improve demand forecast accuracy in sup-
ply chains. The authors use two data sets from particular companies (chocolate manufacturer and toner 
cartridge manufacturer), as well as data from the Statistics Canada manufacturing survey. A representa-
tive set of traditional and ML-based forecasting techniques have been applied to the demand data and 
the accuracy of the methods was compared. As a group, Machine Learning techniques outperformed 
traditional techniques in terms of overall average, but not in terms of overall ranking. A Support Vector 
Machine (SVM) trained on multiple demand series produced the most accurate forecasts.

In Chapter XIX “Supporting Demand Supply Network Optimization with Petri Nets”, Teemu Tynjala 
proposes a generic methodology for describing and analyzing demand supply networks, (i.e. networks from 
a company’s suppliers through to its customers).  There can be many possible demand supply networks 
with different logistics costs for a product. Therefore, a Petri Net-based formalism, and a reachability 
analysis-based algorithm that finds the optimum demand supply network for a user-specified product 
structure is introduced.  This method has been implemented and is currently in production use inside all 
Nokia business groups. It is used in demand supply planning of both network elements and handsets. 
An example of the method’s application to a concrete Nokia product is discussed in the chapter.

Effective use of distributed artificial intelligence technologies and collaborative applications is critical 
for improving productivity. An outstanding collection of latest research associated with artificial intel-
ligence techniques, collaborative applications, agent-based systems, Web search and mining, information 
systems modelling, and supply chain management is presented in this book. Use of intelligent informa-
tion technologies will greatly assist in gaining competitive advantage.

Vijayan Sugumaran
Editor-in-Chief
Distributed Artificial Intelligence, Agent Technology, and Collaborative Applications
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introduction

The modeling issue in the abstract computing machine level has been studied in (Banâtre, Fradet, & 
Radenac, 2004), where the chemical reaction model (CRM) (Banatre & Le Metayer, 1990 & 1993; 
Banatre, Fradet, & Radenac, 2005a; Le Metayer, 1994) is used to model an autonomic system. Given 
the dynamic and concurrent nature of multi-agent systems (MAS), we find that the chemical reaction 
metaphor provides a mechanism for describing the overall architecture of the distributed MAS precisely 
and concisely, while giving the design of the real system a solid starting point and allowing step-by-step 
refinement of the system using transformational methods (Lin, 2004; Lin & Yang, 2006). 

aB stract

In this chapter a program construction method based on γ-Calculus is proposed. The problem to be solved 
is specified by first-order predicate logic and a semantic verification program is constructed directly from 
the specification. We exploit this method in synthesizing the architectural specifications of multi-agent 
systems (MAS) in γ-Calculus based on the logic specifications of the MAS. By enabling the transforma-
tion from the logic specifications to operational specifications of MAS, this method allows the design 
of the MAS to be focused on the architectural definition level. It benefits the development of MAS by 
enabling logic deduction on behaviors of the MAS, and a design methodology in an incremental fashion. 
We present this method by a case study of designing a course information management system.
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Although CRM is suitable for modeling MAS, it serves as an operational specification language 
for MAS and it requires the designers of MAS to have the understanding of chemistry-inspired com-
putational models. As a matter of fact, logic specification of MAS is better suited as a specification 
method in the current understanding, because logic specification focuses on behavioral properties of 
the systems without concerns with underlying computational model. We propose a method for generat-
ing MAS specifications in γ-Calculus from their logic specifications. We use the “generate-and-test” 
method to design the re-write process. Generally speaking, this process generates data in the domain 
of logic specification and creates a verification program in γ-Calculus to verify the logic specification 
with the generated data.

When applying this method to MASs, there are some problems to solve. The architectural specification 
of a MAS is different from that of a normal program, because for a MAS, we need to consider a collec-
tion of aspects, including distribution, security, performance, etc. This will cause a much more complex 
synthesizing process. For example, the distribution aspect will cause the communication pattern to be 
considered in the synthesizing process. In our approach, the communications are defined by the logic 
specifications of the interfaces of the system in terms of either message passing or shared memory. The 
practicability of this method is further strengthened by a transformation method we have proposed to 
implement CRM specifications on realistic computational models (Lin, 2004; Lin & Yang, 2006). 

MASs are considered as complex systems whose design issues are difficult to be handled by logic 
systems. By bridging logic specifications and operational specifications of MASs, our study opens a 
path to introducing derivative methods in the higher level architectural design of MASs. This work 
will help formalize the design processes and promote the current research endeavor to end the state of 
MAS design in case-by-case fashion.

Modeling Mul ti-agent syste Ms By che Mical  reaction Models

Gamma (Banatre & Le Metayer, 1990 & 1993) is a kernel language in which programs are described 
in terms of multiset transformations. In Gamma programming paradigm, programmers can concen-
trate on the logic of problem solving based on an abstract machine and are free from considering any 
particular execution environment. It has seeded follow-up elaborations, such as Chemical Abstract 
Machine (Cham) (Berry & Boudol, 1992), higher-order Gamma (Le Metayer, 1994), and Structured 
Gamma (Fradet & Le Metayer, 1998).

While the original Gamma language is a first-order language, higher order extensions have been 
proposed to enhance the expressiveness of the language. These include higher-order Gamma (Le 
Metayer, 1994), hmm-calculus (Cohen & Muylaert-Filho, 1996), and others. The recent formalisms, 
γ-Calculi, of Gamma languages combine reaction rules and the multisets of data and treat reactions as 
first-class citizens (Banatre, Fradet, & Radenac, 2004, 2005a, & 2005b). Among γ-Calculi, γ0-Calculus 
is a minimal basis for the chemical paradigm; γc-Calculus extends γ0-Calculus by adding a condition 
term into γ-abstractions; and γn-Calculus extends γ0-Calculus by allowing abstractions to atomically 
capture multiple elements. Finally, γcn-Calculus combines both γc-Calculus and γn-Calculus. For nota-
tional simplicity, we use γ-Calculus to mean γcn-Calculus from this point on. Also, we assume that the 
readers have the basic knowledge about the syntax and semantics of γ-Calculus.

We found that the dynamic nature of distributed agents makes it an ideal object for modeling us-
ing the Gamma languages. An agent shows a combination of a number of characteristics, such as 
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autonomy, adaptability, knowledge, mobility, collaboration, and persistence. These features exist in 
different types of agent systems such as collaborative agents, interface agents, reactive agents, mobile 
agents, information agents, heterogeneous agents, and economic agents. The concurrency and automa-
tion of agents require that the modeling language does not have any sequential bias and global control 
structure. In addition, the dynamic nature and non-determinism of interaction between an agent and its 
environment are suited to a computation model with a loose mechanism for specifying the underlying 
data structure. For example, data, which move around the Internet, can be well modeled by chemical 
solution; and mobile agents, which are created dynamically and transferred from clients to servers, can 
be represented as molecules containing γ-abstractions that transfer among solutions. This provides a 
mechanism for describing inter-agent communications and agent migration in a single framework. It 
is worthwhile to note that CRM specifications separate architectures from nonessential features of the 
system effectively. For example, it catches the way program units interact with one another and leaves 
nonessential specifications, such as the number of program units, connection links for communications, 
and organizations of data, to the subsequent design phases.  

We refer the readers to (Lin, 2004) and (Lin & Yang, 2006) for detailed justifications for the appro-
priateness of using the CRM to model MAS. Here we give the summary of our findings. The benefits 
of using the CRM to model MAS include: (1) The architectural design of the system can be separated 
from the design of individual units that have to deal with proprietary features of the underlying com-
puting resources, because CRM allows us to treat each node in the distributed networking systems 
as an element of a multi-set data structure, which in-turn can be an active program to be defined in 
a lower level of the program structure. (2) Parallelism can be easily achieved without extra efforts in 
designing communication and synchronization mechanism because CRM express them implicitly. (3) 
Concurrency and dynamic nature of MAS can be easily reflected by CRM’s non-determinism feature. 
(4) Autonomy can be expressed naturally by CRM’s locality of reaction feature. (5) It provides a frame-
work for combining different programming technologies because no assumptions are made about the 
way for implementing each node in the system hierarchy. (6) The reusability of the agent systems can 
be promoted by higher-order CRM languages because the existing agents can be combined by using 
higher-order operations defined in those languages.

Progra M synthesis for g a MMa

A barrier to make an automatic software design system practical is that there is no a straightforward 
way to bridge descriptive specifications and operational ones. For example, first-order logic formulas, 
unless in some elaborately arranged recursive forms (e.g., as those studied in learning systems (Shapiro, 
1981)), is hard to be mapped to programs directly.

In Gamma language, the classical method proposed by Banatre and Le Metayer (1990) is to de-
compose the specification into an invariant and a termination condition. The program is synthesized 
by deduction to meet the termination condition while keeping the invariant satisfied. The program is 
designed under the guidance of the invariant and the variant rather than derived out directly from the 
specification. And much skill is need in figuring out the invariant and variant.

We propose a method for constructing programs from first-order specifications (Lin & Chen, 1998). 
The method constructs a semantic verification program for a specification. Few syntactic derivations are 
needed in constructing the program. In addition, the target programs, which are in Gamma language, are 
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parallel programs instead of sequential programs. This distinguishes our method from classical meth-
ods for program synthesis, such as those studied in type theory (Martin-Lof, 1980; Aarts et. al., 1992), 
algebraic specification (Ehrig & Mahr, 1990), program transformation (Bauer et. al., 1985), deductive 
synthesis (Manna & Waldinger, 1992; Traugott, 1989), term rewriting system (Klop, 1990; Meseguer & 
Winkler, 1991; Meseguer, 1992), and other methods in automatic software engineering. Comparing to 
automatic construction of sequential programs, the construction of parallel programs is a much harder 
issue, because there is not a unified computation model for parallelism and concurrency, and details of 
parallel architectures have to be considered when efficiency of the programs is to be improved (Paige 
& Watcher, 1993).  This method is based on the original first-order Gamma language, which is a single 
module language. In this paper, we exploit this method on λ-Calculus, which is a higher-order language 
fit for describing complex systems such as MAS.

Logical Speci.cation

In general, we shall be dealing with specifications of the form:

f(a) ⇐ find z such that Q(a, z)

where Q[a, z] is a sentence of the background theory. Function f should be synthesized in a procedure 
of theorem proving. The theorem corresponding to this specification is

∀a:Ta.∃z:Tz.Q(a, z)

In other words, for every input a of type Ta, there exists an output z of type Tz that satisfies the input-
output relation Q[a, z]. We assume there is a theory TH composed of

• Axioms and theorems on type Ta and Tz;
• Assertions about constrains on input a.

Theory TH can be used as facts in program construction. So the logic specification is:

spec ≡ ∀a:Ta. (TH → ∃z:Tz.Q(a, z))

And we define

goal ≡ ∃z:Tz.Q(a, z)

In the following sections, we call a input parameter. 
For example, the program verifying Goldbach Conjecture (Richstein, 2001) can be specified as

spec ≡	∀n:N.(TH → ∃m,k:N.(prime(m) ∧ prime(k) ∧ n = m+k))

where N is the type of natural numbers;
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TH ≡ N ∪ n>2 ∧ even(n)

where N  is the theory of Peano arithmetic; and

prime(n) ≡ n=2 ∨ n>2 ∧ ∀m:N.(1<m<n → n%m≠0)
goal ≡ ∃m,k:N.(prime(m) ∧ prime(k) ∧ n=m+k)

In this paper, we use the logical operators: ∀, ∃, ¬, ∧, ∨, →, ↔, which are listed with the decreasing 
order of their priorities.

All the variables in the logic specifications are typed. That is to say that each variable has an as-
sociated domain of values to test when determining whether the specification is provable. To ensure 
termination of the verification process, the domains of all variables must be enumerable the domains 
of universally quantified variables must be bounded. The bounds can be determined from the domain 
theory TH and a recursive deduction on the logic specification. Appendix A discusses the methods for 
determining the bounds of variables. For non-enumerable domains, we need to establish a sampling 
function from the domain theory that ensures the coverage of the domain when applied recursively. See 
(Lin & Chen, 1998) for detailed description of the deduction process.

Constructing the Verification Program

The verification program in γ-Calculus is constructed recursively. For a clause p, the constructed program 
is a solution, denoted by <p>. The recursive process is governed by the following rules:

Rule 1. For clause q = ∀x:N. p(x), <q> = <f, tt, true, false, N, true> where 
true = γ(x:N)<p[x]>=<true>. true, true
false = γ(x:N)<p[x]>=<false>. false, false
tt = γ(true, x)x≠false. true
f = γ(false, x)true. false

Rule 2. For clause q = ∃x:N. p(x), <q> = <t, ff, true, false, N, false> where 
true = γ(x:N)<p[x]>=<true>. true, true
false = γ(x:N)<p[x]>=<false>. false, false
ff = γ(false, x)x≠true. false
t	= γ(true, x)true. true

Rule 3. For clause q = ¬p, <q> = <negate, <p>> where
 negate = γ(<p>)true. <¬p>

Rule 4. For clause r = p → q, <r> = <imply, <p>:P, <q>:Q> where
 imply = γ(<p>:P, <q>:Q)true. < p → q>

Rule 5. For clause r = p ∧ q, <r> = <and, <p>:P, <q>:Q> where
 and = γ(<p>:P, <q>:Q)true. < p ∧ q>
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Rule 6. For clause r = p ∨ q, <r> = <or, <p>:P, <q>:Q> where
 or = γ(<p>:P, <q>:Q)true. < p ∨ q>

Rule 7. For the goal = ∃z:Tz.Q(a, z), <goal> = <t, ff, true, false, Tz, false,	∅:R> where 
true = γ(z:Tz)<Q[a, z]>=<true>. true, z:R, true
false = γ(z:Tz)<Q[a, z]>=<false>. false, false
ff = γ(false, z)x≠true ∧ type(z)≠R. false
t	= γ(true, z)type(z)≠R. true
where type(z) determines the type of element z.

Rule 1 generates a program that verifies a universally quantified clause. It tests the values in domain 
N and replaces the values by either true or false according to the results of the verification. This is done 
by two sub-programs true and false. Program tt	then removes redundant true’s and f removes everything 
including redundant false’s. However, a false cannot be removed by a true. This is because that once 
there is a value that causes p(x) to be evaluated to false, ∀x:N. p(x) is false. Note that p[x] denotes the 
molecule obtained by replacing the hole by x. The true in the initial solution <f, tt, true, false, N, true> 
ensures that there is at least a true in the multiset if N = ∅. When the solution <q> becomes inert, it 
should be either <true> or <false>.

Similarly, Rule 2 generates a program that verifies an existentially quantified clause. Program ff 
removes redundant false’s and t	removes everything including redundant true’s. However, a true can-
not be removed by a false. This is because that once there is a value that causes p(x) to be evaluated to 
true, ∃x:N. p(x) is true. The false in the initial solution <t, ff, true, false, N, false> ensures that there is 
at least a false in the multiset if N = ∅. Also, when the solution <q> becomes inert, it should be either 
<true> or <false>.

Rule 3-6 generate programs that verify clauses based on the results of the sub-programs that verify 
the sub-clauses.

Rule 7 is similar to Rule 2. However, since it generates the program in the top level of the nesting 
hierarchy of the program tree, it should return the result that satisfies the goal. To this end, a multiset 
R (initially set to ∅) is added into the solution to store the values in Tz that satisfy Q(a, z). When sub-
program true finds a value that satisfies Q(a, z), it stores the values in R. ff and t are modified to keep 
values in R. The final result of the program, viz., the inert solution <goal>, should be either <true, R> 
and R ≠ ∅; or <false, ∅>. The latter indicates that the no results are found that meet the goal.

As an example, let’s construct the program that verifies the Goldbach Conjecture (Richstein, 2001). 
Firstly, let’s construct the program that verifies predicate prime(n), which is defined as:

prime(n) ≡ n=2 ∨ n>2 ∧ ∀m:N.(1<m<n → n%m≠0)

Based on clause 1<m<n, the bounds of domain N is 2 (lower bound) and n-1 (upper bound). Let M 
= [2 .. n-1], the clause ∀m:N.(1<m<n → n%m≠0) can be transformed to ∀m:M. n%m≠0. The program 
that verifies ∀m:M. n%m≠0 can then be written (based on Rule 1) as:

<prime_m> = <f, tt, true, false, N, true> where
true = γ(m:M)n%m≠0. true, true
false = γ(m:M)n%m=0. false, false
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tt = γ(true, m)m≠false. true
f = γ(false, m)true. false

The program that verifies n>2 ∧ ∀m:N.(1<m<n → n%m≠0) can then be written (Rule 5) as:

<prime_n> = <and, <n>2>:P, <prime_m>:Q> where
and = γ(<n>2>:P, <prime_m>:Q)true. < n>2	∧ prime_m>

The program that verifies prime(n) can then be written (Rule 6) as:

<prime> = <or, <n=0>:P, <prime_n>:Q> where
or = γ(<n=2>:P, <prime_n>:Q)true. < n=2	∨ prime_n>

Then, we can construct the program that verifies the goal, which is defined as:

goal ≡ ∃m,k:N.(prime(m) ∧ prime(k) ∧ n=m+k)

The domain of variable m is [2 .. n-1], as stated above. The domain of k is dependent upon that of m 
based on the fact that n = m + k. The goal can be transformed to the following:

goal ≡ ∃m:M.(prime(m) ∧ prime(n-m))

The verification program can be constructed based on Rule 7 as follows:

<goal> = <t, ff, true, false, M, false, ∅:R> where 
true = γ(m:M) prime[m] ∧ prime[n-m]. true, m:R, true
false = γ(m:M)¬( prime[m] ∧ prime[n-m]). false, false
ff = γ(false, m)x≠true ∧ type(m)≠R. false
t	= γ(true, m)type(m)≠R. true

The constructed program is a semantic verification program of the given logic specification. The 
essence of this method is its adaptability to be implemented as an automatic rewrite system. We can 
design a parser that generates the verification program for a given logic specification. In this process, 
efficiency of the target program is not taken into consideration. It is well understandable that the target 
program may have a low efficiency because the verification process involves a brute force testing of 
samples in the input domain. Although there are methods for improving the efficiency of the program 
by reducing the size of the domain using logic properties in the domain theory (see (Lin & Chen, 1998) 
for detailed descriptions), let’s highlight that this method is not intended to be used in the construction 
of concrete programs that directly perform computations on first-class input data. Instead, it aims to 
transform the logic specifications of system architectures to operational specifications. The architectural 
specifications of MASs, for example, are composed of entities in the interfaces of program modules 
instead of first-class data. These entities may include the messages exchanged among program units in 
a distributed network system as well as meta data used for global control of the overall system. In the 
following section, we discuss the application of this method in the design of MASs.
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designing Mul ti-agent syste Ms fro M logic sPecifica tions

A special issue in a distributed system is that the system is composed of interacting, but independent 
program units, each has its own data domain; and the architectural design focuses on the conversation 
among these units (Bradshaw, 1997). A conversation is a sequence of messages involving two or more 
agents and centering on a set of pre-designated topics, intended to achieve a particular purpose. To 
correctly and efficiently engineer software architecture, we can model and specify agent interactions 
in distributed learning as conversation schemata, in which interaction patterns and task constraints 
in collaborative agent systems are constructed within class hierarchies of conversation schemata (Lin 
et. al., 2000).  When the agent system is modeled by γ-Calculus, conversation is modeled as solution, 
which can be constructed automatically when the logic specification is converted into the verification 
program, if the conversing agents and their input-output are included in the specification. Therefore, 
for a specification in the form of

spec ≡ ∀a:Ta. (TH → ∃z:Tz.Q(a, z))

when input a and output z are not handled by the same agent, spec must be decomposed into a series 
of sub-specifications:

speci = ∀xi: Ti. (THi →∃xi+1: Ti+1. Qi(xi, xi+1)) i = 0, …, n

where x0 = a and xn+1 = z, and sub-goals

goali(xi) = ∃xi+1: Ti+1. Qi(xi, xi+1)  i = 0, …, n

to be verifiable, where Qi(xi-1, xi) is the specification of an agent with respect of the conversation and 
THi	and its ground theory (or constraints). To this end, theory TH (= TH0 ∪ … ∪ THn) may be used to 
decompose the original specification.

Because the output xi+1 of goali is the input to goali+1, the verification program of goali+1 must use the 
result obtained by the verification program of goali. Referring to Section 3, we know the verification 
program of a logic expression is a solution. Let <goali> be the verification program of goali, according 
to the the construction rules, when <goali> is inert, it must be either <xi+1, true> or <false>, where xi+1 
is the result. Let’s define:

extract = γ<x, true>true. x
fail = γ<false>true. false
result = γ<x, false>true. x
then the verification program of goali+1 can be written as:
<goali+1[extract, fail, result, <goali>]>

For example, let’s consider an online course material maintenance system, which was studied in 
(Lin, Lin, & Holt, 2003), (Lin, 2004), and (Lin & Yang, 2006). The conversation schema is shown in 
Figure 1. As we know of e-learning systems, the online course materials are updated often in order to 
keep them as current as possible, esp. in some rapidly changing fields like “computing and information 
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systems”.  As part of the duty of the course instructor in his/her effort to make the necessary adjustments 
for the benefit of students, whenever there’s a significant change in the content of several designated 
Web pages of online course materials, he/she should notify by e-mails the students who are taking the 
course and those who are interested in the topic. The conversation model of the system consists of the 
following core elements:   

•	 Student information agent (ST): A Student Information Agent is designed for providing services 
about student information, such as providing an e-mail list for a course by automatically maintain-
ing the email list of students taking a course; and maintaining the profile of each student. While 
student information agent performs various tasks, for our purpose, we use EM to denote the email 
domain and predicate ST(e, s) to denote that an notification email e is sent to student s.

•	 Noti. cation agent (NT): The basic function of the Notification Agent is to send e-mails to students 
who take the course according to the student profiles stored in a database when the course material 
has been significantly changed. We use NF to denote the domain of notifications and predicate 
NT(n, e) to denote that email e is to disseminate notification n.

•	 Monitoring agent (MT): This agent maintains the content of the topic tree, a course material 
URL database, monitors updates and notifies the notification agent when a change is made to 
the database. The domain handled by the monitoring agent is the topic link database LK. We use 
predicate MT(l, n) to denote that notification n is created in accordance to the change made on 
topic link l.

Figure 1. The conversation schema of course maintenance
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•	 Maintenance agent (MA): The maintenance agent provides proxy services to the instructor. It 
takes updating instructions from the instructor and dispatches them to the monitoring agent. We 
use UD  to denote the domain of updates made by the instructor and predicate MA(u, l) to denote 
that an update is made on topic link l. We assume that there is only one instructor in the system.

There are two databases used by this system:

•	 Topic tree or Link database (LK): The course material is organized in the form of a topic tree. 
Each entry in the topic tree is a link to a Web page. We use LK to denote the domain of topic 
links.

•	 Student information database (DT): This database maintains student information and their mail 
boxes. We use DT to denote the domain of students.

Note that although we will focus on modeling the agent conversation in the following discussion, 
we would like to point out that by no means we are talking about the entire system for e-learning. As a 
matter of fact, the background system has other functionalities that we do not address here (Lin, Lin, 
& Holt, 2003). Our point is to describe our methodology to specify agent conversation in a distributed 
system.

Based on the above conversation schema, the ground theory TH should include the following con-
straints: 

A1: ∀u: UD. ∀l: LK. (MA(u, l) → ∃n: NF. MT(l, n))
A2. ∀l: LK. ∀n: NF. (MT(l, n) → ∃e: EM. NT(n, e))
A3. ∀n: NF. ∀e: EM. (NT(n, e) → ∀s: DT. ST(e, s))

A1 means that if the instructor makes any update on any topic link, there exists a notification message 
that is generated to notify the change made on the topic link. A2 means that for any notification message 
that is generated to notify a change made on any topic link, there exists an email to deliver the notice. 
A3 means that for any email that is generated to deliver any notice, the email to sent to all students.

The logic specification of the system is:

spec ≡ ∀u: UD. (TH → ∃e: EM. ∀s: DT. ST(e, s))

which means that for any update made by the instructor, an email notification is sent to all students.
The input is u and the goal is:

goal ≡ ∃e: EM. ∀s: DT. ST(e, s)

The goal is not verifiable with respect to the given input because the input is not present in the goal, 
which means that the input and the output are not handled by the same agent. Based on constraint A3, 
we can infer that:

∀n: NF. ∀e: EM. (NT(n, e) → ∀s: DT. ST(e, s)) 
⇒  ∀n: NF. ∃e: EM. (NT(n, e) → ∀s: DT. ST(e, s)) 
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⇒ ∀n: NF. ∃e: EM. NT(n, e) → ∃e: EM. ∀s: DT. ST(e, s)

Therefore, we get a sub-goal which leads to the goal:

goal2(n) ≡ ∃e: EM. NT(n, e)

with input n. However, although goal2 checks domain NF, it still does not contain input u. Using A2, 
we have the following deduction:

∀l: LK. ∀n: NF. (MT(l, n) → ∃e: EM. NT(n, e))
⇒  ∀l: LK. ∃n: NF. (MT(l, n) → ∃e: EM. NT(n, e)) 
⇒ ∀l: LK. ∃n: NF. MT(l, n) → ∀n: NF. ∃e: EM. NT(n, e)

and we obtain another sub-goal:

goal1(l) ≡ ∃n: NF. MT(l, n)

with input l. With a similar deduction using A1: 

∀u: UD. ∀l: LK. (MA(u, l) → ∃n: NF. MT(l, n))
⇒  ∀u: UD. ∃l: LK. (MA(u, l) → ∃n: NF. MT(l, n))
⇒ ∀u: UD. ∃l: LK. MA(u, l) → ∃l: LK. ∃n: NF. MT(l, n)

we can further obtain:

goal0(u) ≡ ∃l: LK. MA(u, l)

which contains input u.

Note that the input and output of the sub-goals form a pipelining structure:

goalgoalgoalgoal enlu →→→→ 210

According to Rule 7 in Section 3, the verification program of goal0 can be constructed as:

<goal0[u]> = <t, ff, true, false, LK, false,	∅:R> where 
true = γ(l:LK)<MA[u, l]>=<true>. true, l:R, true
false = γ(l:LK)< MA[u, l]>=<false>. false, false
ff = γ(false, l)l≠true ∧ type(l)≠R. false
t	= γ(true, l)type(l)≠R. true

where MA[u, l] denote the molecule constructed to verify specification MA(u, l).
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Similarly, <goal1> can be constructed as:

<goal1[l]> = <t, ff, true, false, MT, false,	∅:R> where 
true = γ(n:MT)<MT[l, n]>=<true>. true, n:R, true
false = γ(n:MT)< MT[l, n]>=<false>. false, false
ff = γ(false, n)n≠true ∧ type(n)≠R. false
t	= γ(true, n)type(n)≠R. true

Because the input l in <goal1[l]> is computed using expression:

extract, fail, result, <goal0>

the verification program should be:

<goal1[extract, fail, result, <goal0[u]>]> = <t, ff, true, false, MT, false,	∅:R> where 
Let l = extract, fail, result, <goal0[u]>
true = γ(n:MT)<MT[l, n]>=<true>. true, n:R, true
false = γ(n:MT)< MT[l, n]>=<false>. false, false
ff = γ(false, n)n≠true ∧ type(n)≠R. false
t	= γ(true, n)type(n)≠R. true

With similar reasoning, we can construct:

<goal2[extract, fail, result, <goal1[l]>]> = <t, ff, true, false, EM, false,	∅:R> where 
Let n = extract, fail, result, <goal1[l]>
true = γ(e:EM)<NT[n, e]>=<true>. true, e:R, true
false = γ(e:EM)< NT[n, e]>=<false>. false, false
ff = γ(false, e)e≠true ∧ type(e)≠R. false
t	= γ(true, e)type(e)≠R. true

To construct the program for 

goal ≡ ∃e: EM. ∀s: DT. ST(e, s)

we firstly construct the program for

∀s: DT. ST(e, s)

Using Rule 1, we get:

<goal’[e]> = <f, tt, true, false, DT, true> where 
true = γ(s:DT)<ST[e, s]>=<true>. true, true
false = γ(s:DT)<ST[e, s]>=<false>. false, false
tt = γ(true, s)s≠false. true
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f = γ(false, s)true. false

Then we have:

<goal[extract, fail, result, <goal2[n]>]> = <t, ff, true, false, EM, false,	∅:R> where 
Let e = extract, fail, result, <goal2[n]>
true = γ(e:EM)< goal’[e]>=<true>. true, e:R, true
false = γ(e:EM)< goal’[e]>=<false>. false, false
ff = γ(false, e)e≠true ∧ type(e)≠R. false
t	= γ(true, e)type(e)≠R. true

From the depicted process we can see that the conversion from logic specification to operational 
specification can be done using a small number of rules and we can see that the process can be automated 
with a parsing program. Let’s highlight that this approach allows a large complex system to be design 
modularly. A complex logic specification can be decomposed into simpler specifications and converted 
into γ programs separately. With the conceptual model of γ-Calculus, it is very easy to combine verifica-
tion programs (in the form of solutions) into a compound module by using a compassing solution.

iMPle Ment ation

The above course material updating system has been implemented and simulated using the Message 
Passing Interface (MPI). This section details the design of the e-learning agent system, the design and 
architecture of the agents themselves, and explanation of MPI and how MPI facilitates the simulation. 

The System Architecture

In order to provide a comprehensive e-learning environment, the system needs to account for: 

• Changes in the curriculum: Adding or removing course content
• Solving problems that occur: Reporting broken Web links, and fixing them
• Customizing content presentation: Displaying course content based on the individual user’s 

needs
• Matching student models: Delivering course content based on the specific student’s require-

ments

Using current technology, the implementation of a distributed system, that satisfies these require-
ments, results in a complex, difficult to administer, and cost prohibitive solution. The complexity of 
the system is derived from individual components competing for resources and engaging in complex 
communications in order to deliver data and satisfy their individual goals.

For this project, there are two types of agents to discuss; interface agents and information agents.
Interface Agents: Interface agents are designed to interact directly with the user or other agents. In 

the e-learning system developed for this project, they are referred to as control agents. They provide a 
mechanism for accepting commands from a user, processing the command, and delivering the resulting 
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content back to the user. There is an interface agent associated directly with each information agent, and 
the commands from the user are sent to the information agents to gather the requested data.

Information Agents: Information agents facilitate the mechanisms for data manipulation. They 
receive command requests from the interface agents and execute the commands. The information agents 
primarily handle requests relating to adding, updating, and deleting data based on the commands sent 
by the user to the information agent’s corresponding interface agent.

This project implements an agent based e-learning system. Its goal is to simulate the interactions 
among several agents in an agent based system to facilitate the delivery and manipulation of course 
content. The e-learning system developed for this project exists in a hierarchical structure. All requests 
from users are received into a top level agent. The top level agent then process the specific command 
received and sends the request to a control agent that corresponds to the information agent required to 
process the command. Once the command is executed, the result of the command is sent back to the top 
level control agent who then delivers the result to the user. Each information agent has a corresponding 
control agent that filters the command requested and passes the command on to the information agent. 
This creates a pairing between a control agent and information agent. The relationship between control 
agents and information agents is one to many. A single control agent processes requests for all of the 
information agents it connects to. Figure 2 depicts a high level diagram of the hierarchical structure of 
the agent system.

Figure 2 also shows the distribution of work based on the user that will be interacting with a specific 
agent. The Instructor, Student, and Registrar designation help describe the type of processing that will 
be done by that agent. Also depicted in Figure 2, are 5 types of agents that make up this system. They 
include the Master Agent Control Client, Agent Control Client, Maintenance Agent, Notification and 
Recommendation Agent, and Student Information Agent. Communications among the agents occur 
through the control clients. The system is designed such that, no agent can communicate directly with 

Figure 2. Hierarchical structure of the agent system
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any agent on the same level in the tree hierarchy. For example, in order for the Maintenance Agent to 
request information from the Student Information agent, it must pass the request to the Agent Control 
Client, which then passes the request to the Master Control Client. The request is then sent down to the 
Student Information Agent. This structure insures an Agent’s autonomy by not creating inter-depen-
dencies among the Agents.

Master Control Agent: The Master Control Agent serves multiple purposes. First and foremost, it 
is the entry point into the system. All user requests are filtered through this Agent and passed along to 
the appropriate Control Agent to process the request. There are two methods that a request can be sent 
to the system. The first, to facilitate online courses, is through a network socket used to receive requests 
from a Web server into the system, and the second method is to pass commands into the system via 
the command line in the form of a text file. Second, the Master Control Agent is the primary MPI IO 
process; this is discussed in greater detail in the Implementing MPI in an Agent System section. Third, 
the Master Control Agent receives the result of a command and passes it back to the user. Lastly, the 
Master Control Agent controls the creation and deletion of the Control Agents.

Control Agent: The Control Agent manages requests to a specific information agent. With respect 
to the implementation for this project, the Control Agent receives a command from the Master Control 
Agent. Once the command is received, the Control Agent verifies that the command can be executed 
by one of its information agents, and then passes the command to the information agent. After the com-
mand has been executed, the control agent receives the result from the Information Agent and passes 
the result to the Master Control Agent. Also, the Control Agent manages the creation and deletion of 
its information agents.

Maintenance Agent: For this implementation, the maintenance agent corresponds directly with func-
tions executed by an instructor. It processes requests directly relating to the management of course content 
and class interactivity. In addition, the Maintenance Agent handles the messages sent by students to an 
instructor and provides the ability for an instructor to send a message to a class or individual student. 
The Maintenance Agent also has the ability to retrieve a student listing from the Student Information 
Agent for a specific class.

Notification and Recommendation Agent: The Notification and Recommendation Agent relates 
to the activities of a student. It delivers the course content to the student as well as any messages sent to 
the class or from another student. In addition, the Notification and Recommendation allows a student 
to send messages to the instructor or another student.

Student Information Agent: The Student Information Agent corresponds to the operations of the 
university registrar. This Agent manages all of the student and class data. The Student Information Agent 
allows students to be added and removed from a class, retrieve the list of students, retrieve a student’s 
information, and the addition and deletion of a class. This Agent has the highest level responsibility 
simply because it manages the student information and any changes to a student. In the case of adding 
a student, the Student Information sends the request to create a Notification and Recommendation agent 
for the individual student. This operation allows the Notification and Recommendation Agent to begin 
processing requests on behalf of the student and customizing class content for delivery.

The Master Control Agent and Control Agents both have the responsibility of managing the creation 
and deletion of agents. This behavior insures the reliability of the system by not allowing a command 
request to go unprocessed. This behavior is also handled automatically, meaning that specialized code 
does not be added to additional agents to control agent creation and deletion.
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MPI Implementation of the Multi-Agent System

Message passing interface (MPI) is the technology used in this project to simulate the environment 
that an Agent system would be operated in. Traditionally, MPI is the foundation for distributed parallel 
communications between running processes on the same machine or on different machines. MPI is 
primarily used to build applications for problem solving on datasets that would require large amounts 
of time to calculate using a single a process. However, the versatility of MPI has enabled this technol-
ogy to be used for this project.

The role of MPI for this project is to facilitate the communication mechanism between the agents. 
A request sent to the system is packaged into an MPI data structure and sent to the correct information 
agent using the MPI_Send and MPI_Recv commands. This communication behavior is common for 
all of the agents. 

The way MPI handles IO also corresponds to the structure of the Agent System developed for this 
project. MPI allows for a primary IO source that divides the workload and initiate communication with 
the other process. In the case of this project, the Master Control Client corresponds to this IO source 
for MPI, thus all job requests originate from the Master Control Client.

The one limitation presented to this project from MPI is the inability for MPI to spawn or create 
processes. As described earlier, the control agents control the creation and deletion of agents. With the 
inability to create a new Agent process, a flag was added to each Agent to indicate whether or not an 
agent existed. In this case that the agent was created, a command was sent to create the agent, thus 
emulating the procedure required to create a new Agent. Due to the inability to create a new Agent pro-
cess, the Control Agents have now way maintaining a one-to-many relationship with the corresponding 
information agents. Instead the MPI limitation keeps the ratio as a one to one relationship.

The E-Learning Agent system was developed exclusively using the C++ programming language. In 
order to maintain compatibility with MPI, all of the agents are derived from a single program execut-
able. Each Agent’s job function is determined by the process ID provided to each process by the MPI 

Figure 3. Flowchart of agent startup
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system. The Master Control Agent is assigned process 0. Agents use: if( process ID % 2 == 1 
) to determine the control agents, and the information Agents for each Control Agent use the result of  
process ID / 2 to determine which information agent they will be. Figure 3 illustrates the startup 
sequence for each agent and the determination of the type of agent.

Web Interface

In order to provide a mechanism for a Web server to communicate with the Agent system, a CGI 
program was required to gather the data submitted by the user and send the data to the agent system. 
WEBAGENT.EXE is the program developed to satisfy this requirement.

The Master Control Agent provides a socket interface that can be used to communicate with the 
agent system. Described below is the process that WEBAGENT.EXE uses to send a request to the 
Agent system.

• The data from the Web forms are copied from the QUERY_STRING environment variable
• The QUERY_STRING values are translated into an INPUTJOB structure
• The INPUTJOB structure is translated into a string value
• The string value containing the INPUTJOB structure is sent to the Agent system
• WEBAGENT.EXE receives a string from the Agent system containing the result of the command 

operation
• The string received from the Agent system is translated into a Result Code and Result Message 

pair
• From the Result code and Result message pair, the Web page is built and sent back to the Web 

server

WEBAGENT.EXE provides the mechanism for connecting the Web server to the agent system. 

f uture Plan

The above example gives us a prototype of applying the method to the design of MASs in large applica-
tions. Here we briefly describe an ongoing project of designing an online education system. The task is 
to design an infrastructure of an educational grid comprised of PC clusters and PCs in networked labs. 
The barrier in front of us is the integration of various networking technologies into one client/server 
model to provide a uniform lab environment for different lab activities in the form of grid services. We 
use the chemical reaction model as a formal language for specifying MASs that implement the grid 
services. 

The system will be developed (the Design Theme) and evaluated (the Application Theme) in a 
sequence of major steps in a pyramid-shaped model illustrated in Figure 2. A bottom-up strategy 
will be used in the Design Theme. We will extend our grid and design lab modules using existing 
toolkits, such as Globus Toolkit 4, Java, and Apache Server. The services provided by the system will 
be implemented in the client/server architecture. A Java based user interface will deliver the services 
on the Web. Servers will run on the clusters. Multiple servers interact with one another in the agent 
based infrastructure. A formal definition of the interfaces of functional units of the system will form 
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the basis for MAS design. Each agent is then designed in the module language. The overall system is 
specified in the λ-Calculus. In Figure 4, we can see the MAS is the conceptual model for implementing 
grid services, and the interfaces of functional units define the interaction among functional units and 
are the central part of the agent system. The interface also separates the architectural design from the 
design of individual functional units.

Once the agent system has been designed, adding/deleting services or features in the grid will be 
done in a top-down strategy (the Application Theme). If a service of a new type is to be added into the 
system, for example, it is added into the architectural specification. Through an automatic transforma-
tion procedure, the specification is re-written into a MAS in the module language. The actual program 
that encodes the services is then incorporated into the system through the standard interface. Therefore, 
updating services or lab exercises in the system will not cause any change in other parts of the system 
and correctness and reliability of the system can be ensured to the maximum extent.

The central component of this architecture is the interfaces of the functional units, to ensure the 
correctness of the design, the interfaces will be specified logically. Then, λ-Calculus will be derived 
to give the operational specifications of interfaces and guide the further design of the functional units 
in the module language.

r ela ted works

A number of architecture description languages (ADLs) have recently been proposed to cope with the 
complexity of architectural engineering. These include Rapide (Luckham et. al., 1995), Darwin (Magee 
& Kramer, 1996), Aseop (Garlan, Allen, & Ockerbloom, 1994), Unicon (Shaw, et. al., 1995), and ACME 
(Garlan, Monroe, & Wile, 1997). ADLs provide constructs for specifying architectural abstractions in 

Figure 4. Pyramid model of the educational grid
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a formal notation and provide mechanisms for reasoning about the architecture. They focus on defining 
architectural elements that can be combined to form a configuration. Few research efforts aim at truly 
defining an ADL for MAS architectures. Nor do they address the design from logic specifications.

There are some formal languages proposed to address design issues of MASs. For example, Skw-
yRL-ADL (Faulkner & Kolp, 2002) is proposed as a BDI-MAS language to capture a “core” set of 
structural and behavioral abstractions, including relationships and constraints that are fundamental to 
the description of any BDI-MAS architecture. Kokar, Baclawski, and Eracar (1999) developed a control-
theory-based architecture for self-controlling software. However, none of them is a complete formal 
system based on a finished computation model and serve as a language that encourages program design 
by derivation or transformation.

Back to the classical program derivation area, the deductive-tableau method (Manna & Waldinger, 
1992) synthesizes programs in a proof of the specification in the first-order logic. This method requires 
the use of an intelligent strategy. Instead, the method presented in this paper constructs a program from 
the process of semantic proving of the specification. RAPTS system is based on the SETL language 
and derivation techniques have been developed based on ‘’generate-and-test’’ algorithms (Kaldewaij, & 
Schoenmakers, 1990; Smith & Lowry, 1990; Smith, 1990). In these techniques, parallelism, however, is 
not addressed. In these methods, the most difficult task is the deductions in the logic level. We believe 
that the difficulty can be relieved by using a high-level programming language such as γ-Calculus. By 
bridging the logic specifications and operational specifications, we provide a design method in a multi-
phase transformational fashion, and we find that this method is effective in the design of the architectures 
of multi-agent systems.

We would like to point out that using γ-Calculus to facilitate a system design method in the transfor-
mational style is congruent to the current research themes in γ-Calculus. As the inventors of γ-Calculus 
stated: “Another direction is to propose a realistic higher-order chemical programming language based 
on γ-Calculus. It would consist in defining the already mentioned syntactic sugar, a type system, as well 
as expressive pattern and module languages.” (Banâtre, Fradet, & Radenac, 2004). In the author’s point 
of view, a realistic chemical programming language must be based on, directly or indirectly, a realistic 
computational model. If the module language is to express construct details of higher-order chemical 
programming languages, it should be implementable by a realistic computational model in order to 
make the chemical programming language realistic. In addition, because the chemical programming 
languages, including γ-Calculus, are primarily used as specification languages, it would be sensible 
to address the practicability issue by providing a system that transforms Gamma specifications into 
specifications in the module language. 

Despite the promises this method has made, there are limitations that come from the traditional area 
of automatic software design, specifically, from the use of logic specifications in MASs. Firstly, program 
derivation from logic specification requires mastering logic proofing. Secondly, MASs are complex 
systems with a lot of non-functional facets that cannot be directly captured by a functional program-
ming language such as γ-Calculus. On the theoretical study side, we are planning to apply γ-Calculus 
to aspect-oriented programming to develop a framework for designing complex systems and use this 
framework in MAS design. On the practical side, we are continuing to develop the module language 
and implement it in common network programming environments. 
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c onclusion

We present a program construction method by verifying specifications in first-order logic. In this method, 
programs in γ-Calculus are constructed directly from logical specifications. The constructed programs 
are parallel programs, thanks to the inherently parallel nature of the Gamma computational model. We 
exploited the use of this method in the design of the architectures of multi-agent systems. Starting from 
logic specification of the architecture, which defines the input/output relationship among the interacting 
agents, a semantic verification program in γ-Calculus is constructed in a systematic rewriting process 
by recursively applying a set of rules. The method is effective in the architectural design due to the 
automation of the process. The method translates the specification from logic level to operational level 
and this furnishes transformational design of the system in an incremental fashion. We used this method 
in the design of a course information management system. The derived specification of the system in 
Gamma language described the architecture of the interacting agent system and guided the correct 
implementation of the system. The implementation of the system is also presented.
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APPend Ix A. deTer MInIng Bound S of QuAnTIf Ied VAr IABLeS

Definition (Boundedness of variables) A quantified variable x of type T is

• Upper bounded, iff there exists an expression e such that x ≤ e, where ≤ is a complete ordering 
on type T;

• Lower bounded, iff there exists an expression e such that x ≥		e;
• Fully bounded, iff there exists an expression e1 and e2 such that e1 ≤ x ≤		e2.    

This is a recursive definition because boundedness of a variable may depend on boundedness of 
other variables. For example, x ≤ 1-y and y ≥	0, or x ≤ 1-y and y ≤	0.

Because we will construct a verification program for the specification, we should know the value 
domain that ought to be checked for a variable. Boundedness of variables ensures termination of the 
evaluation process.

Bounds of variables are determined based on the following principles:

	 For clause ∀x.p, if

TH├ x ≥ e → p

then e is an upper bound of x; otherwise, if

TH├ x ≤ e → p

then e is a lower bound of x. Intuitively, e is regarded as an upper (lower) bound of x if any value greater 
than e needs not to be checked because ∀x.p cannot be proved false in the domain that x ≥ e (≤ e).

	 For clause ∃x.p, if

TH├ x ≥ e → ¬p

then e is an upper bound of x; otherwise, if

TH├ x ≤ e → ¬p

then e is a lower bound of x. Intuitively, e is regarded as an upper (lower) bound of x if any value greater 
than e needs not to be checked because ∃x.p cannot be proved true in the domain that x ≥ e (≤ e).

We call e the upper (lower) bound of x deduced from ∀x.p, written e	= ↑x(∀x.p) (e	= ↓x(∀x.p)) (Pre-
cisely, it should be written as e	∈ ↑x(∀x.p) or e	∈ ↓x(∀x.p)), or from ∃x.p, written e	= ↑x(∃x.p) (e	= ↓
x(∃x.p)), in the above cases. If there is no free occurrence of x in p, then we write ↑x(∀x.p) = irrel or ↑
x(∃x.p) = irrel, which means that ∀x.p or ∃x.p is irrelevant to the upper bound of x. Some rules apply 
to the lower bounds.
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Based on the above principles, we can establish some propositions for the deduction of variable 
bounds. For instances:

1. (p = q ∧ r) ∧ e = ↓x(∃x.q) ⇒   e = ↓x(∃x.p)
2. (p = q → r) ∧ e	= ↓x(∃x.q) ⇒ e = ↓x(∀x.p)
2'. (p = q → r) ∧ e	= ↑x(∃x.q) ⇒ e = ↑x(∀x.p)
3. (p = q ∨ r) ∧ e = ↓x(∀x.q) ⇒   e = ↓x(∀x.p)
3'. (p = q ∨ r) ∧ e = ↑x(∀x.q) ⇒   e = ↑x(∀x.p)
4. (p = q ∨ r) ∧ e1 = ↓x(∃x.q) ∧ e2 = ↓x(∃x.r) ⇒   min(e1, e2) = ↓x(∃x.p)
5. (p = q ∧ r) ∧ e1 = ↓x(∀x.q) ∧ e2 = ↓x(∀x.r) ⇒   min(e1, e2) = ↓x(∀x.p)
5'. (p = q ∧ r) ∧ e1 = ↑x(∀x.q) ∧ e2 = ↑x(∀x.r) ⇒   max(e1, e2) = ↑x(∀x.p)

When rule (4), (5), and (5’) are concerned, we should keep in mind the fact that min(e, irrel) = e and 
max(e, irrel) = e. 

For example, the goal of Goldbach Conjecture is:

∃m, k: N. (prime(m) ∧ prime(k) ∧ n = m + k)

where prime(l) is defined as:

prime(l) ≡ (l = 2  ∨ l > 2 ∧ ∀i: N. (1 <	i < l → l%i ≠ 0))

we can get the following bounds for variables m and k by applying the above rules to the goal.

2 ≤ m ≤ n-2
k = n-m (viz., n-m ≤ k ≤ n-m)

In fact, because 

2 = ↓m(∃m.m>2)

by rule (1), we have 

2 = ↓m(∃m.m>2 ∧ ∀i: N. (1 <	i < m → m%i ≠ 0))

We also have

2 = ↓m(∃m.m=2)

Now by using rule (4), we have

2 = ↓m(∃m.(m=2 ∨ m>2 ∧ ∀i: N. (1 <	i < m → m%i ≠ 0)))

or



��  

Designing Multi-Agent Systems from Logic Specifications

2 = ↓m(∃m.prime(m))

By using rule (1) twice, we have

2 = ↓m(∃m, k: N. (prime(m) ∧ prime(k) ∧ n = m + k))

In a similar procedure, we can determine that 2 is also the lower bound of k, i.e., 

2 = ↓k(∃m, k: N. (prime(m) ∧ prime(k) ∧ n = m + k))

Now using n = m+k and the lower bound of k, we can get the upper bound of m, which is n-2. Thus 
we have

2 ≤ m ≤ n-2

Again, using n = m+k, we have

k = n - m

As for variable i in 

prime(l) ≡ (l = 2  ∨ l > 2 ∧ ∀i: N. (1 <	i < l → l%i ≠ 0))

2 ≤ i is determined by the fact that

2 = ↓i(∃i.1<i<l)

Using rule (2), we get

2 = ↓i(∀i: N. (1 <	i < l → l%i ≠ 0))

i ≤ m-1 is determined by the fact that

m-1 = ↑i(∃i.1<i<l)

Using rule (2’), we get

m-1 = ↑i(∀i: N. (1 <	i < l → l%i ≠ 0))

Therefore, we have

2 ≤ i	≤ m-1
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The following propositions provide means for recursively deducing the bounds of variables:

Proposition A.1 (Deduction rules to determine the bounds for ∀x. p)

1. (p = ¬q) ∧ e = ↑x(∃x.q) ⇒   e = ↑x(∀x.p)
2. (p = ¬q) ∧ e = ↓x(∃x.q) ⇒   e = ↓x(∀x.p)
3. (p = q → r) ∧ e	= ↑x(∃x.q) ⇒ e = ↑x(∀x.p)
4. (p = q → r) ∧ e	= ↓x(∃x.q) ⇒ e = ↓x(∀x.p)
5. (p = q → r) ∧ e	= ↑x(∀x.r) ⇒ e = ↑x(∀x.p)
6. (p = q → r) ∧ e	= ↓x(∀x.r) ⇒ e = ↓x(∀x.p)
7. (p = q ∧ r) ∧ e1 = ↑x(∀x.q) ∧ e2 = ↑x(∀x.r) ⇒   max(e1, e2) = ↑x(∀x.p)
8. (p = q ∧ r) ∧ e1 = ↓x(∀x.q) ∧ e2 = ↓x(∀x.r) ⇒   min(e1, e2) = ↓x(∀x.p)
9. (p = q ∨ r) ∧ e1 = ↑x(∀x.q) ∧ e2 = ↑x(∀x.r) ⇒   min(e1, e2) = ↑x(∀x.p)
10. (p = q ∨ r) ∧ e1 = ↓x(∀x.q) ∧ e2 = ↓x(∀x.r) ⇒   max(e1, e2) = ↓x(∀x.p)
11. (p = q ∨ r) ∧ e = ↑x(∀x.q) ⇒   e = ↑x(∀x.p)
12. (p = q ∨ r) ∧ e = ↓x(∀x.q) ⇒   e = ↓x(∀x.p)
13. (p = q ↔ r) ∧ e1 = ↑x(∀x.q) ∧ e2 = ↑x(∀x.r) ⇒   max(e1, e2) = ↑x(∀x.p)
14. (p = q ↔ r) ∧ e1 = ↓x(∀x.q) ∧ e2 = ↓x(∀x.r) ⇒   min(e1, e2) = ↓x(∀x.p)
15. (p = q ↔ r) ∧ e1 = ↑x(∃x.q) ∧ e2 = ↑x(∃x.r) ⇒   max(e1, e2) = ↑x(∀x.p)
16. (p = q ↔ r) ∧ e1 = ↓x(∃x.q) ∧ e2 = ↓x(∃x.r) ⇒   min(e1, e2) = ↓x(∀x.p)

Proposition A.2 (Deduction rules to determine the bounds for ∃x. p)

17. (p = ¬q) ∧ e = ↑x(∀x.q) ⇒   e = ↑x(∃x.p)
18. (p = ¬q) ∧ e = ↓x(∀x.q) ⇒   e = ↓x(∃x.p)
19. (p = q → r) ∧ e1 = ↑x(∀x.q) ∧ e2 = ↑x(∃x.r) ⇒   max(e1, e2) = ↑x(∃x.p)
20. (p = q → r) ∧ e1 = ↓x(∀x.q) ∧ e2 = ↓x(∃x.r) ⇒   min(e1, e2) = ↓x(∃x.p)
21. (p = q ∧ r) ∧ e = ↑x(∃x.q) ⇒   e = ↑x(∃x.p)
22. (p = q ∧ r) ∧ e = ↓x(∃x.q) ⇒   e = ↓x(∃x.p)
23. (p = q ∨ r) ∧ e1 = ↑x(∃x.q) ∧ e2 = ↑x(∃x.r) ⇒   max(e1, e2) = ↑x(∃x.p)
24. (p = q ∨ r) ∧ e1 = ↓x(∃x.q) ∧ e2 = ↓x(∃x.r) ⇒   min(e1, e2) = ↓x(∃x.p)
25. (p = q ↔ r) ∧ e1 = ↑x(∀x.q) ∧ e2 = ↑x(∃x.r) ⇒   max(e1, e2) = ↑x(∃x.p)
26. (p = q ↔ r) ∧ e1 = ↓x(∀x.q) ∧ e2 = ↓x(∃x.r) ⇒   min(e1, e2) = ↓x(∃x.p)
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introduction

Knowledge is an organizational asset that contributes to sustainable competitive advantage. This 
explains the increasing interest organizations take in knowledge management (KM). Many organi-
zations are developing knowledge management systems (KMS), specifically designed to share and 
integrate knowledge, as opposed to data or information, in decision support activities (Bolloju et al., 
2002). Decision support systems (DSS) are computer technology solutions used to support complex 

aB stract

Organizations use knowledge-driven systems to deliver problem-specific knowledge over Internet-based 
distributed platforms to decision-makers. Increasingly, artificial intelligence (AI) techniques for knowl-
edge representation are being used to deliver knowledge-driven decision support in multiple forms. 
In this chapter, we present an Architecture for knowledge-based decision support, delivered through 
a Multi-Agent Architecture. We illustrate how to represent and exchange domain-specific knowledge 
in XML-format through intelligent agents to create exchange and use knowledge to provide intelligent 
decision support. We show the integration of knowledge discovery techniques to create knowledge from 
organizational data; and knowledge repositories (KR) to store, manage and use data by intelligent soft-
ware agents for effective knowledge-driven decision support. Implementation details of the architecture, 
its business implications and directions for further research are discussed.
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decision-making and problem solving (Shim et al., 2002). Organizations are increasingly complex 
with increased emphasis on decentralized decision-making. Such changes create the need for DSS that 
focus on supporting problem solving activities on distributed platforms by providing problem specific 
knowledge, and supporting information, to a decision maker using Internet-based technologies. This 
trend requires enterprise DSS for effective decision-making with processes and facilities to support the 
use of knowledge management. 

Recent advances in systems support for problem solving and decision-making witness the increased 
use of artificial intelligence (AI) based techniques for knowledge representation (Whinston, 1997; Goul 
2005). Knowledge representation takes multiple forms including the incorporation of business rules, 
decision analytical models and models generated from the application of machine learning algorithms. 
Intelligent decision support systems (IDSS) incorporate intelligence in the form of knowledge about 
the problem domain, with knowledge representation to inform the decision process, facilitate problem 
solving and reduce the cognitive load of the decision maker. Weber et. al. (2003) identified requirements 
for organizational KMS where the central unit is a repository of knowledge artifacts collected from in-
ternal or external organizational sources.  These KMS can vary based on the type of knowledge artifact 
stored, the scope and nature of the topic described and the orientation (Weber et al., 2003). Ba et. al. 
(1997) enumerate the KM principles necessary to achieve intra-organizational knowledge bases as: (i) 
the use of corporate data to derive and create higher-level information and knowledge, (ii) provision of 
tools to transform scattered data into meaningful business information. Knowledge repositories play a 
central and critical role in the storage, distribution and management of knowledge in an organization. 
Interestingly, Bolloju et. al., (2002) proposed an approach for integrating decision support and KM that 
facilitates knowledge conversion through suitable automated techniques to:

• Apply knowledge discovery techniques (KDT) for knowledge externalization
• Employ repositories for storing externalized knowledge
• Extend KDT for supporting various types of knowledge conversions

This chapter is motivated by these principles. We present an intelligent knowledge-based multi-agent 
architecture for knowledge-based decision support using eXtensible Markup Language (XML) related 
technologies for knowledge representation. This allows for knowledge exchange over distributed and 
heterogeneous platforms. The proposed architecture integrates DSS and KMS using XML-based tech-
nologies as the medium for the representation and exchange of domain specific knowledge. Intelligent 
agents to facilitate the creation, exchanges and use of the knowledge in decision support activities. 
This is the primary contribution of this chapter to the existing body of knowledge in DSS, KMS and 
multi-agent research. 

This chapter builds on existing bodies of knowledge in intelligent agents, KM, DSS and XML 
technology standards. Our research focuses on achieving a transparent translation between XML and 
Decision Trees through software agents. This creates the foundation for knowledge representation 
and exchange, through intelligent agents, to support decision-making activity for users of the system. 
We use a knowledge repository to store knowledge, captured in XML documents, that can used and 
shared by software agents within the multi-agent architecture. We call this architecture “an Intelligent 
Knowledge-based Multi-agent Decision Support Architecture” (IKMDSA) IKMDSA integrates KDT 
and knowledge repositories to store externalized knowledge. It uses an intelligent multi-agent system 
with explanation facility to provide distributed decision support using Internet-based technologies. 
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The implementation incorporates XML related technologies for knowledge representation, storage and 
knowledge exchange among participating intelligent agents to deliver decision support to the user. In 
IKMDSA agents provide distributed intelligent decision support by exchanging their knowledge using 
XML and its related set of standards. Implementation details of the architecture and implications for 
further research in this area by academics and practitioners are provided.

In section 2, we review relevant literature in intelligent agents and the role of decision trees in induc-
tive learning and knowledge representation in terms of decision rules. In section 3, we discuss the role 
of XML in representing and facilitating knowledge exchange for intelligent agents. Section 4 provides a 
detailed description of the various components of the IKMDSA architecture and their inter-relationships 
in facilitating the creation, representation, exchange and use of domain specific knowledge for decision 
support tasks. In section 5, we provide a detailed description of the implementation of the architecture 
through the use of an illustrative example. Section 6 includes a discussion of the implications of integrat-
ing KMS and DSS support in business, and the role of the proposed IKMDSA architecture. Section 7 
concludes with limitations and future research directions.

LITer ATure r eVIeW

Knowledge is an important organizational asset for sustainable competitive advantage. Organizations 
are increasingly interested in knowledge-driven decision analytics to improve decision quality and the 
decision support environment. This requires use of corporate data to develop higher-level knowledge in 
conjunction with analytical tools to support knowledge-driven analysis of business problems (Ba et al., 
1997). Advances in systems support for problem solving and decision-making increasingly use artificial 
intelligence (AI) based techniques for knowledge representation (KR) (Whinston, 1997; Goul et al., 
1992; Goul and Corral, 2005). KR takes multiple forms including business rules, decision analytics and 
business intelligence generated from various machine learning algorithms and data mining techniques. 
Intelligence is the ability to act appropriately in an uncertain environment to increase the probability 
of success and achieve goals (Albus, 1991). Intelligent decision support systems (IDSS) incorporate 
intelligence as problem domain knowledge with knowledge representation that informs and supports 
the decision process to facilitate problem solving and reduce the cognitive load of the decision maker.	

Software Agents and Intelligent decision Support Systems (IdSS) 

An intelligent agent is “a computer system situated in some environment and that is capable of flexible 
autonomous action in this environment in order to meet its design objectives” (Jennings and Wooldridge, 
1998). The terms agents, software agents and intelligent agents are often used interchangeably in the 
literature. However, all agents do not necessarily have to be intelligent. Jennings and Wooldridge (Jen-
nings and Wooldridge, 1998) observe that agent-based systems are not necessarily intelligent, and require 
that an agent be flexible to be considered intelligent. Such flexibility in intelligent agent based systems 
requires that the agents should be: (Bradshaw, 1997; Jennings and Wooldridge, 1998)

• Cognizant of their environment and be responsive to changes therein
• Reactive and proactive to opportunities in their environment
• Autonomous  in goal-directed behavior
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• Collaborative	in their ability to interact with other agents in exhibiting the goal-oriented behav-
ior

• Adaptive in their ability to learn with experience

Agent-based systems may consist of a single agent engaged in autonomous goal-oriented behavior, 
or multiple agents that work together to exhibit granular as well as overall goal directed behavior. In the 
general multi-agent system, the interoperation of separately developed and self-interested agents pro-
vides services beyond the capability of any single agent model. Mutli-agent systems provide a powerful 
abstraction that can be used to model systems where multiple entities, exhibiting self directed behaviors 
must coexist in a environment and achieve the system wide objective of the environment.

Intelligent Agents are action-oriented abstractions in electronic systems entrusted to carry out vari-
ous generic and specific goal-oriented actions on behalf of users. The agent abstraction manifests itself 
in the system as a representation of the user and performs necessary tasks on behalf of the user. This 
role may involve taking directions from the user on a need basis and advising and informing the user of 
alternatives and consequences (Whinston, 1997). The agent paradigm can support a range of decision 
making activity including information retrieval, generation of alternatives, preference order ranking of 
options and alternatives and supporting analysis of the alternative-goal relationships. In this respect, 
intelligent agents have come a long way from being digital scourers and static filters of information to 
active partners in information processing tasks. Such a shift has significant design implications on the 
abstractions used to model information systems, objects or agents, and on the architecture of informa-
tion resources that are available to entities involved in the electronic system. Another implication is 
that knowledge must be available in formats that are conducive to its representation and manipulation 
by software applications, including software agents. 

decision Trees and IdSS

Models of decision problem domains provide analytical support to the decision maker, enhance under-
standing of the problem domain and allow the decision maker to assess the utility of alternative deci-
sion paths for the decision problem (Goul and Corral, 2005). Decision Trees are a popular modeling 
technique with wide applicability to a variety of business problems (Sung et al., 1999). The performance 
of a particular method in modeling human decisions is dependent on the conformance of the method 
with the decision makers’ mental model of the decision problem (Kim et al., 1997). Simplicity of model 
representation is particularly relevant if the discovered explicit models are to be internalized by decision 
makers (Mao and Benbasat, 2000) Decision Trees represent a natural choice for IDSS whose goal is to 
generate decision paths that are easy to understand, explain and convert to natural language (Sung, et 
al., 1999). The choice of decision trees as the modeling methodology affords the ability to incorporate 
inductive learning in the IDSS. Decision trees are among the most commonly used inductive learning 
techniques used to learn patterns from data (Kudoh and Haraguchi, 2003; Takimoto and Maruoka, 2003). 
The ID3, C4.5 and SEE5 algorithms provide a formal method to create and model decision rules from 
categorical and continuous data (Takimoto and Maruoka, 2003; Kudoh and Haraguchi, 2003). Kiang 
(2003) compared multiple machine learning techniques and found that the decision tree technique had 
the most interpretive power. They suggest the use of multiple methods in systems for effective intel-
ligent decision support. 
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The explanatory power afforded by decision trees comes from generation of understandable rules, 
clear identification of fields that are most important for prediction and classification and the incorporation 
of explanation facility. Explanation is essential to the interaction between users and knowledge-based 
systems (KBS) describing what a system does, how it works, and why its actions are appropriate (Mao 
and Benbasat, 2000). Explanation can make KBS conclusions more acceptable (Ye and Johnson, 1995) 
and build trust in a system (Swartout, 1983). Decision trees lend themselves to automatic generation of 
structured queries to extract pertinent data from organizational data repositories making them particularly 
useful in providing insights and explanations for the non-technical user (Apte and Weiss, 1997). Deci-
sion trees are especially suitable for decision problems that require generation of human understandable 
decision rules based on a mix of classification of categorical and continuous data (Quinlan, 1996). They 
clearly indicate the importance of individual data fields to the decision problem and reduce the cognitive 
burden of the decision maker (Mao and Benbasat, 2000). Decision trees represent a powerful and easily 
interpretable technique for modeling business decisions that can be reduced to a rule-based form. 

XMl  and decision t rees for k nowledge r ePresent ation and 
eXchange

xML and document Type definitions (dTds)

HTML provides a fixed set of tags that are used to markup content (information) primarily for consump-
tion by human beings. Despite its efficiency for presenting information in human readable format, HTML 
is very limited in extensibility and customization of markup tags and description of the data contained 
in those tags. This constraint limits the use of HTML by application software for information sharing 
in a distributed computing environment where application programs, including intelligent agents are 
expected to work with available data, rules and knowledge without human intervention. 

The use of XML and its related set of standards, developed by the World Wide Web Consortium, 
(W3C http://www.w3c.org), have helped overcome some of these limitations. XML allows for the cre-
ation of custom tags that contain data from specific domains. XML is a meta-language that allows for 
the creation of languages that can be represented by customized XML tags. For example, a company 
in the furniture industry may develop customized tags for the representation of content to serve its 
business domain. By creating custom tags, the company can represent the data in a more meaningful 
and flexible way than it could using HTML. The company may also develop documents that represent 
business-rules using XML that can shared either with human agents or with software agents.Unambigu-
ous understanding of the content of customized XML tags by interested parties requires description of 
both the content and structure of XML documents. This description of structures in XML documents is 
provided by the XML schema which can be written following the set of standards called XML Schema 
and/or the document type definition (DTD) language as adopted and standardized by the W3C. XML 
schema describes specific elements, their relationships and specific types of data that can be stored in 
each tag. XML documents can be validated and parsed by application software provided either the DTD 
or the XML Schema of the corresponding document is made available. XML parsers written in C, C++ 
or Java can process and validate XML documents (containing business rules and data) based on XML 
schemas written based on either the DTD or the XML schema specification. Application software ap-
propriate parser utilities are able to read and/or write to XML documents following the W3C standards 
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and specification. This provides the foundation technology, built upon an agreed and accepted standard 
from W3C, for the capture, representation, exchange and storage of knowledge represented by business 
rules and related data in XML format that can be potentially used and shared by software agents.

Recent initiatives to develop technologies for the “Semantic Web” (Berners Lee et al., 2001) make 
the content of the Web unambiguously computer-interpretable, thus making it amenable to agent in-
teroperability and automatic reasoning techniques (McIllraith, et al., 2001). Two important technolo-
gies for developing Semantic Web are already in place - XML and the resource description framework 
(RDF). The W3C developed the RDF as a standard for metadata to add a formal semantics to the Web, 
defined on top of XML, to provide a data model and syntax convention for representing the semantics 
of data in standardized interoperable manner (McIllraith, et al., 2001). The RDF working group also 
developed RDF schema (RDFS), an object-oriented type system that can be effectively thought of as a 
minimal ontology modeling language. Recently, there have been several efforts to build on RDF and 
RDFS with more AI-inspired knowledge representation languages such as SHOE, DAML-ONT, OIL 
and DAML+OIL (Fensel, 1997).  While these initiatives are extremely promising for agent interoper-
ability and reasoning, they are at their early stages of development. In this chapter, we focus on the use 
of more mature and widely used and available standardized technologies such as XML and DTDs to 
represent knowledge. This approach, along with other initiatives, should allow researchers to develop 
intelligent agent-based systems that are both practical and viable for providing intelligent decision sup-
port to users in a business environment. 

xML and decision Trees for Knowledge r epresentation

The W3C XML specification allows for the creation of customized tags for content modeling. Customized 
tags are used to create data-centric content models and rule-based content models. Data-centric content 
models imply XML documents that have XML tags that contain data, for example from a database, 
and can be parsed by application software for processing in distributed computing environments. XML 
documents containing rule-based content models can be used for knowledge representation. XML tags 
can be created to represent rules and corresponding parameters. Software agents can then parse and read 
the rules in these XML documents for use in making intelligent decisions. Before making intelligent 
decisions, the software agents should be able to codify or represent their knowledge. Decision Trees and 
inductive learning algorithms such as ID3, C4.5 can be used by agents to develop the rule-based decision 
tree. This learned decision tree can be converted into an XML document with the corresponding use 
of a DTD. This XML document, containing the learned decision tree, forms the basis for knowledge 
representation and sharing with other software agents in the community. We demonstrate architecture 
for agent-based intelligent information systems to accomplish this. 

xML and decision Trees for Knowledge r epresentation and exchange

Software agents for knowledge exchange and sharing in the agent community can exchange decision 
trees represented in XML documents. For example, a new agent can learn from the knowledge of the 
existing agents in the community by using the decision tree available in XML format in a knowledge 
repository. The existence of this knowledge repository allows knowledge to be stored and retrieved as 
needed basis by the agents and updated to reflect the new knowledge from various agents in the com-
munity. The explanatory power of decision trees from their ability to generate understandable rules and 
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the provide clear indication of important fields for classification allows the incorporation of explanation 
facility, similar to expert systems, among the agents in this type of architecture (Sung et al., 1999). 
Moreover, explanation is essential to the interaction between users and knowledge-based systems 
(KBS), describing what a system does, how it works, and why its actions are appropriate (Mao and 
Benbasat, 2000). Among 87 KBS shell capabilities, users rated explanation facilities and the capability 
to customize explanations as the fourth and fifth most important factors, respectively (Stylianou et al., 
1992). Explanation can make KBS conclusions more acceptable (Ye and Johnson, 1995) and builds trust 
in a system. The ability of the agents to explain the decision rules used in the decision making process 
makes agents powerful tools to aid human agents in complex decision tasks. Such intelligent agent ar-
chitecture, built around well-grounded and well-researched decision models along with standards-based 
widely available technologies (such as XML, DTDs), is a significant contribution to furthering research 
on agent-based distributed computing and DSS. In the following section, we present the details of IK-
MDSA and discuss its knowledge externalization, knowledge representation, knowledge management 
and knowledge delivery mechanism for decision support.

intelligent k nowledge- Based decision suPPort a rchitecture 
(IKMdSA)

A KMS has facilities to create, exchange, store and retrieve knowledge in an exchangeable and usable 
formatfor decision-making activity. IKMDSA utilizes ID3 algorithms to create knowledge from raw 
data to a decision tree representational form. A domain knowledge object represents information about 
a specific problem domain in IKMDSA. The domain knowledge object contains information about the 
characteristics of the various domain attributes important to the problem domain. The domain knowl-
edge object describes the problem context and provides rules for making decisions in the problem con-
text. The domain knowledge object represents the abstraction used for creating, exchanging and using 
modular knowledge objects in IKMDSA. IKMDSA uses intelligent software agents as the mechanism 
for encapsulation and exchange of knowledge between agents at the site of knowledge creation and the 

Figure 1. Agents have access to Domain Knowledge objects that abstract domain specific knowledge
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site of knowledge storage. Intelligent agents deliver knowledge to the user interface to support intel-
ligent decision-making activity. The agent abstraction is built upon basic objects that take on additional 
behaviors, as required by its function (Shoham, 1993). Knowledge exchange and delivery in IKMDSA 
is facilitated through the exchange of the domain knowledge objects among intelligent agents. Figure 
1 illustrates this basic building block of IKMDSA, where an agent has a composition relationship with 
the domain knowledge object, and thereby has access to knowledge in the form of standard XML docu-
ment object model (DOM) objects.

Every agent can share its knowledge through the domain knowledge component by invoking its 
ShareKnowledge behavior. The domain knowledge object contains behaviors to inform agents of the 
name of the problem domain, share information about the various domain attributes that are pertinent 
to the specific knowledge context, and share rules about making decisions for their specific problem 
domain. These core components are used to develop the functionality of IKMDSA to learn rules and 
domain attributes from raw data, create domain specific knowledge, share it with other agents and ap-
ply this knowledge in solving domain specific problems with a user. Once the attributes and domain 
rules are captured in the domain knowledge object, using standard XML DOM format, they can be 
exchanged between agents. Figure 2 provides a schematic of this activity sequence where knowledge is 
created from raw data and ultimately delivered in usable form to the decision maker.

Learning Agents 

Learning agents interact with a raw data repository and extract raw data used to generate domain 
specific knowledge. Our model does not specify the storage representation and the data contained in 
the repository may be of multiple representation formats including flat files, data stored as relational 
tables that can be extracted using multiple queries into a recordset, or raw data represented using XML 
documents. The learning agent extracts the raw data and applies machine learning algorithms to gener-

Figure 2. A schematic showing the generation, exchange, storage, retrieval and use of knowledge in 
IKMDSA
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ate decision rules for the problem domain. The repository contains information about the context and 
syntactical representation of the information. This information provides the domain attributes pertinent 
to the decision problem. This generates domain specific knowledge in the form of domain attribute in-
formation and rules for making decisions in the specific problem context. The system ensures that this 
knowledge is generated in a format conducive for sharing and use of the information across a distributed 
and heterogonous platform. 

Knowledge Agents

We use the domain knowledge object as the modular abstraction for knowledge representation and 
knowledge exchange facilitation in IKMDSA. Domain knowledge objects are made available to agents 
by the learning agent sharing the object with the knowledge agent. The knowledge agent manages the 
knowledge available in IKMDSA and allows for other agents in the system to know of, request and 
receive the domain knowledge in the system. The system utilizes the domain knowledge object as the 
modular knowledge abstraction for communication of knowledge across the multiple agents of the 
system. Therefore, when the domain knowledge object is shared with an agent of the system, the agent 
becomes aware of the problem context descriptions, in addition to the rules that govern decision-making 
in the specific problem context. The knowledge agent is also responsible for the maintaining the col-
lection of domain knowledge available in the system through interactions with a knowledge repository. 
The knowledge agent contains methods to generate rules to support ad-hoc queries by the user agent. 
This is supported through the interactions of the knowledge agent with the knowledge repository of 
the system that is implemented as a set of XML documents that can be stored in a repository that is 
capable of storing XML documents such as the Oracle 9i family of information management products. 
This knowledge repository allows for the easy storage and retrieval of the knowledge contained in a 
domain knowledge object. Thus, the knowledge is available to all the agents in the system through the 
activities of the KM behaviors of the knowledge agent object. In this respect, the interactions among 
the agents in this system are modeled as collaborative interactions, where the agents in the multi-agent 
community work together to provide decision support and knowledge-based explanations of the deci-
sion problem domain to the user.

As shown in Figure 2, users of IKMDSA interact with the system through user agents that are con-
stantly aware of all domain knowledge contexts available to the system, through a list of names of the 
domain knowledge objects that is published and managed by the knowledge agent. This allows every 
user agent, and hence every user, to be aware of the entire problem space covered by the system. The 
user agent requests and receives the knowledge available for a specific problem domain by making a 
request to the knowledge agent, at the behest of the user. The knowledge agent, upon receiving this 
request, shares a domain knowledge object with the user agent, thereby making problem domain infor-
mation and decision rules available to the user agent. The knowledge agents also serve as the means 
to service any ad-hoc queries that cannot be answered by the user interface agents, such as queries 
regarding knowledge parameters that are not available to the user interface agents. In such cases, the 
Knowledge agent, with direct access to the knowledge repository can provide such knowledge to the 
user agents, for the benefit of the user. This information is shared in the form of two W3C compliant 
XML document object model (DOM) objects, domain and rules, which represent an enumeration and 
explanation of the domain attributes that are pertinent to the problem context and the rules for making 
decisions in the specified problem context. Once the domain knowledge object is available to the user 
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agent, the user agent becomes problem domain aware and is ready to assist the user through a decision 
making process in the specific problem domain.

user Agents

The user agent contains methods to generate a user-friendly interface to inform the user about problem 
domain attributes that are pertinent to the decision problem under consideration. The user interface 
offers explanations about each domain attribute and provides the user with contextual information on 
the different values that each domain attribute may take. This serves the purpose of informing the user 
and increasing their knowledge about the various factors that affect a decision in the problem domain 
under consideration. The user agent also contains methods to generate a decision making interface that 
allows a decision maker to consider and choose values for pertinent attributes. This selection process 
creates an instance of an observation that can be compared against the rules available to the user agent 
through the domain knowledge. The user interacts with the User Interface agent by asking question 
about the decision problem and receives responses containing decision alternatives and explanation of 

Figure 3. The intelligent knowledge-based multi-agent decision support architecture (IKMDSA).
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the choices made by the agent. This is achieved through parsing the decision rules based on the param-
eters supplied by the user. The agent compares the users’ selections with the known rules and decides 
on the rule(s) that are fired for the given instance. These rules are formatted in a user-friendly format 
and made available to the user. This provides the user with a decision, given their selection of domain 
attributes and provides the user with explanations of the decisions made, given the selections made by 
the users. 

The above sections provide a complete description of the process of knowledge creation, knowledge 
representation, knowledge exchange, KM and the use of the knowledge for decision making employed 
by IKMDSA. Figure 3 provides a schematic of this overall process. As shown in figure 3, IKMDSA is 
designed for a distributed platform where the knowledge available to the agents in the system can be 
made available on an intranet and an Internet based platform by enclosing the domain knowledge objects 
in SOAP wrappers that enables the knowledge broker functions of the knowledge agent by making its 
knowledge available as a Web service.

IKMDSA consists of intelligent agents as discussed above that are able to provide intelligent deci-
sion support to the end-users. All of the agents in the architecture are FIPA compliant in terms of their 
requirements and behavior. The learning agents create knowledge from the raw data in a data repository, 
knowledge agents primarily acquire this knowledge from learning agents and manage this knowledge 
through a knowledge repository, while user agents help the users make decisions on specific problems 
using the knowledge contained in the decision trees. The exchange of knowledge between agents and 
between users and agents is achieved through sharing of content information using XML. The agents 
work on a distributed platform and enable the transfer of knowledge by exposing their public methods 
as Web Services using SOAP and XML. The rule-based modular knowledge can be used and shared by 
agents. Capturing the modular knowledge in XML format also facilitates their storage in a knowledge 
repository - a repository that enables storage and retrieval of XML documents. The architecture allows 
for multiple knowledge repositories depending upon the problem domain. The benefits of such knowledge 
repositories are the historical capture of knowledge modules that are then shared among agents in the 
agent community. This minimizes the learning curve of newly created agents who are instantiated with 
the current knowledge that is available to the entire system. This is achieved in IKMDSA since agents 
have captured rule-based knowledge modules and have stored such knowledge modules in XML format 
in the knowledge repository for the benefit of the entire agent community and the system.

IKMDSA also provides a decision explanation facility to the end-users where agents are able to 
explain how they arrived at a particular decision. This has three important benefits: 

i. Tthe end-user can understand how the decision was made by the software agent
ii. The end-user can make a clear assessment of the viability of the decision
iii. The end-user can learn about the problem domain by studying the decision paths used by the 

agent

Agents are able to explain the rules and parameters that were used by the agent in arriving at the 
stated decision. This explanation facility is a natural extension of using decision trees in general for 
solving rule-based decision problems. Non-technical end-users are able to easily understand how a 
problem was solved using decision trees compared to other existing problem-solving methods such as 
neural networks, statistical and fuzzy logic-based systems (Sung et al., 1999). The IKMDSA architecture 
can provide intelligent distributed decision support that may be internal to the company and the other 
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focusing on providing intelligent distributed decision support that may be external to the company. In 
the second case, the proposed architecture incorporates the W3C Web Services architecture that uses 
the simple object access protocol (SOAP) and XML. The incorporation of this architecture creates a 
flexible means of exposing the services of the agents using the Web Services architecture by a company 
to its potential or existing global population of customers and suppliers.

iMPle Ment ation of the IKMdSA Ar ChITeCTure And ILLuSTr ATIVe 
eXa MPle

The problem domain selected for the initial proof of concept is the play tennis decision problem (Mitch-
ell, 1997) using the ID3 decision tree method. The selection of the problem domain was due to it being 
widely adopted (Mitchell, 1997) to represent decision problems in the ID3 decision tree research and 
also for its simplicity in illustrating the proposed architecture. The decision problem for this problem 
domain is to decide whether, or not, to play tennis on a particular day based on climatic conditions such 
as the day’s weather outlook, the level of humidity, the temperature, and the wind conditions. Figure 
4 shows a schematic of the decision solutions under consideration. The leaf nodes of the decision tree 
represent the final outcome of the decision of whether to play tennis on a certain day, based on what the 
weather is like. The problem is simple to understand; yet it illustrates the fundamental requirements of 
the system and provides an elegant way to test the various features of the agents and the architecture.

The end-user provides the existing weather condition to the user agent as input and the agent makes 
a decision and presents the decision to the end-user whether or not tennis can be played that particular 

Figure 4.  Decision tree representation of the Play Tennis Problem (Adapted from Mitchell, 1997)
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Figure 5. DTD for the representation of domain attribute in the Play Tennis problem

Figure 6. XML document showing domain attributes for the Play Tennis problem
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Figure 7. The User interface presented to a user by the IKMDSA user agent

Figure 8. DTD representation of the structure of rules



��  

Multi-Agent Architecture for Knowledge-Driven Decision Support

day given the conditions entered by the user. The user is given information about each of the atmo-
spheric conditions and their categories. These atmospheric conditions form the domain attributes for 
the play tennis problem and define the context specific information that is pertinent to this decision 
problem. The agent provides information on each domain attribute thereby informing the user through 
the process of selection of the attributes that are pertinent on any given day. The representation of the 
domain attributes generated by the agents shows the DTD and the XML files (see Figures 5 and 6) for 
the representation of information about the context of the problem domain. The XML representation of 
the domain attributes is dynamically parsed by the user agent to generate a context specific user interface 
(as shown in Figure 7). This allows the user to make a decision about each pertinent domain attribute. 
After the user makes a selection from all the domain attributes, the user agent has enough information 
to make a decision about the problem domain. This is accomplished by parsing the set of domain rules 
that specify a final decision based on observations of domain attributes. As mentioned earlier, the user 
agent has access to an XML representation of domain rules about a given problem context, through the 
XML DOM object contained in the domain knowledge object for a decision problem. The structure 
for this set of rules is shown as a DTD in figure 8, while figure 9 shows the XML representation of the 
rules used by IKMDSA for the play tennis problem. The user agent parses these rules and identifies 
the rules that are fired for the given set of observations. These rules are then presented to the user in 
user-friendly format as explanation fro the decision made by the user agent.

In the prototype implementation of the proposed IKMDSA architecture, we use the Java program-
ming language to implement the agents as extensions of objects. The choice of Java was based upon 

Figure 9. Decision tree representation of the rule-based knowledge module for the Play Tennis Problem 
in XML format
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the widely accepted advantage of Java providing portable code and XML providing portable data. In 
addition, we use Oracle 9i Database and Application Server platforms (http://www.oracle.com) to imple-
ment the knowledge repository and use the Sun Microsystems Java XML API toolkit to interface the 
agents with the XML repository. The decision tree implementation consists of tree nodes with branches 
for every category of the node variable. Each traversal from the root node of the decision tree to a leaf 
node leads to a separate decision path as illustrated in figure 4. The agents contain methods to traverse 
the decision tree and obtain a decision path that can then be translated into an XML object and an XML 
document using a DTD file. These form the basis for the generation of decision alternatives and for the 
explanations of decisions by the agents. The agents are implemented as java beans and their explana-
tions are available to the user through calls made to their public methods that are exposed as services, 
and presented to the user as dynamically generated Web content by using Java Server Pages technology 
(http://java.sun.com/products/jsp/index.html).

Business aPP lica tion

Organizations use data mining techniques to leverage the vast amount of data to make better business 
decisions (Padmanabhan, et al., 1999; Fan, et al., 2002). Data mining is used for customer profiling in 
CRM and customer service support (Hui and Jha, 2000), credit card application approval, fraud detec-
tion, telecommunications network monitoring, market-based analysis (Fayyad et al., 1996), healthcare 
quality assurance (Tsechansky et al., 1999) and many other decision-making areas (Brachman et al., 
1996).  There is a growing need to not only mine data for decision support, but also to externalize 
knowledge from enterprise data warehouses and data marts, to share such knowledge among end us-
ers through automated knowledge discovery and distribution system for effective decision support. In 
other words, there is an increasing need for the integration of KMS and DSS systems to meet the needs 
of the complex business decision situations. According to Bolloju et. al., “Such integration is expected 
to enhance the quality of support provided by the system to decision makers and also to help in build-
ing up organizational memory and knowledge bases. The integration will result in decision support 
environments for the next generation,” (Bollojou, 2002, pg. 164). The proposed IKMDSA architecture 
illustrates such a next generation integrated KMS and DSS system. The detailed presentation of the 
implementation of the architecture is intended to further the research that combines multiple but related 
set of research streams such as data mining, automated knowledge discovery, knowledge representation 
and storage using XML, knowledge exchange among participating intelligent agents using knowledge 
context, and explanation facility (from expert systems research). The authors are currently extending 
the architecture in various business domains such as credit approval processing, bankruptcy prediction, 
electronic commerce and consumer behavior and Web mining.

Emergent Internet technologies have significant impact on business processes of organizations oper-
ating in the digital economy. Realizing the potential benefits of emergent technologies is dependent on 
the effective sharing and use of business intelligence and process knowledge among business partners to 
provide accurate, relevant and timely information and knowledge. This requires system models to support 
and enable information integration, knowledge exchange and improved collaboration among business 
partners. Such systems must provide collaborating partners with intelligent knowledge management 
(KM) capabilities for seamless and transparent exchange of dynamic supply and demand information. 
Implementing and managing such integration over distributed and heterogeneous information platforms, 
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such as the Internet, is a challenging task; yet, realizing this task can have significant benefits for orga-
nizations embracing such collaborations. An application of the IKMDSA for Collaborative Commerce 
to enable collaborative work in B2B e-Marketplaces would have significant benefits in developing 
information partnerships by creating the foundation for knowledge representation and exchange by 
intelligent agents that support collaborative work between business partners.

c onclusion, l iMit ations and f uture direction for r esearch

In this chapter we have presented a methodology to represent modular, rule-based knowledge using the 
extensible markup language (XML) and the document type definition (DTD) standards from the World 
Wide Web Consortium (W3C). Using this methodology, we have shown how such an approach can be used 
to create problem-specific knowledge modules that can easily be distributed over the Internet to support 
distributed IDSS design. Such an approach will facilitate intelligent decision support by providing the 
required knowledge representation and the decision analytical support. We had presented the conceptual 
architecture of such a distributed IDSS, and have provided details of the components of the architecture, 
including the agents involved and their interactions, the details of the knowledge representation and 
implementation of knowledge exchange through a distributed interface. We also provided indication of 
how such architecture might be used to support the user and how it might assume the role of an expert 
and provide explanations to the user, while retaining the benefits of an active DSS through extensible 
knowledge generation by incorporating machine learning algorithms. The example used in this chapter 
is simple, intuitive and elegantly achieves its purpose of illustrating the use of the architecture while 
minimizing complications inherent to a more complex problem domain. We continue to do research 
on elaborating this architecture for a variety of problems that lend themselves to rule-based, inductive 
decision making with a need for user interactions and which benefit from greater understanding of the 
problem domain by the user. 

The limitations of this research derive from the use of decision trees and inductive learning al-
gorithms and techniques. The limitations inherent to decision trees and such techniques are also the 
limitation of this architecture. Therefore, further research needs to be conducted to understand how this 
architecture can be expanded to incorporate other types of learning and rule induction or rule creation 
to be shared and used by software agents. Despite this limitation, this chapter contributes significantly 
to the advancement of our understanding of how emerging technologies can be incorporated into intel-
ligent agent-based architecture to enhance the value of such systems in distributed intelligent DSS that 
incorporates knowledge.

r eferences

Adriaans, P., & Zantinge, D. (1996). Data mining. Harlow, UK: Addison-Wesley. 

Apte, C., & Weiss, S. (1997). Data mining with decision trees and decision rules. Future Generation 
Computer Systems, (13), 197-210.



  ��

Multi-Agent Architecture for Knowledge-Driven Decision Support

Ba, S., Lang, K. R., & Whinston, A. B. (1997). Enterprise decision support using Intranet technology. 
Decision Support Systems, 2(20), 99-134.

Berners-Lee, T., Hendler, J., & Lassila, O. (2001). The Sematic Web. Scientific American, 34-43.

Bolloju, N., Khalifa, M., & Turban, E. (2002). Integrating knowledge management into enterprise en-
vironments for the next generation decision support. Decision Support Systems, (33), 163-176.

Brachman, R., Khabaza, T., Kloesgen, W., Piatetsky-Shapiro, G., & Simoudis, E., (1996). Mining busi-
ness databases. Communications of ACM, 39(11), 42-48.

Bradshaw, J. M., (1997). Software agents. Boston: MIT Press.

Fan, W., Lu, H., Madnick, S. E., & Cheung, D. (2002). DIRECT: A system for mining data value con-
version rules from disparate data sources. Decision Support Systems, (34), 19-39.

Fayyad, U., Piatetsky-Shapiro, G., & Smyth, P. (1996). From data mining to knowledge discovery: 
an overview. In: U. Fayyad, G. Piatetsky-Shapiro, P. Smyth and R. Uthurusamy, (Eds.), Advances in 
knowledge discovery and data mining, ( pp. 1-36).  Cambridge, MA: AAAI/MIT Press.

Fensel, D., (2000). The Semantic Web and its languages. IEEE Intelligent Systems, Nov./Dec., 67. 

Goul, M., & Corral, K. (2005). Enterprise model management and next generation decision support 
Decision Support Systems. (In Press), Corrected Proof, Available online 12 July 2005.

Holsapple, C., & Singh, M., (2000,July/September). Toward a unified view of electronic commerce, 
electronic business, and collaborative commerce: A knowledge management approach. Knowledge and 
Process Management, 7(3), 159.

Hui, S., & Jha, G. (2000). Data mining for customer service support. Information and Management, 
38(1), 1-14. 

Jennings, N. R., & Wooldridge, M. (1998). Agent technology: Foundations, applications, and markets. 
London: Springer. 

Kiang, M. Y. (2003, July). A comparative assessment of classification methods. Decision Support Sys-
tems, 35(4), 441-454.

Kim, C. N.,  Chung, H. M., & Paradice, D. B. (1997). Inductive modeling of expert decision making in 
loan evaluation: A decision strategy perspective. Decision Support Systems, 21(2), 83-98.

Kudoh, Y., Haraguchi, M., & Okubo, Y. (2003, January 27). Data abstractions for decision tree induc-
tion. Theoretical Computer Science, 292(2), 387-416.

Mao, J., & Benbasat, I. (2000, Fall). The use of explanations in knowledge-based systems: Cognitive 
perspectives and a process-tracing analysis. Journal of Management Information Systems, 17(2), 153-
179.

McIlraith, S., Son, T. C., & Zeng, H. (2001). Semantic Web Services. IEEE Intelligent Systems, March/
April,46-53.



��  

Multi-Agent Architecture for Knowledge-Driven Decision Support

Mitchell, T. M. (1997). Machine learning. McGraw-Hill.

Padmanabhan, B., & Tuzhilin A. (1999). Unexpectedness as a measure of interestingness in knowledge 
discovery. Decision Support Systems, (27), 303-318.

Quinlan, J. R. (1996). Improved use of continuous attributes in C4.5. Journal of Artificial Intelligence 
Research, (4) 77-90.

Quinlan, J. R. (1996). Learning first-order definitions of functions. Journal of Artificial Intelligence 
Research, (5) 139-161.

Shim, J. P., Warkentin, M., Courtney, J. F., Power, D. J., Sharda, R., & Carlsson, C. (2002). Past, present, 
and future of decision support technology. Decision Support Systems, (33) 111-126.

Singh, R. (2007). A multi-agent decision support architecture for knowledge representation and exchange. 
International Journal of Intelligent Information Technologies, 3(1), 37-59,		

Stylianou, A. C. Madey, G. R., & Smith, R. D. (1992). Selection criteria for expert systems shells: A 
socio-technical framework. Communications of the ACM, 10(35), 30-48. 

Sung, T., Chang, N., & Lee, G. (1999). Dynamics of modeling in data mining: Interpretive approach to 
bankruptcy prediction. Journal of Management Information Systems, 16(1), Summer, 63-85.

Shoham, Y. (1993). Agent oriented programming. Journal of Artificial Intelligence, 1(60), 51-92.

Takimoto, E., & Maruoka, A. (2003). Top-Down decision tree learning as information based booting. 
Theoretical Computer Science, 292(2), 447-464.

Tsechansky, M., Pliskin, N., Rabinowitz, G., & Porath, A. (1999). Mining relational patterns from mul-
tiple relational tables. Decision Support Systems, 27(1999), 177-195.

Whinston, A. B. (1997). Intelligent agents as a basis for decision support systems. Decision Support 
Systems, 20(1).

Weber, R. O., & Aha, D. W. (2003). Intelligent delivery of military lessons learned. Decision Support 
Systems, 3(34), 287-304.

Ye, L. R., & Johnson, P. E. (1995). The impact of explanation facilities on user acceptance of expert 
systems advice. MIS Quarterly, 2(19), 157-172.



  ��

Chapter III
A Decision Support System for 

Trust Formalization
Farid Meziane

University of Salford, UK

Samia Nefti
University of Salford, UK

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.

introduction

Business to consumer (B2C) electronic commerce (EC) has seen a phenomenal growth since the de-
velopment of the Internet, and there is a growing interest from many organizations to use it as a way to 
improve their competitiveness and reach a wider customer base. According to eMarketer, the total business 
of B2C EC has increased from $30 billions in 2002 to $90.1 billions in 2003 and continued increasing 

aB stract

Trust is widely recognized as an essential factor for the continual development of business-to-customer 
(B2C) electronic commerce (EC). Many trust models have been developed, however, most are subjec-
tive and do not take into account the vagueness and ambiguity of EC trust and the customers’ intuitions 
and experience when conducting online transactions. In this chapter, we describe the development and 
implementation of a model using fuzzy reasoning to evaluate EC trust. This trust model is based on the 
information customers expect to find on an EC Web site and that is shown from many studies to increase 
customers trust towards online merchants. We argue that fuzzy logic is suitable for trust evaluation as it 
takes into account the uncertainties within EC data and like human relationships; it is often expressed 
by linguistic terms rather then numerical values. The evaluation of the proposed model is illustrated 
using four case studies and a comparison with two other models is conducted to emphasise the benefits 
of using fuzzy decision system. 
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Figure 1. The trust model (Kasiran & Meziane, 2002)

to around $133 billions in 2005 (Grau, 2006). Similar figures were also predicted by Jupiter Research, 
which estimated an increase from $85.7 billion in 2003 to $132.2 billion in 2005 (Naraine, 2003). This 
growth is usually attributed to the increasing number of online users over the 2000-2005 period and 
this is expected to continue (Naraine, 2003). Although for the 2005-2009 period the growth is expected 
at a lower rate of 18.6 %, the expansion of EC can still be considered as strong (Grau, 2006). 

Though the expansion and development in EC is encouraging, this growth may not be achieved if 
the prevailing obstacles for a greater acceptance of EC as a transaction medium are not addressed care-
fully. Among the obstacles that hinder the development of EC, consumers lack of trust has often been 
identified as one of the main reasons (Luo, 2002; Merrilees & Fry, 2003; Corbitt, Thanasankit, & Yi, 
2003; Cazier, Shao & Louis, 2006) and other factors include: consumer dissatisfaction of the unstable 
EC systems, a low level of personal data security, disappointments with purchases such as non-delivery 
of goods, hidden charges, difficulties in getting a refund, unwillingness to provide personal details and 
fraud (Han & Noh, 1999; Lewicki & Bunker, 1996; Matthew & Turban, 2001; Mayer, Davis, & Schoor-
man, 1995; Patton and Jøsang, 2004; Shapiro, Sheppard, & Cheraskin, 1992). In B2C EC, the concept 
of trust is crucial because it affects a number of factors essential to online transactions.

Kasiran and Meziane (2002) developed a trust model for B2C EC that is based on the kind of in-
formation customers are looking for on a vendor’s Website to help them decide whether to engage in 
a transaction or not. The model identified four major factors that need to be present on a merchant’s 
Website to increase customers’ trust when shopping online. These factors are: existence, affiliation, 
policy, and fulfilment. The information customers need to know to satisfy the existence factor include 
physical existence, such as the merchant’s telephone number, fax number, postal address, mandatory 
registration, and peoples’ existence. These are known as variables. The affiliation factor looks at third-
party endorsement, membership and portal and the policy factor looks at information with regards to 
customer satisfaction policy, privacy statement, and warranty policy. Finally, the fulfilment factor looks 
at delivery methods, methods of payment and the community comments. Hence, a total of 12 variables 
have been identified for the trust model as summarized in Figure 1.

Given the large amount of information the model requires, an information extraction system has 
been developed to automate the data collection process (Meziane & Kasiran, 2003, Meziane & Kasiran, 
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2005). Indeed it has been reported that users are finding it difficult to identify specific information on 
Websites (Center for the Digital Future, 2004). In addition, we do recognize that users may not be able 
to make proper use of the collected information. For this purpose, we developed tools to evaluate the 
trustworthiness of an EC Website based on the collected information. Two models have been developed 
in (Meziane & Kasiran, 2005, Meziane & Kasiran, 2008) for evaluating the trust factor; the linear model 
and the parameterized model. More details about these two models will be provided in the comparison 
section. 

However, for both models, we do recognize that this is not the natural way customers use to evaluate 
their trust towards online merchants or make the decision to buy or not to buy. As with any other business 
transaction, customers develop in their mind some sort of ambiguity and uncertainties when purchasing 
online (Mohanty & Bhasker, 2005). Customers may wish to classify merchants using different prefer-
ences or take into account other parameters such as the cost or the brand of a product. The decision to 
complete an online transaction is often based on the customer’s human intuitions, common sense, and 
experience rather than on the availability of clear, concise, and accurate data (Akhter, Hobbs, & Maamar, 
2005). In this article, we develop a new trust evaluation model using fuzzy reasoning to evaluate the 
trust factor as it allows the encoding of the information available on the merchant’s Website in a form 
that can be used to reflect the way customers reach the decision to engage in an EC transaction. 

The remaining of the article is organized as follows. In the second section we review some related 
work on trust and trust modelling in EC. In the third section, we describe the fuzzy inference and fuzzy 
logic system, we justify the use of fuzzy logic in the fourth section and we construct the rules base in 
the fifth section. We evaluate the newly developed fuzzy model in the sixth section and we compare 
it with the linear and parameterized models and underline the advantages of our fuzzy system in the 
seventh section. We conclude in the final section.

rela ted  work  

New technologies have deeply modified traditional forms of social relations and communications, in 
particular norms, social rules, hierarchies, familiarity, reputation, delegation and trust (Castelfranchi 
& Pedone, 2003). This is certainly true for B2C EC, one of the areas that benefited the most from the 
development of the Internet and the WWW. EC applications have created a new global market (Cohan, 
2000) where businesses and consumers are no longer restricted by physical boundaries such as geo-
graphical or time differences (Guo & Sun, 2004). Today, EC influences business in a major way and 
shapes the future of the B2C segment (Li, Kuo, & Russell, 1999; Schmitz & Latzerb, 2002). In reality, 
EC has redefined several business processes (Hoffman, Novak, & Chatterjee, 1995) such as marketing 
(Hoffman, Novak, & Peralta, 1997), customer services (Romano, Nicholas, & Fjermestad, 2003), pay-
ment (Ranganathan & Ganapathy, 2002) and fulfilment (Bayles, 2001). 

Most people have an understanding of EC based on their experience as shoppers and buyers in a 
traditional brick and mortar environment, and they bring this experience with them when they start 
shopping online. EC sites play their role of seller by trying to broadcast two messages to potential buy-
ers: “buy from us” and “trust us”. The impact of these explicit messages, though, is often corrupted 
by contradictory or distracting messages implicit in the site’s implementation of the navigation flow, 
page layout, visual continuity and information space (Nah & Davis, 2002). In the next subsection, we 
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introduce the concept of trust in the context of EC and than review works on attempts to model trust in 
general and using fuzzy logic in particular.

Trust

The widespread of EC websites and their adoption by many customers has created challenging problems 
of trust. Indeed, Klang (2001) states that “the size and the anonymity of the Internet make it more dif-
ficult for the parties entering into the transaction to judge the trustworthiness of his or her counterpart”. 
It is also generally perceived that it is relatively easy to set up a company in the digital world that ap-
pears legitimate but is actually a fraud (Ngai and Wat, 2002). Hence, the fundamental question in EC 
is “whether consumers trust sellers and products they cannot see or touch and electronic systems with 
which they have no previous experience” (Matthew & Turban, 2001).

Trust is studied and defined in several areas such as psychology, sociology, political science, econom-
ics, history and socio-biology (Lewicki & Bunker, 1996; Castelfranchi & Pedone, 2003). In the context 
of EC, trust is “the confidence that participants in commerce have on the business activities involved 
(transactions and other exchanges of information, goods, and services) which will be protected and 
conducted as intended” (Steinauer, Wakid, & Rasberry, 2000) and can be measured based on reliability 
and predictability (Keen, et al. 2000). The most widely used definition of trust in EC is that provided 
by (Mayer, Davis & Schoorman, 1995), “the willingness of a party to be vulnerable to the action of the 
other party based on the expectation that the other party will perform a particular action important to 
the trustor, irrespective of the ability to monitor or control that other party”. Once the concept of trust 
in EC is agreed upon the next step is about understanding the factors that influence the development of 
trust and than attempt to model trust; a more challenging problem! 

Trust Modelling

Trust is a very complex concept and can be analysed from different angles using various parameters. 
The development of trust can be modelled as a function of time and is built based on experience (Che-
skin/Studio Archetype, 1999). Within the business context, an initial trust is created based on external 
factors such as the strength of a particular brand or recommendation from others. Naturally, if the initial 
trust warrants a purchase, this will allow customers to personally experience dealing with this particu-
lar merchant. Consequently, the foundation of trust starts to change from the external factors to inside 
information such as own experience with the product or merchandise. The experience and trust will 
further develop with future purchases. McCullagh, (1998) suggests that the development of trust usually 
starts by recommended trust to direct trust. Furthermore, he also suggests that trust is not generally 
transitive but can be conditionally transitive particularly during the early stage of trust relations.

Trust is very often linked with risk as it is widely recognised that the placement of trust is closely 
related with the element of risk (Konrad, Fuchs, & Barthel, 2000; Mayer, Davis, & Schoorman, 1995). 
The higher the risk, the higher the level of trust is needed. It is suggested by Tan and Theon (2000) that 
to enhance trust, more control should be given to the trustor. Hence, establishing trust is establishing 
the acceptances of risk. Since EC is strongly linked to Internet technology development, then creating 
trust in EC is a process of taking risks in believing that the Internet technology is able to function as 
expected for the purpose of EC transactions. In addition, creating trust in EC is also accepting the risk 
that everybody involved in this faceless business environment will perform his duties as expected.
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Araujo and Araujo (2003) classified risks taken in EC transactions into two categories. Technology 
related risk that includes security, privacy, and integrity and business related risk that include misuse 
of personal information and incorrect fulfilment of transactions. Interface web design and usability 
and ease of navigation have also been found to influence user behaviour and trust towards EC websites 
(Basso et al, 2001; Hu et al, 2004; Riegelsberger & Sasse, 2001). Web retailers use eye-catching graph-
ics not only to grab a user’s attention but also to convey competence and professionalism. A model 
developed by Matthew and Turban (2001) acknowledges the importance of both network technology 
and other parameters such as merchant factor and third party certification factor. Meanwhile, Cheung, 
Lee and Matthew (2000) recognize the legal framework role in creating a trusted environment in the 
EC setting. They also recognize the role of individual trust propensity in determining the level of trust 
required before someone is ready to commit in a trust relationship. This trust propensity is influenced 
by individual personality traits, culture and experience (Jarvenpaa, Tranctinsky, & Vitale, 2000). Fuzzy 
logic is used to model and evaluate trust in EC and some systems will be summarised in the following 
subsection. 

f uzzy Logic in electronic Commerce 

Akhter et al. (2005) developed a fuzzy logic based system for assessing the level of trust in B2C EC. 
In their model, trust (T) is composed of three variables which are security (S), familiarity (F) and the 
Website’s design layout (D) hence T = f(S, F, D). In addition, they have also used competitiveness (C) 
in the evaluation of the business transaction. Hence the business transaction is a function of trust and 
competitiveness and formulated as LB2C=g(T, C). However, in their model they are not clear on what 
factors they use to evaluate each of the three variables S, F and D. They assume that users by just using 
a Website can decide if the trust is high, average or low with regards to these three variables. Studies 
on the use of Websites design for example to convey trust are well documented and the characteristics 
well defined (Basso et al., 2001; Hu et al., 2004; Riegelsberg & Sasse, 2001).

Manchala (2000) proposes a model for the measurement of trust variables and the fuzzy verifica-
tion of EC. He highlights the fact that trust can be determined by evaluating the factors that influence 
it, namely risk. He defines cost of transaction, transaction history, customer loyalty, indemnity, and 
spending patterns as the trust variables. Each variable is measured using semantic labels. His notation is 
focused on defining when two trust variables are related by an EC trust relationship (ECTR). Using this 
ECTR, a trust matrix is constructed between the two variables and a trust zone is established. He also 
describes a method for trust propagation and the construction of a single trust matrix between vendor 
and customer that governs the transaction. The problem with Manchala’s model is that it is (1) unclear, 
which variables should be used by default for the best results; (2) if it is actually possible for a computer 
to automatically establish that two variables are related by an ECTR. In his definition, he mentions a 
semantic relationship between the variables, but neglects to mention how this fact will be specified to the 
computer so that evaluation can be automated; and (3) if ECTR merging will scale in the face of large 
trust matrices. These concerns are all related to the viability of implementing his model. These models 
do not support a theoretic approach to trust and they are not suitable for e-commerce (Tyrone, 2003).

Fuzzy logic was also used for product classification in EC (Mohanty & Bhasker, 2005). When faced 
with a choice of many products, users need to make a decision on which product to purchase. Taking 
the case of a car purchase, the authors used five variables which are the cost, re-sale value, mileage, 
comfort, and maintenance cost. A typical statement would then be to purchase a car with a price around 
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a particular value, a high resale price, with a mileage around certain mileage, comfortable and a low 
maintenance cost. Such systems would work only on a specific type of products (cars in this case) if 
one wishes to purchase a personal computer for example, the variables would change as is the fuzzy 
logic system.

the  fuzzy  inference  syste M

There are two concepts within fuzzy systems that play a central role in our application domain. The 
first one is a linguistic variable, that is, a variable whose values are words or sentences in a natural 
or synthetic language. Fuzzy set theory, which is based on such paradigm, deals with the ambiguity 
found in semantics (Zadeh, 1965). The second concept is that of a fuzzy IF-THEN rules, in which the 
antecedent and the consequent parts are propositions containing linguistic variables (Mamdani, 1994). 
These two concepts are effectively used in the fuzzy logic controller paradigm as shown in Figure 2. 
The numerical values of the inputs i ix U∈   with ( 1,..., )i n=  are fuzzified into linguistic values 1 2, ,..., nF F F    
where Fj’s are defined as fuzzy sets in the input universe of discourse 1 2

n
nU U U U= × × × ⊂ ℜ

. 
A fuzzy inference engine judges and evaluates several linguistic values 1 2, ,..., nG G G   in the output 

universe of discourse V  by using fuzzy IF-THEN rules which are defined in the rule base: 

( )
1: ...j j j j

i n nR IF x F and and x F Then y G∈ ∈ ∈                                                                   (1)

where ( 1,... )j M=  and M is the number of rules in the principle base. Each fuzzy IF-THEN rule in the 
form of (1) defines a fuzzy set 1 2 ...j j j j

nF F F G× × × →    in the product space U × V. Let 'A   be an arbitrary 
input fuzzy set in U. A fuzzy set Bm in V can be calculated as:

1
1 ' 1 1' ...

( ) ( ,..., ) ( ,..., ) ( ,..., , )m m m m
n n

T
n A n nA R F F G

y x x U x x x x y
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Figure 2. The fuzzy logic controller
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where t-norm ⊗ and s-norm ⊕  are used for the intersection and the union operations respectively. The 
final output is a fuzzy set in V, which is a combination of the M fuzzy sets, A′° (R(1),...,R(M)). The mem-
bership function of this inferred fuzzy set will be:

(1) ( ) (1) ( )' ( ,..., ) ' ... '
( ) ( )M MA R R A R A R
y y

⊕ ⊕
=

  

                                                                                        (3)

The above membership function defines the fuzzy value of the output action ( )B y . The crisp value 
of the output action can be obtained, say, by using the Centre of Gravity (COG) defuzzification method, 
where the shape of membership function, (1) ( )' ( ,..., )

( )MA R R
y



, is considered to determine the crisp value of 
the output action

' B

B

y
y = ∑

∑
 . 

Justifica tion  of  the  use  of  fu ZZY Log IC To  eVALuATe Tru ST

Trust relationships among customers and vendors are hard to assess due to the uncertainties and ambiguities 
involved in evaluating trust in EC. For example, in the proposed trust model, the community comments 
variable in the fulfilment factor has a wide range of values as we may have a small or a large number of 
customers providing positive or negative feedback to the vendor. Hence, the number of comments and 
their nature will affect the decision made by the associated evaluation module. In addition, in the trust 
model used, there are dependencies between some variables. For example the mandatory registration 
variable in the existence factor is dependent on the membership and third-party endorsements variables 
in the affiliation factor. Indeed, if an organization is a member of an association or endorsed by a third 
party, we assume that this organization is fully registered with the required authorities even though the 
mandatory registration was not extracted by the information extraction system. 

Thus, the use of fuzzy reasoning is justified as an adequate approach to deal with evaluating trust 
in EC as it has the ability to quantify imprecise data and quantify uncertainties in measuring the trust 

Figure 3. The ecommerce fuzzy trust model
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factor of the vendors and to deal with variable dependencies in the system by decoupling them using 
human expertise in the form of linguistics rules (Oussalah, Nefti, & Eltigani, 2007). 

The general trust model proposed in this section is composed of five modules. Four modules will 
be used to quantify the trust measure of the four factors identified in our trust model (existence, affili-
ation, policy, and fulfilment) and the fifth module will be the final decision maker to quantify the trust 
factor as illustrated in Figure 3. 

The inputs of the existence module are the physical existence, people existence, mandatory registra-
tion variable, and the output of the affiliation module. Indeed, as explained earlier in this section, the 
mandatory registration variable is dependent on the third party endorsement and membership variables 
of the affiliation module. We also note here that the physical existence variable is composed of three 
sub-variables, which are the telephone number, the fax number, and the physical address. For the af-
filiation module, the inputs are the third-party endorsement, membership, and portal variables. For the 
policy module, the inputs are the customer satisfaction, privacy, and warranty variables. Finally, the 
fulfilment module has as inputs the delivery, payment methods, and community comments variables. 
The decision maker has as inputs the outputs of the four modules which are Existence_Trust_Index, 
Fulfilment_Trust_Index, Policy_Trust_Index and the Affiliation_Trust_Index. The output of this module 
is the trust factor of the merchant’s Website. In our model, this trust factor will be determined by the 
aggregations of the trust indices of all modules. 

In the fuzzification phase, two membership functions described by the labels “Low” and “High” will 
be used for each variable related to each module. However, we introduce a third membership function 
“Average” for the outputs. For the decision maker module, we use all three membership functions for 
the inputs and output corresponding to Low, Average, and High degree of trustworthiness of the Web-
site. These membership functions are represented by Gaussians defined by the centre and the standard 
deviation parameters. The output values are normalized within the interval (0, 1), with 1 for full trust 

Figure 4. Output of the finale decision maker module
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and 0 for no trust. For example a vendor’s Website with 0.75 trust factor is considered high and should 
be trusted.

The inference rules are subject to the user’s choice based on criteria of the risk and the gain as 
defined by Tao and Thoen (2001). Fuzzy inference is a process to assess the trust index in five steps: 
(1) register the initial values of each variable as defined by the information extraction system, (2) use 
the membership functions to generate membership degrees for each variable related to each module, 
(3) apply the fuzzy rule set defined for each module onto the output space (trust index) through fuzzy 
‘and’ and ‘or’ operations, (4) aggregate the outputs from each rules related to each module, and (5) 
derive the trust index through a defuzzification process using the centroid method. These same steps 
will also be used for the decision maker module to generate the trust factor. From Figure 4, we can see 
that the trust index increases with the increase of the contributing attribute of all trust indices values 
and decrease when the decrease of all the attribute. Figure 5 shows a sample of the IF-THEN rules for 
the final decision maker module.

the  construction  of  the  rules  Base

The decision to trust or not to trust EC as a shopping medium is up to consumers’ evaluation, which can 
be based on many factors such as price, convenience, selection of choice, and the information available 
on the merchant’s Website like those defined in our model. It is widely accepted that if the economic 
gain is greater than the risk involved then the transaction is reasonably viable. Based on this assump-
tion, Tao and Thoen (2001) formalized the process as: Gb	= Pb Lb where Gb is the gain entering the EC 
transaction, Pb is the risk that the consumer takes for trusting the EC merchants and Lb is the loss the 

Figure 5. The final decision maker module rules
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consumer has to bear when the transaction does not produce the result as expected. Consumers are 
usually proceeding with the transaction if the potential gain is greater than the potential lost and will 
be indifferent if both values are equal. Thus one has either to maximise the gain Gb or minimise the 
risk Pb. The risk can be minimised by providing all the information required by the customer on the 
vendor’s website. Based on this model, we assume that if a large amount of information is available on 
a vendor’s website and if this information is valid then the vendor can be trusted. However, the impor-
tance of these factors can differ from one user to another. To validate our rules we conducted a survey 
through the use of an online questionnaire. 

SYSTeM eVALuATIon  

To evaluate the fuzzy model developed in this paper, we have chosen four random websites selling dif-
ferent items as case studies. The first case study is the Denimjunkies site (http://denimjunkies.com/), 
a vintage clothing shop selling used collectable items such as jeans jackets and shirts; the second case 
study  is the Mesh Computers website (http://www.meshcomputers.com), a company selling PCs and 
peripherals; the third case study (CS3) is the Mexicana Silver Jewellery (http://www.mexicana.co.uk), a 
website specialised in selling silver jewelleries made in Mexico; the forth case study is simply gardening 
website (http://www.simplygardeningtools.co.uk), a website selling gardening tools. For each factor, a 
set of three variables is considered giving a total of 13 variables (including the output of the affiliation 
module which is used as an input to the existence module). Thus combining all variables yield to a 
total of 12,288 possible combinations for each Website. We use two membership functions for all the 
inputs, except the output from the affiliation module, which has three membership functions. Given the 
complexity of the problem, it becomes apparent why we grouped our variables into four factors which 

Table 1.The extracted information for the case studies

Variables Case Study 1 Case Study 2 Case Study 3 Case Study 4

E
xi

st
en

ce
 

M
od

ul
e Physical Existence P/A P/F/A P/F/A P/F/A

People Existence yes yes yes no

Registration yes yes no yes

A
ffi

lia
tio

n 
M

od
ul

e Endorsement no yes yes no

Membership yes yes no no

Portal no yes yes yes

Po
lic

y 
M

od
ul

e Customer Satisfaction yes yes yes yes

Privacy Statement yes no yes yes

Warranty Policy no 2 years 30 days 30 days

Fu
lfi

lm
en

t 
M

od
ul

e 

Delivery immediately delayed immediately immediately

Payment
Credit C/Debit C/

Cheque
Credit C/Debit C/

Cheque
Credit C/
Debit C

Credit C/
Debit C

Community Comments no no no yes
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are processed by separate modules as defined in (Nefti, 2002; Nefti & Djouadi, 2002). This allows us 
to consider only eight possible combinations per module except the existence module which has 24 
combinations. For the final decision support module, three membership functions are used Low, Aver-
age and High and this gives a possible total of 81 combinations. Table 1 summarizes the information 
extracted from the two case studies.

Table 2 shows the fuzzification of the extracted values related to each variable. In the first case study, 
the information extraction system found two sub-variables (phone number and address) out of a possible 
three; hence a value of 0.6 is assigned to the physical existence variable, thus after the fuzzification 
step the degree of membership function of this value is 0.4 for Low and 0.6 for High. The remaining 
two variables (people existence and mandatory registration) in the existence factor were assigned the 
membership functions 1 (or High) In the remaining case studies, all information related to the existence 
factor were found; thus the degree of membership function of all three existence variables is 1. After all 
the selected rules were inferred in parallel, the fuzzy operator ‘and’ is applied to determine the support 
degree of the rules. The ‘and’ results are aggregated and the final trust factor for the case studies were 
is generated by defuzzifying the aggregation using the centroid method as shown in Figure 6. 

Example of rules used to process the policy_trust_index for the case study 1 is as follows:

IF customer_satisfaction is Low and privacy_statement is High and warranty_policy is low THEN 
Policy_trust_index is Low .
IF customer_satisfaction is High and privacy_statement is High and warranty_policy is low THEN 
Policy_trust_index is Average.

Table 2. the fuzzification of the extracted information for the case studies

  Variables Case Study 1 Case Study 2
Case Study 3 Case Study 4

 E
xi

st
en

ce
 M

od
ul

e 
1

Physical Existence {0.4/L; 0.6/H} H H H

People Existence H H H L

Registration H H L H

Affiliation_trust_index L H L H

Existence_trust_index H H L H

A
ffi

lia
tio

n 
M

od
ul

e 
2

Endorsement L H H L

Membership H H L L

Portal L H H H

Affiliation_trust_index L H A L

Po
lic

y 
 

M
od

ul
e 

Customer Satisfaction {0.2/L;0.8/H} H H H

Privacy Statement H L H H

Warranty Policy L H A A

Policy_trust_index H A A A

Fu
lfi

lm
en

t 
M

od
ul

e 

Delivery L H H H

Payment H H H H

Community Comments L L L H

Fulfilment_trust_index L A A H
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The rules used for the aggregation of the final results for the case studies 1 and 2 and the outputs of 
the decision maker module are summarised in Table 3. 

co MParison  of  the  fuzzy  Model  with  other  Models

Meziane and Kasiran (2005 & 2008) developed two models to evaluate EC trust using the same model 
shown in Fig 1, the linear model and the parameterised model. Both models were based on the presence 
or not of the variables on the EC website. The linear model is used for new or inexperienced users. The 

Figure 6. Case study4: Rules aggregations and outputs

Table 3.The trust factor of the case studies 

Outputs Case  Study � Case  Study � Case  Study � Case  Study �

Existence_trust_index High High Low High

Affiliation_trust_index Low High Average Low

Policy_trust_index High Average Average High

Fulfilment_trust_index Low Average Average High

Trust_factor Average (0.62) High (0.765) Average(0.5) Average(0.58)
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system automatically assigns the value of 1 when a variable is found and 0 otherwise. The total is then 
divided by the number of variables (12) and a trust factor with a value in the interval [0,1] is calculated us-
ing equation (4) were T is the trust factor and vi .represents one of the 12 variables of the trust model.

12

1

1
12 i

i
T v

=

 
=  

 
∑            (4)

The parameterised model is used with more experiences users which are asked to evaluate the 
importance (according to their perception) of each variable by assigning the value 1 if the variable is 
judged important, 0.5 if the variable is fairly important and 0 if it is not important. These values are 
used as weights to the linear model variables and again a trust factor T in the interval [0,1] is calculated 
using equation (5). 

3 3 33

1 1 11
3 3 3 3

1 1 1 1
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i i i i
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∑ ∑ ∑ ∑
                                                                            (5)

In both cases, the closer to 1 the trust factor is the higher the trust is towards the merchant’s website. 
We have compared the results obtained by the Fuzzy model with those obtained by the linear and pa-
rameterised model and the results are shown in Table 4. The weights used for the parameterised model 
used in this experiment, chosen by the authors, are as follows: Physical existence (1), People existence 
(0), Mandatory registration (1), Third Party endorsement (1), Membership (0.5), Portal (0.5), Customer 
Satisfaction (1), Privacy statement (1),Warranty (1), Delivery (0.5), Payment (0), Community comments 
(0.5).  

The results obtained by the linear model, which are those provided for a new or inexperienced user, 
are high compared to those obtained by the other two models. The linear model results are only based 
on the existence or non existence of the variables on the merchant’s Website and this may be misleading 
as not all variables are of the same importance. The results of the fuzzy and parameterized models are 
close because in this particular experiment, those who choose the weights for the parameterized model, 
namely the authors, are themselves experts and have experience in EC transactions. Hence, the results 
are similar to those produced by the fuzzy systems where experts have produced the IF-THEN rules. 

The small differences can be justified as the aggregation method used in the parameterised model 
given in equation 5, do not capture the notion of uncertainty as the weights are only limited to three 

Table 4. Trust models comparison 

Fuzzy Model Linear Model Parameterised Model

Case study 1 0.62 0.66 0.60

Case study 2 0.76 0.83 0.79

Case study 3 0.5 0.75 0.5

Case study 4 0.58 0.75 0.54
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values (0, 0.5, 1) this would certainly affect the precision of the results of the trust factor compared to 
those obtained by the fuzzy model

By developing the fuzzy model, there is now no need for the use of the parameterized model as the 
expertise, on a general scale rather then chosen by individual users, is incorporated in the evaluation 
process. Users experience is also subjective and the use of the fuzzy model will provide a stronger 
and a more objective tool to all users regardless of their expertise and experience. It is clear from this 
experiment that the linear model should be discarded as the results produced do not reflect the true 
evaluation of trust in EC.

conclusion  and  future  work

In this article, we presented a system based on fuzzy logic to support the evaluation and the quantifica-
tion of trust in EC. Although, the system has addressed many issues that other systems did not such as 
taking into account the fuzzy nature of trust and using a substantial number of variables, we believe that 
the system can be improved in many ways. As stated in many trust models, there are other aspects that 
contribute to the completion of online transactions. This include the price, the rarity of the item and the 
experience of the customer. In order to develop an effective decision support system, future development 
should include some if not all of these aspects. The price of the item is certainly an important variable 
as it is shown in many studies that if the price is reasonably low, customers are ready to take the highest 
risk to purchase the item. Online transactions also depend on customer’s experience and personality. 
Some customers may value some variables more then others. Hence we believe that future systems 
should allow customers to rank trust variables according to their own perception and experience.
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aB stract

The work described in this chapter tackles learning and communication between cognitive artificial agents 
and trying to meet the following issue: Is it possible to find an equivalency between a communicative 
process and a learning process, to model and implement communication and learning as dual aspects 
of the same cognitive mechanism?  Therefore, focus is on dialog as the only way for agents to acquire 
and revise knowledge, as it often happens in natural situations. This particular chapter concentrates on 
a learning situation where two agents, in a “teacher/student” relationship, exchange information with 
a learning incentive (on behalf of the student), according to a Socratic dialog. The teacher acts as the 
reliable knowledge source, and the student is an agent whose goal is to increase its knowledge base in 
an optimal way. The chapter first defines the nature of the addressed agents, the types of relation they 
maintain, and the structure and contents of their knowledge base. It emphasizes the symmetry between 
the interaction and knowledge management, by highlighting knowledge “repair” procedures launched 
through dialogic means. These procedures deal with misunderstanding, as a situation in which the 
student is unable to integrate new knowledge directly, and discussion, related to paradoxical informa-
tion handling. The chapter describes learning goals and strategies, student and teacher roles within 
both dialog and knowledge handling. It also provides solutions for problems encountered by agents. A 
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general architecture is then established and a comment on a part of the theory implementation is given. 
The conclusion is about the achievements carried out and the potential improvement of this work.

introduction

Recent research in artificial intelligence (AI) focusing on intelligent software agents has acknowledged the 
fact that communication has to be seen as an intrinsic cognitive process instead of a plain external data 
exchange protocol. Communication, and more specifically dialog, is an active process, which modifies 
the agents internal state. It could be directly or indirectly related to a change in agents environment, as 
any action does when performed. This is why the Speech Acts Theory (Searle, 1969), formerly defended 
in philosophy, has emigrated toward computational linguistics and cognitive science, to finally provide 
a proper frame for a new communication language between artificial agents (Smith & Cohen, 1996), 
especially within agents societies (Pedersen, 2002). However, even though communication has changed 
status, it has not been totally exploited by those who have promoted Speech Acts based enhancements to 
agents design. Communication has been examined as a constraints systems preceding action (Mataric, 
1997), a set of actions (mostly with performative communication, where any utterance is equivalent 
to an action (Cerri & Jonquet, 2003)), a set of heuristics for negotiation strategies (Parsons, Sierra, & 
Jennings, 1998), (Wooldridge & Parsons, 2000). But, seldom its feedback on the agent knowledge base 
has been considered as a main issue. Some advances have been attempted to tackle it: Negotiation has 
been recognized as tied to a process of belief revision by (Amgoud & Prade, 2003) (Zhang, Foo, Meyer, 
& Kwok, 2004), thus acknowledging the role of communication as a part of knowledge processing in 
artificial agents, mostly as a back up.

On the other hand, a complementary field of AI has been addressing communication issues: Several 
Human-Machine Interaction researches have fostered interesting models of an ‘intelligent’ communi-
cation, i.e, an information exchange in which actions related with knowledge acquisition and update 
are involved. (Draper & Anderson, 1991) and (Baker, 1994) model dialogs as fundamental elements 
in human learning, and try to import them into automated tutoring systems (ITS). (Asoh et al., 1996), 
(Cook, 2000) and (Ravenscroft & Pilkington, 2000), among several others, relate dialog to cognitive 
actions such as mapping, problem-seeking and investigation by design. All authors tend to emphasize 
the same point: Dialog supports cognition in human activity, and thus might support it if modeled in an 
ITS. Cognition is seen in AI as the sum of belief and knowledge acquisition or change, and reasoning. 
Supporting it in human learning process could be also done in machine learning: The idea that a learn-
ing process could be triggered or handled through queries, which are an element of the query-answer 
basic pattern in dialog, has been long defended by (Angluin, 1987). Strangely, descriptions of cognition 
do not directly include communication as an intrinsic cognitive process, although this has been pointed 
out in the more ‘human’ part of cognitive science (i.e. in cognitive psychology) and despite the fact that 
some twenty years ago, researchers in AI did emphasize the deep relationship between knowledge and 
its communicative substrate in very famous publications such as (Allen & Perrault, 1980) or (Cohen & 
Levesque, 1992).

In our opinion, there was a gap that was not filled: When considering artificial agents, especially 
those which are qualified as cognitive, is it possible to find an equivalency between a communicative 
process and a learning process, to model and implement communication and learning as dual aspects 
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of the same cognitive mechanism?  This was a research issue for which all the mentioned work seemed 
hinting at, but without directly focusing on it. A previous publication (Prince, 2006) has described an 
implemented agent model in which communication is a native property, and messages could be exchanged 
as ‘knowledge chunks’, following theoretical specifications first presented in (Prince, 1996) . The present 
research is broader, and aims at making artificial agents acquire knowledge through dialog, but mostly 
implement dialog materializations of their knowledge revision process. A feasibility study has been 
presented in (Yousfi-Monod & Prince, 2005), extended in (Yousfi-Monod & Prince, 2007) to include 
knowledge conflict management. However, this point has been tackled only from the reasoning point 
of view. But knowledge gathering has its discrepancies: Misunderstandings, conflict between captured 
knowledge and inner knowledge base are usual situations. Some authors (Beun & Eijk, 2003) have 
tackled the issue. They have also recognized the important ‘repair role’ devoted to interaction (Beun 
& Eijk, 2005). Therefore, misunderstandings and discussion, external forms of an internal knowledge 
process, and dialog counterparts of knowledge revision through an external help, have been here thor-
oughly analyzed. Their originality could be summarized by two items. First, conflict in a knowledge 
base is ‘uttered’ and therefore triggers an external and no more an internal revision process: The agent 
is no more ‘alone’ and knowledge revision is no more a solitary action. Second, the response of the 
other agent is a fresh contribution of new facts or knowledge and therefore cannot be anticipated. This 
creates a very interesting situation in which misunderstandings can pile up, and where discussion might 
create unanticipated reasoning tracks.

This chapter tries to provide a possible instantiation of this issue, highlighting the deep interaction 
between the knowledge acquisition and revision process on one hand, and the dialog strategy and model 
on the other. 

Background

Several notions have to be explained and grounded before proceeding further. In this section, a survey 
on cognitive artificial agents basic properties is provided. Since learning is a typical task of knowledge 
acquisition and revision, we focus here on learning related to communication, and the way it has been 
dealt with in the literature.

Cognitive Artificial Agents

By cognitive agents we mean entities able to acquire, store and process knowledge therefore able of 
“understanding, inferencing, planning and learning” (Lycan, 1999). Notice that communication, and 
its basic tool, language, are not mentioned here, although they appear as such in cognitivists’ works. 
(Nelson, 1996) specifically states that: “language is a catalyst for cognitive change”. A catalyst does not 
enter the reaction and is not modified by it. In this chapter, we will show that if ‘language’, as a tool, 
is not modified, dialog, as a language and communication process, gets a feedback when knowledge 
is revised.

When cognitive agents are programs or robots, they are called artificial cognitive agents. In AI and 
knowledge representation terminology, this can be translated into systems possessing knowledge bases, 
making them evolve either by environment observation (reactivity) or by derivation modes (inductive, 
deductive and abductive reasoning). Deduction is the natural mode of knowledge derivation in a propo-
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sitional logic, or in first order logic with Modus Ponens as a basic axiom. It relies on the implication 
transitivity. Induction is a more advanced process, that can be represented by the term ‘inferencing’ used 
here above. It is multifaceted and might as well include generalization and some syllogisms, predictive 
reasoning and bayesian (statistical) induction (Holland, Holyoak, Nisbett, & P.Thagard, 1989). As a whole 
induction is a process that tries to augment the knowledge base by extending the truth value from an 
assumption to another by other means than transitivity. In this chapter, we will use inductive reasoning 
as a set of axioms defined in (Manna, 1974). It represents generalization and predictive reasoning. Abduc-
tion is the process through which similarity could be assessed or falsified: Does a fact belong to a given 
law (general knowledge)?  This simple question triggers the abductive process, which is an inferential 
process (Josephson & Josephson, 1994), thus making abduction a possible ‘subcase’ of induction, seen 
as a large set of different types of reasoning. Unification is a simple successful abduction. However, in 
most of the cases abduction is associated to conflict: A given knowledge is often either contradicted by 
an incoming fact, of this incoming fact cannot be attached to the current knowledge base. How does the 
agent restore the broken chain or extend it to include the next fact?  It needs to create a new knowledge 
item (abductive induction) or to relax constraint to attach the fact to a broader knowledge. All these 
issues are tackled in this chapter.

Cognitive Agents are considered as able of planning and decision making. Therefore, one has to 
include goals and intentions as elements of cognition (Pollack, 1998). Reaching a goal needs reasoning. 
Strategies, which are procedures derived through reasoning, consider the goal as a consequence and the 
possible set of actions (the plan) as a part of the knowledge base.

Learning is a process that tackles both acquisition (capturing inputs) and reasoning (including those 
inputs into the agent knowledge base, and deriving further knowledge out of them). Therefore learning 
seems to be a very representative process of cognition. In AI literature, learning is not much associated 
to communication. One may find several types of learning methods for symbolic agents like reinforce-
ment learning, supervised learning, neural networks and bayesian learning models that are very far from 
our domain. This type of learning prepares agents for typical situations, whereas, a natural situation in 
which dialog influences knowledge acquisition, has a great chance to be unique and not very predictable 
(Ravenscroft & Pilkington, 2000).

Learning Through Communication

Human beings as natural cognitive agents favor dialog as their main source knowledge revision. Each 
agent tends to consider any fellow agent as a possible knowledge source. The source is ‘triggered’ through 
questioning, and information is acquired, from the answer. This question-answer process is launched to 
meet a given goal, proper to the asking agent, and for which he/she has planned a set of actions (Pollack, 
1998). There are several possible cases. Either the asking agent is looking for a very precise information, 
and therefore, its locutor agent might not possibly provide information, therefore he/she will undertake 
a research in order to find the appropriate interlocutor. Thus the plan is not tightly associated to dialog 
which stabilizes a given pair of agents, but to the proper interlocutor recognition through a very brief 
question-answer session. The other case is when the agent needs knowledge. (Williams, 2004) has 
described an application in which agents augment a common ontology, as well as their own by sharing 
knowledge and learning from each other. The author has sketched an overall communication framework 
to do so. It is not properly a dialog situation, since several agents may communicate simultaneously 
however, its interest relies in the fact that it designates communication as a mean of cognitive change. 
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This, naturally is the anchor of a revision based process, where the a given concept, playing the role 
of an assumption, is subject to confrontation with the inner knowledge source of the requiring agent. 
Thus, it drives the latter to proceed to derivation (by reasoning).

However, here appears the question of evaluation: Is the provided knowledge reliable?  In a general 
situation, one will tend to implicitly accept Grice’s recommendations about information quality: Agents 
must not utter something unless they believe it to be true. But are their beliefs equivalent to a certain 
knowledge?  Is any interlocutor a reliable knowledge source? 

Some authors try to meet this issue by assuming that a consensus about knowledge is what could 
be the closer to truth. It is what happens in negotiation-based models for knowledge revision. Mutual 
belief revision, defended by (Zhang et al., 2004), reaches an equilibrium assumed to be a clue for the 
quality of shared knowledge. But negotiating knowledge among several agents might tend to favor group 
attitudes instead of a search for truth. Several agents sharing the same wrong belief might weigh more 
than one proposing a good but individual solution. Therefore, these questions have led some authors 
focus on dialog between two agents, one playing the role of a reliable source (and being acknowledged 
as one), and the second, playing the role of the learning agent (Beun & Eijk, 2003). However, these 
dialog situation are assimilated to game strategies in the cited paper. It is also the case in (Amgoud & 
Prade, 2003). Therefore, sometimes dialog is more an interaction process than a real ‘logos’ (the Greek 
root in the word dialog, i.e. related to discourse and language) process.

dialog in Learning

Human learning with human teachers relies on language and communication. A classroom learning in 
which a teacher talks, and students sometimes ask questions is not a dialog situation, and obviously it is 
a personal teacher, with a true dialog between teacher and student, that gets the best results in knowledge 
transfer. The situation could be rapidly described as: A teacher provides knowledge when asked, or as 
a lecture. The feedback commonly observed in natural dialog is that the teacher, playing the role of the 
knowledge source could be addressed by the learner, in order to test whether the acquisition process 
has succeeded. This is called tutored learning.

Human learning with machines has tried to emulate this privileged interaction. Authors in the domain 
have repeatedly insisted on the importance of dialog as an acquisition and evaluation process for the hu-
man learner (VanLehn, Siler, & C.Murray, 1998), (Muansuwan, Sirinaovakul, & Thepruangchai, 2004). 
Literature is truly abundant on the subject and we cannot but grossly summarize the main tendencies 
of the state-of-the-art. The main achievements could be described as: 

• Dialog models in computer science are based on intentions (Cohen & Levesque, 1992), and define 
dialog instances as a succession of planned communicative actions modifying implicated agents’ 
mental state.

• Thus a dialog-based ITS has a dialog model implemented in it. The ITS is in a knowledge transfer 
situation, and as a goal, needs to teach a set of knowledge items. On the other hand, the human 
partner also has a goal: He/she needs to learn these very items. The ITS must check that the human 
has effectively acquired knowledge. 

• Several researches have shown that a predetermined plan does not work, because the human’s 
actions and/or answer cannot be predicted. Therefore, ITSs react step by step, according to the 
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interlocutor’s answer. This is why an opportunistic model of linguistic actions is better than a 
planning model. 

Since tutoring learning seems to be a good framework for knowledge transfer, we have chosen a 
particular tutoring action, the socratic dialog. It is a simple conversation structure in which transfer as 
well as checking is done in the way of questions on behalf of the teaching agent. For instance, a socratic 
dialog might begin with: What do you know about X?  and then answer, and then Why is Y related to 
X?  where Y was present in the answer, etc.

Some f eatures o f Tutored Learning Situations

Dialog Peculiarities. Even reduced to socratic dialog, a tutored learning situation implies a finalized 
dialog (aiming at carrying out a task) as well as secondary exchanges (precision, explanation, confirma-
tion and reformulation requests can take place to validate a question or an answer). Therefore, speech 
acts appear as crucial elements in the interaction process. We have chosen to assign functional roles 
(FR) to speech acts since this method, described in (Sabah et al., 1998), helps unpredictable situations 
modeling, whereas the Speech Act Theory (i) assigns multiple illocutionary values to the same speech 
act thus maintaining ambiguity ; (ii) is more efficient a posteriori than a priori ; (iii) relies on verbs 
interpretation by human-based pragmatics, and therefore is difficult to transform into a reliable com-
putational model. The FR theory is closer to an adaptive computational model since it tries to compute 
an exchange as an adjustment between locutors mental states. We have adapted this method, originally 
designed for human-machine dialog, to artificial agents.

Reasoning. Reasoning, from a learning point of view, is a knowledge derivation mode, included in agent 
functionalities, or offered by the ‘teacher’ agent. Reasoning modifies the recipient agent state, through 
a set of reasoning steps. In such a frame, learning is the process that takes as an input the result of a 
reasoning procedure over new facts or predicates, and ends up in engulfing them in the agent knowledge 
base. Thus, inspired from human behavior, the described model includes the three types of reasoning 
described in the preceding section: Deduction, induction and abduction. Currently, our system is based 
on axioms which are abstractions of inductive and deductive mechanisms. Abduction is investigated 
in some knowledge discovery strategies, and in repair after misunderstanding strategies, that are an 
original contribution of this chapter. Abduction implicitly plays a very crucial role. We consider dialog 
as an abductive bootstrap technique which, by presenting new knowledge, enables knowledge addition 
or retraction and therefore leads to knowledge revision (Josephson & Josephson, 1994, Pagnucco, 1996). 
So, its explicit mechanisms, related to ‘explanation’ in the dialog features, are definitely contributing 
to the system task.

Simplification due To Artificial Agents

Transposing a human learner model to an artificial cognitive agent must not be done without acknowl-
edging the particularities of artificial agents. So, although our system is heavily inspired from dialog 
between humans and from human-machine dialog systems, it differs from them with respect to the 
following items: 
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• Natural language is not used as such and a formal-based language is preferred, in the tradition of 
languages such as KIF, that are thoroughly employed in artificial agents communication. These 
formal languages prevent problems that rise from the ambiguity intrinsic to natural language. 

• When one of the agents is human, then his/her knowledge is opaque not only to his/her interlocu-
tor (here, the system) but also to the designer of the system. Therefore, the designer must build, 
in his system, a series of ‘guessing’ strategies, that do not necessarily fathom the interlocutor’s 
state of mind, and might lead to failure in dialog. Whereas, when both agents are artificial, they 
are both transparent to the designer, if not to each other. Thus, the designer embeds, in both, tools 
for communication that are adapted to their knowledge level. The designer might check, at any 
moment, the state variables of both agents, a thing he or she cannot do with a human. 

These two restrictions tend to simplify the problem, and more, to stick to the real core of the task, 
i.e. controlling acquisition through interaction.

the  theoretical  fra Mework

Agents f rame

Our environment focuses on a situation where two cognitive artificial agents are present, and their sole 
interaction is through dialog. During this relationship, an agent will play the role of a teacher and the 
other will momentarily act as a student. We assume they will keep this status during the dialog ses-
sion. Nevertheless, role assignation is temporary because it depends on the task to achieve and on each 
agent’s skills. The ‘teacher’ agent must have the required skill to teach to the ‘student’ agent, i.e. to 
offer unknown and true knowledge, necessary for the ‘student’ to perform a given task. Convention-
ally, ‘student’ and ‘teacher’ terms will be used to refer, respectively, to the agents acting as such. The 
‘teacher’ aims at ‘freely’ offering a set of predetermined knowledge to the ‘student’. This, naturally 
subsumes that agents cooperate. Thereby, no erroneous data will be exchanged and agents will attempt, 
using all means they can, to satisfy their interlocutor’s expectancy. Nevertheless, as in a natural situa-
tion, the ‘student’ could be not really self-motivated and by this way making harder the ‘teacher’s task. 
For instance, the ‘student’ could provide indefinite data to the ‘teacher’.

Knowledge Base Properties

First-Order Logic. Each agent owns a knowledge base (KB), structured in first-order logic, with func-
tions, so the knowledge unit is a formula.

First-order logic has been preferred to propositional logic,or description logic, because of the expressive 
power of predicates, and the existence of functions was necessary to the nature of our first test corpus, 
which was in physics (teaching laws of mechanics). However, functions have been abandoned because 
of intrinsic difficulties, and we changed the corpus into a basic science corpus. Since quantifiers not 
being tested, the traps related to them in first-order logic have been avoided. So, first-order logic here 
mostly appears because FR modeling, introducing particular predicates (functional roles), has driven 
us to use this level of expressivity.
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Basic Assumptions About True And False. The ‘student’ can make mistakes, i.e. possess wrong knowl-
edge. From an axiomatic point of view, if an agent acts as a ‘teacher’ in relation to a given knowledge 
set, then the ‘student’ will consider as true every item provided by the ‘teacher’.

Conventions. Each KB is manually initiated, however, its update will be automatic, thanks to ‘learn-
ing’ and reasoning abilities. In order to simplify modeling, we only use formulas such as (P), (P→
Q) and (P↔Q). (P) and (Q) are predicates conjunctions (or their negation) of type (p(A)) or (p(X)) (or 
(¬(p(A))) or (¬(p(X)))), where 1 2{ , , , }nA a a a= …  is a set of terms and 1 2{ , , , }nX x x x= …  a set of variables. For 
simplification sake, we note P and Q such predicates conjunctions. Universal quantification is implicit 
for each formula having at least one variable. We consider that, to initiate learning (from the ‘student’ 
position), the ‘teacher’ has to rely on the ‘student’s’ previous knowledge. This constraint imitates hu-
mans’ learning methods. Therefore, before performing a tutored learning dialog, agents must have a 
part of their knowledge identical (called basic common knowledge). The ‘teacher’ will be able to teach 
new knowledge by using the ‘student”s already known one. However, our agents do not ‘physically’ 
share any knowledge (their KBs are independent).

Connexity As A KB Fundamental Property. During learning, each agent will attempt to make its 
KB as ‘connex’ as possible.

Definition 1. A KB is connex when its associated graph GΓ is connex. A graph  is associated to a KB 
Γ as such:

Each formula is a node. An edge is created between each couple of formulas having the same premise 
or the same conclusion or when the premise of one equals the conclusion of the other. For the moment, 
variables and terms are not taken into account in premise or conclusion comparison (An abductive rea-
soning mechanism is contemplated as a possible mean to compare a constant fact q(a) with a predicate 
with a variable q(y). We only consider the result of a succeeding abduction.) Thus, in a connex KB, 
every knowledge element is linked to every other, the path between them being more or less long. As the 
dialogic situation must be as close as possible to a natural situation, agents’ KBs are not totally connex: 
A human agent can often, but not always, link two items of knowledge, haphazardly taken.

Examples:
A connex KB: Γ1 =  {t(z)∧p(x)→q(y), r(x)→q(y), s(x)→r(y), q(a), r(b)}
A non connex KB: Γ2  = {t(z)∧p(x)→q(y), r(x)→q(y), s(x)→u(y), q(a), u(b)}
Figures 1(a) and 1(b) respectively represent graphs associated to Γ1  and Γ2 .

Definition 2. A connex component (or just component) is a connex subset of formulas in a KB.

Theorem 1. Let A, B and C be three connex formulas sets. If A∪B and B∪C are connex then A∪B∪C 
is connex. 

Proof. Let us assume that A∪B and B∪C is connex and GA, GB and GC are graphs respectively associated 
to A, B and C. According to definition 1: A∪B connex is equivalent to GA∪GB connex. Also, B∪C con-
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nex is equivalent to BC connex. And according to connex graph properties: GA∪GB connex and GB∪GC 
connex implies GA∪GB∪GC connex. So A∪B∪C is connex.

The agent situation we envisage is such that agents will not attempt to increase the number of their 
connex components. However, there will be some cases where the ‘student’ will be forced to do so. 
Fortunately, in some other cases, learning new knowledge may link two connex components into a new 
larger one, decreasing the components total number (according to Theorem 1).

dialog: using f unctional r oles (fr )

A dialog session is the image of a lesson. A lesson is performed either because the presumed ‘student’ has 
been asking for an important piece of information (not limited to a simple yes-or-no question or “where 
do I find something...” questions), or because the ‘teacher’ finds him/herself in a situation where he/she 
has to transmit his/her knowledge. Transposed to artificial agents situation, both cases are available. In 
those, the assigned ‘teacher’ must know what knowledge to teach to the ‘student’: Therefore a lesson 
has to be planed. It is then composed of several elements, each of them contained, in our framework, 
in a logic formula. In our model for artificial agents, the teaching agent provides each formula to the 
‘student’. However, before that, the ‘teacher’ waits for the ‘student”s understanding (or misunderstand-
ing) message of the last formula. If the ‘student’ doesn’t understand or is not at ease, it can just inform 
its interlocutor of the misunderstanding or, requests a particular information bit. 

The FR theory, that models exchanges in this dialog, provides a role attachment to each utterance. 
Both agents, when receiving a message, know its role and come up with an adequate answer. In our 
framework, knowledge about roles is possible, because opacity, natural to human situation, is absent. 
A particular clause is expressed and conveyed to the interlocutor. This clause denotes the dialogic role 
of the formula to be transmitted. At the same time, this clause provides an indication about the formula 
evaluation. We assign the type knowledge to universal or existential general logical formulas. This 
type is neutral from the evaluation point of view, that is, knowledge might either be true or false, as a 
formula. Whereas, we assign the type information to constant-uttering answer (or question), i.e. which 
value is ‘true’, ‘false’, or ‘unknown’. Knowledge and Information, when exchanged, might be stamped 
as ‘inevitably true’ or ‘possibly false’ or, and this takes us out of the first-order logic language, ‘un-
known’, i.e. not evaluable to both locutors. What makes the evaluation possible, is a complex result of 

Figure 1. KB associated graphs

  (a)Γ1 associated graph    (b) Γ2associated graph
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three components: The dialog situation, the agent role, and the conveyed functional role. 
To illustrate this, let us detail the main FR types used in the our tutored learning dialog. Our conven-

tion for FR naming is: ‘verbal predicate’-‘object type’(‘argument’).

1. give-knowledge(): Used to teach a knowledge and introduce an exchange.
 Argument’s general form: (P→Q) or (P↔Q).
 Example: give-knowledge(cat(x))→mortal(x)); “Cats are mortal.”
 When uttered by the ‘teacher’, a give-knowledge() argument has to be evaluated as true by the 

‘student’ (see ‘FR Interpretation Axioms’ section).
2. askfor/give-information() (boolean evaluation case):

•  askfor-information().
 Argument’s general form: Either (P), or (P→Q), or (P↔Q), with or without variable.
 Examples:
 askfor-information(cat(Folley)); “Is Folley a cat? ”
 askfor-information(cat(x)→mortal(x)); “Are cats mortal ? ”

 When conveyed to the interlocutor this function bids him/her to answer. In a very cooperative 
framework as the one we need to install between artificial agents, the ‘teacher’ agent is compelled to 
answer with a give-information() utterance, which gives the interpretation of the formula (cat(x)→
mortal(x)) according to the ‘teacher’. 
•  give-information().
Argument’s general form: Either (True), or (False), or (Unknown).
Example: give-information(true): “Yes.” 

3. give-explanation() (predicate case).
 Argument’s general form: Either (p(x)↔P), or (Unknown).
 Example: give-explanation(cat(x)↔(animal(x)∧pet(x))): “A cat is a pet animal.” 
 A give-explanation() formula is provided as an answer to a question of the type: “what is X ? ” or 

“Why/how is X related to Y ? ”. In other words, when a ‘student’ has no value to a predicate, or 
cannot relate it to another, the ‘student’ asks the ‘teacher’ to provide the links between the unknown 
element and other possibly known predicates. The situation can be triggered by an askfor-expla-
nation() clause taking as an argument the unknown predicate or formula. The ‘student’ expects 
the ‘teacher’ to provide a formula in which known predicates are related to the unknown one. By 
this process, the ‘student’ might augment its KB while increasing its connexity. A “Why/how is X 
related to Y ? ” question is about connexity, and a “what is X ? ” question increases KB elements 
through KB connexity.

4. say-dis/satisfaction: Tells the other agent that the last provided data has (has not) been well under-
stood. This is a meta-evaluation clause, since it has no direct argument, but leads to the evaluation 
of the interaction (and not of the formula). say-dis/satisfactionis particular to dialog modeling (most 
linguistic and psycholinguistic theories account for interaction evaluation), and is very useful in 
checking dialog feedback.

There are some FR we do not detail here (askfor-knowledge, askfor/give-example, askfor/give-
precision, askfor/give-reformulation) likewise some specific uses like the type askfor/give-informa-
tion in the case of an evaluation by a function. So FR are dialogic clauses leading to the interpretation 
of exchanged formulas. A functional role of the ‘askfor’ kind implies one or a series of clauses of the 
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‘give’ type, with the possibility of using another ‘askfor’ type if there is a misunderstanding. This case 
will bring about a clause without argument: ‘say-satisfaction’. Only ‘askfor’ type roles will lead to 
interpretative axioms. Other ones are behavioral startings.

Tutored Learning

The learning mechanism lays on a set of axioms, depends on the learning situation and is motivated by the 
teacher’s and student’s goals. This section describes these different aspects for our tutored learning.

Axioms. Our reasoning system is hypothetical-deductive, so it allows belief revision and dialog is the 
mean by which this revision is performed. Two groups of axioms are defined: Fundamental axioms of 
the system and those corresponding to the FR interpretation in the system. Each knowledge chunk of 
each agent is seen as an assumption.

Fundamental axioms. Our system revision axioms include the hypothetisation axiom, hypothesis 
addition and retraction, implication addition, implication retraction or modus ponens and the reductio 
ad absurdum rule.

Let Γ be the ‘student’s’ assumptions finite set. The knowledge acquisition mode is represented by 
addition or substraction ‘deducted’ by the fraction bar symbol. Generalized to the ensemblist implica-
tion, this symbol means that in premise (numerator) there is an ensemblist implication and in conclusion 
(denominator) there is another ensemblist implication, deductible from the previous one, whose objective 
is to make the knowledge set evolving. System revision axioms (taken from (Manna, 1974)): 

• The hypothetisation axiom: 

Γ,A⇒A           (1)

if the agent knows an assumption A, then it can deduce it from its own system.

• The assumption addition: 

;B
A B

Γ ⇒ Γ
⇒

           (2)

if the agent can deduce B, then it will be able to deduce it from any superset of its own system.

• The assumption retraction: 

ERROR -Please resubmit formula       (3)

if the validity of an assumption A of the system doesn’t influence on the assumptions B deductible from 
this system, A must be removed. To allow A influencing on B, the assumptions set Γ and A must be (but 
this is not sufficient) connex.
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• The implication addition: 

;A B A B
Γ

⇒ Γ ⇒ ⊃
          (4)

if B is deductible from an assumptions set and from an assumption A, then the rule A⊃B is deductible 
from the system. The connexity notion is present here as we need the fact that B is deductible from A 
to be able to add the rule A⊃B, which means that a path between A and B must be present.

• The implication retraction or modus ponens: 

ERROR -Please resubmit formula       (5)

if A is deductible from the system and if A is the premise of a system deductible rule, then the conclu-
sion of this rule is directly deductible from the system.

• The rule called reductio ad absurdum: 

 ERROR -Please resubmit formula       (6)

if B can be deductible AND falsifiable from the system including A, then A is falsified. This axiom 
introduce the conflict management dealt lately.

FR interpretation axioms. Interpretation axioms are not in the first order since they introduce clauses 
and multiple values (like the ‘unknown’ one). Our syntax will be in the first order, but the interpretation 
is not monotonous. 

• give−knowledge(a)⇒A⊢True;
 any knowledge supplied by the ‘teacher’ is considered as true. 
• give−inFormation(a)≡Aε[True,False,Unknown];
 any supplied information is a formula interpretable in a multi-valued space. 
• give−explanation(a)≡(give-information(p),a↔p);
 any explanation consists in supplying a right formula, equivalent to the formula A that has to be 

explained. 

Tutored Learning Situations And Goals. Our learning situation brings into play two characters: A 
‘teacher’ and a ‘student’. The learning initiative may come from either the ‘teacher’ or the ‘student’.

Teacher’s initiative. In this case, we’ll speak about a lesson, i.e. the ‘teacher’ will try to make the 
‘student’ understanding a set of unknown knowledge.

For our artificial agents, we transpose this situation in the following goal: 

1. Enriching the student’s KB with new data
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Data here may be facts, implications or equivalences.
So the first teacher’s goal is to teach a lesson and the first student’s goal is to learn this lesson. In 

our course position, this goal is essential for retaining the taught lesson. This is the commonest and the 
most natural goal, the one that seems to appear most frequently.

Student’s initiative. In this second case we face another type of learning scheme we’ll designate by 
‘the curious student case’ as we have here an enterprising entity, who has its own motivations for getting 
new knowledge from the ‘teacher’. Indeed, our agents can be curious, as natural agents are sometimes, 
and can wish to deepen their learning beyond the basic lesson.

We have identified three student’s main goals for this case:
 

2. Increasing the KB connexity 
3. Widening the predicates base
4. Understanding why some formulas imply others

 
Human goals vs. artificial goals. Each of these four goals (1-4) may just be considered in terms of 

adjunction of new formulas, however we have defined them accordingly to human-like learning goals, 
in order to be as close as possible to a natural situation. Each goal respectively corresponds to the ac-
complishment of the following human-like goals:

 
1. Teaching/learning pieces of knowledge through a lesson
2. Making more links between pieces of knowledge the ‘student’ already knows
3. Knowing new entities which check properties the ‘student’ already knows
4. Understanding why some properties are deductible from others, i.e. is there another way to under-

stand them?  

KB connexity preservation goal. Each of these goals should fulfill a common goal: Preserving the 
connexity property of the KB. This is a student’s typical goal. We estimate this goal important as it aims 
at preserving the KB consistency, in a human meaning: A human cannot use a new piece of knowledge 
that is not linked to his/her own ones, so when s/he faces such a new data, s/he’ll usually try to get data 
that makes the junction between the new one and the already known.

For example, a human ‘student’ who ears about the concept of rectangle for the first time cannot do 
anything with it and so should ask the ‘teacher’ what a rectangle is. Let us assume the ‘student’ knows 
what a quadrilateral is and what the properties ‘diagonals intersect in their middle’ and ‘diagonals length 
are equals’ means. The ‘teacher’ could then explain a rectangle by a quadrilateral which fulfills these 
two properties. After this explanation, the rectangle should make sense to the ‘student’ as s/he can 
understand this concept with his/her own ones: There is a link between them. We’ll detail this example 
in the next section.

In other words, by understanding, we mean ‘not increasing the KB components number’: The ‘stu-
dent’ understands a data that is linked to at least one component of its KB. By definition, we consider 
that a ‘student’ agent knows a formula if it owns it. If the taught data is not linked to any component, 
the ‘student’ have to inform the ‘teacher’ of its misunderstanding as we’ll see in the next section.

KB consistency preservation goal. Here is another student’s typical common goal. The ‘student’ 
has to keep its KB consistent in order to prevent reasoning conflicts. For example, it cannot own the 
two next formulas at the same time: (P→Q) and (P→¬(Q)). When learning new data, it will then have 
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to check if the new knowledge doesn’t generate a conflict in its KB. If this happens, it will have to use 
a conflict management strategy.

dialogue Strategy

Each learning situation requires a strategy to guide the dialog. Moreover, interaction may lead up to 
misunderstanding and conflicts during the dialog, each one requiring a specific strategy. We begin by 
describing the basic strategy for the lesson, then we deal with the ‘curious student’ strategies, and finally 
with the problem resolution strategies.

Lesson Strategy. Our strategy is based on the socratic dialog principle: The ‘teacher’ will provide each 
piece of knowledge (formulas in our case) to the ‘student’ and will wait for its satisfaction or dissatisfac-
tion before continuing the lesson. By this way, each teacher’s message is at the same time a knowledge 
gift and a question about its understanding, thanks to the FR. As long as the ‘student’ is satisfied, the 
‘teacher’ continues providing each formula until the end of the lesson. If the ‘student’ expresses its 
misunderstanding, then the ‘teacher’ will have to use a misunderstanding strategy, which we describe 
later in this section.

KB Connexity Increasing Strategy. At any time, the ‘student’ can ask itself whether there could be 
a direct link between two pieces of data of its KB which are currently not linked (belonging to two 
distinct KB components) or indirectly (by a long path).

Let’s take the example of predicates it learns: For instance, the ‘teacher’ teaches the two next for-
mulas: human(x)→mortal(x) and human(x)→animal(x), the ‘student’ will be able to ask itself about a 
possible direct link between mortal(x) and animal(x). The dialog will be then used to ask to the ‘teacher’ 
if it own such a relationship.

The ‘student’ can then proceed to the two following questions, each one addressing a possible link 
between predicates: 

• askfor-information(mortal(x)→animal(x)) 
• askfor-information(animal(x)→mortal(x)) 

The ‘teacher’ could, for example, confirm the second relationship to the ‘student’. The student’s KB 
has then been enriched with a new relationship.

Predicate Base Widening Strategy. Each time the ‘student’ integrates a piece of data it can use it to 
generate new knowledge. Thus, if it learns a formula of type p(a) where p is new but a already known 
in another formula of type q(a), then it can ask itself whether there is a link between predicates p and 
q. It can then question the ‘teacher’ about the validity of q(x)→p(x).

It’s a kind of induction since, from facts having one thing in common (the constant), the ‘student’ 
wonders if there is a rule linking them. If the formula is true, then the ‘student’ will be able to deduce 
that every constant which satisfies q will now also satisfy p, i.e. increasing the base of the predicate p.

The dialog of the Figure 2 illustrates the use of this strategy. The KB evolution can be followed, step 
by step, in the Figure 3. We can note that the curiosity of the ‘student’ has also enabled it to preserve 
its KB connexity by adding the implication (Step 3).
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Figure 2. Dialogue using a strategy for widening a predicate base
_____________________________________________________________________
The ‘student’ already knows human(John), human(Carl) and human(Kevin) (Step 1)

—  ’Teacher’ - give-knowledge(animal(John)) 

           “John is an animal.”

The ‘student’ adds this knowledge to its base (Step 2).
Then asks if humans weren’t also animals. 

—  ’Student’ - askfor-information(human(x)→animal(x)) 

          “Does a human is an animal? ”
—  ’Teacher’ - give-information(true) 

            “Yes.”
The ‘student’ adds this new knowledge (Step 3) and can now increase its KB with animal(Carl) and animal(Kevin) (Step 

4)
_____________________________________________________________________

Figure 3. KB evolution while widening a predicate base

  (a) Step 1      (b) Step 2

  (c) Step 3      (d) Step 4
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New Constants Learning Strategy. Learning predicates remains theoretical, however, learning constants 
satisfying these predicates allow the agent to apply its knowledge to the real world wherein it evolves. So 
a curious ‘student’ agent will be able, after having learned new predicates, to ask the ‘teacher’ whether 
it knows constants satisfying these predicates.

For example, if the ‘student’ learns that it should keep away from hostile agents (hostile(x)→
keepaway(x)), then it should be useful for it to know such agents. For example, hostile(Carl), hostile(Kevin), 
… By the way, it should be useful to know values associated to some constants. For example, if the 
agent learns that the gravity value on Earth is g, then it should be interested to know the value of this 
constant. Thus by proceeding to precision inquiry regarding this value, the ‘student’ will be able, using 
the required processing skills, to use it for solving gravity problems.

Strategy For Understanding Why Some Formulas Imply Others. After learning any implication 
(P→Q), the ‘student’ may wonder whether (P) directly implies (Q) or if it was a result of a series of 
implications. This is the typical case of an explanation request dealing with an implication. By realizing 
such a request to the ‘teacher’, the ‘student’ gets the opportunity to increase the amount of its KB data 
while increasing its connexity.

Symmetry Between Dialog And KB Management In Discussions Without Issues. As one can see, 
dialog, modeled with Functional Roles and the student’s knowledge base, present an harmonious rela-
tionship. Dialog reflects actions performed to modify the KB. The KB graph denotes the result of these 
actions and its state, controlled and checked by the student’s personal goals, may lead to launching a 
new utterance/inquiry and therefore increasing the dialog by one step. This complete symmetry can 
nevertheless be broken by a conflicting piece of information introduced by the dialog. Discrepancies in 
updating the KB occur, and the two next sections handle the way dialog can be used in order to repair 
such a dammage and proceed further in the lesson.

Misunderstanding Management Strategy Through Discussion: KB Connexity Preservation Com-
mon Goal. Misunderstanding, in our framework, occurs when the student is unable to link a given 
predicate to its KB graph. There is also another case of misunderstanding, on behalf of the teacher who 
does not understand why a student links two pieces of knowledge in which the teacher see no relation-
ship at all. But in this work, we have restricted misunderstanding cases to those related to the student’s 
management of its KB.

We suggest here an appropriate common strategy: Solving a misunderstanding problem by choos-
ing adequate questions and answers. We have adopted a technique inspired from the socratic teaching 
method.

For each predicate pi to be taught, the ‘teacher’ knows another one pj linked with pi by an implication 
or an equivalence F. Therefore, to ensure that the ‘student’ understands pi thanks to pj, it will have to 
ask the ‘student’ if the latter knows pj. If the ‘student’ knows it, then the ‘teacher’ only has to give F to 
the ‘student’. Otherwise, the ‘teacher’ will find another formula that explains pj and so on.

The dialog of the Figure 4 is an example of such a misunderstanding and its solving, based on a the 
mathematical example seen in the previous section.
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Figure 4. Dialogue using a strategy for misunderstanding resolution
_____________________________________________________________________

—  ’Teacher’ - give-knowledge(rectangle(x)→parallelogram(x)) 

          “A rectangle is a parallelogram.”

The ‘Student’ doesn’t know these two predicates, nevertheless it knows the following predicates quad(x) (quadrilateral), 
DITM(x) (Diagonals Intersect on Their Middle) and DLE(x) (Diagonals Length are Equals). 

—  ’Student’ - say-dissatisfaction 
           “I don’t understand.”
Then the ‘Teacher’ tries to explain to the ‘student’ the formula’s premise:
What is a rectangle. 

—  ’Teacher’ - askfor-information(quad(x)) 

         “Do you know what a quadrilateral is? ”
—  ’Student’ - give-information(true) 

            “Yes.”
—  ’Teacher’ - askfor-information(ditm(x)) 

      “Do you know what ‘diagonals intersect in their middle’ means? ”

—  ’Student’ - give-information(true) 

            “Yes.”
—  ’Teacher’ - askfor-information(dle(x)) 

       “Do you know what ‘diagonals length are equals’ means? ”
—  ’Student’ - give-information(true) 

            “Yes.”
—  ’Teacher’ - give-explanation(quad(x)∧ditm(x)dle(x)↔rectangle(x)) 

“A rectangle is a parallelogram which has its diagonals intersecting in their middle, and the diagonals length are 
equal.”

—  ’Student’ - say-satisfaction 
           “I understand.”

As the ‘student’ has understood what is a rectangle, it can know learn the knowledge (rectangle(x)→parallelogram(x)) 
by just adding it to its KB, the connexity is preserved. 

_____________________________________________________________________



��  

Using Misunderstanding and Discussion in Dialog as a Knowledge Acquisition or Enhancement Process

Conflict Management Strategies Through Discussion: KB Consistency Preservation Common 
Goal. We have studied several types of conflict, those related to implications as well as those related 
to facts.

Implication conflicts. These conflicts typically take place when the ‘student’ has a formula (P→Q) 
and attempts to learn a formula (P→¬(Q)). The solution, for the ‘student’, is to remove (P→Q) from its 
KB and add (P→¬(Q)). It acts so because this is ‘teacher”s knowledge (thus true) and so it gets the 
upper hand on the ‘student’ one (first axiom). However, the conflict could be hidden if the ‘student’ has 
the next formulas: (P1 →P2), (P2→ P3), ..., (Pn−1→ Pn) and attempts to learn (P1→Pn): The ‘student’ has an 
equivalent to the formula 1n. Instead of using a baseline solution consisting in removing all the series of 
implications, we opted for a more flexible one which attempts to look for a wrong implication and only 
removes this very one. Indeed, deleting one implication is sufficient to solve the conflict. The ‘student’ 
will then attempt to validate each implication with the ‘teacher’ through an ‘askfor-information’ request. 
As soon as a wrong implication is found, the ‘student’ removes it and safely adds the new one. However, 
if none of the implications is neither validated nor rejected by the ‘teacher’, the ‘student’ will be forced 
to remove all the series before adding the new one to be sure to end up the conflict.

We present now an example of a solvable conflict, inspired from the following sophism: 

All that is cheap is rare.
All that is rare is expensive.
Therefore, all that is cheap is expensive.

The dialog of the Figure 5 is an example of dialog our agents should use when facing such a conflict. 
The KB evolution can be followed, step by step, in the Figure 6.

Figure 5. Dialogue using a discussion strategy for implication conflict resolution

_____________________________________________________________________
The ‘student’ owns the following knowledge (Step 1):
cheap(x)→rare(x)
rare(x)→expensive(x) 
—  ’Teacher’ - give-knowledge(cheap(x)→¬(expensive(x))) 

         “All that is cheap is not expensive.”
The ‘student’s’ adds this knowledge to its KB (Step 2), however the implication comes into contradiction with the 

student’s base.
The ‘student’ will then try to locate the wrong implication(s). 
—  ’Student’ - askfor-information(cheap(x)→rare(x)) 

          “Does all that is cheap is rare? ”
—  ’Teacher’ - give-information(true) 

            “Yes”
—  ’Student’ - askfor-information(rare(x)→expensive(x)) 

continued on following page
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         “Does all that is rare is expensive? ”
—  ’Teacher’ - give-information(False) 

            “No”
—  ’Student’ - say-satisfaction 

           “I understand”

The ‘student’ understands then where the conflict comes from (Step 3) and revises its base in consequence. The student’s 
knowledge is now (Step 4):

cheap(x)→rare(x)
cheap(x)→¬(expensive(x)) 
_____________________________________________________________________

Figure 5. continued

Figure 6. KB evolution while solving an implication conflict

  (a) Step 1      (b) Step 2

  (c) Step 3      (d) Step 4

Two other implication types of conflict, harder to detect, may also happen: 

• Let’s assume the ‘student’ owns the two following series of implication Θ and Λ:
 Θ = ((P1→Q2), (Q2→Q3), …, (Qi−1→Qi),
 Λ = (Qi+1→Qi+2), …, (Qn−1→¬(P1))).
 If the ‘teacher’ gives the knowledge (Qi→Qi+1) then a conflict arises as from Θ, (Qi→Qi+1) and Λ 

we can deduce ¬(P1))  from P1.
• Let’s assume now the ‘student’ owns the three following series of implication ∆, Θ and Λ:
 ∆ = ((P1→P2), (P2→P3), …, (Pn-1→Pn)),
 Θ = ((P1→Q2), (Q2→Q3), …, (Qi−1→Qi),
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 Λ = (Qi+1→Qi+2), …, (Qn−1→¬(Pn))).
 If the ‘teacher’ gives the knowledge (Qi→Qi+1) then a conflict arises as from ∆ as we can deduce 

Pn from P1 and now from Θ, (Qi→Qi+1) and Λ as we can deduce ¬(Pn))  from P1.

These two types of conflicts are hard to detect as we have to locate the two or three series of implica-
tion being involved. The conflict elimination is done in the same way as the previous case: The ‘student’ 
will have to check with the ‘teacher’ the validity of each implication from ∆ and Θ until having found 
one which is wrong in order to remove it.

Fact conflicts. This case appears when the ‘student’ thinks a fact true (p(A)) and the ‘teacher’ tells 
it the fact is false (¬(p(A))) or the ‘teacher’ gives it a knowledge which allows the ‘student’ to deduce 
that its fact is false. The conflict management is close to the implication conflict one and several cases 
can occur (the ‘student’ here thinks (p(A))): 

• If the ‘teacher’ tells it (¬(p(A))), then the ‘student’ removes (p(A)) from its KB; 
• If the ‘student’ thinks, (p(X)→p2(X)), (p2(X)→p3(X)), …, (pn−1 (X) →pn(X)) and the ‘teacher’ tells 

it (¬(pn(A)))  the a conflict arises as the ‘student’ can deduce (pn(A)) from (p(A)) and the series 
of implications, which is contradictory with (¬(pn(A))) . The ‘student’ will have then to remove 
(p(A)) or one of the previous implications. It will then perform a series of information requests to 
the ‘teacher’. 

Connexity variations in conflict resolution. We can notice a connexity increasing when the ‘student’ 
attempts to learn new data. In the example where the ‘student’ has to know the predicate (rectangle(x)) in 
order to learn the new formula, it was already knowing the three predicates (parallelogram(x)), (DITM(x)) 
and (DLE(x)), and by learning the new predicate, the three old ones have been added to themselves a 
new link between them. The connexity is then increased.

However, when handling conflicts, an implication can be questioned then removed, leading to a 
decrease of the KB connexity level if the implication would be located inside an implication chain and 
would be a cut-vertex. In order to minimize the risks of a connexity decrease, the ‘student’ can use an 
heuristic for selecting implications in an optimal order: By starting with end of chain of implications, 
their removal would not reduce the KB connexity level.

Symmetry Between Dialog And KB Management In Discussions With Issues. When an issue 
(misunderstanding or KB conflict) arises within the discussion, it breaks the symmetry of the current 
discussion and opens a new one, bound to solve the issue. This new discussion will install a new sym-
metry with a repair process headed by one of the agents, depending on the type of the issue.

Tables 1 and 2 describe the different steps of our repair common scheme, for respectively a misun-
derstanding and a conflict situations. ‘S’ means a ‘student’s’ intervention and ‘T’ a ‘teacher’s’ one.

In Table 1, a say-dissatisfactionmessage informs the ‘teacher’ of the ‘student’s’ misunderstanding. 
Let us assume the ‘student’ don’t understand a predicate P. The ‘teacher’ will head the dialog and 
use a misunderstanding strategy to solve the issue. Each give-information() message conduces the 
‘student’ to check into its KB the presence of the provided implication. Once the ‘teacher’ deems the 
student have the knowledge required to understand P, it will assert the knowledge link by giving an 
explanation, the formula F. The ‘student’ ends this repair discussion by informing its interlocutor with 
a say-satisfactionmessage.
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In Table 2, a askfor-information() message informs the ‘teacher’ of the ‘student’s’ KB conflict, and 
triggers a dialog headed, this time, by the ‘student’. The latter will use a conflict management strategy 
to solve the issue. Each ‘student’ askfor-information() message comes from an introspection on its KB 
according to the strategy. The ‘teacher’ task here is just to give the validity value of the provided informa-
tion. Once the ‘student’ learns which implication is wrong, it updates its KB by removing this knowledge 
and thus solving the conflict. It finally ends this discussion with a say-satisfactionmessage.

In both situations, each ‘teacher’s’ message conduces the ‘student’ to analyze and possibly to revise its 
KB, the result of this process being then used to answer its interlocutor. This symmetry between dialog 
and KB management continues until the issue solving. This end of the discussion allows the agents to 
go back to the previous discussion (usually the lesson) and to restore its symmetry.

 

syste M architecture  and  iMPle Ment ation

The theoretical approach of the previous section has been specified and partially implemented.

Architecture

The Figure 7 displays the main architecture elements of our tutored learning system. It is composed of 
five main structures: The ‘teacher’, the ‘student’, the FR, the strategies and the ‘World’. ‘Teacher’ and 
‘Student’ are agents.

The FR are a shared knowledge base about dialogic clauses, to which both agents have access. 
The strategies are meta-rules of behavior that help both ‘teacher’ and ‘student’ to achieve satisfaction 
(positive meta-evaluation) and thus to end the dialog with success (an ending with failure is possible, 
since a repeated negative meta-evaluation might appear. Then, the ‘teacher’ ends up the dialog, because 

Table 1. Misunderstanding repair common scheme

Step Dialog KB management

Trigger S:say-dissatisfaction P unknown

Launching repair T:askfor-information() Checking known KB implications

…

Asserting knowledge links T:give-explanation(F(p,...)) Increasing KB with F(P,...)

Evaluating repair S:say-satisfaction

Table 2. KB conflict repair common scheme

Step Dialog KB management

Trigger & Launching repair S:askfor-information() Checking involved KB implications

…

Asserting wrongness T:give-information(False) Implication removal

Evaluating repair S:say-satisfaction
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not correct evolution of the situation is observed). The ‘World’ is a sharable knowledge base, a pool of 
predicates available to agents.

Each agent has goals, a KB and model of its interlocutor. A model of the interlocutor is what the 
agent knows that its interlocutor knows. The ‘teacher’ agent mostly checks its interlocutor’s model 
and updates it, by asking the ‘student’ questions, when it (the ‘teacher’) needs to explain something 
to the ‘student’. The ‘teacher’ also knows what the ‘student’s’ goals are in order to be prepared to any 
discussion shift. For instance, when the ‘student’ tries to fulfill its curiosity by asking some knowledge 
and thus breaking the lesson flow, the ‘teacher’ will be able to understand the ‘student’s’ intervention 
and satisfy its request before continuing the lesson. The model the ‘student’ has of its ‘teacher’ is that 
all what the ‘teacher’ says is true, and thus a give-knowledge(p) clause is equivalent to P is True(first 
axiom). It also have an idea of the goals and some knowledge of its ‘teacher’.

Naturally, each agent when shifting from a role to another, in a different situation, modifies its 
interlocutor’s model according to its present role. It can freely update them in order to make them evolve. 
Each agent action is motivated by its own goals, which lead the agent to use the adequate strategies 
and FR rules.

Implementation

We have implemented a Java program to test conflict solving. This program is a basic prototype aiming 
at getting experimental results of a part of our theory. We describe this prototype in (Yousfi-Monod 
& Prince, 2007). The running of our prototype program has shown that the ‘student’ has been able to 
detect a conflict between its KB and a new data provided by the ‘teacher’ and then ask the ‘teacher’ to 
validate some potentially conflictual knowledge and finally remove the wrong implication.

Figure 7. The tutored learning system through dialog between artificial cognitive agents
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conclusion

This work was an extension of previous studies in which the rationale is the following: Sole communica-
tion could be a knowledge acquisition process as efficient (if not more) than other gathering mechanisms, 
for artificial cognitive agents. This communication needs here to be directed and controlled by goals, and 
it can be instantiated into the sophisticated shape of a dialog. Therefore, we have centered our research 
on studying equivalency relationships between dialogic structures and knowledge acquisition and revi-
sion process. Doing this have led us to restrict the study to the typical case of a socratic lesson, in which 
two agents, one playing the role of a teacher and the other the role of a student, interact by exchanging 
messages related to a set of knowledge to be taught. This case has been qualified as a representative 
tutored learning method. It advantages are: 

• Learning is a major incentive for one of the agents, and teaching is symmetrically the teacher’s 
one. In this case, student agents are naturally willing to undertake the acquisition process, and 
teachers are also willing to provide true and reliable information (highly cooperative situation). 

• Since the teacher must deliver true information, this restricts its offer to its skill domain, that 
is, information for which it is able to design a lesson. At the same time, this makes it a reliable 
knowledge source for the student, which will accept any statement from the teacher as true. 

• Knowledge transfer (and acquisition) is the main goal of both agents, and uses ‘discourse’ only. By 
avoiding mixing actions and messages, we isolate the dialogic aspect and therefore may examine 
its impact much better than in any other situation. 

• Lessons are very interesting situations in which several cases of knowledge management appear: 
Enhancement of facts (predicates instantiated with constants), of concepts (predicates) of laws 
(implications); Creation of new implications (inductive process); Implications retraction; Facts 
associations to predicates which do not contain them in their validity domain (abduction). 

• At the same time, lessons allow conversational structures to reflect and handle all these cases 
may occur. This allows us to follow through dialog the track of knowledge management and thus 
refines our assumption about a possible symmetry (if not exactly an equivalence) between dialog 
and reasoning. 

The study of such a constrained situation has led us to define a notion of connexity for a knowledge 
base (KB), allowing to assess the connection level between each element of knowledge of an agent and 
so to give it two new goals: Increasing its KB connexity, as well as optimizing its content. As the dialog 
situation in highly unpredictable and may follow no previous plan, we have adopted the functional role 
(FR) theory to easily model dialogical exchanges. Agents use strategies to learn new knowledge and 
solve conflicts between external and internal data. (Angluin, 1987) tackles the problem of identifying 
an unknown subset of hypothesis among a set by queries to an oracle. Our work differs mainly in: 

• The communication mean: We use imbricated dialogs instead of queries
• The learning’s aim: Our agents aim at learning new formulas and increasing their KB connexity 

instead of identifying assumptions

Moreover, it seems that the FR theory has possible patterns for typical communication occurrences: 
Misunderstanding and Discussion. As developed in the paper, misunderstanding, limited to the student 
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in our work, appears when the student cannot attach the teacher’s knowledge to is KB, because it lacks 
concepts, or it lacks implications. Discussion appears with two types of profiles: Students with wrong 
knowledge, and curious students (those who want to learn more than what is in their lesson). We have 
presented an example of misunderstanding as well as a discussion sample dealing with knowledge conflict 
management. While scrutinizing both situations we noticed a symmetry between the dialogic structure 
and the KB management process. Since they were seen as repair procedures through which the teacher 
helps the student restore its KB integrity and connexity and proceed further in the lesson, they were both 
subsumed into a generic pattern containing four items: A trigger (which causes the need for repair), a 
repair process launched either by the teacher (in misunderstanding) or by the student (in discussion) in 
which the main actor directs the dialog, a repairing action (with a given FR: give-explanation() in the 
case of misunderstanding, and give-information(False) in the case of a knowledge falsification needing 
discussion), and last an evaluation of the repair, uttered by the student.

As much satisfying as it can been, the socratic lesson is a particular case of a wide range of knowl-
edge acquisition and revision using communication. This is why we think that some of our results, here 
isolated in a sort of in vitro state, could be, in turn, experimented in more flexible environments. For 
instance, agents might learn from each other (symmetrical role) after acknowledging each other’s skills, 
which will require a serious enhancement of our simple ‘other agent’s model’ embedded in the system 
architecture. Agents might also check knowledge with another knowledge source, which will provide 
contradiction, and possibly an interesting set of discussion procedures, that might involve more than a 
pair, and so forth. Nevertheless, we think that this study has shown that the assumption of symmetry 
between dialog and knowledge management is a plausible one, and most of all, an implementable solu-
tion, and nothing for the moment prevents its extension to more complex situations.
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introduction

Agent-based auction trading plays an important role in the electronic acquisition of products/service for 
organization or e-procurement, especially for MRO materials. Effective agent-based trading has multiple 
benefits, such as reducing inventory levels, and a dual impact of centralizing strategic procurement 
objectives while decentralizing the operational procurement processes (Puschmann and Alt, 2005).  

aB stract

In this chapter, we present a two-tier supply chain composed of multiple buyers and multiple suppliers. 
We have studied the mechanism to match trading parameter, specifically volume in this study, between 
buyers and suppliers. The chapter discusses the architecture of the agent and the agent community when 
there is cooperative matching of volume. We present a Dynamic Programming algorithm to describe the 
agent’s decision process and heuristic algorithms as the practical solution methodology. The results of 
extensive experiments show the improvement achieved by the cooperation.
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The environment of agent-based auction trading involves online auctions with Web-based buyers 
and Web-based sellers, typically multiple buyers and multiple suppliers. Therefore how to improve the 
performance of agent-based auction, specifically match buyers and suppliers, is a challenge for both 
academia and practitioners. In practice, there are two major parameters of a proposed trade, the price 
and the volume. This is equally true for a seller’s offer or for a buyer’s bid. Typically, volumes larger 
than certain lower levels go with lower prices. Thus, a match between a seller’s offer and a buyer’s bid 
that would lead to a transaction is a combination of matches with volume and price. In this research, 
we only consider the match of volume, since MRO products usually have a prevailing marketing price, 
and thus price is automatically matched.  Volume is subject to individual agent’s bids and offers in a 
buyer and seller context, and when a direct match is not possible, a match may still be obtained by 
cooperation/consortium between buyers and sellers, respectively. The focus of this chapter is on the 
effectiveness of cooperation in making the match and completing the trade.

 In this chapter, we propose a two-tier e-procurement auction agent structure made up of multiple 
suppliers and multiple buyers. Trading begins with a buyer proposing a trading amount. A seller may 
match the trading amount, or may propose a different trading amount. The buyer then seeks to match 
the trading amount with cooperation from other buyers. Alternately, the seller seeks to suit the buyer, or 
hold the order for a future offer that matches. The purpose of this approach is to provide better matches 
with offers, while reducing wait periods by means of cooperative trading. Thus, the efficiency of trading 
is increased.

When agents work together within a community, collaborating to achieve individual goals, it be-
comes a multi-agent system (MAS), where the interactions between the agents become as important 
as the decision-oriented actions of the individual agents. At this time, some research has been done on 
agent cooperation in multi-agent systems. For example, Binbasioglu (1999) proposed an approach to 
identify problem components, which supports the progress of understanding and structuring for multi-
agent cooperative decision making environment.  Fox et al. (2000) presented a solution to construct 
agent-oriented software architecture to manage supply chain at tactical and operational levels. In their 
framework, they used multiple agents, such as order acquisition agents, logistics agents, transportation 
agents, scheduling agents, resources agents, etc. One important capability of their agents, related to the 
present work, is the coordination. The authors developed a generic application-independent language 
to implement the multi-agent coordination issue. Kosakaya et al. (2001) developed a new cooperation 
and negotiation algorithm to improve cooperation in a system using multi-agent system.  Zhao et al. 
(2001) developed the agent-based CLOVER platform that can improve system interoperability among 
agents, and furthermore support dynamic and flexible cooperation. Aknine et al. (2004) proposed two 
methods of agents’ coalition formation for both cooperative and non-cooperative multi-agent systems, 
and cooperative agents can exchange information/preferences among them.  Based on the virtual enter-
prise (VE) paradigm and the concept of multi-agent, Roy et al. (2004) proposed a new way to manage 
supply chains. They defined tiered supply chain architecture, where a virtual enterprise node (VEN) 
only interacts with an adjacent VEN. The objective is to coordinate the decentralized VEN decisions 
in real time, and each VEN needs to make a tradeoff between local benefits and global benefits. Anus-
sornnitisarn et al. (2005) developed a model of distributed network for distributed resource allocation, 
and they investigated if multi-agent system, as a whole, can achieve efficient resource allocation in a 
collaborative environment. Hill et al. (2005) designed a cooperative multi-agent approach for decentral-
ized decision-making environment in free flight, which provides effective results for different scenarios. 
Zho et al. (2006) applied intelligent multi-agent technology in manufacturing systems, where agents 
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can be cooperative with each other for multi-tasks performed in a plant. They proposed a modeling 
framework to ease the design of autonomous agents for large-scale production systems. Different from 
the applications of cooperative multi-agents in other industries, the focus of our work and contribu-
tion is to develop a trading cooperative multi-agent system to increase trading efficiencies in matching 
volumes in an auction environment, at a competitive price.

 Collaboration between buyer agents and seller agents, respectively, is the basis of the mechanism 
of matching trading parameters to close a trade where no trade would be possible because of the mis-
match between the buyer’s and seller’s trading volume.  Each buyer and each seller desire to achieve a 
trade consistent with the quantity of the buyer’s bid, or the seller’s offer. There is a cost associated with 
non-completion, necessitating a carry-over to the next period. This chapter presents the impact of con-
sortiums formed by the cooperation between buyer agents, and seller agents, respectively, to increase 
volume by combining bids and offers, as needed, as a means of matching and closing a trade. Thus, 
trading volumes may be increased, with the associated reduction of trading inventory and carry-overs 
of trading volumes to succeeding periods. 

 The remainder of the chapter is organized as follows. A mathematical programming model using 
dynamic programming is described to model the decision problem of volume matching by consortium. 
An analytical solution to the dynamic programming model is difficult to achieve in real time, and is 
impractical in a real world auction environment. To circumvent this situation, heuristic rules of model-
ing to quickly analyze and solve the problem are developed and presented. Also shown in this section 
are experimental results of auction trades by consortium from randomly generated trade offers. The 
conclusions of the study are stated, together with ideas and directions for future research.

Model  for a gent t ransactions
 

We consider a two-tier supply chain composed of m suppliers and n buyers with k types of products. 
The two tiers consist of sellers and buyers. Buyers buy directly from sellers, with no intermediaries, 
negotiators, or other traders. It is a simple construct of suppliers and buyers, respectively, bidding for 
the goods directly to one another. The construct has been kept simple to emphasize the complexity of 
the decision process and trading actions, and to focus on the best practices of decision-making in this 
trading environment.

An agent makes decisions and performs actions in trading in a difficult environment of uncertainty 
where nothing is known about the future. A seller agent has no information about the future needs of 
buyer agents, i.e. about the quantities that might be asked for and the future possibility of a better match 
with the seller agent’s offer. A buyer agent has no information about future offers by a seller agent, 
and the future possibility of a better match of the buyer agent’s quantity requirement with the quantity 
offered by a future seller agent’s offer. The only information available is the present set of conditions. 
These are described as follows:

1. A buyer agent is aware of the selling bids placed by seller agents.
2. A seller agent is aware of the buying bids placed by buyer agents.
3. A buyer agent is aware of the community of buyer agents and the quantities requested by each 

buyer agent.



��  

Improving E-Trade Auction Volume by Consortium

4. A seller agent is aware of other seller agents and the quantities offered by each seller agent.

The decisions to buy or sell, and the trading actions to implement the decision, must proceed in this 
environment. The objective is still to minimize trading costs and to achieve a best match with the trading 
requirements. The community knowledge, on the part of buyers and sellers respectively, is what enables 
the formation of consortiums that help to match trading offers that would otherwise not be resolved.

 The end result of the decision is to buy, or to sell, involving a decision to accept, or reject, an existing 
offer. This result may also be achieved by modifying an existing offer by partnering with other agents. 
The seller agent’s offered quantity may exceed the quantity requested by a buyer agent, or the quantity 
required by a buyer agent may exceed the quantity offered by a seller agent. There are four possible 
decisions or actions as listed below:

1.	 Seller agent offers quantity larger than the requirement of a single buyer
 Buyer agent proposes part sale that is accepted or rejected by seller agent.
 Buyer agent looks for (and finds) partner buyer agents to complete the quantity.

2.	 Seller agent offers quantity smaller than the requirement of a single buyer
 Seller agent looks for a partner seller agent to match the required quantity
 Buyer agent rejects the offer and waits for a better match
 Buyer agent accepts the offer and waits for a part offer from another seller agent to complete 

the quantity
3.	 Buyer agent requests quantity larger than the offer of a single seller

 Seller agent looks for a partner seller agent to match the required quantity
 Buyer agent rejects the offer and waits for a better match
 Buyer agent accepts the offer and waits for a part offer from another seller agent to complete 

the quantity
4.	 Buyer agent requests quantity smaller than the offer of a single seller

 Buyer agent proposes part sale that is accepted or rejected by seller agent.
 Buyer agent looks for (and finds) partner buyer agents to complete the quantity.

Figure 1.  Information flows in an agent
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In short, the actions and sales performed by the seller and buyer agents are dynamic in nature, and 
for optimization are best represented as a Dynamic Programming formulation.

 In a typical application of this nature, the preferred system architecture is a Blackboard, with open 
information about all offered trades in a given period available to all participating agents, for possible 
matching individually or by consortium, for a particular commodity (Nag, 2007). The internal agent 
architecture, preferably common to all participating agents, includes domain knowledge as an under-
standing of the trading task in terms of the tasked trading volume and the commodity to be traded. 
Another part of the internal agent architecture is the communication capability that enables an agent to 
process the community information versus the trading volumes and seek for help from other interested 
agents in forming consortiums.

 The implementation of an agent is an algorithmic software representation of a set of priorities and 
working rules. The basic internal architecture is shown in Figure 1. A simplified set of rules and actions 
is shown in Figure 2, in which, local and domain knowledge are both included. For reasons of simplicity, 
the domain knowledge does not show details of trading parameters, such as product characteristics used 
to find a trade, or knowledge of agent’s objectives in making a trade. To implement the consortium, an 
additional part of the domain knowledge of an agent is a map that has information about surrounding 
agents. Without a supervising authority, the map information with each agent is incomplete, but infor-
mation overlaps exist between adjacent agents extending the available information. 

In agent trading, the consortium effect is implemented as a combination of the map and message 
passing. The algorithms for map determination and for messaging are shown in Figure 3. There are 
two methods of message passing, broadcast and point-to-point. When an agent needs to find a potential 
trading partner, it is best to broadcast trade requirements and conditions to many agents. To identify 

Figure 2. Agentdomain algorithms

Ai:   represents agent i.
T(Ai):  represents a set of tasks of Ai

tj(Ai):  represents a sub-task j of Ai

I(Ai):  represents Input of Ai

O(Ai):  represents Output of Ai

P(I(Ai)): priority of Input of Ai

P(O(Ai)): priority of Output of Ai

D(T(Ai)): set of domain for specific task of Ai

L(T(Ai)): local knowledge of Ai

T(Ai) = ∪j tj(Ai)

{Begin Trade}
Select Input (I(Ai), P(I(Ai)): select input according to the priority

Send Output(O(Ai), P(O(Ai)): send out output with a priority.

Apply (Select Input (I(Ai), P(I(Ai)), D(T(Ai)), L(T(Ai)), Send Output (O(Ai), P(O(Ai)))) : select input, apply domain knowl-

edge.

{End Trade}
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and confirm a potential trading partner, and to continue the negotiation process, the agent switches the 
messaging method to point-to-point. 

 The issues in the decision problem as described above are stated as follows. A seller agent that has 
to split an offer, and sell a smaller quantity than originally offered, has a remainder quantity to sell 
that is relatively small. It may become difficult to find a buyer for this small quantity. Although there 
is a cost associated with waiting, there is an incentive for the seller agent in this position to wait for a 
buyer ready to buy the full quantity. A similar situation arises for a buyer agent when the seller agent’s 
offered quantity is smaller that that required by the buyer. The buyer agent then has to look for a rela-
tively small quantity offered by another seller agent to complete the transaction. Whether an agent is 
selling or buying, there is an inevitable decision problem based on the match, or mismatch, of selling 
and buying quantities.

 Without a central control, there is no concern over scalability. Agents form a community where the 
size of the community can vary over a wide range from small to large. The domain information varies 
according to the size of the community. Agents exchange information within a community, and perform 
trading based on the available information. As it is not necessary for an agent to know all members of 
the community, in a condition of ideal communication the size of the community can be very large.

 The architecture of the agent community is designed in a way that overcomes the problems of 
mismatched quantities. The mechanism of overcoming is cooperation between buyer agents and seller 
agents. Thus, a buyer agent can seek the help of another buyer agent in matching a sale quantity and 
closing the transaction. In the same way, a seller agent can seek the help of another seller agent in match-
ing the quantity of a larger bid by the buyer agent. The Dynamic Programming (DP) formulation of the 
problem, as given below, describes optimum policies of accepting an offer, or waiting for a better offer, 
with the understanding that there is a cost associated with rejecting an offer and waiting and an associ-
ated build-up of cost in waiting until the next offer simply has to be accepted, leading to a termination 
(Bertsekas, 2000). The equations that define the decision are given as follows. 

Figure 3. Algorithms for map and messaging

Map
I: Address index set for entire agents.

ai has mi such that  ∪mi ⊆ M

M: Map information for I

Size_of(M): unknown

If there are mi in ai and mj in aj then mi ∩mj ≠ ∅ because of the memory overlap.

Messaging
Mi,D = (s, Message_content, D), i could be the source or intermediate agent

 If |D| > 1 then it is a broadcast

 If |D| = 1 then it is a point-to-point connection

 S: message sender

 D: a set of message destinations

Message_content = (Objective, rule, attributes, priority)
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Let us suppose that the buyer agent’s requirement quantity is v. Then, at each stage k of time t, the 
buyer agent can accept the seller agent’s quantity on hand vk	, or wait till the next time period (k		+	1) 
for another offer.  However, at the end of bidding time (t = N), the buyer agent has to accept the open 
offer, or lose everything.

Let us assume that the seller agent’s quantity, vk, is a random number. The buyer agent has knowledge 
only of the probability distribution of the quantity, but no future knowledge of exactly how much the 
seller agent will have available in the following stage, or time period. 

We define 2( ) ( )k k kL v v v= − , as a loss function of the buyer agent if the buyer agent accepts the offer 
from the seller agent at stage k, where α is a constant. In the case of an exact match, where the seller 
agent’s quantity kq v= , it becomes evident that the loss, ( ) 0k kL v = , i.e. there is no loss. Therefore, the 
buyer agent has to decide if he/she will accept the loss associated with the transaction, ( )k kL v , or wait 
till the next stage.

 The traditional objective in operations research is the minimization of loss, with an implicit under-
standing that is loss is more definite than profit, and if loss is minimized profit will be increased. The 
algorithm of DP as formulated to minimize loss, is stated as follows:

0 2( ) ( )N N kJ q v v= −
         (1)

2
1 1( ) min[ ( ) , { ( )}]k k k k kJ q v v E J v+ += −        (2)

The Dynamic Programming algorithm given above defines the decision problem. Thus, the algo-
rithm defines when to accept an offer and when to reject the offer, subject to minimizing the costs of 
acceptance and rejection. An optimal solution to the algorithm is an optimal strategy for minimizing 
cost in the transaction, and a transaction is completed when the cost is minimal to both the seller and 
buyer agents involved in the transaction.

There has to be a stopping point in the transaction, when the cost of waiting exceeds the cost of 
completing the transaction. As defined in the DP formulation, the optimal stopping strategy is given 
as follows:

Buy:  if  2
1 1( ) { ( )k k kv v E J v+ +− < }       (3)

Wait: if 2
1 1( ) { ( )k k kv v E J v+ +− > }       (4)

Thus, the buyer agent will wait if there is a net gain in waiting, or accept the seller agent’s offer if 
there is no further gain, or if this is the end of the waiting period.

 The formulation can be repeated in reverse order for the seller agent. Matching quantities is a de-
cision in reverse order for a seller agent, as it is for a buyer agent, because a part quantity left behind 
from a transaction is a higher cost transaction from a selling perspective. Again, the transaction has to 
be completed at the end of the time period, or the seller agent is left holding a quantity that has to be 
disposed of. A DP formulation describes an excellent set of decision rules that exactly describe a problem 
that is dynamic in nature, where little is known about future states. The essential characteristic of a DP 
formulation is that, while it is exact in describing the decision problem, it is difficult to implement in 
practice because so little is known about the future, and even the next state of the decision problem.
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 It is a tradition that DP formulations are treated as elegant descriptions of the decision problem, 
which is then solved by heuristic methods. A heuristic method is a reasonable and logical method of 
solving the problem in a manner similar to the mathematical approach, but not necessarily using the 
mathematical approach, or even producing the optimal solution as given by the mathematical approach. 
Described below are heuristic solution approaches as a proposed agent based transaction system (ABTS) 
to the trading problem.

The agent based transaction system (ABTS) goes beyond the basic DP decision process by using 
cooperative actions within the community to maximize transaction volume and utility for both buyer 
and seller agents. Actions within the community, such as message passing and cooperation between 
agents in matching an offer in buying or selling to maximize the volume, are not specified in the DP 
formulation. In this approach, heuristic algorithms are described that include message passing between 
agents to match an offer by using part quantities from cooperating agents.

 In the real world of supply-chain transactions, split quantities represent higher costs. A seller agent 
stuck with a small remaining quantity may be stuck with it for a long time with no buyer available. It 
means increasing administrative costs and increasing inventory costs, until a buyer agent is found. There 
is also the uncertainty that a buyer agent will be found, and the remaining inventory will not go into 
salvage. For a buyer agent, a split quantity implies a small quantity to be purchased at a higher price, 
if a seller agent can be found to sell such a small quantity. This work does not consider negotiations 
of prices and costs. Instead, the issues of match and mismatch of quantities have been made issues of 

Figure 4. Agent trading diagram
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feasibilities of the transactions, and cost considerations associated with remainder quantities which have 
to be sold at lower prices with higher transaction costs leading to higher prices for a buyer agent.

Procedures of a gent t rading
 

As described above, the Dynamic Programming algorithm is an elegant and correct representation of the 
trading conditions, but is difficult to solve and apply in practice. We describe below a heuristic approach 
to solving the decision problem in agent trading. In this process, we describe the architecture of the 
agent community involved in trading and the interactions between the agents involved in the transac-
tions. Presented in Figure 4 is a Petri Net representation of the agent-trading model. The representations 
correspond to the conventions of a Petri Net representation, with a circle designated “Pn” representing 
a decision state in the trading actions performed by an agent, and a box designated “tn” representing an 
action, such as an offer, an acceptance or rejection of an offer, or a request for help from other members 
of the community. The arrows represent transitions between decision states, or actions, induced by the 
occurrences of events. The complete diagram is a representation of all possible states and transitions 
encountered in the environment of auction trading by agents.

 The agent structure described in Figure 1 leads to the decision states and events of auction trans-
actions in Figure 4. A more specific set of definitions of the decision states, and the events that lead to 
transitions to other decision states is given below: 

P0: Start 
P1: Buyer’s trading decision state
P2: Buyer’s no trading state
P3: Buyer’s trading state
P4: Sellers’ consortium state
P5: Seller’s trading decision state
P6: Seller’s no trading state
P7: Seller’s trading state
P8: Buyers’ consortium state

t1: Buyer offer & seller ask
t2: Buyer rejects the seller’s offer
t3: Buyer accepts the seller’s offer
t4: Buyers form a buyer’s consortium
t5: Buyers offer jointly
t6: Seller ask & buyer offer
t7: Seller rejects the buyer’s offer
t8: Seller accepts the buyer’s offer
t9: Seller forms a seller’s consortium
t10: Sellers offer jointly

With these definitions, and with the understanding that arrows represent times to an event and a 
state transition, the diagram in Figure 4 explains itself. However, the dynamic programming model in 
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Section 2 is not solvable in a theoretical sense, and can only be explained by means of action scenarios, 
as is done later.

 Some scenarios of agent trading are described below. The focus is on reverse auctions, where a 
buyer agent places an order that is matched by a seller agent, or by the community of seller agents, in 
a situation where help is sought from the community in matching an order. Three cases are proposed 
where a seller agent can meet the buyer agent’s demand, or a seller agent can decline to meet that de-
mand, or the seller agent does not have enough quantity to meet the demand. This work is based entirely 
upon volume, rather than upon price or profitability. The objective is always to maximize the volume of 
transaction equally for the buyer agent, as it is for the seller agent. The decisions and actions are intended 
to facilitate transactions by means of co-operation, as needed, to maximize volume of transaction in 
either direction of buying and selling as performed by the agents.

Reverse Auction (Tendering)

There are n suppliers and one buyer. During fixed time duration of ∆t, i.e. during the time the offer is 
open, there is a need to maximize the buyer’s utility. The buyer’s utility is a function of trading volume, 
and profit. During the auction of this tendering the following auction cases can happen:

1. Auction case 1. Supplier can supply the demand, i.e. there is a match between the buyer’s demand 
and the seller’s quantity.

2. Auction case 2. Supplier has volume larger than the buyer’s required quantity, but does not want 
to sell a split quantity corresponding to the buyer’s requirement, because of the characteristics of 
the goods.

3. Auction case 3. Supplier does not have enough goods for a buyer’s demand, i.e. seller’s quantity 
is short of the buyer’s requirements. 

In Auction case 1, there is no difference between traditional trading and the ABTS, i.e. Agent Based 
Trading System. This is the simple case, with a volume match between the buyer and the seller, and the 
volume is maximized in the given circumstance. 

Thus, the utility functions of both the buyer and the seller are defined in terms of increasing volume, 
or, in terms of completing the volume of the sale. The Auction cases 2 and 3 are designed with stated 
conditions that enable the ABTS to improve the seller and buyer’s utility with respect to volume. Let V 
be the volume of transaction in question, with respect to either buyer or seller, in the given time space 
∆t, which is a fixed time duration. The transaction volumes within the fixed time period are maximized 
by volume matching by agents. The corresponding matching results are described below.

The achieved transaction volumes are described in a fixed time period. The assumption is that of a 
steady state, i.e. whatever gains are observed in this time period will also be true in an extended period. 
Thus, for the fixed time duration of ∆t, the volume of transaction is given as described below:

V = tii
v∑           (5)

Where, vti is the volume of transaction i with traditional matching in ∆t, and

V’ = '
tii

v∑            (6)
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Where, v’ti is the volume of traction in ABTS in ∆t. We also note that

V’ ≥ V           (7) 
 
Thus, Auction case 1 is the simple case where there is a direct match in volume between the buyer’s 

order and the seller’s offer. In this case, V’ = V, and there is no special contribution from ABTS. In 
contrast, Auction cases 2 and 3, serve to actively increase volume and utility on the parts of buyer and 
seller. This is why V’ ≥ V. The contribution of this chapter is in using ABTS to maximizing V’, i.e. to 
increase the respective transaction volumes, and utilities, of both the buyer and seller agents, by efficient 
matching of the requirements and capacities of the buyer and seller agents.

Reverse Auction Functions
In our model of Reverse Auction Functions, there are several different trading situations. One buyer 

(i) posts his product requirements including the product quantity b
iQ , and its price b

ip  in t1. The product 
quantity is variable but the price is fixed in the proposed model. Thus, trading negotiations and match-
ing of trades relates to product quantity rather than product price. Similarly, trading utility is treated as 
a function of product volume, and not the product price.

We describe below a number of scenarios. The base conditions of the trading transaction are de-
scribed as follows. Each seller ( j) will offer its product with the available quantity s

jq   at state P1. At 
this point, there are tree possible actions: (1) b

iQ  and s
jq  are not matched and the deal will be over (t1 and 

P2), 2)  b
iQ  and  s

jq  are matched and the transaction will be occurred (t3 and P3), and 3) the seller gathers 
other seller’s offer to match the buyer’s requested quantity (t4, t5 and P4). At P4 the seller j collects other 
sellers’ offer and present the joined offer to the buyer i	(t5). If the joined offer

1

J
s b
j i

j
q Q

=

≠∑  , 

and the buyer does not accept the offer, then either the deal is over (t2 and P2) or the seller tries collect-
ing new seller’s group again (P4 and t5). If the joined offer

  
1

J
s b
j i

j
q Q

=

=∑

then the transaction will be occurred ( t3 and P3).
Similarly, each seller ( j) will offer its product to a buyer (i) with the buyer’s needed quantity b

iQ  at 
state P5. At this point, there are tree possible actions: (1) b

iQ  and s
jq  are not matched and the deal will 

be over (t7 and P6); (2) b
iQ  and s

jq  are matched and the transaction will take place (t8 and P7); and (3) the 
buyer gathers other buyer’s offer to match the seller’s requested quantity (t9, t10 and P8). At P8 the seller 
( j) collects other buyers’ offer and presents the joined offer to the seller j (t10). If the joined offer

1

I
b s
i j

i
Q q

=

≠∑   

and the seller does not accept the offer then either the deal is over (t7 and P6), or the seller tries collect-
ing new seller’s group again (P8 and t10). If the joined offer
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1

I
b s
i j

i
Q q

=

=∑   

then the transaction will be considered to have occurred (t8 and P7).
For buyers’ and sellers’ consortium offers, each trading agent must evaluate joined volumes and 

evaluation algorithms are described in Figure 5 and Figure 6.
 There are six scenarios that describe the trading transactions, summarized for the purpose of action, 

in two algorithms:

• Scenario 1: In case of buyer’s intended buying volume is equal to the seller’s selling volume, the 
seller can do transaction without the help of the consortium. (Auction case 1)

• Scenario 2: In case of buyer’s intended buying volume is not meet the seller’s selling volume and 
there is no possibility of forming neither seller’s consortium nor the buyer’s consortium. (Auction 
case 1)

• Scenario 3: In case of seller’s intended selling volume is smaller than a buyer’s intended buying 
volume, the sellers could form a consortium and their collected volume meets the buyer’s required 
volume. (Auction case 2)

• Scenario 4: In case of seller’s intended selling volume is greater than a buyer’s intended buying 
volume, the seller tried to form a consortium but fail to meet the buyer’s required volume. (Auction 
case 2)

Figure 5. Algorithm 1: Buyers collected offer

IF Sell.amount > Buy.amount
 { Get friend (|Buy.amount – Sell.amount|, Buyer) // form a buyer’s consortium
    IF ( Σ (amount_from_friends) + Buy.amount = Sell.amount)
                      DO transaction
             }

ELSE DO transaction

Figure 6. Algorithm 2: Sellers collected offer

IF Sell.amount < Buy.amount
 { Get friend (|Buy.amount – Sell.amount|, Seller) //form a seller’s consortium
    IF (Sell.amount +Σ (amount_from_friends) = Buy.amount)
                      DO transaction
             }
ELSE DO transaction
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• Scenario 5: In case of buyer’s intended buying volume is smaller than the seller’s selling volume, 
the buyer can form a consortium with the combined volume meeting the seller’s volume. (Auction 
case 3)

• Scenario 6: Incase of buyer’s intended buying volume is smaller than the seller’s selling volume, 
the buyer tried to form a consortium but fail to meet the seller’s volume. (Auction case 3)

The details of state transitions associated with the trading transaction scenarios are shown in Tables 
1 to 6. 

Table 1. Scenario 1

Situation 
Point

Condition Outcome

P0 A buyer (i) wants product A, 100 ( b
iQ ) units for p dollars 

each. And there is a seller wants to sell the product A. The 
seller has 100 units.

Move to t1

t1 The buyer offers 100 units of product A for p dollars each. Move to P1

P1 b
iQ  = 100 and it matches the sum of the seller’s volumes. It goes to t3.

t3 The buyer i and the seller do transaction. Move to P3

P3 Buyer and seller’s trading volume is met and the buyer 
accepts the seller’s offer.

Terminate with transaction.

Table 2. Scenario 2

Situation 
Point

Condition Outcome

P0 A buyer (i) wants product A, 100 ( b
iQ ) units for p dollars 

each. And there is a seller wants to sell the product A. And 
there is only one seller who has 40 units of the product A.

Move to t1

t1 buyer offer product A, 100 units for p dollars each. Move to P1

P1  
b
iQ  = 100 and it does not match the seller’s volumes. It goes 

to t2.

Move to t2

t2 Seller rejects the offer. It goes to P2 Move to P2

P2 Match is failed Terminate with no 
transaction
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Table 3. Scenario 3

Situation 
Point

Condition Outcome

P0 A buyer (i) wants product A, 100 ( b
iQ ) units for p dollars 

each. And there are 4 sellers want to sell the product A: seller 
1 has 20 units, seller 2 has 40 units seller 3 has 30 units and 
seller 4 has 10 units

The process t1 will be tried.

t1 A buyer offers 100 units of product A for p dollars each. Move to P1

P1 None of the sellers has the required volume of the buyer. The process t4 will be tried

t4 Run algorithm 2. As a result of the algorithm, agents of all 
four sellers combine their volumes of the product A and offer 
to buyer i again.

Move to P4

P4 b
iQ  = 100 and it matches with the sum of all four seller’s 

volumes. 
It goes to t5.

t5 4 sellers jointly offer to buyer i Move to P1

P1 Seller (i) consider the joint offer It goes to t3

t3 Seller (i) accepts the joint offer Move to P3

P3 Buyer and seller’s trading volume is met and the transaction 
is occurred.

Terminate with transaction

Table 4. Scenario 4

Situation 
Point

Condition Outcome

P0 A buyer (i) wants product A, 100 ( b
iQ ) units for p dollars 

each. And there are 4 sellers want to sell the product A: seller 
1 has 20 units, seller 2 has 20 units seller 3 has 20 units and 
seller 4 has 10 units.

Move to t1

t1 buyer offer product A, 100 units for p dollars each. Move to P1

P1 None of the sellers has the required volume of the buyer. It goes to t4

t4 run algorithm 2. Agents of all four sellers combine their 
volumes of the product A and offer to buyer i. It goes to P4.

Move to P4

P4 Sellers form a consortium Move to t5

t5 4 sellers jointly offer to buyer i Move to P1

P1 b
iQ  =100 > the sum of the seller’s volumes = 70. It goes to t2

t2 Seller rejects the combined offer. Move to P2

P2 Match is failed Terminate without any 
transaction.
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Table 5. Scenario 5

Situation 
Point

Condition Outcome

P0 A buyer (i) wants product A, 20 ( b
iQ ) units for p dollars each. 

And there is only one seller wants to sell the product A: the 
seller has 100 units and do not want to break the volume. 
There are other buyers want same product A too (30, 40, 10).

The process t6 will be tried.

t6 A buyer offers 20 units of product A for p dollars each. Move to P5

P5 None of the sellers has the required volume of the buyer. The process t9 will be tried

t9 Run algorithm 1. As a result of the algorithm, agents of all 
four buyers combine their volumes of the product.

Move to P8

P8 Buyer’s consortium state It goes to t10.

t10 4 buyers jointly offer to seller j Move to P5

P5

1

I
b s
i j

i
Q q

=

=∑  = 100 

and it matches with the sum of all four buyers’ volume. 

It goes to t8

t8 Seller (j) accepts the joint offer Move to P7

P7 Buyer and seller’s trading volume is met and the transaction 
is occurred.

Terminate with transaction

Table 6. Scenario 6

Situation 
Point

Condition Outcome

P0 A buyer (i) wants product A, 20 ( b
iQ ) units for p dollars each. 

And there is only one seller wants to sell the product A: the 
seller has 100 units and do not want to break the volume. 
There are other buyers want same product A too (30, 20, 10).

The process t6 will be tried.

t6 A buyer offers 20 units of product A for p dollars each. Move to P5

P5 None of the sellers has the required volume of the buyer. The process t9 will be tried

t9 Run algorithm 1. As a result of the algorithm, agents of all 
four buyers combine their volumes of the product.

Move to P8

P8 Buyer’s consortium state It goes to t10.

t10 4 buyers jointly offer to seller j Move to P5

P5

1

I
b s
i j

i
Q q

=

≠∑  = 100 

and it does not match with the sum of all four buyer’s 
volumes. 

It goes to t7

t7 Seller (j) rejects the joint offer Move to P6

P6 Buyer and seller’s trading volume is not met and no 
transaction is occurred.

Terminate without 
transaction
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 A simple simulation experiment shows the impact of consortium on volume matching. This is not a 
complete simulation with agent generation using agent technologies, but a simple spreadsheet example 
using trading matches. The trading volume offers of ten sellers and ten buyers are randomly generated 
in Excel using the random number generators provided by Excel. Trading volumes are generated in 
multiples of 10 for simplicity. The trading offers are matched first by a direct match of trading volumes. 
The remaining offers are matched by a consortium, either of sellers to match a buyer, or of buyers to 
match a seller, or of both. The uncertainty of a result using random number generation is resolved by 
repeating the process 10 times, in 10 cases. The results are shown in Table 7, with the summary results 
in Table 8. It may be seen that consortium is never less than direct matching in generating trading 
volume. There is only one case of the 10 in which consortium does no better than direct matching. In 
every other case, consortium is an improvement in volume ranging from small to substantial. This is a 
clear indication of the benefits of the proposed consortium approach.

Price is fixed
Seller ID Volume Buyer ID Volume

S� �0 B� �0
S� ��0 B� �0
S� �00 B� �0
S� �0 B� �0
S� �00 B� �0
S� ��0 B� �0
S� �0 B� �0
S� ��0 B� �0
S� �00 B� �00
S�0 �0 B�0 �00

Matching without Consortium Matching with Consortium

Seller Buyer Trading Volume Seller Buyer Trading Volume

 S1 B3 50 S1 B3 50

 S4 B7 50 S4 B7 50

{S2,S6} B9 300

S3 {B1,B2,B4,B6} 100

S5 {B6,B8} 100

{S7,S9,S10} B10 200

Total Volume 100 Total Volume 800

Case 1.
Table 7. Experimental results for trading volumes with and without consortium
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Seller ID  Volume Buyer ID  Volume

S1 50 B1 10

S2 80 B2 10

S3 90 B3 10

S4 60 B4 10

S5 70 B5 90

S6 10 B6 70

S7 70 B7 10

S8 60 B8 10

S9 70 B9 40

S10 20 B10 90

Case 2.

Matching without Consortium Matching with Consortium

Seller Buyer Trading Volume Seller Buyer Trading Volume

 S3 B5 90 S3 B5 90

 S5 B6 70 S5 B6 70

 S6 B1 10 S6 B1 10

S1 {B2,B9} 50

S10 {B3,B4} 20

Total Volume 170 Total Volume 240

Case 3.

Seller ID  Volume Buyer ID  Volume

S1 40 B1 10

S2 90 B2 60

S3 40 B3 50

S4 10 B4 90

S5 90 B5 100

S6 70 B6 40

S7 40 B7 20

S8 30 B8 80

S9 100 B9 50

S10 20 B10 10

continued on following page
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Matching without Consortium Matching with Consortium

Seller Buyer Trading Volume Seller Buyer Trading Volume

 S1 B6 40 S1 B6 40

 S2 B4 90 S2 B4 90

 S4 B1 10 S4 B1 10

 S9 B5 100 S9 B5 100

 S10 B7 20 S10 B7 20

S5 {B8,B10} 90

Total Volume 260 Total Volume 350

Case 3. continued

Case 4.

Seller ID  Volume Buyer ID  Volume

S1 100 B1 100

S2 100 B2 40

S3 20 B3 70

S4 100 B4 80

S5 90 B5 40

S6 100 B6 50

S7 20 B7 70

S8 20 B8 40

S9 40 B9 10

S10 100 B10 40

Matching without Consortium Matching with Consortium

Seller Buyer Trading Volume Seller Buyer Trading Volume

 S1 B1 100 S1 B1 100

 S9 B2 40 S9 B2 40

S2 {B5,B6,B9} 100

{S7,S8} B8 40

Total Volume 140 Total Volume 280
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Case 5.

Seller ID  Volume Buyer ID  Volume

S1 90 B1 50

S2 50 B2 90

S3 80 B3 90

S4 80 B4 100

S5 30 B5 80

S6 60 B6 40

S7 90 B7 30

S8 60 B8 30

S9 40 B9 90

S10 30 B10 70

Matching without Consortium Matching with Consortium

Seller Buyer Trading Volume Seller Buyer Trading Volume

 S1 B2 90 S1 B2 90

 S2 B1 50 S2 B1 50

 S3 B5 80 S3 B5 80

 S5 B8 30 S5 B8 30

 S7 B3 90 S7 B3 90

 S9 B6 40 S9 B6 40

 S10 B7 30 S10 B7 30

Total Volume 410 Total Volume 410

Case 6.

Seller ID  Volume Buyer ID  Volume

S1 50 B1 60

S2 90 B2 80

S3 100 B3 70

S4 50 B4 20

S5 100 B5 20

S6 60 B6 40

S7 100 B7 50

S8 40 B8 90

S9 30 B9 60

S10 100 B10 100

continued on following page
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Matching without Consortium Matching with Consortium

Seller Buyer Trading Volume Seller Buyer Trading Volume

 S1 B7 50 S1 B7 50

 S2 B8 90 S2 B8 90

 S3 B10 100 S3 B10 100

 S6 B1 60 S6 B1 60

 S8 B6 40 S8 B6 40

S5 {B4,B5,B9} 100

{S4,S9} B2 80

Total Volume 340 Total Volume 520

Case 6. continued

Case 7.

Seller ID  Volume Buyer ID  Volume

S1 10 B1 80

S2 40 B2 10

S3 60 B3 100

S4 80 B4 40

S5 40 B5 90

S6 80 B6 20

S7 90 B7 60

S8 50 B8 40

S9 10 B9 80

S10 20 B10 30

Matching without Consortium Matching with Consortium

Seller Buyer Trading Volume Seller Buyer Trading Volume

 S1 B2 10 S1 B2 10

 S2 B4 40 S2 B4 40

 S3 B7 60 S3 B7 60

 S4 B9 80 S4 B9 80

 S5 B8 40 S5 B8 40

 S6 B1 80 S6 B1 80

 S7 B5 90 S7 B5 90

S8 {B6,B10} 50

Total Volume 400 Total Volume 450
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Case 8.

Seller ID  Volume Buyer ID  Volume

S1 20 B1 70

S2 50 B2 40

S3 50 B3 70

S4 70 B4 40

S5 100 B5 40

S6 40 B6 80

S7 50 B7 50

S8 60 B8 90

S9 60 B9 80

S10 20 B10 20

Matching without Consortium Matching with Consortium

Seller Buyer Trading Volume Seller Buyer Trading Volume

 S1 B10 20 S1 B10 20

 S2 B7 50 S2 B7 50

 S4 B1 70 S4 B1 70

 S6 B2 40 S6 B2 40

{S8,S9} {B4,B6} 120

{S5,S7,S10} {B8,B9} 170

Total Volume 180 Total Volume 470

Case 9.

Seller ID  Volume Buyer ID  Volume

S1 90 B1 10

S2 70 B2 60

S3 20 B3 10

S4 10 B4 60

S5 70 B5 30

S6 90 B6 70

S7 10 B7 80

S8 50 B8 20

S9 20 B9 10

S10 30 B10 10

continued on following page
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Matching without Consortium Matching with Consortium

Seller Buyer Trading Volume Seller Buyer Trading Volume

 S2 B6 70 S2 B6 70

 S3 B8 20 S3 B8 20

 S4 B9 10 S4 B9 10

 S7 B1 10 S7 B1 10

 S10 B5 30 S10 B5 30

S1 {B7,B10} 90

S2 {B2,B3} 70

Total Volume 140 Total Volume 300

Case 9. continued

Case 10.

Seller ID  Volume Buyer ID  Volume

S1 10 B1 70

S2 80 B2 30

S3 80 B3 50

S4 80 B4 60

S5 70 B5 20

S6 80 B6 40

S7 10 B7 100

S8 60 B8 60

S9 40 B9 40

S10 60 B10 40

Matching without Consortium Matching with Consortium

Seller Buyer Trading Volume Seller Buyer Trading Volume

 S5 B1 70 S5 B1 70

 S8 B4 60 S8 B4 70

 S9 B6 40 S9 B6 40

 S10 B8 60 S10 B8 60

{S1,S2,S7} B7 100

S3 {B2,B3} 80

S4 {B9,B10} 80

Total Volume 230 Total Volume 490
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c oncluding r eMarks 

This chapter considers a two-tier online auction supply chain system in which buyer agents propose 
transactions that are matched by seller agents, or are otherwise referred to a community of seller 
agents, who will match the buyer demand in terms of volume. Price is fixed and is not a consideration 
in the matching process. Alternately, the seller agent proposes a volume that is matched individually 
by a buyer, or by the community of buyer agents by means of collaboration. It is also possible to have 
trades matched and completed by a consortium of seller agents matching the volume of a consortium 
of buyer agents, or vice versa. The hypothesis is that collaboration between the same class of agents, 
and the formation of consortiums within the respective agent communities, offers greater opportuni-
ties for matching trading volumes and increases the total trading volume. Experimental results with 
random generation of individual trading volumes for buyers and sellers, and volume matching of trades 
irrespective of price, shows that collaboration and consortium formation is usually an improvement in 
trading volumes, with a major improvement in some cases of the volume of trade, over the traditional 
model of non-cooperation and competition.

An implementation is possible with JADE (Java Agent Development Framework)1. JADE is imple-
mented in Java, and can be controlled by a remote GUI. It is compliant with FIPA2 specifications, and 
can be implemented on multiple machines on multiple operating systems. The current JADE version is 
3.4 (released March 14, 2006). JADE is free software from Telecom Italia, as a FIPA compliant agent 
platform with a reduced footprint, and with compatibility with a mobile Java environment. An alternate 
modeling and implementation framework is MADKIT (Multi-Agent Development Kit3) available as a free 
download. This is a modular and scalable multi-agent platform in Java, built on the AGR (Agent/Group/
Role) organizational model, i.e. agents are situated in groups and play roles. MADKIT allows simulations 
of agent performance, heterogeneity in agent architectures and communication languages, as well as a 
number of customizations. Like JADE, MADKIT is a peer-to-peer mechanism with full facilities full 
facilities for launching, displaying, developing, and monitoring agents and agent organizations.

The real direction of future work consists of extending the model to include other considerations 
important in modeling auction trades by agents. The patterns of agent trading follow the patterns of 
auction trading in general. In auction trading practice, one of the primary considerations is price. A 
seller agent makes an offer at a certain price. If the offer is not matched at the quantity and price it must 
be carried over to the next period at a cost to the seller agent. The seller agent may have to dispose 
of the offer at a reduced price in a future period to avoid carryover costs. Similar conditions apply to 

Matched Volumes

                   Case
Method

Case 1 Case 2 Case 3 Case 4 Case 5 Case 6 Case 7 Case 8 Case 9 Case 10

Direct Match 100 170 260 140 410 340 400 180 140 230

Consortium 800 240 350 280 410 520 450 470 300 490

Table 8. Summary results for trading volumes with and without consortium
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buyer agents and their offers with reversed conditions. An extended model will study this behavior in 
a multi-period environment. A mathematical model is often an elegant representation of the problem. 
The development of heuristic solution approaches is the real solution methodology applicable to real 
problems. This is part of the direction of future research.
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endnotes

1 Source: htttp://jade.tilab.com/Telecom Italia
2	 Federation of International Physical Agents
3 Source: htttp://www.madkit.org/
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aB stract

Different FIPA-compliant agent development platforms are available for developing multiagent systems. 
FIPA compliance ensures interoperability among agents across different platforms. Although most agent 
implementation platforms provide some form of white- and yellow-page functionalities to advertise and 
identify agent roles and descriptions, there are no clear architectural standards that define how an agent 
community can effortlessly adapt to operate in a federated information system (FIS) where new content 
sources are constantly added or changes are made to existing content sources. This chapter presents a 
framework based on the semantic Web vision to address extensibility in a loosely coupled FIS.
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introduction

The process of automating the interorganizational information exchange between trading partners has 
been an ongoing challenge. In recent years, information exchange in business-to-business (B2B) work-
flow models have started migrating to Internet-based technological solutions such as Web services and 
service-oriented architectures (SOAs) over older systems based on electronic data interchange (EDI) 
and object request brokerage (ORB). UDDI (universal description, discovery, and integration) business 
registries allow businesses to list themselves on the Internet and be discovered by others while offering 
the benefits of platform independence and minimal implementation costs to the trading partners. In a 
federated environment where a finite set of partner institutions collaborate and exchange information, 
federated information systems (FISs) have evolved as a fertile area of research seeking new methods 
and tools to help provide integrated access to a finite, predefined set of autonomous and heterogeneous 
databases. Busse, Kutsche, Leser, and Weber (1999) define an FIS as a set of distinct and autonomous 
information system components: the participants of this federation. The participants operate indepen-
dently, but negotiate some levels of autonomy among themselves in order to participate in the federated 
environment (Busse et al.). Conceptually, an FIS can be characterized by the presence of an integration 
layer that allows a degree of autonomy, heterogeneity, and interoperability among the underlying legacy 
applications and databases (Busse et al.; Sheth & Larson, 1990). 

The success of an FIS is strongly dependent on the generation of federated schemas from the partici-
pating source database schemas. A federated schema allows business analysts to accomplish complex 
goals such as generating data-mining reports, perform computations along multiple dimensions of data 
stored in different sources, and help developers by providing incremental views for quick access to 
information along with data warehouses’ capabilities (Jarke, Jeusfeld, Quix, & Vassiliadis, 1999). It is 
a common practice in FIS to view an organization’s business model as conceptual perspectives based 
on shared information and build a higher level schema representation as a logical model (Busse et al., 
1999; Jarke et al.). Defining higher level representations	in	the form of federated schemas offers a con-
venient logical perspective to store and find data linked to the disparate local schemas. As the source 
of information changes due to the insertion of new data sources or deletion of existing data sources, 
timely changes are necessitated on the federated schema. Prior research has made significant strides in 
addressing many problems related to the communications and interoperation issues covering data sources 
as well as nondatabase information sources (Hasselbring, Heuvel, & Roantree, 2000). Unfortunately, 
little research addressed issues related to dynamic updates to a loosely coupled federated schema as 
data sources are added and/or removed.

The objective of this chapter is to develop a framework that provides extensibility in a loosely coupled 
FIS. This study proposes to integrate semantic Web and multiagent systems to enhance the extensibility 
of loosely coupled federated schemas derived from heterogeneous database components within an FIS 
architecture. The semantic Web architecture can provide a common framework for semantics and data 
to be shared and reused across applications and enterprise boundaries (Berners-Lee, Hendler, & Lassila, 
2001; Thomas, Redmond, Yoon, & Singh, 2005). A goal-based agent community can be overlaid on an 
FIS model (Jennings, Sycara, & Wooldridge, 1998; Zou, Finin, Ding, Chen, & Pan, 2003). By integrating 
the semantic Web and an agent community, the chapter aims to develop an extensibility model in which 
ontological documents describe the semantic structure of the data sources in an agent-enriched FIS 
environment. The next section presents a high-level overview of FIS and the necessity for the extensi-
bility of a loosely coupled FIS. This section also presents the use of the ontology Web language (OWL) 
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to generate ontology documents and an agent-based architecture to interpret the ontology documents. 
The following section elucidates a real-world scenario to demonstrate the need for FIS to adjust to the 
changes in data sources. We use this running example as a supporting disposition to provide a detailed 
explanation of the agent-based framework for semantic extensibility proposed in this chapter. Finally, 
we conclude with a summary section that identifies immediate benefits of the framework and suggests 
future directions of research and development to address the limitations in this model. 

Background

Conceptually, a federated information system can be treated as a three-tier architecture (adapted rep-
resentation from Busse et al., 1999) as shown in Figure 1. The data sources in the foundation layer can 
be heterogeneous, autonomous, or distributed. The form of schema management in the federation layer 
defines whether the FIS is tightly federated or loosely federated (Sheth & Larson, 1990). A tight federa-
tion creates a unified schema through the semantic integration of component schemas (Busse et al.). The 
users in the presentation layer therefore need to have little knowledge about the individual component 
schemas. However, tracking changes in the component schemas and correspondingly making changes 
to the unified federated schema can be intractable and may be performed only by a domain expert. To 
address this limitation, a loose federation adopts an approach where reliance on a central federated 
schema is eliminated. This becomes a viable option only if a uniform query language is available to 

Figure 1. Three-tier representation of a federated information system with Web service support
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hide the heterogeneity of the component data sources in the federation. Uniform query languages such 
as MDBQL (multidatabase query language) have evolved to create the requisite binding between the 
presentation layer and the federation layer (Busse et al.). MDBQL can be used to create specific cus-
tom-defined global views from the participating schema in order to reduce the overhead on the users 
trying to interact with the foundation layer. With the increasing prominence of Web services and service 
composition models for quick and easy information interchange, loosely coupled federations are evolving 
as the sensible alternative compared to tightly coupled federations (Zimmermann, Krogdahl, & Gee, 
2004). However, the dynamics of the Internet environment poses formidable integration challenges, 
especially if the FIS is to allow organizations to join or leave the federation with a certain desired level 
of trust, ease, freedom, and security.

The importance of generating a correspondence between the logical schema and federated layer 
for conducting queries in an FIS is very evident (Busse et al., 1999). One meaningful way to express 
correspondence is through the use of ontological descriptions defined by humans or semiautomatically 
generated by computer systems using newer standards of ontology description languages like OWL, 
OWL-S (OWL for semantic Web services), or BPEL (business process execution language; OWL-S, 
n.d.). Grounded in robust theoretical foundations based on description logic (DL; Baader, Calvanese, 
McGuinness, Nardi, & Patel-Schneider, 2003), OWL has evolved as the W3C (World Wide Web Con-
sortium) standard for semantic knowledge representation (Thomas et al., 2005). In conjunction with 
XML (extensible markup language), which is widely supported in almost all database management 
systems, interoperability challenges between schema definitions are significantly lowered since DL-
based XML schema can be generated with relative ease (OWL-S). The inclusion of semantic support 
in common query languages also offers software applications and agents the ability to execute KQML 
(knowledge query and manipulation language) performatives with a strong semantic focus (Labrou & 
Finin, 1997). Many commercial tools are now available on the market (Protégé, http://protege.stanford.
edu; Racer, http://www.racer-systems.com) that can generate domain ontology from DL and verify its 
consistency and conformance against schema models. OWL-S-based ontology documents can store 
all service properties of a data source and advertise service capabilities that can be used for automatic 
service discovery and composition in alignment with the fundamental concepts of service composition 
architectures (SCA, 2005). 

The growing popularity of semantic Web models has drawn a stronger impetus toward the use of 
intelligent agents to discover, invoke, compose, and monitor services using ontology documents in an 
automated or semiautomated way (Thomas et al., 2005; Zou et al., 2003). Agent technology has evolved 
as critical middleware in a variety of distributed systems, both peer to peer as well as client-server, and in 
numerous other software component architectures that use the agent paradigm (FIPA, n.d.; JADE Project, 
n.d.). The FIPA agent interoperability specifications are designed to facilitate end-to-end internetwork-
ing of intelligent agents and lays down standards for a variety of implementation-specific stipulations 
such as agent communication languages, the message transport protocol for IIOP, quality of service, 
and ontology specifications (FIPA; Open Financial Exchange [OFX], 2006). Almost all popular agent 
development environments (such as MadKit, JADE, etc.) allow extensive and flexible agent configura-
tion and development capabilities and are compliant with the FIPA interoperability standards.

In an FIS, the objective of semantic integration is undertaken at the federation layer. The different 
steps in the semantic integration process include collection, fusion, abstraction, and supplementation 
(Busse et al., 1999). In a tightly coupled FIS, this is rigid and fixed since changes to local data sources 
are least probable or not allowed. Given the dynamic environment of the Internet, a tightly coupled 
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FIS is limiting and inadequate. There is a compelling demand for flexibility that allows data sources to 
join and leave an FIS. The work presented in this chapter rides on a stern belief that the need for flex-
ibility can be accomplished by extending the loosely coupled FIS model to include concepts from the 
semantic Web model. The beliefs are validated by a detailed discussion of the proposed model and how 
the model adds value in a real-world loosely coupled FIS setting. Whereas current FIS models function 
efficiently in a tightly coupled federation, a loosely coupled federation poses formidable integration 
challenges. Interweaving the fundamental FIS model with the semantic Web model (Berners-Lee et 
al., 2001) consisting of documents based on ontology description languages and a multiagent system 
could be a viable solution to liberate the loosely coupled federation from the clutches of prior concerns 
that limited their practical adoption. 

A Mo TIVATIng exAMPLe

The role of federating schemas in an FIS can be best explained using a running example. Consider the 
case of a home buyer requesting prequalifying for a loan prior to the loan application process. To the 
potential home owner, this is where the rubber meets the road. The prequalifying process essentially 
determines the amount that the borrower will qualify for. To the loan officer, it is a critical process that 
can identify red flags before the loan approval and sanction. In reviewing the preloan request applica-
tion, the loan officer interacts with numerous sources of information in an attempt to paint the most 
accurate picture of the borrower. For the sake of contextualization, assume that the loan officer oper-
ates in a federated environment where he or she constantly accesses specific data sources pertaining 
to the following four categories of information: employment history, financial stability, credit check, 
and property valuation. The information from these sources will help the loan officer to determine 
the correct loan amount based on an applicant’s unique credit and employment history, income and 
debt, and property investment goals. The employment history provides pertinent information regard-
ing employment dates, addresses, and salary data, while financial stability is shown through multiple 
other data sources to validate information regarding investment accounts, stocks and bonds, checking 
and savings account balances, retirement plans, and life insurance policies. In addition, the final loan 
amount is also dependent upon the applicant’s residential history (real estate rented, owned, or sold) 
and the credit-rating scores from one or many credit-reporting agencies. The loan officer interacts with 
the finite set of data sources in the foundation layer via the federation layer using the presentation layer. 
This is represented in Figure 2. 

As organizations evolve and grow over time, new information becomes available, and changes to the 
federation become inevitable. New data sources may be added to the federation while some data sources 
are no longer retained or undergo structural and semantic changes. If the federation layer is incapable 
of adjusting to changes in the foundation layer, the federated schema is no longer in correspondence 
with the local data sources, thereby severely falling short in meeting the levels of expectations of the 
presentation layer. For example, the FIS for an online loan-approval system may decide to include ad-
ditional insurance companies in their listing or may terminate partnership with a specific credit-report-
ing agency. Irrespective of whether the federated schema is tightly coupled or loosely coupled, changes 
in the foundation layer have to be reflected in the overlying architectural layers of the FIS to reduce 
inconveniences to the loan officer and to reduce the time lost during the approval process. Deficiencies 
of this nature commonly experienced when working with multiple heterogeneous data sources can be 
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addressed by overlaying a multiagent architecture in conjunction with a set of ontological documents that 
specify the semantic structure of the underlying data sources. The multiagent architecture can interpret 
these ontological documents to discover changes and semiautomatically help with the extensibility of 
the federated schema in the FIS by drawing semantic inferences from the ontological documents. 

Figure 2 shows the OWL-S-based DL knowledge representation required for an agent system to interact 
with the data source schemas. OWL-S provides the structured knowledge representation and maintains 
abstraction from the underlying data models (OWL-S, n.d.). OWL-S also provides the software agents 
with a global knowledge of the federation’s data model, including the subcomponents of the federated 
schema and the service components offered by the different participating organizations.

The Semantic Web (Berners-Lee et al., 2001) portrays an architecture where agents can collect 
content from diverse sources and exchange data enriched with semantics, facilitated by ontology docu-
ments. Agents can further assist in automated reasoning from the knowledge representations by apply-
ing inference rules on the structured collection of information represented in the ontology documents. 
The model proposed in the next section mainly focuses on extending loosely coupled FISs using agent 
technology.

An Agent-Based f ramework for Semantic extensibility

Semantic brokering models over dynamic heterogeneous data sources that use agents for subquery 
processing and service discovery have been proposed in the past (Nodine, Bohrer, & Ngu, 1999). As 
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loosely coupled FISs are becoming the preferred mode for information exchange over the Web, the ben-
efits of languages based on open standards for semantic markup such as OWL-S and DAML (DARPA 
[Defense Advanced Research Projects Agency] Agent Markup Language) cannot be ignored (MadKit 
Project, n.d.; Martin, Burstein, Lassila, Paolucci, Payne, & McIlraith, 2003; OWL-S, n.d.). In addition, 
the importance of data service discovery over the Web (using UDDI and WSDL [Web service definition 
language]) for identifying and dynamically retrieving relevant information from different content sources 
is no longer the result of a simple predetermined query. Successful information retrieval is thus a direct 
function of the clarity and precision of the semantics of the request: what we really want from a query. 
As flexibility to allow data sources to come and go in an FIS becomes indispensable, it is imperative 
that new mechanisms are developed that will allow extensible agent (new or existing) architectures to 
exploit all available data resources when returning information that is relevant to the user. Currently 
available agent development environments support agent negotiations and task delegations, but lack 
architectural templates that will allow agent creation and modification based on semantic matchmaking 
between the data source and the defined capabilities of the agent. 

A description of the role of each agent in the agent community and its purpose in the context of the 
running example (from the previous sections) is given below.

Personal Agent

Personal agents (PAs) are the end-user interfaces that take the user context and the query clause. They 
ensure that the requests placed by the user are valid and pass the query packaged in KQML to the 
extended directory facilitator (EDF). All agents that interact with the user are grouped into an agent 
community that resides at the presentation layer of the FIS. The EDF determines the relevant data 
source on which the request can be processed. Appropriate interaction controller (IC) agents are also 
identified based on agent capability (ask all, ask specific), agent functionalities (O-O [object-oriented] 
query processing), restrictions imposed, supported ontologies (finance), ontological language capaci-
ties (BPEL, OWL-S), and adaptivity (able to be cloned, replicable; Nodine et al., 1999). The PA acts as 
a gateway between the EDF and the end user with the authority to query, update, or modify data from 
the data sources in an FIS.

Table 1. Sequence of communication and OWL-S profile descriptions for the multiagent architecture

Loan Officer
  

Personal Agent

A user in FIS provides query specifications 

Example:

• Loan Officer needs information about employment history, financial 

stability, credit check and current property value estimate.

• Invokes service using Personal Agent.

PA returns results to the loan officer.

continued on following page
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Personal Agent
  

  
Extended Directory 

Facilitator

EDF uses OWL-S to determine relevant data sources and matching IC agent.

Example of OWL-S at EDF.

<Reference id=”BankOne” URI= http://someURL/index.html>
 <Object id= “BankStmtComponentDataObject” />
 <Source targetNamespace= http://someURL/wsdl/getBalanceStmt />
 <DigestMethod Algorithm= “http: //www.w�.org/�00�/0�/xmldsig#sha�” />
  <service:presentedBy rdf:sresource= http://someURL/services/EDFService.
owl#ICAgent�Service>
	 	 	 <pro.le:serviceName>IC_Agent1 	</profile:serviceName>
	 	 	 <profile:contactInformation	rdf:resource=	“#Interaction_Agent”	/>
	 	 	 <profile:service	status=	“active”	/>
 </service: presentedBy>
</Reference>

Results returned from IC agents reported back to PA.

Extended Directory 
Facilitator

Interaction Controller 
Agent

#DataSource: Web Service URI to access financial data from investment firm.     

<profileHierarchy:ICAgent1	rdf:ID=	“Profile_of_IC_Agent_For	Data_Source1”>
 <service:presentedBy rdf:resource= http://someURL/services/EDFService.
owl#ICAgent�Service/>
	 <profile:	serviceName>	IC_Agent1	</profile:serviceName>
	 <profile:contactInformation	rdf:resource=	“#Interaction_Agent”	/>
<!--Agent element: DataSource -->
	 <profile:hasInput	rdf:resource=	"http://someURL/services/EDFAgentModel.
owl#DataSource"/>
<!--Agent element:Capability-->
	 <profile:hasInput	rdf:resource=	http://someURL/service/EDFAgentModel.
owl#QueryStatement/>
	 <profile:hasInput	rdf:resource=	http://someURL/services?EDFAgentModel.owl#Output	/>
<!--Agent element:Contraints-->
	 <profile:hasInput	rdf:	resource=	“gttp://someURL/services/EDFAgentModel.
owl#Constraint�”/>
</profileHierarchy:ICAgent1>

IC Agents return individual results back to EDF.

 
Extended Directory 
Facilitator

   

 
Communication 

Controller 

EDF performs URI lookup for data source identification and determine schema 
changes if any, since last access.
CC informs EDF when new data sources are added or when schema changes 
are noticed in existing data sources. 

CC passes new data source URI information to EDF to be used by IC agents 
when accessing the data source.

 
Extended Directory 
Facilitator
  

Extensibility Manage-
ment Agent

EDF invokes EMA to create new IC agents where none exist. EDF provides 
agent creation and instantiation descriptions (code template locations, down-
loadable .jar files, class libraries). 

EMA instantiates IC agent from existing IC type classes, creates IC agent by 
combining existing functions, adjusts existing IC agents to interact with new 
data sources. EDF updates its OWL-S with the new IC agent reference informa-
tion.

Table 1. continued

continued on following page
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Utility in the Running Example: From the loan preapproval application of the client, the loan officer 
invokes the user-friendly interface screen of the PA. The officer enters the employment details and the 
banking and stock information, and requests verification of the client identification number and ad-
dress. The PA ensures that all requisite information needed to pursue the objective of the loan officer is 
available and forwards the KQML-structured query to the EDF agent. The PA returns with the results 
of the finding in the preferred formatting style and detail specified by the loan officer. This is shown in 
Table 1 (Row 1 and Row 2).

extended directory f acilitator

The EDF is responsible for maintaining information about the roles and responsibilities of each IC agent 
that interacts with its corresponding data sources in the foundation layer of the FIS. OWL-S maintained 
by the EDF provides a yellow-pages listing of all local data sources currently participating in the federa-
tion as well as the role specification of the IC agents that interface with the data sources.

In addition to keeping track of the type of agent that is instantiated for each unique data source, the 
EDF will have the reasoning capability to determine whether an existing instance of an IC agent will 
be compliant to interface with a new data source that might become available in the foundation layer. 
The reasoning ability of the EDF agent is grounded in the semantic abstractions summarized from the 
OWL-S document at the data source and the agent-specific information maintained by the EDF in its 
own OWL-S document. The ontology document used by the EDF agent will store the syntactic and 

 Communication 
Controller Agent
  

 
Interaction Controller 

Agent

CCA performs service mediation and query mediation. Coordinates communi-
cation between IC agents and EDF.
New data sources and services discovered through UDDI registry lookup.

Information from CC is used by EDF to facilitate services from IC to interact 
with the data sources.

 Interaction 
Controller Agent
 

 Data source

IC agent performs conversation, negotiation and interaction with the data 
sources.

<!- -Data source with three information stubs- ->
<!- -Data type with cardinality=�- ->
]<owl: Class rdf:ID= “Department”>
]<owl: one of rdf:parseType= “Collection”>
 <CreditCardType rdf:ID= “HR” />
 <CreditCardType rdf:ID = “IT” />
 <CreditCardType rdf:ID = “Admin” />
-</owl:one of>
-</owl: Class
<!- -Other data type stubs- ->
<owl:Class rdf:ID= “Name” />
<owl: Class rdf: ID= “Email” />
<owl: Class rdf: ID= “Phone” />
]<owl: DatatypeProperty rdf:ID= “Password”>
 <rdfs: domain rdf:resource= “#SignInData” />
 <rdfs: range rdf:resource= http://www.w�.org/XMLSchema#string />
-</owl: DatatypeProerty>

IC agents return employment history, financial stability, credit check and cur-
rent property value estimates to EDF.

Table 1. continued
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semantic information about the agents and the localized URI (uniform resource identifier) needed to 
access the OWL-S document at the data source. The OWL-S document at the EDF includes the fol-
lowing information:

• Data sources registered with the FIS
• The URI for accessing the ontology document at each individual data source
• Active IC agent addresses, locations, and templates deployed for each known data source 

Data-source updates (addition, changes, deletion) at the foundation layer of the FIS are conveyed 
to the EDF by the communication controller (CC) agent. The URI to access the ontology document of 
the new data source is registered in the OWL-S document maintained by the EDF. As soon as a new 
data source enters the FIS, the CC agent passes the URI to access the ontology document of the new 
data source to the EDF, which in turn updates its own OWL-S document. This mechanism provides a 
means to maintain a data-source access list that is current and in correspondence with the structure of 
the foundation layer. If new data sources enter the federation that are similar to existing data sources, 
then active IC agents can be deployed to interface with the new sources. If a new IC agent has to be 
created or changes have to be made, all requisite information needed to implement the changes is passed 
on to the extensibility management agent (EMA). It is the role of the EMA to provide the appropriate 
code templates needed to create or modify the IC agents. Schema changes, if any, which may occur at 
an existing data source, are also conveyed to the EDF by the CC agent by referring to the last updated 
tag of the source URI. The scope of the change can then be determined by accessing the ontology docu-
ment of the data source via the URI before an IC agent is called into service. In the same manner, data 
sources that are no longer valid are removed from the EDF’s listing once the CC agent informs the EDF 
about the deletion of the data source.

Utility in the Running Example: The loan officer requests an employment check and verification 
of bank accounts and stock investments of the client. Assuming that an IC agent is already active and 
deployed to query the employment information data source, all relevant data pertaining to the client will 
be returned by the IC agent to the EDF. Banks that are in partnership with the loan office are already 
part of the federation, and IC agents can be called into service to review the bank history of the appli-
cation. However, if the stock investment firm is newly added to the federation, the EDF can invoke the 
services of the EMA to create a new IC agent that can interact with the new data source. The results 
from the IC agents are assimilated by the EDF and presented to the PA. A snippet of the sample OWL 
document maintained by the EDF is shown in Table 1 (Row 3). 

extensibility Management Agent

The role of the EMA is to help with the actual creation or modification of the IC agents that interact 
with the data sources. The EMA plays an active role under the following circumstances:

• Creation of new agents to interact with a new data source
o  Instantiation of an IC agent, which maybe derivable from an existing IC type if the new data 

source is similar to one that already exists
o  Creation of a new IC agent by combining functions from existing agent templates
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o  Instantiation of a new IC agent that is unlike any other exiting IC agent 
• Adjustments to existing IC agents to interact with a new data source without having to create a 

new IC agent
• Provision of agent creation and instantiation mechanisms (downloadable .jar files, .zip files, or 

.xml files defining the agent-creating criteria) and code templates. If it is determined that there 
exists no IC agent that can interact with the new data source, EMA will initiate a dialog with the 
user informing the need to create a new IC template programmatically. The EMA can assist the 
user in this process by providing the skeletal templates needed to create the new IC agent.

It is the EDF that informs the EMA whether existing IC agents can be modified or a new IC agent 
has to be created. The EDF uses inference mechanisms by exploiting the ontology information from 
the OWL-S document to make this decision.  If the EDF determines that an existing IC agent can be 
adjusted, it communicates all necessary reconfiguration information to the EMA, which in turn ex-
ecutes the necessary changes. The EDF will use the OWL-S document to infer the threshold at which 
dynamic reconfiguration of an existing IC agent will no longer be able to cater to the changes made to 
the data source (Figure 3).

Since the location of the templates and the source-code archives will also be stored in the OWL-S 
document managed by the EDF, all necessary files can be made available to the EMA using Java Web-
start technology or compressed and archived file formats (such as .gz, .tar, etc.) downloadable from a 
secure URI location.

Utility in the Running Example: In the FIS environment where the loan officer is currently operat-
ing, two IC agents are already active. Let ICedb represent the agent interacting with the employment 
data source, and ICeb be the agent for the bank. The IC agents can query the local data sources using 
their corresponding domain ontologies. For example, financial institutions can use any of the open 
Web financial standards (OFX, XBRL, FIXML, SwiftML, FpML, etc.) for semantic markup that can 
be interpreted by the IC agent. For a stock investment firm that newly joined the federation, the EDF 
uses inference drawn from the firm’s service-definition URI to determine if an existing IC agent can 
accomplish the task or a clone has to be instantiated to interface with the data source. The service defi-
nition may show that the financial institution uses standard financial markup tags for data description 
and therefore informs the EMA to create an additional agent, ICfinvst, similar to ICeb. In cases where 
the EDF finds no IC agents with matching roles and no templates are available to invoke the creation 
of a new IC agent instance, the loan officer will be informed of the exception condition. It is evident 
that all new IC agents with roles similar to an existing agent, ICf, can be created with minimal human 
intervention. This is shown in Table 1 (Row 5).

Figure 3.

make changes to 
existing IC agent

create new IC agent 
threshold
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Communication Controller

The role of the CC agent is to facilitate communication between the different agent communities and 
monitor any agent malfunction and inactivity. Changes to the foundation layer through newly added, 
edited, or deleted local schemas are made known to the EDF by the CC agent. New data sources and 
services offered by participating organizations are discovered by the CC based on UDDI registry que-
ries. Most multiagent development environments (like the JADE Project and the MadKit Project) are 
sophisticated enough to recognize agents that join the community as well as to search and discover 
other agents using some form of white- or yellow-page mechanism. The agent-monitoring and -facilita-
tor mechanism offers advanced functions such as tracking agents using unique names and addresses, 
discovering services offered by the agents, and searching for agents providing specific services (JADE 
Project, n.d.). The role of the CC is to capitalize on this core agent-monitoring operative and act as a 
coordinator to manage the communication between the different IC agents and the EDF. The communi-
cation controller traces the addition or deletion of data sources from the FIS and tracks the status modes 
(active, sleep, inactive, defunct) of all IC agents at the foundation layer. The communication controller 
works in conjunction with the EDF to handle exceptions during subquery executions on a data source 
and determine how results from multiple data-source subqueries can be filtered and combined before 
the results are returned to the end user. The communication controller orchestrates this process through 
service mediation and query mediation (JADE Project; MadKit Project, n.d.). Service mediation allows 
agents to identify service components from the participating organizations and combine them to handle 
specific client requests. After the service components are identified, the query mediator will carry out 
the query execution on specific views or local schemas. Query mediation breaks down a user query into 
subqueries against the local schemas. IC agents can execute the subqueries while being aware of the 
schema restrictions, semantic differences, and structural limitations (Busse et al., 1999) by analyzing 
the OWL-S document at the local data source.

Utility in the Running Example: As the new stock investment firm decides to join the FIS for provid-
ing applicant information to the loan officer, the CC conducts service mediation to identify the URI that 
describes all services offered by the investment firm. The URI reference is passed to the EDF, which 
updates its OWL-S document with the new data source reference. The CC plays a vital role in ensuring 
that the OWL-S document at the EDF stays in congruence with the data sources present in the foundation 
layer. Query-mediation services allow the CC to designate and structure the subqueries for the newly 
created IC agent and handle known exceptions in a manner that reduces the need for human interven-
tion. The results are returned to the CC, which then forwards this to the EDF for final verification and 
compilation. This is shown in Table 1 (Row 4).

Interaction Controller

The architecture presented here involves the cooperative activity of multiple agent communities in con-
junction with ontology documents such as OWL-S that describe the semantic structure of the content 
sources as well as the roles and responsibilities of the agent community. Figure 2 shows the multiagent 
system that interacts with the data sources in an FIS. The IC agents can perform operations on the data 
sources by drawing ontological inferences from semantic documents maintained at the data sources. 
Semantic-based information abstraction has several real-world applications such as constructing sum-
mary indexes of available information from the data source, obtaining intensional repositories for data 
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description and localization, deriving support structure for query optimization and view maintenance, 
and even giving compression schemes that are semantics based (Rosaci, Terracina, & Ursino, 2004). 
Tools to generate domain ontology from data sources are publicly available and are also provided by 
popular database software vendors. Ontology maintenance at the data source is the responsibility of 
the individual organization that participates in the federation. This can be accommodated as part of 
standard operating procedures undertaken by the personnel in charge of maintaining the local schema. 
The OWL-S documents will extensively describe the information stubs to access the data sources (data 
reference ID, connection configuration data, database connectivity driver details, etc.) and allow car-
dinal values for input subquery conditions, query preconditions, and result output-message formatting 
syntax (SOAP [simple object access protocol] standards and other programming language support such 
as API [application programming interface]). It is the IC agent that performs conversation, negotiation, 
and interaction with the data sources. The OWL-S documents help the IC agents to provide the EDF 
with subquery results, semantically consolidated views of the data source, specific data descriptions, 
and other localized information that was requested. Any local data source that maintains OWL-S docu-
ments can expose information to the agents via service components that can be discovered and accessed 
dynamically over the Web using Web services.

Utility in the Running Example: To fulfill the requirements of the loan officer, the agent community 
at the federation layer (EDF, EMA, and CC) works as a coalition to invoke the appropriate IC agents. 
The IC agents that are called into service use the OWL-S document at the local data source for executing 
the subquery operatives. Ontological knowledge of the local schema allows the IC agents to perform the 
correct operative and return the results to CC. The subquery results are validated for error by the CC 

Table 2. Checklist of items to implement the proposed model
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and forwarded to the EDF, which in turn passes the final outcomes to the PA. This is shown in Table 1 
(Row 6 and Row 7).

The different steps involved in implementing the proposed model are shown in Table 2. Any FIPA-
compliant agent environment is used to support the agent architecture at the presentation, federation, 
and foundation layers. At the presentation layer, personal agents with customized user interfaces are 
deployed on a single or multiple hosts. The agent environment at the federation layer supports EMA, 
EDF, and CC agents on a single system or across a distributed architecture. Schema managers are re-
sponsible for developing the OWL-S ontology documents at the foundation layer, and Web services are 
configured at this layer to expose the OWL-S documents to the IC agents using reference URIs. The 
agent architecture at this layer enables direct binding between the IC agents and the local schemas at 
the individual host systems.

c onclusion

Although FIS models operate efficiently in a tightly coupled federation, the evolution pattern of the Web 
is forcing a switch toward using loosely coupled federations of information sources. Loosely coupled 
FISs pose immediate formidable integration challenges, especially when flexibility to allow organiza-
tions to join or leave the federation is highly desired. This chapter presents an extensibility model with 
sumptuous bargaining power over traditional models of loose coupling. By integrating the fundamental 
concepts borrowed from the semantic Web model (Berners-Lee et al., 2001) with the FIS architecture, 
we inherit a solution model that is natural and semantically eliminates reliance on permanent structures. 
The use of the multiagent system and documents based on ontology Web languages helps to construe 
an extensible FIS model that is not simply adaptable to changes, but can also encourage organizations 
to create mutually beneficial federations that is void of physical or geographical rigidity. 

The major contribution of this work is the demonstration that FIPA-compliant agents within a se-
mantic Web framework can offer support for extensibility in a loosely coupled FIS. This is increasingly 
important as the semantic Web framework becomes widely adopted in the future. The research also 
demonstrates how the use of ontology markup (OWL-S) allows semantic heterogeneity irrespective of 
the structural heterogeneity in the data model at the participating organizations. The model provides 
implementation details regarding the ability to publish and access the OWL-S documents as URI ref-
erences. This allows independence between the agent framework and the information sources while 
allowing the agent architecture to reconfigure and adjust based on the individual data-source profile. 
The chapter demonstrates this using a real-world example.

This research assumes that agents have direct access to ontology documents stored at the local data 
sources. Although this may be viewed as a limitation of the model, it was necessary in order to clearly 
present how an agent community can effortlessly adapt and operate in an FIS where new content sources 
are added constantly or changes are made to existing content sources. For the same reason, we did not 
address data quality explicitly, but recognize that it is an important issue in FISs. Both data-quality and 
access-control issues are heavily researched areas, and there is no discernable reason why outcomes 
from existing research cannot be included into the proposed model. Left for future research is the task 
of performance testing and evaluation. Although the implementation and testing of the framework may 
not be an easy task, it will be a worthwhile effort since simplistic forms of loosely coupled semantic 
Web infrastructures are making inroads into personal and commercial computing environments.
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introduction

A mobile agent is a software program which migrates from a site to another site to perform tasks as-
signed by a user. For the mobile agent system to support agents in various application areas, the issues 

a Bstract

The reliable execution of mobile agents is a very important design issue in building mobile agent sys-
tems and many fault-tolerant schemes have been proposed so far. Security is a major problem of mobile 
agent systems, especially when monetary transactions are concerned. Security for the partners involved 
is handled by encryption methods based on a public key authentication mechanism and by secret key 
encryption of the communication. To achieve fault tolerance for the agent system, especially for the 
agent transfer to a new host, we use distributed transaction processing. We propose a fault-tolerant 
approach for mobile agents design which offers a user transparent fault tolerance that can be activated 
on request, according to the needs of the task. We also discuss how transactional agents with different 
types of commitment constraints can commit transactions. Furthermore, we present a solution for ef-
fective agent deployment using dynamic agent domains.
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regarding reliable agent execution, as well as compatibility between two different agent systems or secure 
agent migration, have been considered. Some of the proposed schemes are either replicating the agents 
(Hamidi & Mohammadi, 2005) or check-pointing the agents (Park, Byun, Kim, & Yeom, 2002; Pleisch 
& Schiper, 2001;) For a single agent environment without considering inter-agent communication, the 
performance of the replication scheme and the check-pointing scheme is compared in Park et al. (2002) 
and Silva, Batista, and Silva (2000). In the area of mobile agents, only few works can be found relating 
to fault tolerance. Most of them refer to special agent systems or cover only some special aspects relating 
to mobile agents, such as the communication subsystem. Nevertheless, most people working with mobile 
agents consider fault tolerance to be an important issue (Izatt, Chan, & Brecht, 1999; Shiraishi, Enokido, 
& Takzawa, 2003). Mobile agents are becoming a major trend for designing distributed systems and 
applications in the last few years and foreseeable future. It can bring benefits such as reduced network 
load and overcoming of network latency (Chan, Won, & Lyu, 1993). Nevertheless, security is one of 
the limiting factors of the development of these systems. The main unsolved security problem lies in 
the possible existence of malicious hosts that can manipulate the execution and data of agents (Defago, 
Schiper, & Sergent, 1998). Most distributed applications we see today are deploying the client/server 
paradigm. There are certain problems with the client/server paradigm, such as the requirement of a 
high network bandwidth, and continuous user-computer interactivity.

In view of the deficiencies of the client/server paradigm, the mobile code paradigm has been developed 
as an alternative approach for distributed application design. In the client/server paradigm, programs 
cannot move across different machines and must run on the machines they reside on. The mobile code 
paradigm, on the other hand, allows programs to be transferred among and executed on different com-
puters. By allowing code to move between hosts, programs can interact on the same computer instead 
of over the network. Therefore, communication cost can be reduced. Besides, mobile agent (Fischer, 
Lynch, & Paterson, 1983) programs can be designed to work on behalf of users autonomously. This 
autonomy allows users to delegate their tasks to the mobile agents, and not to stay continuously in front 
of the computer terminal. The promises of the mobile code paradigm bring about active research in its 
realization. Most researchers, however, agree that security concerns are a hurdle (Greenberg, Byington, 
& Harper, 1998). 

In this chapter, we investigate these concerns. First, we review some of the foundation materials of 
the mobile code paradigm. We elaborate Ghezzi and Vigna’s classification of mobile code paradigms 
(Ghezzi & Vigna, 1997), which is a collection of the remote evaluation, code on demand, and mobile 
agent approaches. In the next section, we address the current status of mobile code security. The fol-
lowing section presents the model for fault-tolerant mobile agent. In the next section, security issues of 
the mobile agent are discussed, and we discuss security modeling and evaluation for the mobile agent 
in the section after. In the following section, simulation results and influence of the size of agent are 
discussed. We then conclude the chapter.

t he Mo Bile c ode Paradig M

The mobile code paradigm is essentially a collective term, applicable wherever there is mobility of code. 
While different classes of code mobility have been identified, Ghezzi and Vigna proposed three of them, 
namely remote evaluation, code on demand, and mobile agent (1997). This classification, together with 
the client/server paradigm, is summarized in Table 1.
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In particular, the “know-how” in Table 1 represents the code that is to be executed for the specific 
task. In the mobile code paradigms (remote evaluation, code on demand,	and mobile agent),	the know-
how moves from one side to another side regarding where the computation takes place; while in the 
client/server paradigm, the know-how is stationary on the remote (server) side. Resources are the input 
and output for the code, whereas processor is the abstract machine that carries out and holds the state 
of the computation. The arrows represent the directions in which the specific item should move before 
the required task is carried out. Ghezzi and Vigna’s classification is found to be comprehensive and 
representative of most existing mobile code paradigms (such as the rsh utility, Java applets and mobile 
agent systems), and we will base our discussion on this classification.

security  c oncerns of Mo Bile c ode Paradig Ms

In this section, we discuss some possible security attacks to different mobile code paradigms, and pos-
sible mechanisms against these attacks.

Security Attacks

A security attack is an action that compromises the security requirements of an application. Applications 
developed using different paradigms are subject to different attacks. In the conventional client/server 
model, the local computer is usually assumed to be a secure premise (“information fortress”)	for code and 
data. This effectively limits the source of security attacks to outsiders of the local machine. Therefore, 
the main possible attacks are masquerading (pretending to be the server or the client), eavesdropping 
on the communication channel, and forging messages to the client or the server.

While the security fortress model is usually assumed in the client/server paradigm, it also applies 
to the remote evaluation and code-on-demand approaches, with the additional concern that the code 

Table 1. Ghezzi and Vigna’s (1997) classification of mobile code paradigms

Paradigm	 Local side	 Remote side	 Computation takes 
place at	

Know-how 
Processor 

Client/server	 -- 

Resources 

Remote side 

Know-how ---------- → 
 Processor 

Remote 
evaluation	

 Resources 

Remote side 

← … Know-how 

Processor  

Code on 
demand	

Resources  

Local side 

Know-how ……… → 
Processor ----------- → 

Mobile 
code	
Mobile 
code	
Mobile 
code	
…… 
…… 
…… 
…… 
…… 

Mobile 
agent	

 Resources 

Remote side 
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receiving side must make sure the code is not harmful to run. In remote evaluation, the code receiving 
side is the remote side, while it is the local side in code-on-demand.

Mobile agent, on the other hand, is the most challenging area of mobile code security, due to the 
autonomy of agents. Mobile agent security is usually divided into two aspects: host security and agent 
security.	Host security deals with the protection of hosts against malicious agents or other hosts, while 
agent security deals with the protection of agents against malicious hosts or other agents. For host se-
curity, the security fortress model can still apply. However, it hardly applies to agent security, due to 
the lack of trusted hardware with which to anchor security (Tschudin, 1999). There are two branches 
of new possible attacks to agents:

1. Data tampering:	A host or another agent may modify the data or execution state being carried 
by an agent for malicious purpose.

2. Execution tampering:	A host may change the code executed by an agent, or rearrange the code 
execution sequence for malicious purpose.

Security Mechanisms

Security mechanisms are mechanisms designed to prevent, detect or recover from security attacks. We 
see from the previous section that the main security challenges of the client/server paradigm are the 
mutual trust building between clients and servers, plus the protection of messages in transit. These prob-
lems can be satisfactorily solved by cryptographic techniques such as security protocols and message 
encryption.	These mechanisms are already extensively employed in existing client/server applications. 
A lot of details can be found in Schneier (1996) and Stallings (1999).

As there are more possible attacks to mobile code paradigms, more mechanisms are required to 
secure mobile code applications. We see from a previous section that the main additional challenge to 
security of mobile code paradigms is the verification of the received code. One significant approach to 
this problem is the sandbox model.	In the sandbox model, the code or agent received from a remote side 
can only access a dedicated portion of system resources. Therefore, even if the received code or agent 
is malicious, damage would be confined to the resources dedicated to that code or agent.

While the sandbox technique is well known and generally accepted for host security, there is yet no 
good mechanism for agent security. Some approaches have been proposed, and they can be classified 
into two categories. The first category is agent-tampering detection. These techniques aim at detect-
ing whether an agent’s execution or data have been tampered with along the journey. Some possible 
approaches are range verification, timing information, addition of dummy data items and code,	and 
cryptographic watermarks (Tschudin, 1999). Another category is agent-tampering prevention. These 
techniques aim at preventing agent code or data being tampered with. Two representative approaches 
are the execution of encrypted functions (Sander & Tschudin, 1998) and time-limited black-boxes (Hohl, 
1998). These approaches are enlightening in the way they open new areas in computer security. Yet 
they provide limited protection to agents for the time being. Agent protection is still in its early stage, 
compared with the maturity of protection for hosts and client/servers, and efforts should be spent on 
improving the already-proposed mechanisms, or developing new protection mechanisms.
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Model

We assume an asynchronous distributed system, that is, there are no bounds on transmission delays of 
messages or on relative process speeds.  An example of an asynchronous system is the Internet. Pro-
cesses communicate via message passing over a fully connected network. 

Mobile Agent Model

A mobile agent executes on a sequence of machines, where a place Pi (0 ≤ i	≤ n) provides the logical 
execution environment for the agent. Each place runs a set of services, which together compose the 
state of the place. For simplicity, we say that the agent “accesses the state of the place,” although access 
occurs through a service running on the place. Executing the agent at a place Pi is called a stage Si of 
the agent execution. We call the places where the first and last stages of an agent execute (i.e., Pi and 
Pn ) the agent source and destination, respectively. The sequence of places between the agent source 
and destination (i.e., P0, P1, … Pn) is called the itinerary of a mobile agent. Whereas a static itinerary is 
entirely defined at the agent source and does not change during the agent execution, a dynamic itinerary 
is subject to modifications by the agent itself.

Logically, a mobile agent executes in a sequence of stage actions (Figure 1). Each stage action consists 
of potentially a multiple set of operations op0, op1,…opn. Agent Ai (0 ≤ i	≤ n) at the corresponding stage 
Si	represents the agent that has executed the stage action on places Pj ( j <	i) and is about to execute on 
place Pi. The execution of Ai at place Pi results in a new internal state of the agent as well as potentially 
a new state of the place (if the operations of an agent have side effects, i.e., are non idempotent). We 
denote the resulting agent Ai+1. Place Pi forwards to Pi+1 (for i	< n). 

f ault Model

Several types of faults can occur in agent environments. Here, we first describe a general fault model, 
and focus on those types, which are important in agent environments due to high occurrence probability, 
and those that have been addressed in related work insufficiently.

• Node failures: The complete failure of a compute node implies the failure of all agent places and 
agents located on it. Node failures can be temporary or permanent.

Figure 1. Model of mobile agent execution with three stages
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• Failures of components of the agent system: Failures of agent places, or components of agent 
places become faulty, for example, faulty communication units or incomplete agent directory. 
These faults can result in agent failures, or in reduced or wrong functionality of agents.

• Failures of mobile agents: Mobile agents can become faulty due to faulty computation, or other 
faults (e.g., node or network failures).

• Network failures: Failures of the entire communication network or of single links can lead to 
isolation of single nodes, or to network partitions.

• Falsification or loss of messages: These are usually caused by failures in the network or in the 
communication units of the agent systems, or the underlying operating systems. Also, faulty 
transmission of agents during migration belongs to this type.

Especially in the intended scenario of parallel applications, node failures and their consequences are 
important. Such consequences are loss of agents, and loss of node specific resources. In general, each 
agent has to fulfill a specific task to contribute to the parallel application, and thus, agent failures must 
be treated with care. In contrast, in applications where a large number of agents are sent out to search 
and process information in a network, the loss of one or several mobile agents might be acceptable 
(Pleisch & Schiper, 2000, 2001).

Model f ailures 

Machines, places, or agents can fail and recover later. A component that has failed but not yet recovered 
is called down; otherwise, it is up. If it is eventually permanently up, it is called good (Aguilera, 2000). 
In this chapter, we focus on crash failures (i.e., processes prematurely halted). Benign and malicious 
failures (i.e., Byzantine failures) are not discussed. A failing place causes the failure of all agents run-
ning on it. Similarly, a failing machine causes all places and agents on this machine to fail as well. 
We do not consider deterministic, repetitive programming errors (i.e., programming errors that occur 
on all agent replicas or places) in the code or the place as relevant failures in this context. Finally a 
link failure causes the loss of messages or agents currently in transmission on this link and may lead 
to network partitioning. We assume that link failures (and network partitions) are not permanent. The 
failure of a component (i.e., agent, place, machine, or communication link) can lead to blocking in the 
mobile agent execution. 

Figure 2. The redundant places mask the place failure
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Assume, for instance that place P1 fails while executing A1 (Figure 2).  While P1 is down, the execution 
of the mobile agent cannot proceed, that is, it is blocked. Blocking occurs if a single failure prevents the 
execution from proceeding. In contrast, an execution is non-blocking if it can proceed despite a single 
failure, the blocked mobile agent execution can only continue when the failed component recovers. This 
requires that recovery mechanism be in place, which allows the failed component to be recovered. If 
no recovery mechanism exists, then the agent’s state and potentially its code may be lost. In the fol-
lowing, we assume that such a recovery mechanism exists (e.g., based on logging [Ghezzi & Vigna, 
1997]). Replication prevents blocking. Instead of sending the agent to one place at the next stage, agent 
replicas are sent to a set of Mi places Pi

0, Pi
1,.., Pi

n (Figure 2). We denote by Ai
j the agent replica of Ai 

executing on place Pi
j, but will omit the superscripted index if the meaning is clear from the context. 

Although a place may crash (i.e., Stage 1 in Figure 2), the agent execution does not block. Indeed, P2
1 

can take over the execution of a1 and thus prevent blocking. Note that the execution at stages S0 and S2 
is not replicated as the agent is under the control of the user. Moreover, the agent is only configured at 
the agent source and presents the results to the agent owner at the agent destination. Hence, replication 
is not needed at these stages.

Despite agent replication, network partitions can still prevent the progress of the agent. Indeed, if 
the network is partitioned such that all places currently executing the agent at stage Si are in one parti-
tion and the places of stage Si+1 are in another partition, the agent cannot proceed with its execution. 
Generally (especially on the Internet), multiple routing paths are possible for a message to arrive at its 
destination. Therefore, a link failure may not always lead to network partitioning. In the following, we 
assume that a single link failure merely partitions one place from the rest of the network. Clearly, this 
is a simplification, but it allows us to define blocking concisely. Indeed, in the approach presented in 
this chapter, progress in the agent execution is possible in a network partition that contains a majority 
of places. If no such partition exists, the execution is temporally interrupted until a majority partition is 
established again. Moreover, catastrophic failures may still cause the loss of the entire agent. A failure 
of all places in M1 (Figure 2), for instance, is such a catastrophic failure (assuming no recovery mecha-
nism is in place). As no copy of A1 is available any more, the agent A1 is lost and, obviously, the agent 
execution can no longer proceed. In other words, replication does not solve all problems. The definition 
of non-blocking merely addresses single failures per stage as they cover most of the failures that occur 
in a realistic environment.

security  issues of the Mo Bile a gent

Any distributed system is subject to security threats, so is a mobile agent system. Issues such as encryp-
tion, authorization, authentication, non-repudiation should be addressed in a mobile agent system. In 
addition, a secure mobile agent system must protect the hosts as well as the agents from being tampered 
with by malicious parties.

First, hosts must be protected because they continuously receive agents and execute them. They 
may not be sure where an agent comes from, and are at the risk of being damaged by malicious code 
or agents (Trojan horse attack). This problem can be effectively solved by strong authentication of the 
code sources, verification of code integrity, and limiting the access rights of incoming agents to local 
resources of hosts. This is mostly realized by the Java security model (Hohl, 1998). The main security 
challenge of mobile agent systems lies on the protection of agents. When an agent executes on a remote 
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host, the host is likely to have access to all the data and code carried by the agent. If by chance a host 
is malicious and abuses the code or data of an agent, the privacy and secrecy of the agent and its owner 
would be at risk.

Seven types of attack by malicious hosts (Defago, Schiper, & Sergent, 1998) can be identified:
 

1. Spying out and manipulation of code;
2. Spying out and manipulation of data;
3. Spying out and manipulation of control flow; 
4. Incorrect execution of code; 
5. Masquerading of the host;
6. Spying out and manipulation of interaction with other agents; and 
7. Returning wrong results of system calls to agents.

There are a number of solutions proposed to protect agents against malicious hosts (Chan et al., 1993), 
which can be divided into three streams:

• Establishing a closed network: Limiting the set of hosts among which agents travel such that agents 
travel only to hosts that are trusted.

• Agent tampering detection: Using specially designed state-appraisal functions to detect whether 
agent states have been changed maliciously during its travel.

• Agent tampering prevention: Hiding from hosts the data possessed by agents and the functions to be 
computed by agents, by messing up code and data of agents, or using cryptographic techniques.

None of the proposed solutions solve the problem completely. They either limit the capabilities of 
mobile agents, or are not restrictive enough. A better solution is being sought, and there is no general 
methodology suggested to protect agents. In the mean time, developers of mobile agent systems have 
to develop their own methodologies according to their own needs. Apart from attacks by malicious 
hosts, it is also possible that an agent attacks another agent. However, this problem, when compared 
with the problem of malicious hosts, is less important, because the actions of a (malicious) agent to 
another agent can be effectively monitored and controlled by the host on which the agent runs, if the 
host is not malicious.

Table 2. Analogy between reliability and security
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SeCur ITY Mode LIng And eVALuATIon for The Mo BILe Agen T

There is no well-established model for mobile agent security. One of the few attempts so far is given 
in Hohl (1998). Software reliability modeling is a successful attempt to give quantitative measures of 
software systems. In the broadest sense, security is one of the aspects of reliability. A system is likely 
to be more reliable if it is more secure. One of the pioneering efforts to integrate security and reliability 
is (Brocklehurst, Littlewood, Olovsoon, & Jonsson, 1994). In this chapter, the following similarities 
between security and reliability were observed.

Thus, we have security function, effort to next breach distribution, and security hazard rate simi-
lar to the reliability function, time to next failure distribution, and reliability hazard rate respectively 
as in reliability theory. One of the works to incorporate system security into a mathematical model is 
(Jonsson, 1997), which presents an experiment to model the attacker behavior. The results show that 
during the “standard attack phase,” assuming breaches are independent and stochastically identical, the 
period of working time of a single attacker between successive breaches is found to be exponentially 
distributed.

Now, let us consider a mobile agent traveling through n hosts on the network, as illustrated in Figure 
3. Each host, and the agent itself, is modeled as an abstract machine as in Hohl (1998). We consider only 
the standard attack phase described in Jonsson (1997)) by malicious hosts. On arrival at a malicious host, 
the mobile agent is subject to an attack effort from the host. Because the host is modeled as a machine, 
it is reasonable to estimate the attack effort by the number of instructions for the attack to carry out, 
which would be linearly increasing with time. On arrival at a non-malicious host, the effort would be 
constant zero. Let the agent arrive at host i	at time Ti,	for i = 1, 2, ..., n. Then the effort of host i	at total 
time t	would be described by the time-to-effort function:

Ei(t) = ki(t-Ti), where k is a constant

We may call the constant ki	the coefficient of malice.	The larger the	ki, the more malicious host i	is 
(ki = 0 if host i	is non-malicious). Furthermore, let the agent stay on host i	for an amount of time tt, then 
there would be breach to the agent if and only if the following breach condition holds:

                                              
Ei(ti+Ti) > effort to next breach by host i

that is, kiti	> effort to next breach by host i

Figure 3.  A mobile agent traveling on a network
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As seen from Brocklehurst et al. (1994) and Jonsson (1997), it is reasonable to assume exponential 
distribution of the effort to next breach, so we have the probability of breach at host i,

                              
P(breach at host i)
 = P(breach at time ti + TI)
 = P(breach at effort kiti)
 = 1 – exp(-vkiti), v is a constant
 = 1 – exp(-λitI), λi  = vki

We may call v the coefficient of vulnerability of the agent. The higher the v, the higher is the prob-
ability of breach to the agent. Therefore, the agent security E would be the probability of no breach at 
all hosts, that is,

1
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t i
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Suppose that we can estimate the coefficients of malice ki’s for hosts based on trust records of hosts, 
and also estimate the coefficient of vulnerability v of the agent based on testing and experiments, then 
we can calculate the desired time limits  Ti’s to achieve a certain level of security E.	Conversely, if users 
specify some task must be carried out on a particular host for a fixed period of time, we can calculate 
the agent security E for the users based on the coefficients of malice and vulnerability estimates.

eVALuATIon r eSuLTS And Inf Luen Ce of The size of the a gent

We evaluate transactional agents in terms of access time compared with client-server model. The 
computation of mobile agents is composed of moving, class loading, manipulation of objects, creation 
of clone, and commitment steps. In the client-server model, there are computation steps of program 
initialization, class loading to client, manipulation of objects, and two-phase commitment.

Access time from the time when the application program starts to the time when the application 
program ends is measured for agents and the client-server model. Figure 4 shows the access time for 
a number of object servers. The non-fault tolerant and secure mobile agents show that mobile agent 
classes are not loaded when an agent Ai	arrives at an object server. Here, the agent can be executed after 
Aglets classes are loaded. On the other hand, the fault tolerant and secure mobile agents mean that an 
agent manipulates objects in each object server where mobile agent classes are already loaded, that is, 
the agent comes to the object server after other agents have visited on the object server. As shown in 
Figure 4, the client-server model is faster than the transactional agent. However, the transactional agent 
is faster than the client-server model if object servers are frequently manipulated, that is, fault tolerant 
and secure mobile agent classes are a priori loaded.

A simulator was designed to evaluate the algorithm. The system was tested in several simulated 
network conditions and numerous parameters were introduced to control the behavior of the agents. 
We also investigated the dynamic functioning of the algorithm. Comparing to the previous case, the 
parameter configuration has a larger effect on the behavior of the system. The most vital parameter was 
the frequency of the trading process and the pre-defined critical workload values. 
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Figure 4. Access time for number of object servers
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Figure 5 shows the number of agents on the network in a dynamic network situation. The optimal 
agent population is calculated by dividing the workload on the whole network with the optimal work-
load of the agent. Simulation results show that by choosing the correct agent parameters the workload 
of agents is within ten percent of the predefined visiting frequency on a stable network. In a simulated 
network the population overload dynamically grows to meet the increased requirements and smoothly 
returns back to normal when the congestion is over.

To measure the performance of fault tolerant mobile agent system our test consists of sequentially 
sending a number of agents that increment the value of the counter at each stage of the execution. Each 
agent starts at the agent source and returns to the agent destination, which allows us to measure its 
round–trip time. Between two agents, the places are not restarted. Consequently, the first agent needs 
considerably longer for its execution, as all classes need to be loaded into the cache of the virtual ma-
chines. Consecutive agents benefit from already cached classes and thus execute much faster. We do not 
consider the first agent execution in our measurement results. For a fair comparison, we used the same 
approach for the single agent case (no replication). Moreover, we assume that the Java class files are locally 
available in each place. Clearly, this is a simplification, as the class files do not need to be transported 
with the agent. Remote class loading adds additional costs because the classes have to be transported 
with the agent and then loaded into the virtual machine. However, once the classes are loaded into the 
class loader, other agents can take advantage of them and do not need to load these classes again.

The size of the agent has a considerable impact on the performance of the fault-tolerant mobile agent 
execution. To measure this impact, the agent carries a Byte array of variable length used to increase 
the size of the agent. As the results in Figure 6 show, the execution time of the agent increases linearly 
with increasing size of the agent. Compared to the single agent, the slope of the curve for the replicated 
agent is steeper. 

Figure 6. Costs of single and replicated agent execution increasing agent size
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c onclusion

In this chapter, we have presented the mobile code paradigm, which is a collection of remote evalua-
tion, code on demand, and mobile agents, as an alternative to the conventional client/server paradigm. 
We examine security concerns of the mobile code paradigm, and survey existing security attacks and 
mechanisms to evaluate the current status of mobile code security. We conclude that the mobile code 
paradigm is still to be developed with respect to its security aspects and that mobile agent protection 
needs particular attention. To investigate the security threats to mobile agents, we implemented a simple 
Traveling Information Agent System, and discussed the possible attacks to the agents in this system, 
based on the attack model in [26]. 

We have identified two important properties for fault-tolerant mobile agent execution: non-blocking 
and exactly-once. Non-blocking ensures that the agent execution proceeds despite a single failure of 
either agent, place, or machine. Blocking is prevented by the use of replication. This chapter discussed a 
mobile agent model for processing transactions, which manipulate object servers. An agent first moves 
to an object server and then manipulates objects.

General possibilities for achieving fault tolerance in such cases were discussed and the respective 
advantages and disadvantages for mobile agent environments and the intended parallel and distributed 
application scenarios were shown. This leads to an approach based on warm standby and receiver side 
message logging. We have used dynamically changing agent domains to provide flexible, adaptive and 
robust operation. The performance measurement of Fault-Tolerant Mobile Agent System shows the over-
head introduced by the replication mechanisms with respect to a non-replicated agent. Not surprisingly, 
it also shows that this overhead increases with the number of stages and the size of the agent.
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introduction

Search engines, since their inception in the early to mid-1990, have gone through many stages of devel-
opment. Early search engines were derived from the work of two different, but related fronts. One is to 
retrieve, organize, and make searchable the widely available, loosely formatted HTML documents over 
the Web. The other is then-existing information access tools such as Archie (Emtage, 1992), Gopher 
(Anklesaria et.al. 1993), and WAIS (Kahle, 1991) (Wide Area Information Servers). Archie collects 

aB stract

This chapter reports the results of a project attempting to assess the performance of a few major search 
engines from various perspectives. The search engines involved in the study include the Microsoft Search 
Engine (MSE) when it was in its beta test stage, AllTheWeb, and Yahoo. In a few comparisons, other 
search engines such as Google, Vivisimo are also included. The study collects statistics such as the av-
erage user response time, average process time for a query reported by MSE, as well as the number of 
pages relevant to a query reported by all search engines involved. The project also studies the quality 
of search results generated by MSE and other search engines using RankPower as the metric. We found 
MSE performs well in speed and diversity of the query results, while weaker in other statistics, compared 
to some other leading search engines. The contribution of this chapter is to review the performance 
evaluation techniques for search engines and use different measures to assess and compare the quality 
of different search engines, especially MSE.
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information about numerous FTP sites and provides a searchable interface so users can easily retrieve 
files through different FTP sites. Gopher provides search tools to large number of Gopher servers on 
the Internet. WAIS has similar functionality to that of Archie, except that it concentrated on wide 
variety of information on the Internet, not just FTP sites. With the fast development of Web, search 
engines designed just for the Web started to emerge. Some of the examples include WWWW (World 
Wide Web Worm), then-most-powerful search engine AltaVista, NorthernLight, WebCrawler, Excite, 
InforSeek, HotBot, AskJeeves, AlltheWeb, MSNSearch, and of course, Google. Some of these search 
engines disappeared in history; others were re-tooled, re-designed, or simply merged; yet others have 
been able to stay at the front against all the competition. Google since its inception in 1998 has been 
the most popular search engine mostly because of its early success in its core algorithm for search, the 
PageRank algorithm (Brin & Page, 1998). Search engines today are generally capable of searching not 
only free text, but also structured information such as databases, as well as multi-media such as audio 
and video. Some of the representative work can be found in (Datta et.al., 2008) and (Kherfi et.al., 2004), 
More recently some academic search engines start to focus on indexing deeper Web and producing 
knowledge based on the information available on the Web, e.g., the KnowItAll project by Etzioni and his 
team, see for example (Banko et.al,. 2007). In a relatively short history, many aspects of search engines 
including software, hardware, management, investment and others have been researched and advanced. 
Microsoft, though a later comer in the Web search business, tried very hard to compete with Google 
and other leading search engines. As a result, Microsoft unveiled its own search engine on November 
11th, 2004 with its Web site at http://beta.search.msn.com  (Sherman, 2005). We refer to it as MSN 
in this discussion. The beta version of the search has since evolved to what is now called Live search 
engine (http://www.live.com).  This chapter reports the results of a project attempting to assess the 
performance of the Microsoft search engine when it was in its beta version from various perspectives. 
Specifically the study collects statistics such as the average user response time, average process time 
for a query reported by MSE itself, the number of pages relevant to a query, the quality of the search in 
terms of RankPower, and comparisons with its competitors. The rest of the chapter is organized as fol-
lows: Section 2 provides an overview of search engine performance metrics. The goals and the metrics 
of this study are described in Section 3. Section 4 discusses the method of study and the experimental 
settings, followed by the results and their analysis in Section 5. Our thoughts and conclusions about the 
study are presented in Section 6.

Perfor Mance Metrics for we B search engines

While user perception is important in measuring the retrieval performance of search engines, quanti-
tative analyses provide more “scientific evidence” that a particular search engine is “better” than the 
other. Traditional measures of recall and precision (Baeza-Yates 1999) work well for laboratory stud-
ies of information retrieval systems. However, they do not capture the performance essence of today’s 
Web information systems for three basic reasons. One reason for this problem lies in the importance 
of the rank of retrieved documents in Web search systems. A user of Web search engines would not go 
through the list of hundreds and thousands of results. A user typically goes through a few pages of a 
few tens of results. The recall and precision measures do not explicitly present the ranks of retrieved 
documents. A relevant document could be listed as the first or the last in the collection. They mean the 
same as far as recall and precision are concerned at a given recall value. The second reason that recall 
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and precision measures do not work well is that Web search systems cannot practically identify and 
retrieve all the documents that are relevant to a search query in the whole collection of documents. This 
is required by the recall/precision measure. The third reason is that these recall/precision measures are 
a pair of numbers. It is not easy to read and interpret quickly what the measure means for ordinary us-
ers. Researchers (see a summary in (Korfhage 1997)) have proposed many single-value measures such 
as estimated search length ESL (Cooper 1968), averaged search length ASL (Losee 1998), F harmonic 
mean, E-measure and others to tackle the third problem. 

(Meng 2006) compares through a set of real-life Web search data the effectiveness of various single-
value measures. The use and the results of ASL, ESL, average precision, F-measure, E-measure, and the 
RankPower, applied against a set of Web search results. The experiment data was collected by sending 
72 randomly chosen queries to AltaVista (AltaVista, 2005) and MARS (Chen & Meng 2002, Meng & 
Chen 2005).

The classic measures of user-oriented performance of an IR system are precision and recall which 
can be traced back to the time frame of 1960’s (Cleverdon et.al. 1966, Treu 1967). Assume a collection 
of N documents, of which Nr	are relevant to the search query. When a query is issued, the IR system 
returns a list of L results where L <= N, of which Lr are relevant to the query. Precision P and recall R 
are defined as follows:

rLP
L

=  and r

r

LR
N

=           (1)

Note that 0 <= P <= 1 and 0 <= R <= 1. Essentially the precision measures the portion of the re-
trieved results that are relevant to the query and recall measures the percentage of relevant results are 
retrieved out of the total number of relevant results in the document set. A typical way of measuring 
precision and recall is to compute the precision at each recall level. A common method is to set the recall 
level to be of 10 intervals with 11 points ranging from 0.0 to 1.0. The precision is calculated for each 
of the recall level. The goal is to have a high precision rate, as well as a high recall rate. Several other 
measures are related to the measure of precision and recall. Average precision and recall (Korfhage 
1997) computes the average of recall and precision over a set of queries. The average precision at seen 
relevant documents (Baeza-Yates 1999) takes the average of precision values after each new relevant 
document is observed. The R-precision (Baeza-Yates 1999) measure assumes the knowledge of total 
number of relevant documents R in the document collection. It computes the precision at R-th retrieved 
documents. The E measure
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was proposed in (Van Rijsbergen 1974) which can vary the weight of precision and recall by adjusting 
the parameter β between 0 and 1. In the extreme cases when β is 0, E = 1 - P, where recall has the least 
effect, and when β is 1, 
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where recall has the most effect. The harmonic F measure (Shaw 1986) is essentially a complement of 
the E measure,

 2
1 1F

R P

=
+

.           (4)

The precision-recall measure and its variants are effective measures of performance of information 
retrieval systems in the environment where the total document collection is known and the sub-set of 
documents that are relevant to a given query is also known.

The drawbacks of the precision-recall based measures are multi-fold. Most noticeably, as Cooper 
pointed in his seminal paper (Cooper 1968), it does not provide a single measure; it assumes a binary 
relevant or irrelevant set of documents, failing to provide some gradual order of relevance; it does not 
have built-in capability for comparison of system performance with purely random retrieval; and it does 
not take into account a crucial variable: the amount of material relevant to the query which the user 
actually needs. The expected search length (ESL) (Cooper 1968, Korfhage 1997) is a proposed measure 
to counter these problems. ESL is the average number of irrelevant documents that must be examined 
to retrieve a given number i of relevant documents. The weighted average of the individual expected 
search lengths then can be defined as follows,
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where N is the maximum number of relevant documents, and ei the expected search length for i relevant 
documents. 

The average search length (ASL) (Losee 1998, Losee 1999, Losee 2000) is the expected position of a 
relevant document in the ordered list of all documents. For a binary judgment system (i.e. the document 
is either relevant or irrelevant), the average search length is represented by the following relation,

ASL = N[QA + (1-Q)(1-A)]        (6)

where N is the total number of documents, Q is the probability that ranking is optimal, and A is the 
expected proportion of documents examined in an optimal raking if one examines all the documents 
up to the document in the average position of a relevant document. The key idea of ASL is that one can 
compute the quality of an IR system without actually measuring it if certain parameters can be learned 
in advance. On the other hand, if one examines the retrieved documents, the value A can be determined 
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experimentally, which is the total number of retrieved relevant documents divided by the total number 
of retrieved documents, thus the quality indicator Q can be computed. 

Except the basic precision and recall measures, the rest of the afore-mentioned measures are single-
value measures. They have the advantage of representing the system performance in a single value, thus 
it is easier to understand and compare the performance of different systems. However these single-value 
measures share weakness in one of the two areas. Either they do not consider explicitly the positions of 
the relevant documents, or they do not explicitly consider the count of relevant documents. This makes 
the measures non-intuitive and difficult for users of interactive IR systems such as Web search engines 
to capture the meanings of the measures. 

To alleviate the problems using other single-value measures for Web search, Meng & Chen proposed 
a single-value measure called RankPower (Meng & Chen 2004) that combines the precision and the 
placements of the returned relevant documents. The measure is based on the concept of average ranks 
and the count of returned relevant documents. A closed-form expression of the optimal RankPower can 
be found such that comparisons of different Web information retrieval systems can be easily made. The 
RankPower measure reaches its optimal value when all returned documents are relevant. 

RankPower is defined as follows:
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where N is the total number of documents retrieved, n is the number of relevant documents among N, 
Si is the place (or the position) of the ith relevant document.

While the physical meaning of RankPower as defined above is clear -- average rank divided by the 
count of relevant documents, the domain in which its values can reach is difficult to interpret. The opti-
mal value (the minimum) is 0.5 when all returned documents are relevant. It is not clear how to interpret 
this value in an intuitive way, i.e. why 0.5. The other issue is that RankPower is not bounded above. A 
single relevant document listed as the last in a list of m documents assures a RankPower value of m. If 
the list size increases, this value increases. In their recent work, (Tang et.al. 2007) proposed a revised 
RankPower measure defined as follows:
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where N is the total number of documents retrieved, n is the number of relevant documents among the 
retrieved ones, and Si is the rank of each of the retrieved, relevant document. The beauty of this revi-
sion is that it now constrains the values of the RankPower to be between 0 and 1 with 1 being the most 
favorite and 0 being the least favorite. A minor drawback of this definition is that it loses the intuition 
of the original definition that is the average rank divided by the count of relevant documents. 

The experiment and data analysis reported in (Meng 2006) compared RankPower measure with a 
number of other measures. While the exact numerical results may not be much relevant any more be-
cause they are dated, the data do show the effectiveness of RankPower measure. The results show that 
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the RankPower measure was effective and easy to interpret. A similar approach to that was discussed 
in (Korfhage 1997) was used in the study. A set of 72 randomly chosen queries are sent to the chosen 
search engines (AltaVista, (AltaVista, 2005) and MARS (Chen & Meng, 2002)). The first 200 returned 
documents for each query are used as the document set. Each of the 200 documents for each of the 
query is examined to determine the collection of relevant document set. This process continues for all 
72 queries. The average recall and precision are computed at each of the recall intervals. The results 
are listed in Table 1.

Shown in Table 2 are the numerical values of the various single-value measures collected from the 
same data set. Following (Cooper 1968)’s discussion, five different types of ESL measures were studied. 
These five types are listed as follows:

1.  Type-1: A user may just want the answer to a very specific factual question or a single statistics. 
Only one relevant document is needed to satisfy the search request.

2.  Type-2: A user may actually want only a fixed number, for example, six of relevant documents to 
a query.

3.  Type-3: A user may wish to see all documents relevant to the topic.
4.  Type-4: A user may want to sample a subject area as in 2, but wish to specify the ideal size for 

the sample as some proportion, say one-tenth, of the relevant documents.
5.  Type-5: A user may wish to read all relevant documents in case there should be less than five, and 

exactly five in case there exist more than five.

Notice that various ESL measures are the number of irrelevant documents that must be examined 
in order to find a fixed number of relevant documents; ASL, on the other hand, is the average position 
of the relevant documents; RankPower is a measure of average rank divided by the number of relevant 
documents with a lower bound of 0.5. In all cases, the smaller the values are, the better the performance 

Table 1. Average recall and precision at the first 20 returned results

Recall 0.00 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90 1.00 sum Avg

0.00 4 0 0 0 0 0 0 0 0 0 0 4 0.00

0.10 0 2 1 1 3 0 0 1 1 1 1 11 0.48

0.20 0 6 4 1 1 4 2 5 0 3 4 30 0.52

0.30 0 0 1 2 8 4 1 1 0 0 0 17 0.43

0.40 0 1 0 0 2 1 0 0 1 1 0 6 0.52

0.50 0 0 0 0 0 0 1 0 0 0 0 1 0.60

0.60 0 0 0 0 0 0 0 0 0 0 0 0 0.00

0.70 0 1 0 1 0 0 0 0 0 0 0 2 0.20

0.80 0 0 0 0 0 0 0 0 0 0 0 0 0.00

0.90 0 0 0 0 0 0 0 0 0 0 0 0 0.00

1.00 0 1 0 0 0 0 0 0 0 0 0 1 0.10

sum 4 11 6 5 14 9 4 7 2 5 5 72

avg 0.00 0.32 0.20 0.32 0.26 0.27 0.30 0.20 0.25 0.22 0.18 Precision
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is. Revised RankPower has values between 0 and 1 with 0 being the least favorite and 1 being the most 
favorite.

We can draw the following observations from the data shown in Table 2. Note that these observations 
demonstrate the effectiveness of single-value measures, especially, the RankPower. The focus was not 
on the comparison of the actual search engines since the experimental data is a few years old.

1. In ESL Type 1 comparison, AltaVista has a value of 3.78 which means on the average, one needs 
to go through 3.78 irrelevant documents before finding a relevant document. In contrast, ESL Type 
1 value for MARS is only 0.014 which means a relevant document can almost always be found at 
the beginning of the list. MARS performs much better in this comparison because of its relevance 
feedback feature. 

2. ESL Type 2 counts the number of irrelevant documents that a user has to go through if she wants 
to find six relevant documents. AltaVista has a value of 32.7 while MARS has a value of 25.7. 
Again because of the relevance feedback feature of MARS, it performs better than AltaVista.

3. It is very interesting to analyze the results for ESL Type 3 request. ESL Type 3 request measures 
the number of irrelevant documents a user has to go through if she wants to find all relevant docu-
ments in a fixed document set. In our experiments, the document set is the 200 returned documents 
for a given query and the result is averaged over the 72 queries used in the study. Although the 
average number of relevant documents is the same between AltaVista and MARS (see the values 
of estimated ASL) because of the way MARS works, the positions of these relevant documents are 
different. This results in different values of ESL Type 3. In order to find all relevant documents 
in the return set which the average value is 29.8 documents, AltaVista would have to examine a 
total of 124 irrelevant documents while MARS would examine 113 irrelevant documents because 
MARS have arranged more relevant documents to the beginning of the set.

Table 2. Various single-value measures applied to the experiment data

  AV MARS

ESL

Type 1 3.78 0.014

Type 2 32.7 25.7

Type 3 124 113

Type 4 7.56 0.708

Type 5 25.7 17.3

ASL
Measured 82.2 77.6

Estimate 29.8 29.8

RankPower 3.29 2.53

Revised Rank Power 0.34 0.36
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4. ESL Type 4 requests indicate that the user wants to examine one-tenth of all relevant documents 
and how many irrelevant documents the user has to examine in order to achieve this goal. In this 
case, all relevant documents in the returned set of 200 have to be identified before the 10 percent 
can be counted. On average AlatVista would have to examine about 8 irrelevant documents before 
reaching the goal, while it only takes MARS fewer than one irrelevant documents.                                                                                

5. ESL Type 5 requests examine up to a certain number of relevant documents. The example quoted 
in Cooper’s paper (Cooper 1968) was five. For AltaVista, it takes about 26 irrelevant documents 
to find five relevant documents, while MARS requires only about 17.

g oals and Metrics of the  study

Since the early days of search engines in early 1990s, relatively few performance studies about search 
engines have been available to the public. Researchers and engineers at Google published a few papers 
about their systems with some mention of the performance (Ghemawat et.al., 1999; Barroso et.al., 2003). 
Most other performance comparisons come as news reports from users’ perceptions, that is, how satis-
fied the users feel about a particular search engine. The goal of this study is to assess the performance 
of MSE from a user’s point of view with collected statistics. The study is trying to answer the follow-
ing questions. How long would it take for a search engine to respond to a user query? How many total 
relevant results are there from a search engine’s point of view? Given that a typical user cannot examine 
all returned results, which is typically in the order of millions, how many of the top-20 results returned 
by a search engine are actually relevant to the query from a user’s point of view? We also compare 
the performance of search engines in these respects. The search engines involved in the study include 
Microsoft Search Engine (beta version) (MSE, 2005), AlltheWeb (ATW, 2008), Google (Google, 2008), 
Vivisimo (Vivisimo, 2008), and Yahoo! (Yahoo, 2008).

A number of performance metrics were measured in this study. The average response time is a mea-
sure of duration between the time when a query is issued and the time when the response is received, 
as seen by the user’s computer. Since a query typically retrieves hundreds and thousands of pages, we 
simply measure, separately, the response time for the first page of URLs (typically 10 URLs), and then 
the following four pages of URLs. The reason for the separation between the first and the rest of the 
pages comes from the fact that it takes much more time to generate the first page than the rest of the 
pages. The second piece of statistics collected is the number of relevant URLs per query posted by the 
search engines. Although this is not necessarily a measure of how accurate the search results are, nor 
a measure of how large the collected data for the search engines is, it is an interesting indication of the 
data set kept by a search engine. The third measurement is a user-perceived relevance measure for the 
queries. The authors sent 27 randomly chosen queries to MSE and the other peer search engines, the 
relevance of the first 20 returned results from each of the search engines is examined manually. The 
single value measurement RankPower (see discussion in Section previous section) is used to compare 
the performance of the selected search engines from an end-user point of view.
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eXPeri Ment Methods

Two separate sets of experiments were conducted to study the performance of MSE and the other chosen 
peer search engines. The first set of experiments collects the statistics about search quality such as the 
relevance of the returned search results. A list of 27 randomly chosen queries is sent to the five search 
engines. The first 20 returned URLs (typically in two pages) are examined manually by the authors.  
The authors determine, before sending each query to the search engine, what types of URLs are deemed 
relevant. Hence, when the results are returned, only those URLs that are relevant to the pre-determined 
interpretation of the query are considered as relevant. For example, when querying “thread”, we wanted to 
see the Web pages relating to the thread programming commonly seen in computer science, not “thread” 
seen as in textile industry. The number of relevant URLs and their places in the returned list (ranks) 
are recorded. The average rank and RankPower are computed. This experiment took place between 
November and December of 2004 for AlltheWeb, Google, Vivisimo, and Yahoo!. The data collection 
for MSE took place in December of 2004 and January of 2005.

The second set of experiments examined some “hard” statistics, which include the average response 
time and the number of relevant URLs from the search engine’s point of view. To obtain these statistics, 
a set of client programs are developed in Java, one for each of the search engines. The client program 
can send queries to a search engine automatically. The duration between the time when query is sent and 
the time when the responses are received from a search engine is recorded using Java’s System.current-
TimeMillis() method which reports the wall-clock time in milli-second resolution. The client program 
runs three times a day for a few days. Each time when a client program is running, four queries are 
sent to a search engine in sequence. The average response times for the first five pages are computed. 
Because it typically takes longer for a search engine to respond to the query the first time (the first page 
return), the statistics for the first returned page is collected separated from the rest pages. We ran this set 
of experiments with three of the five studied search engines, AlltheWeb, MSE, and Yahoo!. We did not 
run the experiment for Google because it does not respond to programmed queries through the browser 
interface. Although Google provides a nice set of APIs (Google API, 2005) to query its data collection 
directly, the information provided through the API is not exactly the same as that through the browser 

Figure 1. Yahoo! returning page showing 36,500,000 relevant results to the query “thread” and a pro-
cessing time of 0.10 seconds
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interface as a common Web user would see. Thus the authors decided not to use Google as a comparison. 
The data from Vivisimo was also not collected because of Vivisimo’s relatively small data sets.

Also collected in this set of experiments are the total number of relevant pages that each search 
engine claims to have for a given query, and the processing time that the search engine takes to service 
the query. The processing time is typically listed on each page, that is, search engines process and return 
each page separately. Figure 1 illustrates this point, showing that there are a total of about 36,500,000 
pages related to the query “thread”, and it took Yahoo! 0.1 seconds to process the first page. Other search 
engines including MSE have the similar features.

r esul ts and a nal ysis

In this section, we present the results from the experiments and some observations about the results. 
The first set of results reported here is the search quality. This is measured by the average number of 
relevant URLs among the first 20 returned URLs, the average rank, and the RankPower. Notice that the 
RankPower measure has a theoretical lower bound of 0.5. The closer to that value, the better the search 
quality. Table 3 shows the results from the five search engines we tested.

From the table one can tell that Google has the most favored RankPower measure because it contains 
the highest average number of relevant URLs (13.52) in the results AND these relevant URLs are placed 
relatively high on the returned list (average 10.33). On the other hand, MSE doesn’t seem to be doing 
well in the measure of RankPower. However, Microsoft’s new search engine seemed to have included 
a very diverse array of results for the queries that we sent to it, while Google’s results seemed to be 
more focused.  For example, when the “basketball” query was given to Microsoft, the results included 
scouting/recruitment and high school basketball.  Google focused on the more popular NBA and col-
legiate levels of basketball.  This seems fairly self-evident: Google became the search leader because of 
its high rate of return for more popular results based on its PageRank algorithm (Brin & Page, 1998). 
MSE seems to return more diverged results with “high novelty”. This observation is supported by the 
results from a number of queries. If the number of relevant URLs does not reveal intuitively the sig-
nificance, the percentage of pages that are relevant among the total number of returned pages gives us 
more information. The average ranks from different search engines don’t differ greatly, ranging from 
10.32 to 10.56. Thus a measurement of their “deviation” becomes important. The RankPower measure 
captures some sense of the deviation of a set of values. The RankPower value of Google for example 

Table 3. Average number of relevant URLs, average rank, and rankpower  for the 27 queries measured 
from the first 20 return results

Search Engine AlltheWeb Google MSE Vivisimo Yahoo

Avg. No. Relevant URLs 13.33 13.52 10.81 13.15 12.19

Pcnt. Of Relevant URLs 67% 68% 54% 66% 61%

Avg. Rank 10.56 10.33 10.32 10.32 10.39

RankPower 0.79 0.76 0.95 0.78 0.85

Revised RankPower 0.68 0.70 0.57 0.69 0.63
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is 0.76, the smallest among the five. Because the theoretical value of RankPower can be any value that 
is greater than 0.5, the direct measured values shown in the table do not indicate how sensitive these 
values are, the revised RankPower, as described in Section 2, does give a direct comparison because its 
values vary from 0 to 1, the larger the values are, the better the results. The table indicates the revised 
RankPower values for Google, AlltheWeb, and Vivisimo are 0.70, 0.68, and 0.69, respectively, notably 
better than that of MSE and Yahoo!.

The second set of results presented is the average number of relevant URLs for a given query from 
search engine’s point of view. Four out of the five search engines presented this piece of information 
somewhere in their returned pages with the exception of Vivisimo. See Figure 1 for an example from 
Yahoo! where it shows that 36,500,000 pages were relevant to the query “thread”. Table 4 lists the aver-
age of relevant URLs over the 27 testing queries reported by the search engines. One should note that 
it is not necessarily true that a higher average number of results implies larger overall data sets. One 
also should keep in mind that Google declared to have indexed about eight billion Web pages (Google, 
2005) while MSE is said to have indexed about five billion Web pages (MSE, 2005).

The next set of statistics to be reported is the average time a search engine takes to generate a return 
page for a given query. This information is reported on each of the returning pages generated by Google, 
MSE, and Yahoo!. To determine if there is a difference between the response time for the first page of 
a search engine and that of the rest of the pages, we collected the statistics separately for the first and 
the rest of the pages. The results in Table 5 include the average time for the first returning page, its 
standard deviation, the average time for the returning pages 2 through 5, and their standard deviation.

As can be seen from the table, Yahoo! has overall the shortest time to generate a response page and 
the smallest standard deviation. Also the difference of average response time between the first page and 
the rest pages is relatively small for Yahoo!, indicating that it has an overall smooth response time. For 
both Google and MSE there is a visible difference between the response time for the first page (0.20 
seconds and 0.25 seconds) and the rest pages (0.16 seconds and 0.22 seconds).

Table 4.  Average number of relevant URLs from search engines’ view for the 27 queries

Search Engine AlltheWeb Google MSE Yahoo

Avg. No. of Relevant Pages 47,693,444 69,380,370 66,047,923 57,423,667

Table 5. Time needed to generate a return page reprted by the search engines (seconds)

Search Engine Google MSE Yahoo

Avg. Page 1 0.20 0.25 0.13

Std. Dev. Page 1 0.11 0.09 0.07

Avg. Pages 2-5 0.16 0.22 0.10

Std. Dev. Pages 2-5 0.07 0.12 0.02

Avg. Overall 0.17 0.23 0.11



  ���

Search Engine Performance Comparisons

The last set of statistics to be reported here is the measured response time from three of the five 
search engines, namely, AlltheWeb, MSE, and Yahoo!. In this collection of statistics, the actual wall-
clock timing between the time when the query is sent and the time when the return page is received is 
recorded and averaged over a number of runs. In our client programs, we used the following logic to 
collect data for each of the three aforementioned search engines.

Connect to the search engine;
Start	timing	for	first	page	response;
Send the query;
Read	the	first	page	response;
Stop	timing	for	first	page	response;
Start timing for rest of the pages;
Loop
   Send the query;
   Read next page response;
End loop
Stop timing for rest of the pages.

In order to study the perceived user response time, the data is collected from two places, a desk-
top computer on the campus of California State University at Los Angeles from the west coast, and a 
desk-top computer on the campus of Bucknell University from the east coast. As we will see, the data 
presents some interesting results. The data collected from Bucknell is shown in Table 6, the ones col-
lected from Cal State LA is shown in Table 7. Note that in both tables, the information from AlltheWeb 
is used instead of that of Google for the reasons explained in section Experiment Methods.

Table 6. Wall-clock time for a return page seen from Bucknell University (in milli-seconds)

Search Engine AlltheWeb MSE Yahoo

Avg. Page 1 695 607 720

Std. Dev. Page 1 253 316 320

Avg. Pages 2-5 519 354 533

Std. Dev. Pages 2-5 157 54 252

Avg. Overall 606 480 627

Table 7. Wall-.clock time for a return page seen from Cal. State at Los Angeles (in milli-seconds)

Search Engine AlltheWeb MSE Yahoo

Avg. Page 1 733 428 619

Std. Dev. Page 1 330 170 272

Avg. Pages 2-5 539 282 527

Std. Dev. Pages 2-5 109 116 200

Avg. Overall 636 355 573
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A few facts emerged from the tables. Both Yahoo! and AlltheWeb have similar access timing from 
the east coast and from the west coast. For AlltheWeb it was an average of 636 milli-seconds from the 
west compared to 606 milli-seconds from the east (less than 5 percent difference). For Yahoo! it was 
573 milli-seconds from the west compared to 627 from the east (about 10 percent difference). For MSE, 
it was 355 milli-seconds from the west compared to 480 milli-seconds from the east (about 35 percent 
difference). This is an indication that MSE has not replicated its service evenly throughout the country, 
as some other search engines do (e.g. Google). The second observation is that there is a clear difference 
in time needed to serve the first page and the rest of the pages. This can be explained by the reason that 
when the search engine receives the query, it has to retrieve relevant pages from vast amount data. Once 
retrieved, the subsequent pages can be cached, which speeds up the service time. The third fact is that 
MSE has overall the fastest average service time.

Since the timing statistics were taken from two different computers, one from Bucknell University 
on the east coast and the other one from California State University at Los Angeles on the west coast. 
The hardware and software systems on both computers also have an effect on these timing. In order 
to minimize this side effect, a baseline timing is collected. Each of the two computers was instructed 
to access a local Web server installed on the host computer. The local Web server generates a random 
page for each given query, simulating the behavior of a real search engine. The same number of Web 
pages was requested as if it were accessing a chosen search engine on the Internet. The baseline timing 
statistics are presented here in Table 8.

As can be seen from Table 8 that the two desk-top systems used in the measurement have quite 
different timing statistics, indicating two quite different computer systems used in the experiments. It 
is not practical to have the exact, completely un-biased comparison from the two sites because of the 
differences in hardware and software used on the desk-top computers and in the network environment 
on the two campuses. We attempted to minimize the discrepancy by subtracting the local access time 
from the overall statistics and compare the results.

measured timing = overall timing – local access timing

Table 8. Baseline wall-clock time (in milli-seconds)

Search Engine Local host (east) Local host (west)

Avg. Page 1 108 45.4

Std. Dev. Page 1 7.34 9.82

Avg. Pages 2-5 13.7 5.41

Std. Dev. Pages 2-5 0.36 1.39

Avg. Overall 60.7 25.3

Table 9. Adjusted wall-clock timing for a page seen from Bucknell University (in milli-seconds)

Search Engine AlltheWeb MSE Yahoo

Avg. Page 1 587 499 612

Avg. Pages 2-5 505 341 520

Avg. Overall 545 419 566



  ���

Search Engine Performance Comparisons

For example, for MSE, the overall average first page timing from Cal State LA is 428 milli-seconds 
(Table 7), the average local access timing for a randomly generated first page is 45.4 milli-seconds, then 
we consider the measured timing for MSE from Cal State LA to be 428 – 45.4 = 383 milli-seconds. The 
adjusted results after removing the local access timing component are presented in Table 9 for Bucknell 
University and Table 10 for California State University at Los Angeles, respectively.

By comparing the data in Table 9 with that in Table 6, and the data in Table 10 with that in Table 
7, the relative relations in performance among these search engines do not change. The MSE has the 
fastest response time on both campuses; the one on the west coast is visibly faster even after removing 
the differences in host computers. This suggests that the MSE at the time of this measurement was 
located somewhere on the west coast. Yahoo! has the longest response time on the east coast which 
may suggest that the Yahoo! servers are close to the west coast, while AlltheWeb has the longest one 
on the west coast.

c onclusion

We reviewed the theory and practices of search engine performance analysis. A performance study of 
a few popular search engines is conducted including AlltheWeb, Google, Microsoft Search Engine, and 
Yahoo!. The quality of the search results is examined manually by marking relevant pages returned from 
the search engines in response to a set of randomly chosen queries and computing the RankPower. The 
average response time is computed by constructing a client program for each of the search engines and 
collecting the actual average wall-clock time between the time when a query is sent and the time when 
the search is complete with the first five pages received by the client. Other statistics such as the aver-
age time needed to generate a page and the number of relevant pages to a given query both of which are 
claimed by the search engine are extracted from the returning pages sent by the search engines.

By comparing the empirical results, it is shown that the Microsoft search engine (beta) performs 
well in terms of speed to deliver the results and the diversity of the results. It does not do very well in 
terms of the quality of the search measured by RankPower, compared to other search engines such as 
Google and Yahoo!.

Table 10. Adjusted wall-clock timing for a page seen from Cal State University at Los Angeles (in milli-
seconds).

Search Engine AlltheWeb MSE Yahoo

Avg. Page 1 688 383 574

Avg. Pages 2-5 534 277 521

Avg. Overall 611 330 547



���  

Search Engine Performance Comparisons

r eferences

AltaVista (2005). AltaVista search engine. Retrieved November, 2005, from http://www.altavista.
com/ 

Anklesaria, F., McCahill, M., Lindner, P., Johnson, D., Torrey, D., & Alberti, B. (1993). The Internet 
Gopher Protocol (A distributed document search and retrieval protocol). RFC 1436, University of 
Minnesota, March 1993.

ATW (2008). AlltheWeb search engine. Retrieved March 1, 2008, from http://www.AlltheWeb.com/ 

Baeza-Yates, R., & Ribeiro-Neto, B. (1999). Modern information retrieval. Addison Wesley.

Banko, M., Cafarella, M. J., Soderland, S., Broadhead, M., & Etzioni, O. (2007, January 6-12). Open 
information extraction from the Web. In Proceedings of the 20th International Joint Conference on 
Artificial Intelligence (IJCAI 2007), Hyderabad, India.

Barroso, L. A., Dean, J., & Holzle, U. (2003). Web search for a planet: The Google cluster architecture. 
IEEE Micro, 23(2), 22-28.

Brin, S., & Page, L. (1998). The anatomy of a large-scale hypertextual Web search engine. In Proceed-
ings of the Seventh World Wide Web Conference, April  1998. Brisbane, Australia.

Chen, Z., & Meng, X. (2002). MARS: Applying multiplicative adaptive user preference retrieval to Web 
search. In Proceedings of the International Conference on Internet Computing 2002, (pp. 643-648).

Cleverdon, C. W., Mills, J., & Keen, E. M. (1966). Factors determining the performance of indexing 
systems, Volume 1— Design. Cranfield, England: Aslib Cranfield Research Project.

Cooper, W. S. (1968). Expected search length: A single measure of retrieval effectiveness based on 
weak ordering action of retrieval systems. Journal of the American Society for Information Science, 
19(1), 30-41.

Datta, R., Dhiraj, J., D., Li, J., & Wang,  J. Z. (in press). Image retrieval: Ideas, influences, and trends 
of the New Age. ACM Computing Surveys.

Emtage, A., &  Deutsch, P. (1992). Archie: An electronic directory service for the Internet. In Proceed-
ings of  the USENIX Association Winter Conference, (pp. 93-110). San Francisco.

Ghemawat, S., Gobioff, H., & Leung, S.T., (1999). The Google file system. In Proceedings of the 19th 
ACM Symposium on Operating Systems Principles, vol. 400, (pp. 107-109). 

Google (2008). Google search engine: http://www.google.com/ last accessed March 1, 2008.

GoogleAPI (2008). Google Web APIs: http://www.google.com/apis/ last accessed March 1, 2008.

Kahle, B., & Medlar. A. (1991). An information system for corporate users: Wide area information 
servers. ConneXions—The Interoperability Report, 5(11), 2-9.

Kherfi, M. L., Ziou, D., & Bernardi, A. (2004). Image retrieval from the World Wide Web: Issues, 
techniques, and systems.  ACM Computing Survey, 36(1), 35-67.  



  ���

Search Engine Performance Comparisons

Korfhage, R. R. (1997). Information storage and retrieval. New York: John Wiley & Sons.

Live (2008). Microsoft Live search engine. Retrieved March 1, 2008, from http://www.live.com/ 

Losee, R. M. (1998). Text retrieval and filtering: Analytic models of performance. Boston:Kluwer 
Publisher.

Losee, R. M. (1999). Measuring search engine quality and query difficulty: Ranking with target and 
freestyle. Journal of the American Society for Information Science, 50(10), 882-889.

Losee, R. M. (2000). When information retrieval measures agree about the relative quality of document 
rankings. Journal of the American Society for Information Science, 51(9), 834-840.

Meng, X. & Chen, Z. (2004, June 21-24). On user-oriented measurements of effectiveness of Web infor-
mation retrieval systems. In Proceedings of the 2004 International Conference on Internet Computing, 
Las Vegas, NV, (pp. 527-533). 

Meng, X., & Chen, Z. (2005). On single-value performance measures of search engines from users’ 
perspective. Manuscript, submitted for publication. September 2005. 

Meng, X., & Clark, T. (2005, April 4-6). An empirical user rating of popular search engines using 
RankPower. In Proceedings of the 2005 International Conference on Information Technology, Las 
Vegas, (pp. 521-525).

Meng, X. (2006, April 10-12). A Comparative Study of Performance Measures for Information Retrieval 
Systems. Poster presentation, in the Proceedings of the Third International Conference on Information 
Technology: New Generations, Las Vegas, NV, (pp. 578-579).

MSE (2005). Microsoft Search Engine, Beta. Retrieved January 23, 2005, from http://beta.search.msn.
com 

Rijsbergen, van C. (1974). Foundation of evaluation. Journal of Documentation, 30(4), 365-373.

Sherman, C. (2005). Microsoft unveils its new search engine—At last. SearchEngineWatch.com, pub-
lished November 11, 2004, quoted January 20, 2005, http://searchenginewatch.com/searchday/article.
php/3434261 

Salton, S. (1989). Automatic text processing. Addison Wesley.

Shaw Jr., W. M. (1986). On the foundation of evaluation. Journal of the American Society for Informa-
tion Science, 37(5), 346-348.

Spink, A., Wolfram, D., Jansen, B. J., & Saracevic, T. (2001). Searching the Web: The public and their 
queries. Journal of the American Society for Information Science and Technology, 52(3), 226-234.

Tang, J., Chen, Z., Fu, A. W., & Cheung, D. W. (2007).  Capabilities of outlier detection schemes in 
large databases, framework and methodologies. Knowledge and Information Systems. 11(1), 45-84. New 
York: Springer.

Treu, S. (1967). Testing and evaluation— Literature review. In A. Kent, O.E. Taulbee, J. Belzer, & G.D. 
Goldstein (Eds.), Electronic handling of information: Testing and evaluation (pp. 71-88). Washington, 
D.C.:Thompson Book Co.



���  

Search Engine Performance Comparisons

Vivisimo (2008). Vivisimo search engine. Retrieved March 1, 2008, from http://www.vivisimo.com/

Yahoo (2008). Yahoo! search engine. Retrieved  March 1, 2008, from http://www.yahoo.com/  



  ���

Chapter IX
A User-Centered Approach for 

Information Retrieval
Antonio Picariello

Università di Napoli Federico II, Italy

Antonio M. Rinaldi
Università di Napoli Federico II, Italy

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.

introduction
           

One of the most important components of a real information retrieval (IR) system is the user: in this 
framework, the goal of an information retrieval system is to satisfy a user’s information needs. In several 
contexts, such as the Web, it can be very hard to satisfy completely the request of a user, given the great 
amount of information and the high heterogeneity in the information structure. On the other hand, users 
find it difficult to define their information needs, either because of the inability to express information 
need or just insufficient knowledge about the domain of interest, hence they use just few keywords.

a Bstract

Information retrieval can take great advantages and improvements considering users’ feedbacks. There-
fore, the user dimension is a relevant component that must be taken into account while planning and 
implementing real information retrieval systems. In this chapter, we first describe several concepts related 
to relevance feedback methods, and then propose a novel information retrieval technique which uses the 
relevance feedback concepts in order to improve accuracy in an ontology-based system. In particular, 
we combine the Semantic information from a general knowledge base with statistical information using 
relevance feedback. Several experiments and results are presented using a test set constituted of Web 
pages.
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In this context, it is very useful to define the concept of relevance information. We can divide relevance 
into two main classes (Harter, 1992; Saracevic, 1975; Swanson, 1986) called objective (system-based) 
and subjective (human (user)-based) relevance respectively. The objective relevance can be viewed as 
a topicality measure, i.e. a direct match of the topic of the retrieved document and the one defined by 
the query. Several studies on the human relevance show that many other criteria are involved in the 
evaluation of the IR process output (Barry, 1998; Park, 1993; Vakkari & Hakala, 2000). In particular the 
subjective relevance refers to the intellectual interpretations carried out by users and it is related to the 
concepts of aboutness and appropriateness of retrieved information. According to Saracevic (1996) five 
types of relevance exist: an algorithmic relevance between the query and the set of retrieved information 
objects; a topicality-like type, associated with the concept of aboutness; cognitive relevance, related to 
the user information need; situational relevance, depending on the task interpretation; and motivational 
and affective relevance, which is goal-oriented. Furthermore, we can say that relevance has two main 
features defined at a general level: multidimensional relevance, which refers to how relevance can be 
perceived and assessed differently by different users; dynamic relevance, which instead refers to how 
this perception can change over time for the same user. These features have great impact on information 
retrieval systems which generally have not a user model and are not adaptive to individual users.

It is generally acknowledged that some techniques can help the user in information retrieval tasks 
with more awareness, such as relevance feedback (RF). Relevance feedback is a means of providing 
additional information to an information retrieval system by using a set of results provided by a classical 
system by means of a query (Salton & Buckley, 1990). In the RF context, the user feeds some judgment 
back to the system to improve the initial search results. The system can use this information to retrieve 
other documents similar to the relevant ones or ranks the documents on the basis of user clues. In this 
chapter we describe a system which uses the second approach. A user may provide the system with 
relevance information in several ways. He may perform an explicit feedback task, directly selecting 
documents from list results, or an implicit feedback task, where the system tries to estimate the user 
interests using the relevant documents in the collection. Another well known technique is the blind (or 
pseudo) relevance feedback where the system chooses the top-ranked documents as the relevant ones.

LITer ATure  o Ver VIeW

Relevance feedback techniques have been investigated for more then 30 years (Spink & Losee, 1996) 
and several papers show that they are effective for improving retrieval performance (Harman, 1992; 
Rocchio, 1971). From a general point of view RF techniques refer to the measure of relevance. In this 
context an end-user bases his judgment on the expected contribution of the analyzed document to his 
task. Resnick et al., (1994) presents GroupLens, a collaborative filter-based system which ranks the docu-
ments on the basis of numeric ratings explicitly assigned by the user. The basic idea is that people who 
agreed with the evaluation of past articles are likely to agree again in the future. Moreover the system 
tries to predict user’s agreement using the ratings from similar users. SIFT (Yan & Garcia-Molina, 1995) 
approach requires the user to explicitly submit his profile and update it using relevance feedback. The 
SIFT engine uses profiles to filter documents and notifies them according to user-specified parameters. 
AntWorld (Kantor et al., 2000) pursues the ant metaphor allowing Internet users to get information 
about other users’ quests. The users have to give a judgment about the visited pages. The judgment 
is expressed using textual annotation and numeric value. The quests are stored in the system and the 
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similarity between them and the documents is computed as the sum of a tf/idf (term frequency/inverse 
document frequency) score and user relevance feedbacks. Powerize Server (Kim, Oard & Romanik, 
2000) is a content-based system which builds a model to take into account user’s information needs. 
This model is constructed explicitly by the user or implicitly inferring user behaviour. The proposed 
system is based on parameters to define the user behaviour and starting from them and their correlations 
the user model. In White, Ruthven & Jose (2002) a system for relevance feedback in Web retrieval is 
presented. The authors follow two types of approaches based on explicit and implicit feedback. They 
investigate on the degree of substitution between the two types of evidence. Using relevance feedback 
the system displays new documents and in particular documents that have been retrieved but not yet 
considered. The paper (Tan et al., 2007) studies the use of term-based feedback for interactive information 
retrieval in the language modelling approach. The authors propose a cluster-based method for select-
ing terms to present to the user for judgment, as well as effective algorithms for constructing refined 
query language models from user term feedback. The authors (Lad & Yang, 2007) propose news ways 
of generalizing from relevance feedback through a pattern-based approach to adaptive filtering. The 
patterns are wildcards that are anchored to their context which allows generalization beyond specific 
words, while contextual restrictions limit the wildcard-matching to entities related to the user’s query. 
In (Chang & Chen, 2006) the authors present a method for query re-weighting to deal with document 
retrieval. The proposed method uses genetic algorithms to re-weight a user’s query vector, based on 
the user’s relevance feedback, to improve the performance of document retrieval systems. It encodes a 
user’s query vector into chromosomes and searches for the optimal weights of query terms for retrieving 
documents by genetic algorithms. After the best chromosome is found, the proposed method decodes the 
chromosome into the user’s query vector for dealing with document retrieval. The proposed query re-
weighting method can find the best weights of query terms in the user’s query vector, based on the user’s 
relevance feedback. In Russ et al. (2007) a relevance feedback technique for association rules which is 
based on a fuzzy notion of relevance is proposed. The used approach transforms association rules into 
a vector-based representation using some inspiration from document vectors in information retrieval. 
These vectors are used as the basis for a relevance feedback approach which builds a knowledge base of 
rules previously rated as (un)interesting by a user. Given an association rule the vector representation is 
used to obtain a fuzzy score of how much this rule contradicts a rule in the knowledge base. This yields 
a set of relevance scores for each assessed rule which still need to be aggregated. Rather than relying on 
a certain aggregation measure the authors utilize OWA operators for score aggregation to gain a high 
degree of flexibility and understandability.

Relevance feedback techniques are also used in other contexts, such as multimedia retrieval; e.g., 
in Zhang, Chai & Jin (2005) a text-based image retrieval system is described, Djordjevic & Izquierdo 
(2007) introduce a framework for object-based semi-automatic indexing of natural images and Grigo-
rova et al. (2007) proposes an adaptive retrieval approach based on the concept of relevance-feedback, 
which establishes a link between high-level concepts and low-level features.

o ntologies

In past years, the ontological aspects of information have acquired a strategic value. These aspects 
are intrinsically independent from information codification, so the information itself may be isolated, 
recovered, organized, and integrated with respect to its content.
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A formal definition of ontology is proposed in Gruber (1993) according to whom “an ontology is 
an explicit specification of a conceptualization;” conceptualization is referred to as an abstract model 
of a specified domain in which the component concepts are identified; explicit means that the type of 
concepts used and the constraints on them are well defined; formal is referred to as the ontology pro-
priety of being “machine-readable”, shared is about the propriety that an ontology captures consensual 
knowledge, accepted by a group of person, not only by individuals.

We also consider other definitions of ontology; in Neches et al., (1991) “an ontology defines the basic 
terms and relations comprising the vocabulary of a topic area, as well as the rules for combining terms 
and relations to define extensions to the vocabulary.” This definition indicates the way to proceed in 
order to build an ontology: (i) identification of the basic terms and their relations; (ii) agreeing on the 
rules that arrange them; (iii) definition of terms and relations among concepts. 

From this perspective, an ontology does not include just the terms that explicitly are defined in it, but 
also those that can be derived by means of well defined rules and properties. In our work, the ontology 
can be seen as the set of “terms” and “relations” among them, denoting the concepts that are used in a 
domain. We use ontologies to represent the user interest domain.

Semantic r elatedness

The concept of “Semantic relatedness” refers to the perceived relations between words and concepts. 
Several metrics have been defined in the literature in order to measure the Semantic relatedness of two 
words.

These metrics can be grouped in the following categories:

• Dictionary-based: Dictionaries are a natural linguistic information source for people knowledge 
about the world; they form a knowledge base in which the headwords are defined by other head-
words and/or their derivatives;

• Thesaurus-based: These metrics use a thesaurus in which words are related to concepts; each 
word is related to a category by means of an index structure;

• Semantic network-based: These metrics use Semantic networks, i.e. graphs in which the nodes 
are the concepts and the arcs represent relations between concepts;

• Integrated approach: This approach takes into account additional knowledge sources to enrich 
the information already present in the network.

An exhaustive overview of the metrics based on these approaches can be found in Budanitsky (1999) 
and a new approach for measuring Semantic similarity is proposed in Li, Bandar & Mclean (2003).

syste M architecture
           

We propose a Web search engine that takes into account relevance feedback to improve the precision 
of an information retrieval system based on general ontologies. The information used to build the 
domain ontology is dynamically extracted from WordNet (Miller, 1995). For this reason the query 
structure is constituted as a list of terms to retrieve (i.e., subject keywords) and a domain of interest 
(i.e., domain keyword) provided by the user using the system interface. For example, if a user wants 
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to get information about the famous jazzman Miles Davis, we have: Subject keywords:=“Davis,” and 
domain keyword:=“music.” We want to be able to retrieve the interesting pages from the user perspec-
tive, without considering the ones related to tennis Davis Cup, that pertains to the sport domain. Our 
system must be able to retrieve and rank results, taking into account the Semantics of the pages and the 
interaction with the user. In other words, this system performs the following tasks:

• Fetching: Fetching consists of searching Web documents containing the keywords specified in 
the query. This task can be accomplished using traditional search engines.

• Preprocessing: This task is needed to remove from Web documents all those elements that do not 
represent useful information (HTML tags, scripts, applets, etc.).

• Mining: Mining consists of analyzing the content of the documents from a Semantic point of view, 
assigning them a score with respect to the query.

• Reporting: This task consists in ranking and returning the documents relevant to the query al-
lowing some functionality for relevance feedback.

We use external search engines in the fetching step.
The system implementation is based on several services. In this context each software module per-

forms one of the actions previously described.
Figure 1 presents a complete architectural view of the proposed system.

Figure 1. System architecture
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The dynamic Semantic network 

In the proposed system, the implementation of the ontology is obtained by means of a Semantic network 
(i.e., DSN), dynamically built using a dictionary based on WordNet. WordNet organizes several terms 
using their linguistic proprieties. Moreover, every domain keyword may have various meanings (senses) 
due to the polysemy property, so a user can choose its proper sense of interest. In WordNet these senses 
are organized in synsets composed of synonyms; therefore, once the sense is chosen (i.e., the appropriate 
synset), it is possible to take into account all the possible terms (synonyms) that are in the synset. Beyond 
the synonymy, we consider other linguistic properties applied to typology of the considered terms in 
order to have a strongly connected network. The DSN is built starting from the domain keyword that 
represents the context of interest for the user. We then consider all the component synsets and construct 
a hierarchy based on the hyponymy property; the last level of our hierarchy corresponds to the last level 
of WordNet’s hierarchy. After this first step, we enrich our hierarchy by exploiting all the other kinds of 
relationships in WordNet. Based on these relations we can add other terms to the hierarchy obtaining 
a highly connected Semantic network.

Figure 2 shows an example of DSN. Figure 2 (A) represents the music domain; we can see the high 
complexity of the network, due to the generality of the chosen term. On the other hand, Figure 2 (B) 
shows a Semantic network about the concept car; in this figure we can see better the network structure 
organized around the hyperonymy/hyponymy hierarchy.

The arcs between the nodes of the DSN are assigned a weight σi, in order to express the strength of the 
relation. The weights are real numbers in the [0,1] interval and their values are defined experimentally. 
To calculate the relevance of a term in a given domain we assign a weight to each element in the DSN 
considering the polysemy property (that can be considered as a measure of the ambiguity in the use of 
a word, when it can assume several senses). Thus we define the centrality of the term i as:

1( )
( )

i
poly i

=           (1)

Figure 2. An example of DSN: (A) Music, sense 1; (B) Car, Sense 1
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where poly(i) is the polysemy (number of senses) of i. For example, the word music has five senses in 
WordNet, so the probability that it is used to express a specific meaning is equal to 1/5.

Therefore, we build a representation of the retrieved Web pages using the DSN; each word in the 
page which matches any of the terms in the DSN is a component of the document representation and 
the links between them are the relations in the DSN.

sy Milarity  Metric

Given a conceptual domain, in order to individuate the interesting pages by using a DSN, it is necessary 
to define a grading system to assign a vote to the documents on the basis of their Syntactic and Semantic 
content. Therefore, to measure the relevance of a given document we consider the Semantic relatedness 
between terms and, using relevance feedback techniques, statistical information about them.

The proposed measure considers two types of information; one concerning syntactic information 
based on the concepts of word frequency and term centrality and another one concerning the Semantic 
component calculated on each set of words in the document. The relevance feedback techniques we 
used take into account two types of feedback: explicit and blind feedback.

The first one is performed after the first results presentation. In fact, the system, using the metric 
for ranking described below, presents to the user a result list and shows for each result the top 2 ranked 
sentences from the related page. The top sentences are detected using the system metric on each sen-
tence in the document and ordering them. With this information the user can manually choose relevant 
documents or he can open the whole page.

With the blind approach the user can allow the system to automatically perform the relevance feed-
back on a defined number of documents.

The first metric contribution is called the Syntactic-Semantic grade (SSG). In this chapter we propose 
a new approach to calculate the SSG and compare it with the one proposed in Albanese, Picariello & 
Rinaldi (2004); the metric proposed there represents our standard metric. We can define the relevance 
of a word in a given conceptual domain and, if the feedback functions are chosen, in the set of selected 
documents. Therefore we use a hybrid approach exploiting both statistical and Semantic information. 
The statistical information is obtained by applying the relevance feedback technique described in Weiss, 
Vélez & Sheldon (1996), and it is enriched with the Semantic information provided by computing the 
centrality of the terms (Equation 1). In this way we divide the terms into classes, on the basis of their 
centrality:
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where k is the k-th document, i is the i-th term, TFi,k is the term frequency of i in k, TFmax,k is the maxi-
mum term frequency in k, i  is the centrality of i.

           We use this approach to improve the precision of the model of the domain of interest and to 
overcome the lack of very specific terms in Wordnet (e.g. computer science specific terminology). Thus, 
the use of relevance feedback re-weights and expands the Semantic network by adding new terms -not 
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present in the DSN- from relevant documents. After the relevance feedback step, the system assigns a 
i  = 1 to the new terms thus considering them as important in the context.

The other contribution is based on a combination of the path length (l) between pairs of terms and 
the depth (d) of their subsumer (i.e. the first common ancestor), expressed as the number of hops. The 
correlation between terms constitutes the Semantic relatedness and it is computed through a nonlinear 
function. The choice of a nonlinear function to express the Semantic relatedness between terms derives 
from several considerations. The value of the length and the depth of a path, based on how they are 
defined, may vary from 0 to infinity, while relatedness between two terms should be expressed as a 
number in the [0,1] interval. In particular, when the path length decreases to 0 the relatedness should 
monotonically increase to 1, while it should monotonically decrease to 0 when path length goes to infinity. 
Also we need a scaling effect on the depth, because words in the upper levels of a Semantic hierarchy 
express more general concepts than the words in a lower level. We use a non linear function for scaling 
down the contribution of subsumers in an upper level and scaling up those in a lower one.

Given two words w1 and w2, the length l of the path between w1 and w2 is computed using the DSN 
and it is defined as:

( )
1 2( , )

1 2
1

1, min
jh w w

j i i

l w w
=

= ∑          (3)

where j spans over all the paths between w1 and w2, hj(w1, w2) is the number of hops in the j-th path and 	
σi is the weight assigned to the i-th hop in the j-th path in respect to the hop linguistic property. As an 
example, let us consider three concepts X, Y and Z and some possible f paths between them. The paths, 
represented by arcs, are labelled with their linguistic properties σ and the concepts have a common 
subsumer S having a distance of 8 levels from the WordNet root. Now suppose that 0.8i j= =   and  

0.3t = , where σi  is the path between X and Z, σj is the one between Y and Z and σt is the path between 
X and Y. In this case the best path is the one traversing Z with a value of l=1.58. The depth d of the sub-
sumer of w1 and w2 is also computed using WordNet. To this aim only the hyponymy and hyperonymy 
relations (i.e. the IS-A hierarchy) are considered; d(w1, w2) is computed as the number of hops from the 
subsumer of w1 and w2 to the root of the hierarchy.

Given the above considerations, we selected an exponential function that satisfies the previously 
discussed constraints; our choice is also supported by the studies of Shepard (1987), who demonstrated 
that exponential-decay functions are a universal law in psychological science.

We can now introduce the definition of Semantic Grade (SeG), which extends a metric proposed in 
Li, Bandar & Mclean (2003):
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where ν is the considered document, (wi, wj) are the pairs of words in pre-processed document and α≥0 
and β>0 are two scaling parameters whose values are experimentally defined.

This formula has been used in our previous work (Albanese, Picariello & Rinaldi, 2004) with good 
results and its fine performance is highlighted in Varelas et al. (2005).
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Both grades are computed for each Web page element considering them as composed of four elemen-
tary document elements, namely the title, the keywords, the description and the body and all metric 
components are computed for each of these elements.

using  eXa MPle
          

 Let us consider the case of a user interested in finding some pages about the Madonna, in the religion 
domain. The user can submit a query specifying “Madonna” as the subject keyword and “religion” 
as the domain keyword (see Figure 4). If the domain keyword has more than a single sense, the user 
is asked to choose one of them; in this case the system shows the WordNet the descriptions of all the 
senses related to the word religion as shown in Figure 3.

The user can perform three different types of search:

Figure 3. An example of sense selection

Figure 4. Search page and results
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• Standard searching: The system ranks the results without relevance feedback;
• Explicit feedback: The results interface allows choosing relevance documents as feedback;
• Blind feedback: The search interface allows choosing relevance documents by the system.

The user interface allows the insertion of keywords and it also enables the setting of a certain num-
ber of parameters, namely: the search engines used in to fetch Web pages; the number of links to be 
returned by the underlying search engines, the relative weights of title, description, keywords and body 
tags, the relative weights of Syntactic-Semantic grade and Semantic grade.

eXPeri Ment al  resul ts

The need for a suitable evaluation of information retrieval systems imposes the adoption of methodolo-
gies to give answers about why, what and how-to evaluate. Several authors give answers to these ques-
tions (Cleverdon, Mills & Keen, 1996; Vakkari & Hakala, 2000). The techniques used to measure the 
effectiveness are often affected by the used retrieval strategy and the results presentation.

We use a test set collection to evaluate our system. A test collection is a set of documents, queries 
and a list of relevant documents in the collection. We use it to compare the results of our system using 
the ranking strategies described previously. It is important to have standard parameters for IR system 
evaluation. For this reason we use precision and recall curves. Recall is the fraction of all relevant ma-
terial that is returned by a search; precision is a measure of the number of relevant documents in the 
set of all documents returned by a search. We built the test set from the directory service of the search 
engine yahoo (search.yahoo.com/dir). The directory service supplies the category referred to each Web 
page. In this way we have a relevance assessment useful to compare our results. The test collection has 
more then 800 pages retrieved using words with a high polysemic value so that the documents belong 
to different categories. We choose keywords about both general and specific subjects. This class dis-
tinction is useful to measure the performance differences between the rank strategies using a general 
knowledge base and adding relevance feedback.

In Ruthven and Lalmas (2003) there are some important considerations derived from the analysis 
of references, criticising the use of the precision-recall measure for RF (Borlund & Ingwersen, 1997; 
Chang, Cirillo & Razon, 1971; Frei, Meienberg & Schauble, 1991). In fact, using relevance feedback the 
documents marked as relevant are pushed to the top of the result list improving artificially the recall-
precision curve (ranking effect) rather then taking into account the feedback effect, that is liable to push 
to the top of the ranked list the unseen relevant documents.

The proposed alternatives to consider the feedback on the unseen relevant documents are:

• Residual ranking: This strategy removes from the collection those items which were assessed 
for relevance for feedback purposes, and it evaluates two runs (with or without feedback) on the 
reduced collection.

• Freezing: The documents, examined for relevance before feedback, are retained as the top-rank-
ing documents in the feedback run.

• Test and control groups: The collection is randomly split into two collections: The test group 
and the control group. Relevance feedback information is taken from the test group but the recall-
precision is performed only on the control group, so there is no ranking effect.
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In our approach we use the last strategy to perform our experiments. The document collection is 
split randomly in order to consider documents from all topics. The random function is calculated on 
each single category. The used test set simulates a “real” search on the Web because we analyze the 
pages that are fetched from a standard search engine and we consider also problems such as “page not 
found,” “redirecting” and so on.

In Figure 5 the trend of the experimental results is shown: For low recall values, the precision is high 
with all strategies. This is a suitable effect in IR retrieval systems because the real relevant documents 
are immediately presented to the user moreover RF techniques improve the results accuracy with re-
spect our standard strategy (without RF) because by increasing the recall the precision also improves. 
We note that the blind RF strategy gives an initial improvement but it is lower than the standard one 
because the system considers false positives in the feedback step.

conclusion

We have described a system and a novel metric to improve ranking accuracy in IR on the Web, using 
relevance feedback techniques, discussing a hybrid approach that takes into account both syntactic, 
Semantic and statistical information; we also described a general knowledge base used to dynamically 
extract a Semantic network for representing user information needs. 

Many other topics could be further investigated such as: (1) Using implicit feedback and user char-
acteristics; (2) adding relevance terms to user query refinement to consider new documents after the 
first interaction; (3) considering multimedia information to perform RF on other features different to 
textual ones; (4) inferring relevant documents and related terms in order to have specialized ontologies 
merged with the proposed DSN.

Figure 5. Experimental results
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introduction

The growth of the size of data and number of existing databases far exceeds the ability of humans to 
analyze this data, which creates both a need and an opportunity to extract knowledge from databases. 
There is a pressing need for efficient information management and mining of the huge quantities of 
image data that are routinely being used in databases (Cios, Pedrycz, & Swiniarski, 1998; Laudon, & 

aB stract

This chapter presents an efficient algorithm to classify and retrieve images from large databases in 
the context of rough set theory. Color and texture are two well-known low-level perceptible features to 
describe an image contents used in this chapter. The features are extracted, normalized, and then the 
rough set dependency rules are generated directly from the real value attribute vector. Then the rough 
set reduction technique is applied to find all reducts of the data which contains the minimal subset of 
attributes that are associated with a class label for classification. We test three different popular dis-
tance measures in this work and find that quadratic distance measures provide the most accurate and 
perceptually relevant retrievals. The retrieval performance is measured using recall-precision measure, 
as is standard in all retrieval systems.  
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Laudon, 2006; Starzyk, Dale, & Sturtz, 2000). These data are potentially an extremely valuable source 
of information, but their value is limited unless they can be effectively explored and retrieved, and it 
is becoming increasingly clear that in order to be efficient, data mining must be based on Semantics. 
However, the extraction of Semantically rich meta-data from computationally accessible low-level fea-
tures poses tremendous scientific challenges (Laudon & Laudon, 2006; Mehta, Agrawal, & Rissanen, 
1996; Mitra, Pal, & Mitra, 2002). 

Content-based image classify and retrieval (CBICR) systems are needed to effectively and efficiently 
use the information that is intrinsically stored in these image databases. This image retrieval system 
has gained considerable attention, especially during the last decade. Image retrieval based on content is 
extremely useful in many applications (Smith, 1998; Molinier, Laaksonen, Ahola, & Häme, 2005; Yang 
& Laaksonen, 2005;   Koskela, Laaksonen, & Oja, 2004;  Viitaniemi & Laaksonen, 2006; Huang, Tan, 
& Loew, 2003; Smeulders, Worring, Santini, Gupta., & Jain, 2000;   Ma & Manjunath, 1999; Carson, 
Thomas, Belongie, Hellerstein, & Malik, 1999) such as crime prevention, the military, intellectual 
property, architectural and engineering design, fashion and interior design, journalism and advertising, 
medical diagnosis, geographic information and remote sensing systems, cultural heritage, education 
and training, home entertainment, and Web searching. In a typical CBIR system, quires are normally 
formulated either by query by example or similarity retrieval, selecting from a color, shape, skelton, and 
texture features or a combination of two or more features. The system then compares the query with 
a database representing the stored images. The output from a CBIR system is usually a ranked list of 
images in order of their similarity to the query. 

Image classification (Hassanien & Dominik 2007) is an important data mining task which can be 
defined as a task of finding a function that maps items into one of several discrete classes.  The most 
commonly used techniques in classification are neural network [Dominik et. al. 2004, Hassanien & 
Dominik 2007], genetic algorithms [Satchidananda et. al., 2008], decision trees [Yang et. al., 2003], 
fuzzy theory [Ashish G., Saroj K. Meher, & Uma B. Shankar 2008], multi-resolution wavelet [Uma  et. 
al., 2007] and rough set theory [Hassanien & Ali, 2004]. Rough set concept was introduced by Polish 
logician, Professor Zdzisław Pawlak in early eighties [Pawlak, Z. 1982]. This theory become very popu-
lar among scientists around the world and the rough set is now one of the most developing intelligent 
data analysis [Slowinski, 1995, Pawlak, 1995, Pawlak, 1991]. Rough sets data analysis was used for 
the discovery of data dependencies, data reduction, approximate set classification, and rule induction 
from databases. The generated rules represent the underlying Semantic content of the images in the 
database. A classification mechanism is developed by which the images are classified according to the 
generated rules. 

Image searching (Graham, 2004) is one of the most important services that need to be supported by 
such systems. In general, two different approaches have been applied to allow searching on image col-
lections: one based on image textual metadata and another based on image content information. The first 
retrieval approach is based on attaching textual metadata to each image and uses traditional database 
query techniques to retrieve them by keyword. However, these systems require a previous annotation 
of the database images, which is a very laborious and time-consuming task. Furthermore, the annota-
tion process is usually inefficient because users, generally, do not make the annotation in a systematic 
way. In fact, different users tend to use different words to describe the same image characteristic. The 
lack of systematization in the annotation process decreases the performance of the keyword-based im-
age search. These shortcomings have been addressed by so-called content-based image classification 
and retrieval. In CBICR systems, image processing algorithms are used to extract feature vectors that 
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represent image properties such as color, texture, and shape (Hassanien & Ali, 2004;  Viitaniemi & 
Laaksonen, 2006; Ma & Manjunath, 1999, Hassanien & Ajith 2008). In this approach, it is possible to 
retrieve images similar to one chosen by the user (i.e., query-by-example). One of the main advantages 
of this approach is the possibility of an automatic retrieval process, contrasting to the effort needed to 
annotate images. 

The work introduced in this chapter is based on the second retrieval approach. Image similarity is 
typically defined using a metric on a feature space. Numerous similarity metrics have been proposed 
so far. The search results are combined with existing textual information and collections of other fea-
tures via intelligent decision support systems. In this paper, we use a new similarity function based on 
the rough set theory (Grzymala-Busse, Pawlak, Slowinski, & Ziarko, 1999; Kent, 1994; Pawlak, 1991; 
Pawlak, 1982; Pawlak, Grzymala-Busse, Slowinski, & Ziarko, 1995, Jafar M. Ali, 2007). This theory 
has become very popular among scientists around the world. Rough sets data analysis was used for 
the discovery of data dependencies, data reduction, approximate set classification, and rule induction 
from databases. The generated rules represent the underlying Semantic content of the images in the 
database. A classification mechanism is developed by which the images are classified according to the 
generated rules.  

 

r ela ted w ork and Pro Ble M definition

Image classification and retrieval methods aim to classify and retrieve relevant images from an image 
database that are similar to the query image. The ability to effectively retrieve nonalphanumeric data is 
a complex issue (Jafar M. Ali, 2007). The problem becomes even more difficult due to the high dimen-
sion of the variable space associated with the images. Image classification is a very active and promising 
research domain in the area of image management and retrieval. A representative example is presented 
by (Lienhart & Hartmann, 2002)) who implemented and evaluated a system that performs a two-stage 
classification of images: first, photo-like images are distinguished from nonphotographic ones, followed 
by a second round in which actual photos are separated from artificial, photo-like images, and nonpho-
tographic images are differentiated into presentation slides, scientific posters, and comics. This scheme 
is neither exclusive nor exhaustive; many images fall into multiple categories. Some systems have used 
edge and shape information that is either supplied by the user or extracted from training samples (Saber 
& Tekalp, 1998). However, such systems require detailed region segmentation. Segmentation has been 
used to extract region-based descriptions of an image by NeTra, Blobworld, and SIMPLIcity (Ma & 
Manjunath, 1999; Carson, Thomas, Belongie, Hellerstein, & Malik, 1999; Wang, Li, & Wiederhold, 
2001). NeTra and Blobworld present a user with the segmented regions of an image. The user selects 
regions to be matched, together with attributes such as color and texture. SIMPLIcity is able to match all 
segmented regions automatically. However, a user’s Semantic understanding of an image is at a higher 
level than the region representation. Often it is difficult for a user to select a representative region for 
the entire image; coupled with the inaccuracy of automatic segmentation, the retrieved results do not 
match the user’s intuition, or understanding of the images. An object is typically composed of multiple 
segments with varying color and texture patterns. One or more segmented regions are usually not suf-
ficient to address Semantic object representation. 

A key feature of our approach is that segmentation and detailed object representation are not required. 
Our approach is a texture-color-based image retrieval system using a similarity approach on the basis 
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of the matching of selected texture-color features. Image texture features are generated via a gray level 
co-occurrence matrix, and color features are generated via an image histogram. Since they are computed 
over gray levels, color images of the database are first converted to 256 gray levels. For each image of 
the database, a set of texture-color features is extracted. They are derived from a modified form of the 
gray level co-occurrence matrix over several angles and distances from the image histogram. Five tex-
ture features and one color feature are extracted from the co-occurrence matrix and image histogram. 
These features are represented and normalized in attribute vector, then the rough set dependency rules 
are generated directly from the real value attribute vector. Then the rough set reduction technique is 
applied to find all reducts of the data that contain the minimal subset of attributes associated with a 
class label for classification. To measure the similarity between two images, a new distance measure 
between two feature vectors based on rough sets is calculated and evaluated. 

Problem Definition: Assume that we have an image database that contains a collection of images IDB 
= {I1, I2, ... In}. Let Q be a query image and be a real inter-image distance between y two images  Ii and 
Ij. The user can specify a query to retrieve a number of relevant images. Let m be the number of im-
ages that are closed to the query Q that the user wants to retrieve such that m < n. This image retrieval 
problem can be defined as the efficient retrieval of the best of m images based on IDB from a database 
on n images.

r ough set t heor y: t heoretical  Background

Basically, rough set theory (Hassanien & Ali, 2004; Pawlak, 1991; Pawlak, 1982; Pawlak, Grzymala-
Busse, Slowinski, & Ziarko, 1995; Slowinski, 1995) deals with the approximation of sets that are dif-
ficult to describe with the available information. In a medical application, a set of interest could be the 
set of patients with a certain disease or outcome. In rough set theory, the data are collected in a table, 
called a decision table. Rows of the decision table correspond to objects, and columns correspond to 
attributes. In the dataset, we assume we are given a set of examples with a class label to indicate the 
class to which each example belongs. We call the class label the decision attributes, the rest of the at-
tributes the condition attributes. Rough set theory defines three regions based on the equivalent classes 
induced by the attribute values: lower approximation, upper approximation, and boundary. Lower ap-
proximation contains all the objects that are definitely classified based on the data collected, and upper 
approximation contains all the objects that can probably be classified. The boundary is the difference 
between the upper approximation and the lower approximation. So, we can define a rough set as any 
set defined through its lower and upper approximations.

 On the other hand, the notion of indiscernibility is fundamental to rough set theory. Informally, two 
objects in a decision table are indiscernible if one cannot distinguish between them on the basis of a 
given set of attributes. Hence, indiscernibility is a function of the set of attributes under consideration. 
For each set of attributes, we can thus define a binary indiscernibility relation, which is a collection of 
pairs of objects that are indiscernible to each other. An indiscernibility relation partitions the set of cases 
or objects into a number of equivalence classes. An equivalence class of a particular object is simply 
the collection of objects that are indiscernible to the object in question. Some formal definitions of the 
rough sets are given as follows:



  ���

Classification and Retrieval of Images from Databases Using Rough Set Theory

Information Systems

Knowledge representation in rough sets is done via information systems, which are a tabular form of an 
OBJECT→ATTRIBUTE VALUE relationship. More precisely, an information system, , , ,q q qU V f ΩΓ =< Ω >  
, where U is a finite set of objects, 1 2 3{ , , ,..., }nU x x x x= , and Ω  is a finite set of attributes (features). The 
attributes in Ω are further classified into disjoint condition attributes  A and decision attributes D, 

A DΩ =  	. For each q ∈ Ω, Vq is a set of attribute values for q,  each   :q qf U V→  is an information func-
tion that assigns particular values from domains of attributes to objects such that ( )  q i qf x V∈   for all 

    and .ix U q∈ ∈Ω .  With respect to a given q, the functions partitions the universe into a set of pairwise 
disjoints subsets of U:

0 0{ : ( , ) ( , ) }qR x x U f x q f x q x U= ∈ ∧ = ∀ ∈        (1)

Assume a subset of the set of attributes, P ⊆ A  Two samples, x and y in U, are indiscernible with 
respect to P if and only if ( , ) ( , ) .f x q f y q q P= ∀ ∈   The indiscernibility relation for all P ⊆ A is written as 
IND(P). U / IND(P) is used to denote the partition of U given IND(P)  and is calculated as follows: 

/ ( ) { : / ( )({ })},  U IND P q P U IND P q= ⊗ ∈                           (2)
    

{ : , , {}}.A B X Y q A Y B X Y⊗ = ∩ ∀ ∈ ∀ ∈ ∩ ≠ 	 	 	 	 	 					 	 (3)

Approximation Spaces

A rough set approximates traditional sets using a pair of sets named the lower and upper approxima-
tions of the set. The lower and upper approximations of a set P ⊆ U, are defined by equations (4) and 
(5), respectively.

{ : / ( ), }PY X X U IND P X Y= ∈ ⊆                              (4)

{ : / ( ), {}}PY X X U IND P X Y= ∈ ∪ ≠                                   (5)

   Assuming P and Q	are equivalence relationships in U, the important concept positive region 
( )PPOS Q   is defined as:

( )P
X Q

POS Q PX
∈

=


                                       (6)

 A positive region contains all patterns in U that can be classified in attribute set Q using the infor-
mation in attribute set P. 
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degree of dependency

The degree of dependency ( , )P Q  of a set P of attributes with respect to a set Q of class labeling is 
defined as:

( )
( , ) PPOS Q
P Q

U
=          (7)

where S   denotes the cardinality of set S.
The degree of dependency provides a measure of how important P is in mapping the dataset examples 

into Q.  If  ( , )P Q  = 0, then classification Q  is independent of the attributes in P,  hence the decision 
attributes are of no use to this classification. If  ( , )P Q  = 1, then Q  is completely dependent on P, hence 
the attributes are indispensable. Values 0 ( , ) 1P Q< <   denote partial dependency, which shows that only 
some of the attributes in P  may be useful, or that the dataset was flawed to begin with. In addition, the 
complement of  ( , )P Q  gives a measure of the contradictions in the selected subset of the dataset.

a  r ule- Based syste M for iMage c lassifica tion

Figure 1 shows a typical architecture of a content-based image retrieval system. It contains two main 
subsystems. The first one is concerned with the data insertion that is responsible for extracting appro-
priate features from images and storing them in the image database. This process is usually performed 
offline. The second subsystem is concerned with the query processing, which is organized as follows: 
the interface allows a user to specify a query by means of a query pattern and to visualize the retrieved 
similar images. The query-processing module extracts a feature and rule vector from a query pattern and 
applies a metric distance function to evaluate the similarity between the query image and the database 
images. Next, the module ranks the database images in a decreasing order of similarity to the query 
image and forwards the most similar images to the interface module.  

Texture and Color f eature extraction
       

Texture is one of the most important defining characteristics of an image. Texture is characterized by 
the spatial distribution of gray levels in a neighborhood (Kundu & Chen, 1992; Mari, Bogdan, Moncef 
& Ari, 2002). In order to capture the spatial dependence of gray-level values that contribute to the 
perception of texture, a two-dimensional dependence texture analysis matrix is discussed for texture 
consideration.  In the literature, different kinds of textural features have been proposed, such as multi-
channel filtering features, fractal-based features, and co-occurrence features (Haralick, 1979; Li, Gray 
& Olshen, 2000; Zhang, H. Gong, Y. Low, C.Y. & Smoliar S.W , 1995). For our classification purposes, 
the co-occurrence features are selected as the basic texture feature detectors due to their good perfor-
mance in many pattern recognition applications, including medical image processing, remote sensing, 
and content-based retrieval. In the following paragraph, we describe the co-occurrence matrices and 
the features we computed from them.

 A co-occurrence matrix is the two-dimensional matrix of joint probabilities , ( , )d rP i j   between pairs 
of pixels, separated by a distance d in a given direction r. 
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Definition 1	(Descriptor). Using a co-occurrence matrix, different properties of the pixel distribution 
can be obtained by applying mathematical operations to the matrix values. These operations are called 
descriptors. Each descriptor is related to a particular visual feature about the texture.

Haralick et al. proposed a set of 14 descriptors (Haralick, 1979) derived from the co-occurrence 
matrix. In this paper, five features (descriptors) were selected for further study: maximum probability 
(MP), contrast (Cont), inverse different moment (IM), angular second moment (AM), and entropy (En-
tro).  Where:

• Maximum probability (MP) is defined as follows:

 ,
max ( , )

i j
MP P i j= ∑ ,            (8)

• Contrast feature is a measure of the image contrast or the number of local variations is present in 
an image. It takes the following form:

     ,        (9)
 

2

,
( ) ( , )

i j
Cont i j P i j= −∑

Figure 1. Content-based image classification and retrieval architecture
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• Inverse different moment (IM) is a measure of the image contrast or the amount of local variations 
present in an image. It takes the following form:

 
2

,

1 ( , )
1 ( )i j

IM P i j
i j

=
+ −∑

        
(10)

 
 This descriptor has large values in cases in which the largest elements in P are along the principal 

diagonal. 
• Angular second moment (AM) takes the form:

 

2

,
( , )

i j
AM P i j= ∑ ,         (11)

 For homogeneous textures value of angular second moment turns out to be small compared to 
nonhomogeneous ones.

• Entropy is a measure of information content. It measures the randomness of intensity distribu-
tion.

 ,
( , ) log( ( , ))

i j
Entro P i j P i j= ∑         (12)

 Where P(i ,j)  refers to the normalized entry of the co-occurrence matrices. That is, ( , ) ( , ) /dP i j P i j R=  
where R is the total number of pixel pairs (i, j) for a displacement vector ( , )d dx dy=  and image of 
size NxM, R is given by ( )( ).N dx M dy− −   

In order to obtain better retrieval results, the image texture features can be combined with the color 
features to form a powerful discriminating feature vector for each image. Various color identification 
schemes have been proposed and used. The RGB (Red, Green, Blue) model has been widely adopted 
because of its implementation simplicity (Ahuja & Rosefeld, 1978; Yining & Manjuncth, 1999 ; Zhang, 
H. Gong, Y. Low, C.Y. & Smoliar S.W , 1995). Despite this, the RGB model has proved unable to 
separate the luminance and chromatic components; furthermore, it results in perceptually nonuniform, 
i.e., perceptual changes in color, which are not linear with numerical changes. The HVC (Hue, Value, 
Chroma) color model completely separates the luminance and chromatic components with Hue repre-
senting the color type, Value representing the luminance, and Chroma representing the color purity. The 
transformation from the RGB model to the HVC model can be performed in several ways; in this work, 
the transformation is obtained through the CIE L*a*b* model. Assuming a 24-bit-per-pixel context, the 
RGB components are transformed into the CIE XYZ components using the following equations:

0.607 * 0.17 * 0.210*
0.299* 0.587 * 0.114*
0.066* 1.117 *

X R G B
Y R G B
Z G B

= + +
 = + +
 = +

Then the HVC values are finally obtained as follows:
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1 1
3 3

0 0

1 1
3 3

0 0

200*

arctan

500*

Y Z
Y Z

H
X Y
X Y

  
     −           =  

       −            
1
3

0

116* 16YV
Y

 
= − 

  
2 21 1 1 1

3 3 3 3

0 0 0 0

500 200X Y Y ZC x x
X Y Y Z

      
             = − + −                                

where 0 0 0, ,X Y Z   are the values for pure white.  

r ough Set Attribute r eduction  

In an information system, there often exist some condition attributes that do not provide any additional 
information about the objects in U.  So, we should remove those attributes since the complexity and cost 
of the decision process can be reduced if those condition attributes are eliminated (Bazan, Skowron, & 
Synak, , 1994; Kryszkiewicz & Rybinski, 1994; Stefanowski, 1993; Zhong  & Skowron, 2000). 

Definition 2 (Reduct). Given a classification task mapping a set of variables C to a set of labeling D, a 
reduct is defined as any R	⊆ C, such that ( , ) ( , ).C D R D=  

Definition 3 (Reduct Set). Given a classification task mapping a set of variables C  to a set of la-
beling D, a reduct set is defined with respect to the power set P(C) as the set ( )R C⊆ P  such that 

{ ( ) : ( , ) ( , )}.R A C A D C D= ∈ =P   That is, the reduct set is the set of all possible reducts of the equivalence 
relationship denoted by C and D. 

Definition 4 (Significance). Given , ,   and  an object ,P Q x P∈ ,  the significant ( , )x P Q  of x in the equivalence 
relation denoted by P and Q is ( , ) ( , ) ( { }, ).x P Q P Q P x Q= − −  

Definition 5 (Minimal Reduct). Given a classification task mapping a set of variables C to a set of 
labeling D, and R, the reduct set for this problem space, a minimal reduct is defined as any reduct  R	
such that | | | |, .R A A R≤ ∀ ∈   That is, the minimal reduct is the reduct of least cardinality for the equivalence 
relationship denoted by C and D.  
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Algorithm-1: Reduct (Minimal number of attributes)
Input:  A decision table DT(C, D), where C: the set of all conditional attributes; 

and D: the set of decisional attributes;
Processing:

   Red←{} 
   Do

DT←Red 
 Loop  ( Red)x C∈ −   

   { }( ) ( )R x Tif D D∪ >  
   Red {x}DT = ∪

   Red ← DT 
  Until ( ( ) ( ))R CD D=  
  Return Red  
Output: Red: A set of minimum attribute subset ; Red ⊆ C 

A dataset has at least one reduct in its reduct set—the trivial reduct (i.e., the dataset itself). It also 
has one or more minimal reducts.   

r ule g eneration and Building the Classifier 

The main task of the rule generation method is to compute reducts relative to a particular kind of infor-
mation system. The process by which the maximum number of condition attribute values is removed 
without losing essential information is called value reduction, and the resulting rule is called maxi-
mally general or minimal length. Computing maximally general rules is of particular importance in 
knowledge discovery since they represent general patterns existing in the data. In this subsection, we 
discuss a method to simplify the generated decision rules by dropping some condition attributes.  The 
rule generation algorithm is described as follows: (Refer to Algorithm-2).

Algorithm-2: Rule Generation Algorithm
Input: A set of specific decision rules RULE
Processing: 
GRULE ←Φ 
N ←|RULE| 
For i=0 to N-1 do

  r	←	r	i
  M ← |r|
  For j = 0 to M-1 do
  Remove the jth condition attribute aj in rule	r 
  If r inconsistent with any rule nr ∈ RULE then restore the dropped condition aj
  End if
  End for
  Remove any rule \r ∈ GRULE that is logically included in rule r 
  If rule r	is not logically included in a rule \r ∈ GRULE then
  GRULE ← r	GRULE
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  End if
End for
Output: A set of general rules GRULE

The rule generation algorithm initializes general rules GRULE to an empty set and copies one rule ri∈ 
RULE to rule r. A condition is dropped from rule r, and then rule r is checked for decision consistency 
with every rule rj∈RULE. If rule r is inconsistent, then the dropped condition is restored. This step is 
repeated until every condition of the rule has been dropped once. The resulting rule is the generalized 
rule. Before rule r  is added to GRULE, the rule is checked for rule redundancy. If rule r is logically 
included in any rule ra∈GRULE, rule r is discarded. If any rules in GRULE are logically included in 
rule r, these rules are removed from GRULE. After all rules in RULE have been processed, GRULE 
contains a set of general rules.

    The goal of classification is to assign a new object to a class from a given set of classes based on 
the attribute values of this object. To classify objects, which has never been seen before, rules gener-
ated from a training set will be used (Refer to Algorithm-3). The classification algorithm is based on 
the method for decision rules generation from decision tables. The nearest matching rule is determined 
as the one whose condition part differs from the attribute vector of re-image by the minimum number 
of attributes.

Algorithm-3: Classification of a new object.
Input: A new image to be classified, the attribute vector of the new image, and the set of rules
Processing: 

Begin
 For each rule in Rule set Do
  If match (rule, new object) Then
  Measure = |Objects|, K→|Classes|;
 For i=1 to K Do
  Collect the set of objects defining the concept X i

  Extract Mrule(X i ,u t ) = {r∈Rule}
 For any rule r  ∈  Mrule(X i ,u t ) Do
   T=Match A (r )   X i     and  LL=LL  T ;
   Strength =Card(LL)/Card(X i )
   Vote = Measure* Strength
   Give Vote(Class(Rule),Vote)
   Return Class with highest Vote

End
Output: The final classification

A similarity measure is required to calculate the distance between a new object with each object in 
the reduced decision table and classify the object to the corresponding decision class. 

In this chapter, three different distance functions are used. They are Euclidean, Histogram   
and quadratic distance functions, which are defined below. The he and hp are M-dimensional 
histograms.  The he	[m]  and hp [m]  are the frequencies of an element in bin m of histogram he   
and hp, respectively. 
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dij is the Euclidean distance between colors i and j, and dmax is the greater distance between colors on 
the normalized HSV/I space. That is, coefficients aij for two colors are defined by: 0 ( , , )e e em h s v=  and 

1 ( , , )p p pm h s v= .

new Similarity Measure in r ough Sets

In this section, we adopt a new similarity measure in rough sets. Let 1 2{ , ,... }nU x x x=  be the features sets, 
the similarity between two values is defined as follow:
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eXPeri Ment al  r esul ts and discussion
 

In our experiment, we used two image databases. The first one consists of 521 images of size adjusted 
to 512x512 acquired from the ground level using the Sony Digital Mavica camera. The second one 
consists of 630 images of size adjusted to 1024x1024 - 24 bit color images (http://www.visualdelights.
net). We convert the images from RGB to HVC space. The transformation from RGB to HVC has been 
obtained through the CIE L*a*b* model. The weight vector is set to be 1/3.  

Once the feature values associated with the images have been computed and stored, queries may be 
done. Various models have been proposed for similarity analysis in image retrieval systems (Swets & 
Weng, 1999; Wu & Huang, 2000). In this work, we use the vector space model, which is widely used 
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in textual document retrieval systems. A new similarity distance function was adopted to measure the 
similarity in the classification results. The query was performed by providing a query image from a 
dataset that contains visual features (i.e., color) and five texture features (maximum probability [MP], 
contrast [Cont], inverse difference moment [IM], angular second moment [AM], and entropy [Entro]) 
calculated from each occurrence matrix. Their values were saved in the feature vector of the correspond-
ing image. Then the rules were generated and ordered. The similarity between the images was estimated 
by summing up the distance between the corresponding features in their feature vectors. Images having 
feature vectors closest to the feature vector of the query image were returned as best matches. The results 
were then numerically sorted, and the best images were displayed along with the query image. 

 All inputs to the rough set classifier (the image mixed textual and color vectors) were normalized, 
and a set containing a minimal number of features (attributes) was contracted based on the rough set 
criteria. Then we trained the model to have a mean of zero and variance of 1.  

Our visual system then analyzed the sample images associated with each subtask. If the query im-
age was deemed to be a color image by the system, the set of top 50 textual images was processed and 
those that were deemed to be color were moved to the top of the list. Within that list, the ranking was 
based on the ranking of the textual results. The introduced image classification system was created using 
MATLAB and ROSETTA software Figure 2 shows an example of the retrieved results. 

 Precision-recall measure is the conventional information retrieval performance measure.  Precision 
is defined as the number of relevant images retrieved relative to the total number of retrieved images, 

Figure 2. Images retrieved
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Table 1, Retrieval by image classification, where T, R, and C are the Total, Retrieved, and Correct number 
of images in structure class

Distance measure
T,R,C Re=C/T% Pr=C/R% Fm=(2*Pr*Re)/

(Re+Pr)

Rough distance 305,262,235 77.00% 89.697% 82.86%

Histogram 
intersection

305,189,152 49.83% 80.42% 61.73%

Euclidean distance  305,155,96 31.47% 42.58% 36.19%

Figure 3. A comparative between similarities measures
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while recall measures the number of relevant images retrieved, relative to the total number of relevant 
images in the database. Table 1 displays the results for retrieval rates measured in terms of recall (Re), 
precision (Pr), and F-measure (Fm) for the above-mentioned distance measures. We have partitioned 
the databases into two classes: structure and non-structure.	These two partitioned classes based upon 
the measure of structure present in an image.

Figure 3 shows the comparative analysis between the three different similarity measures used in this 
chapter plus the proposed one. We observe that the rough-based similarity measure is better in terms 
of the number of retrieved and correct number of images in class. 

 It has been shown that a rough distance measure can lead to perceptually more desirable results 
than Euclidean distance and histogram intersection methods as a rough distance measure considers the 
cross similarity between features.

 Figure 4 and 5 illustrate the overall classification accuracy in terms of total, retrieved, and correct 
number of images in structure class  compared with Decision tree, Discriminant analysis, Rough-neural 
and rough set. Empirical results reveal that the proposed rough approach performs better than the other 
classifiers. The number of generated rules before pruning was very large, which make the classification 
slow. Therefore, it is necessary to prune the generated rules as we have done, and then the number of 
rules has been reduced. Moreover, in the neural networks classifier, more robust features are required 
to improve the performance of the neural networks classifier.

    

Figure 4. The overall classification accuracy 
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c onclusion and f uture w ork

The ability to classify images from databases is of great importance for a wide range of applications. 
This paper presents an efficient algorithm for image classifying and retrieval based on a set of generated 
rules from large databases in the context of the rough set theory. We show that the feature is extracted 
and represented in the attribute vector, and then the decision rules within the data are extracted. The cur-
rent system is a small prototype demonstrating the basic capabilities of a database system for retrieving 
and classification based on the rough set theory as a new intelligent system. The rough sets similarity 
measure is not proven, yet this paper, to a certain extent, is able to identify features in common that are 
probably derived from actual structures present in each location and therefore present in the images. 
The computation requirements for the similarity matrix increase as the square of the number of images. 
It is envisaged that larger classes of data would be divided up into parts before analysis and a hierarchy 
of exemplars generated. Retrieval tasks would make use of such a hierarchy to identify clusters likely 
to contain target images rather than attempt to carry out an exhaustive search. It is expected that as 
an image collection expanded new classes would be introduced and new clusters would emerge based 
on entirely different sets of features in common. Future work will investigate the effectiveness of un-
supervised clustering with application to much larger bodies of data where the number of clusters is 
unknown and the data are not labeled. Also, a combination of kinds of computational intelligence (CI) 

Figure 5. Numbers of generated rules before and after pruning 
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techniques in application area of multimedia processing, in particular image classification and retrieval   
has become one of the most important ways of research of intelligent information processing. Neural 
network shows us its strong ability to solve complex problems for many multimedia processing. From 
the perspective of the specific rough sets approaches that need to be applied, explorations into pos-
sible applications of hybridize rough sets with other intelligent systems like neural networks, genetic 
algorithms, fuzzy approaches, etc., to multimedia processing and content-based information system, in 
particulars in multimedia computing  problems could lead to new and interesting avenues of research 
and it is always a challenge for the CI researchers.

note

This work was supported by Kuwait university, Research Grant No.[IQ01/03].
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aB stract

Text documents stored in information systems usually consist of more information than the pure concat-
enation of words, i.e., they also contain typographic information. Because conventional text retrieval 
methods evaluate only the word frequency, they miss the information provided by typography, e.g., 
regarding the importance of certain terms. In order to overcome this weakness, we present an approach 
which uses the typographical information of text documents and show how this improves the efficiency 
of text retrieval methods. Our approach uses weighting of typographic information in addition to term 
frequencies for separating relevant information in text documents from the noise. We have evaluated 
our approach on the basis of automated text classification algorithms. The results show that our weight-
ing approach achieves very competitive classification results using at most 30% of the terms used by 
conventional approaches, which makes our approach significantly more efficient. 

introduction

Text documents combine textual and typographical information. However, since Luhn (1958), information 
retrieval (IR) algorithms use only term frequency in text documents for measuring the text significance, 
i.e., typographic information also contained in the texts is not considered by most of the common IR 
methods. Typographic information includes the employment of different character fonts, character sizes 
and styles, the choice of line length, text alignment and the type-area within the paper format. 
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Authors use typographical information in their texts to make them more readable. Therefore, we 
follow the arguments of Apté et al. (1994), Cutler et al. (1997), Kim and Zhang (2000), and Kwon and 
Lee (2000) that typographical information may help to classify or to better understand the meaning of 
texts, which results in the following hypothesis that can be regarded as an extension to Luhn’s thesis:

The justification of measuring word significance by typography is based on the fact that a writer normally 
uses certain typographic styles to clarify his argumentation and the description of certain facts.

In order to verify our hypothesis, we have implemented our ideas within the VKC1 document 
management system. For an evaluation of the classification quality of our approach, we have used two 
public data sets of the World Wide Knowledge Base (Web-Kb) project2, which contains HTML docu-
ments with typographical information and our own selection of publications in PDF format from the 
ACM Digital Library3. The evaluation result is that classification algorithms that consider typography 
information allow reducing the considered term set, thereby significantly improving the efficiency of 
the automated document classification.

The remainder of the article is organized as follows. The second section describes some related 
works. The third section outlines our previous HTML tag-based typographical weighting approach and 
the fourth section describes our catalogue evaluation scenario and summarizes the performance results 
of the tag based approach. Within  the fifth section we describe our new general typography-based 
weighting approach, which we evaluate in the sixth section. The seventh section outlines a summary 
and the conclusions.

r ela ted w orks

Apté, Damerau and Weiss (1994) presented the first typographic term weighting approach for text 
classification. They measured the classification quality of the “Reuters-21578 text categorization test 
collection”4 and demonstrated that by counting the terms of the news titles twice, an improvement of 
nearly 2% (precision recall break even point) could be achieved.

Cutler, Shih and Meng (1997), for the first time, suggested an absolute weighting scheme for HTML 
tags. By weighting words enclosed in tags depending on the tag weight (c.f. Table 1) the average preci-

Table 1. Absolute term weighting table by Cutler, Shih and Meng

HTML Tag Tag Weight

<a> 1

<h1>, <h2> 8

<h3>, <h4>, <h5>, <h6> 1

<strong>, <b>, <em>, <i>, 
<u>, <dl>, <ol>, <ul> 1

<title> 0

Remaining tags and normal text 1



  �0�

Supporting Text Retrieval by Typographical Term Weighting

sion of their IR system was increased by nearly 7%.
By using a genetic algorithm for learning the tag weights Kim and Zhang (2000) determined a 

similar weighting table (Table 2).
By measurements of a kNN classifier, Kwon and Lee (2000) determined a weighting table (Table 3) 

for HTML tags. In combination with feature selection, they determined an improvement of the preci-
sion recall break even point of 14.7%. However, the exclusive employment of the tag weighting did not 
yield an improvement of classification quality. The authors justify this with too strong a weighting of 
noise terms.

Common to all related works concerning typographic term weighting is that they weight HTML tags 
absolutely and use this as an additional factor in frequency based term weighting. The tag weighting is 
based on measurements with test documents and maps HTML tags into a few weighted groups. A larger 
character font size used for text enclosed in HTML tags leads to a stronger weighting of the enclosed text 
in all these approaches. The disadvantage of these approaches is that the tag weighting is only based on 
statistic measurements and not on typographic research, and that thereby these approaches are highly 
depend on the used training documents. In contrast, we have suggested an absolute weighting approach 
(Werner et al., 2005), which considers the weighting of HTML tags in the way which was intended by 
the author of the HTML document.

Table 2. Absolute term weighting table by Kim and Zhang

HTML Tag Tag Weight

<a> 1.7634

<h1>, <h2>, <h3>, <h4>, 
<h5>, <h6> 2.3425

<b> 0.7060

<i> 1.0192

<title> 0.5584

Table 3. Absolute term weighting table by Kwon and Lee

HTML Tag Tag Weight

<title>, <h1>, <meta „key-
word“>, <meta „description“> 4

<b>, <blink>, <h2-7>, 
<strong>, <u>, <i>, <big>,
<dt>, <dfn>, <caption>, 
<abstract>, <ul>, <alt>, <a>, 
<strike>, <note>, <q>, <foot-
note>, <cite>, <era>, <ol>, 
<option>, <role>

3

remaining tags and normal text 1
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w eighting of ht Ml  t ags

r elevant Information within hTML Tags

HTML tags within a document control the way in which the document will be displayed by a browser. 
There are in principle three classes of tags: Logical, physical and meta-tags. So HTML allows words to 
be enclosed either within physical tags (e.g., the tags <i> and </i> require that they are to be displayed 
in italics) or within logical tags (e.g., <em> and </em> specify that the content is to be emphasized). 
Meta-tags describe the HTML document and its contents.

Due to this diversity, it is necessary to develop an approach which correctly weights logical and 
physical tags regarding in a manner consistent with their semantic relevance. For the definition of a 
suitable evaluation basis, we have examined different criteria to evaluate emphasizing text, with the 
purpose of finding the greatest possible approximation between objectively measured values and the 
subjective impression of the weighted emphasis of text passages. Among these criteria, the subjective 
impression of different font styles depends on the medium used (monitor, paper, etc.) and turned out to 
be too difficult to weight. Similar difficulties arise in weighting the subjective impression of different 
colors, which may depend on the medium used, the background color etc. Even worse, weighting colors 
depending on contrast returns wrong results for signal colors, e.g., a red word among black words on 
white background. 

As a result, we found out that the number of pixels on a typical screen resolution is a much more 
important relevance criterion than the previously mentioned criteria. The number of pixels is even more 
important than text height or text width, because this criterion regards not only font size but also bold 
faced printing. This has motivated us to develop an approach which evaluates the relevance of a text 
passage based on the number of foreground pixels set. 

In addition to the logical and physical HTML tags, which have direct influence on text representation 
in the Web browser, there are still some tags which have only a describing function. For example, meta-
tags can contain recapitulating or supplementing information to the HTML document. Therefore, it is 
generally advantageous to consult meta-tags for the weighting process. However, if a Web author abuses 
a meta-tag in such a way that it has no semantic relationship to the context of a Web page, these meta-tags 
do not help us, e.g., in document classification. As many Web pages contain unrelated key words, which 
are often required by the users of search engines (Davison, 2000), we use meta-tags for classification 
only if the words enclosed in the meta-tags are also contained in the document body text. 

Computation of Weights

We have used a simple “nearest neighbor classifier” to show the performance of our tag weighting ap-
proach. Because of the lack of typographic research mentioned already in Hartley (1986), we have set 
up the following rules of thumb for the computation of term weights. Within a parser run through the 
document, all HTML tags are replaced with numeric weighting tags, which correspond to the weight 
values of Table 4. Column one of Table 4 lists the HTML tags considered. Column two contains the 
character font size corresponding to the respective HTML tag. The third column contains the square 
root of the set foreground pixels of an example sentence that uses the respective tag style. Column four 
and five contain the absolute and relative weights derived from the third column. The relative weight 
(column five) for bold faced text is derived from the average weight difference between the font size 
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tags and the headlines, which are normally typed bold faced. The same relevance is assumed for italic 
and underlined text, thus we use the same weight as for bold faced text. The weights of the remaining 
tags are selected by rules of thumb.

Weight assignment begins initially with the weighting of the tag for normal script and changes the 
current weight depending upon the type of HTML tags found. The weight changes either relatively, 
for instance, if the tags are nested (e.g., <b> or <i>), or absolutely, for instance, if the scope of absolute 
markup (as e.g., <h3>) is completed (e.g., by </h3>). When set, each weight applies to all following text, 
until a new tag that changes the assignment of weights occurs.

 

Table 4. HTML weights used for our evaluation

HTML Tag Font Size
  _______________
√Foreground Pixel Absolute 

Weight
Relative 
Weight

default (<font size=3>) 12 pt 36 36

<font size=l> 8 pt 27 27

<font size=2> 10 pt 32 32

<font size=3> 12 pt 36 36

<font size=4> 14 pt 53 53

<font size=5> 18 pt 62 62

<font size=6> 24 pt 87 87

<font size=7> 36 pt 128 128

Headline Step 1 <h1> 24 pt <b> 97 97

Headline Step 2 <h2> 18 pt <b> 74 74

Headline Step 3 <h3> 14 pt <b> 61 61

Headline Step 4 <h4> 12 pt <b> 51 51

Headline Step 5 <h5> 10 pt <b> 41 41

Headline Step 6 <h6> 8 pt <b> 28 28

bold <b> 51 +9

italics <i> 36 +9

monospaced text <tt> 33 -9

underlined <u> 43 +9

strikethrough <strike> 41 -26

image text <img alt=...> +10

meta-tag “description” 50

meta-tag “keywords” 50
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t ag- Based eXPeri Ments 

The Catalogue data used for the Tag Based experiments 

For the evaluation of our HTML tag based approach, we followed Chakrabarti et al. (1998) and used 
the Yahoo! catalogue  because it is accessible for free, well known, and widely used. Since the Yahoo! 
catalogue is well structured and organized by human experts, we get the additional advantage that we 
have a highly reliable classification database for the comparison of our approach to document classifica-
tion with the approach using text only. 

The evaluation Scenario 

In order to evaluate the improvement achieved by our approach, we have to compare both our clas-
sification extension including HTML tags, and a classification without the use of HTML tags, to an 
established and widely used classification. We imported 436 categories and 4735 documents from the 
document class “Finanzen und Wirtschaft” (Business and Economy) of the German Yahoo! catalogue 
into our database. In order to obtain a reasonable basis for classification, we decided to aggregate all 
categories with less than six subcategories or documents into their parent category in order to avoid 
classes that are too small. Thus, we have obtained 191 categories, each of which has six or more docu-
ments or sub-categories.

The category vectors in the evaluation database have been set up with the following steps. First, 
we used the TreeTagger tool (Schmid, 1994) and a Porter stemmer algorithm modified for the German 
language (Porter, 1980) for extracting more than 100,000 German key phrases and sub key phrases 
from all the documents, according to the following regular expression:

key phrase = adjective* noun+. 

Following this, we propagated all key phrases of a category with a weight limit beyond a predefined 
threshold towards the root category. For weighting a propagated key phrase, we used the average weight 
of the phrase in all subcategories. Thus, it is not only possible to classify documents in categories with 
similar documents, but also to classify documents that fit into several categories, according to a com-
mon parent category.

A cross validation method, called the leave-one-out method (Weiss & Kulikowski, 1991), has been 
used for performance evaluation. This leave-one-out method removes an arbitrary document from the 
database, renews the classification rules and classifies this document into the structure again. We have 
performed this for 600 documents. In order to get a comparison to a text-only approach which does not 
use the knowledge of the HTML tags, we took the same documents without HTML tagging information 
and applied the same classification steps to these documents.

r esults of the Tag-Based experiments

Our experiments have shown that the information contained in HTML tags improves the accuracy of 
the classification results from 28.2% to 38.3%. This corresponds to a relative improvement of 35.8%. 
More details of these results can be found in Werner et al. (2005).
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r elative Weighting of hTML Tags

The approach described previously, for the first time, tries to weight typography information from text 
documents in the way that was intended by the author. The weighting in Table 4 however makes some 
general assumptions about the design of HTML documents which can easily lead to a false estimation 
of the relevance weights of HTML tags. For example, the weighting in Table 4 assumes that body texts 
are always represented in normal script. This may not be true. Some authors may use italic style in the 
body text for design reasons and make emphases by using normal script. The same principle applies 
also for the usage of other typefaces.

In order to solve this problem, it was necessary to develop a weighting approach based on a few 
generally valid typography rules. These weight the text passages contained in a document relative to 
the document design. Such a relative weighting approach, as described in the following for common 
text documents, is also possible for HTML documents, but was not evaluated by us.

t yPogra Phic t er M w eighting

All of the approaches described above, obtain typography information from HTML tags and are thereby 
are directly applicable only to HTML documents. Theoretically, it would be possible to convert dif-
ferent document formats into the HTML format and weight them afterwards as described. However, 
such a conversion into HTML format is time consuming and a source of errors. Therefore, we present 
a general approach to typographic term weighting which is applicable to ordinary text documents in 
the following sections.

Typography in Text documents

Typographic techniques have been used since the invention of letters for emphasizing certain text frag-
ments and for the design of texts, and are used naturally today in the design process of text documents. 
Templates of modern word processors and publication guidelines issued by publishers lead to similar 
typography in text documents. In Table 5, excerpts from the author guidelines of the “Lecture Notes in 
Informatics (LNI)” of the German Society for Computer Science (GI) are compared with excerpts from 
the author guidelines of the “Association for Computing Machinery” (ACM).

Approaches to Typographic Term Weighting

Common to all author guidelines is that text paragraphs are more important if they are typographically 
emphasized. Table 5 shows that font size is significant for the weighting of text passages: The larger 
the character font, the more relevant is the passage to the text. The abstract is an exception to this rule 
because it uses smaller character size than continuous text. However, we consider this not to be a source 
of failure because the abstract usually uses terms that are repeated in the continuous text. The remain-
ing typographic styles are not uniformly used and are highly design dependent. Therefore, different 
approaches to automated term weighting based on typography information are possible:
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1.  The absolute approach to typographical weighting was already introduced in Section 3 using 
HTML tags as an example. Similar to Table 4, a weighting table can also be set up for the general 
typographical weighting of text passages in other document formats like PDF. Whenever a com-
mon style guideline exists, this approach has the advantage that typographical weighting can be 
adapted to the common style guideline. 

2.  Global relative approaches to typographical weighting of documents were introduced in the sec-
ond section, again using HTML documents as an example. All of these approaches evaluate each 
combination of styles based on quality improvement with respect to a weighing function. They are 
applicable only if the evaluated documents are based on a common style guideline. Nevertheless, 
they are not limited to HTML, but can be used for PDF documents and other formats as well. 

3.  The document-relative approach evaluates each style combination occurring in a document based 
on frequency. Less frequent style combinations get stronger weights than more frequent style com-
binations. This is motivated by the assumption that the most frequently used style combination, 
i.e., normally the continuous text, has the smallest weight. This approach is appropriate mainly for 
heterogeneous document collections, but in some cases leads to an overestimation of text passages 
like footnotes.

4.  The mixed approach is based on a combination of the document-relative approach with the ob-
servation that character size plays an important role in the weighting of text passages. We favor 
the mixed approach in the following, since it appears to be most appropriate for heterogeneous 
document collections which typically can be found in document management systems.

 GI Guidelines  ACM Guidelines

Title:
Times, 14 p, 
bold

Title:
Helvetica, 16 
p

Abstract:
Times, 9 p

Abstract: 
Times, 8 pt

Section:
Times, 12 p, 
bold

SECTION: 
Helvetica, 10 p, up-

perc.

Subsection:
Times, 10 p, bold

Subsection: 
Helvetica, 10 p

Continuous Text:
Times, 10 p

Continuous Text: 
Times, 10 p

Footnotes:
Times, 8 p

Footnotes: 
Times, 8 p

References:
Times, 9 p

References: 
Times, 8 p

Table 5. Comparison of author guidelines of GI and ACM
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The favored weighting procedure considering a combination of absolute character size and relative 
weighting of the remaining style characteristics is performed in two steps. In the first step, an absolute 
weight is assigned to each text passage based on its character size. This weight can be assigned pro-
portional or in addition to its character size, in levels of the character sizes actually used. In the second 
weighting step, the frequency of the remaining style combinations is counted separately for each used 
character size. Depending on these combination frequencies, an offset is added to the weight previ-
ously computed based on character size. To prioritize character size, this offset must be smaller than the 
difference to the next higher character size weight. In our experiments, we used half of the difference 
to the next higher character size weight as the maximum for this offset. Thus, it is always guaranteed 
that a larger character size weights more than all other style combinations together. Instead of increas-
ing typographical weight linearly on character size, a different weighting function could be used. We 
could achieve the best results in our measurements with a weighting function that increases weighting 
proportional to the square of the character size, which confirms our pixel-based weighting approach, 
described in the Relevant Information within HTML Tags section.

The typographic term weighting can be done with a weighting table (see Table 6). During parsing of 
the texts, the table entry, which corresponds to the typographic style of a parsed term, is incremented 
for the parsed term. After the parsing process, a weighting table can be computed and numeric typo-
graphical weights can be assigned to the text passages in the document based on the collected statistical 
information and the procedure described previously.

Figure 1 shows the typographical weighting of the author guidelines of Table 5 as a function of 
character sizes which are normalized according to the highest assigned typographical weight. Note 
that the sections of both author guidelines are weighted very differently. Due to the standardization, 
the sections and subsections of the ACM author guidelines are not significantly stronger weighted than 
continuous text.

The character sizes used in a document are also a design element, that is, they depend on document 
design. Thereby, the semantic weight of a character size also depends on the design of the document. 
Therefore, a weighting in the form of size levels, which are based on actually used character sizes, is 
better than an absolute weighting of font sizes. For this purpose, all used character sizes are determined, 
sorted ascending according to their size, and then assigned to, e.g., a weight which is linearly increased 

Table 6. Typographical weighting table for the mixed approach

Style Size: /
Typeface: 1 p ... 9 p 10 p ... 64 p

normal

bold

italic

bold + italic

underlined

...

bold + italic 
+ underlined

...
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Figure 1. Typographical weighting similar to character size
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Figure 2. Typographical weighting in levels of used character sizes
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by 100 steps. Figure 2 also shows the typographical weighting of the author guidelines of Table 5, but 
this time in levels of really used character sizes. Note that this approach assigns similar typographical 
weights to comparable sections. Only the missing typographic difference between literature and footnote 
sections and the abstract within the ACM guidelines leads to a different weighting.

eVALuATIon

We have evaluated our new typographic term weighting approach by using the widely accepted k near-
est neighbor (kNN) classifier as follows. We combined the classical cosine measure with the matching 
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factor described by Kwon and Lee (2000) as the similarity measure. The weighting of the document 
terms results from the product of our typographical weighting approach described before and the clas-
sical inverse document frequency (IDF).

In order to make our results more comparable to other publications, we have considered no informa-
tion about document hierarchy. Furthermore, we have slightly modified the statistic feature selection 
methods “mutual information” (MI) and “chi square” (Yang & Pedersen, 1997), both of which are based 
on the binary decision as to whether a document contains a term or not, as follows. We have replaced 
the binary probabilities in the feature selection methods with the numeric term probabilities because 
these methods do not evaluate the real relevance of a term in a document and our typographical weights 
would not affect the feature evaluation process. 

Due to the lack of freely available test collections with typographically enriched text documents, 
we have evaluated our approach using the freely available HTML test collections “4 Universities Data 
Set” and “7sectors Data Set” from the “CMU World Wide Knowledge Base” (Web-KB) project and 
our own selection of publications from the “ACM Digital Library” in PDF format. In order to get the 
typographic values of the documents of the HTML test collections, the HTML code was rendered by 
the JEditorPane of the J2SE 5.05, before the beginning of the typographic evaluation. This guarantees 
that HTML documents are evaluated in the same way as PDF or other document formats.

Following the setup in Nigam et al. (1998), we only used the classes “course,” “faculty,” “project,” 
and “student” for the evaluation of the “4 Universities Data Set,” and we used the pages from Cornell 
University for testing, while all other pages were used as training base.

We have evaluated the “7sectors Data Set” by randomly selecting 80% of the documents for the 
classification tests and using the remaining 20% as the training base.

For the ACM test collection, we used retrieval queries to the “ACM Digital Library” with labels 
from the “CCS classification tree”6 in order to index at most 20 PDF documents for each class. Of these 
documents, 25% were used for the classification tests.

In our evaluation, we want to show the improvement which is possible by the usage of typographic 
information contained in text documents. So we have removed documents without typographic infor-
mation from all test collections, since they would have led to false results otherwise. In all tests, we 
only considered categories containing at least six documents after the removal of the documents for 
classification tests and the deletion of the documents without typographic information. Details of the 
resulting test collections can be inferred from Table 7.

The global MI evaluation proved to be the best method for the selection of the features of the “4 
Universities Data Set,” however, the local chi square evaluation was better for the other two test collec-
tions. Unlike other approaches, we did not select a constant number of features per category. Instead, we 
selected the number of features depending on the sum of the best feature weights of the current category. 
The higher the best weights of a category, the fewer terms of this category used for classification.

We used the micro averaged precision recall break even point (Lewis, 1992), a usual performance 
measure for text classification, for evaluating the classification tests. This measure is shown depend-
ing on the number of selected features in the following Figures, 3 to 5, each of which contains three 
curves. The thin curve shows the classification quality of a conventional purely frequency-based kNN 
classifier. The dashed curve shows the quality of a frequency-based kNN classifier with relative feature 
selection, and the relative selection of the features per category for the chi square feature selection, 
described before. The bold curve shows the quality of this kNN classifier with additional consideration 
of our typographical weights.
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Table 7. Details of the measured test collections

4 Univ. 
Data Set 

7sectors 
Data 
Set

ACM Test 
Collection

Categories 4 47 149

Training 
Documents 3,680 725 1,636

Training 
Terms 36,932 12,986 110,908

Tests 200 2,942 454

Figure 3. Evaluation of the “4 universities data set” 
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Figure 4. Evaluation of the “7sectors data set” 
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The total improvement of our approach can be seen by comparing the bold curve and the thin curve 
of the Figures 3, 4, and 5. The classification quality of our typography-weighted kNN classifier is up to 
6% better than a purely frequency-based kNN classifier within all test collections. A further interesting 
improvement can be seen in Figure 4: The bold curve shows that our typography-weighted kNN classifier 
reaches its saturation substantially earlier than the purely frequency-based kNN classifier represented 
by the thin plotted line. That is, our approach achieves the same classification quality as the purely fre-
quency-based kNN classifier with at most 30% of the features. We regard this significant performance 
improvement as one of the major advantages of our improved typography-sensitive term weighting. 

Additionally, the dashed curve shows the improvement, which is reached by the described relative 
feature selection and the relative selection of the features per category alone. Figures 3 and 4 however 
show that these approaches lead to a better total result when combined with typographical weighting. 
Figure 5 also shows that typographical weighting does not always achieve an improvement. In case of 
the ACM publications, this is caused by the fact that ACM publications contain only sparse typographic 
information. For example, often only the title and the section headings are emphasized, some of which 
are filtered by the feature selection because of their frequent occurrence, e.g., “abstract,” “introduction,” 
“related work,” “summary,” “conclusion,” “references,” etc.

suMMar y and c onclusion

Content-based classification of text documents is essential for intelligent document management sys-
tems. The crucial aspect of different classification algorithms for text documents is the classification 
quality, which can be improved if the textual content is enriched with further information. However, for 
the majority of text documents, enriched XML versions of the documents are not available. Therefore, 
typographic information is the only additional information that these text documents offer beyond the 
text itself. We have presented two typographical weighting approaches, and we have implemented and 

Figure 5. Evaluation of the “ACM data set” 
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evaluated classification systems that have been enhanced and improved by our typographical weight-
ing approaches. 

The main aspects of our approaches are the usage of the typographical information contained in 
text documents and a higher weighting of certain emphasized text passages, which differ from plainly 
typed text. As the evaluation shows, the usage of typographic information significantly improves the 
classification of text documents. We consider this approach to be a useful extension to all information 
retrieval processes. Using the typographic information contained in text documents also improves other 
information retrieval approaches such as text clustering or the focused crawling process which was 
described in (Gräfe & Werner, 2004).
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a Bstract  

Web mining aims for searching, organizing, and extracting information on the Web and search engines 
focus on searching. The next stage of Web mining is the organization of Web contents, which will then 
facilitate the extraction of useful information from the Web. This chapter will focus on organizing Web 
contents. Since a majority of Web contents are stored in the form of Web pages, this chapter will focus 
on techniques for automatically organizing Web pages into categories. Various artificial intelligence 
techniques have been used; however  the most successful ones are classification and clustering. This 
chapter will focus on clustering. Clustering is well suited for Web mining by automatically organizing 
Web pages into categories each of which contain Web pages having similar contents. However, one prob-
lem in clustering is the lack of general methods to automatically determine the number of categories or 
clusters. For the Web domain, until now there is no such a method suitable for Web page clustering. To 
address this problem, this chapter describes a method to discover a constant factor that characterizes 
the Web domain and proposes a new method for automatically determining the number of clusters in 
Web page datasets. This chapter also proposes a new bi-directional hierarchical clustering algorithm, 
which arranges individual Web pages into clusters and then arranges the clusters into larger clusters 
and so on until the average inter-cluster similarity approaches the constant factor. Having the constant 
factor together with the algorithm, this chapter provides a new clustering system suitable for mining 
the Web. 
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introduction

Web mining aims for finding useful information on the Web (Scime & Sugumaran, 2007; Linoff & 
Berry, 2001; Mena, 1999). The first stage of Web mining is searching. search engines, such as Google, 
focus on searching (Berry & Browne, 1999). Search engines first try to find as many Web pages as 
possible on the Internet. This is done by Web crawlers, which go from Web pages to Web pages to 
retrieve as many addresses (URLs) of Web pages as possible. Since current search engines use keyword 
search, keywords on each Web page found by the Web crawler are stored on databases for fast retrieval 
(Baberwal & Choi, 2004). 

The next stage of Web mining is the organization of Web contents, which is the objective of this 
chapter. Since majority of Web contents are stored in the form of Web pages, current search engines 
and most current researches focus on organizing Web pages (Choi, 2001). Search engines, such as 
Google, focus of ordering Web pages based on the relevance of the Web pages in relating to the search 
keywords. Some search engines, such as Yahoo, also try to organize Web pages into categories. Yahoo 
tries to classify Web pages manually by having people read the contents of the Web pages and assign 
them to categories. Since the number of Web pages on the Internet has grown to the order of several 
billions, the manual method of classifying Web pages has been proved to be impractical. Thus, most 
current researches in Web mining focus on automatically organizing Web pages into categories (Choi 
& Yao, 2005; Yao & Choi 2007). 

Various Artificial Intelligence techniques have been used to facilitate the process of automatically 
organizing Web pages into categories. Two of the most successful techniques are automatic classifi-
cation and clustering. Web page classification assigns Web pages to pre-defined categories (Choi & 
Yao, 2005). Since defining a category is not an easy task, machining learning methods have been used 
to automatically create the definition from a set of sample Web pages (Choi & Peng, 2004). Web page 
clustering does not require pre-defined categories. It is a self-organization method based solely on 
measuring whether a Web page is similar to others. It groups Web pages having similar contents into 
clusters. This chapter will focus on automatic clustering of Web pages. 

The organization of Web contents will then facilitate the final stage of Web mining, which is the 
extraction of useful information from the Web. Nowadays the extraction of useful information from 
the Web is usually done by search engine users, who have to scan Web pages after Web pages in hope 
of finding the useful information and often give up without getting the needed information. The results 
of organizing Web pages into categories or clusters will allow the users to focus on the groups of Web 
pages that are relevant to their needs. 

The future of Web mining is moving toward Semantic Web, which aims for automatically extracting 
useful information from the Web (Antoniou & van Harmelen, 2004). For a computer to automatically 
extract useful information from the Web, the computer first needs to understand the contents of Web 
pages. This is done with the help of natural language understanding and with the help of assigning 
meaningful tags to strings of characters. For instance, a string of digits may be assigned as phone number 
or a string of digits and letters may be assigned as address. Understanding of Web contents will also 
help organizing Web pages into categories and on the other hand the organization of Web contents can 
facilitate the understanding (Choi & Guo, 2003; Peng & Choi, 2005). 

In this chapter, we are interested in cluster analysis that can be used to organize Web pages into 
clusters based on their contents (Choi & Yao, 2005; Yao & Choi, 2007). Clustering is an unsupervised 
discovery process for partitioning a set of data into clusters such that data in the same cluster is more 
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similar to one another than data in other clusters (Berkhin, 2002; Everitt et al., 2001; Jain & Dubes, 
1998; Jain et al., 1999). Typical application areas for clustering include artificial intelligence, biology, 
data mining, information retrieval, image processing, marketing, pattern recognition, statistics, and 
Web mining (Berkhin, 2002; Everitt et al., 2001; Jain et al., 1999). Compared to classification methods, 
cluster analysis has the advantage that it does not require any training data (i.e., the labeled data), but 
can achieve the same goal in that it can arrange similar Web pages into groups. 

The major aspects of the clustering problem for organizing Web pages are: To find the number of clusters 
k	in a Web page dataset, and to assign Web pages accurately to their clusters. Much work (Agrawal et al., 
1998; Dhillon et al., 2001; Ester et al., 1996; Guha et al., 1998a; Guha et al., 1998b; Hinneburg & Keim, 
1999; Karypis & Kumar, 1999; Ng & Han, 1994; Rajaraman & Pan, 2000; Sander et al., 1998; Tantrum 
et al., 2002; Yao & Karypis, 2001; Zhang et al., 1996; Zhao & Karypis, 1999) has been done to improve 
the accuracy of assigning data to clusters in different domains, whereas no satisfactory method has been 
found to estimate k	in a dataset (Dudoit & Fridlyand, 2002; Strehl, 2002) though many methods were 
proposed (Davies & Bouldin, 1979; Dudoit & Fridland, 2002; Milligan & Cooper, 1985). As a matter of 
fact, finding k	in a dataset is still a challenge in cluster analysis (Strehl, 2002). Almost all existing work 
in this area assumes that k	is known for clustering a dataset (e.g., Karypis et al., 1999; Zhao & Karypis, 
1999). However in many applications, this is not true because there is little prior knowledge available 
for cluster analysis except the feature space or the similarity space of a dataset. 

This chapter addresses the problem of estimating k	for Web page datasets. By testing many existing 
methods for estimating k	for datasets, we find that only the average inter-cluster similarity (avgInter) 
need to be used as the criterion to discover k	for a Web page dataset. Our experiments show that when 
the avgInter for a Web page dataset reaches a constant threshold, the clustering solutions for different 
datasets from the Yahoo directory are measured to be the best. Compared to other criterion, e.g., the 
maximal or minimal inter-cluster similarity among clusters, avgInter implies a characteristic for Web 
page datasets. 

This chapter also describes our new clustering algorithm called bi-directional hierarchical cluster-
ing. The new clustering algorithm arranges individual Web pages into clusters and then arranges the 
clusters into larger clusters and so on until the average inter-cluster similarity approaches a constant 
threshold. It produces a hierarchy of categories (see for example Figure 1), in which larger and more 
general categories locate at the top while smaller and more specific categories locate at the bottom of the 
hierarchy. Figure 1 shows the result of one of our experiments for clustering 766 Web pages to produce 
a hierarchy of categories. The top (left-most) category contains all the Web pages (Dataset 1). The next 
level consists of two categories, one of which has 94 Web pages and the other has 672 Web pages. Then, 
each of the two categories has sub-categories and so on, as shown in the figure. This example shows that 
our new clustering algorithm is able to handle categories of widely different sizes (such as 94 comparing 
to 672 pages). By using two measures, purity and entropy, this example also shows that more general 
categories (which have lower purity but higher entropy) locate at the top, while more specific categories 
(which have higher purity but lower entropy) locate at the bottom of the hierarchy. 

The rest of this chapter is organized as follows. The second section gives background and an over-
view of related methods. Our new bi-directional hierarchical clustering algorithm is presented in the 
third section. The fourth section describes the Web page datasets used in our experiments. The fifth 
section provides the experimental details for the discovery of a constant factor that characterizes the 
Web domain. The sixth section shows how the constant factor is used for automatically discovering the 
number of clusters. The seventh section provides the conclusion and future research. 
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Background  and  rela ted  Methods  

In this section we first give the necessary background of cluster analysis and then briefly review existing 
methods for estimating the number of clusters in a dataset. 

The task of clustering can be expressed as follows (Berkhin, 2002; Everitt et al., 2001; Jain et al., 
1999). Let n be the number of objects, data points, or samples in a dataset, m the number of features 
for each data point di	with i ∈ {1,...,n}, and k	be the desired number of clusters to be recovered. Let l 
∈{1,...,k} denote the unknown cluster label and Cl be the set of all data points in the l cluster. Given a 
set of m-dimensional data points, the goal is to estimate the number of clusters k	and to estimate the 
cluster label l of each data point such that similar data points have the same label. Hard clustering as-
signs a label to each data point while soft clustering assigns the probabilities of being a member of 
each cluster to each data point. In the following we present an overview of several common methods 
for estimating k	for a dataset. 

Calinski and Harabasz (1974) defined an index, CH(k), to be: 

( ) / ( 1)( )
( ) / ( )

trB k kCH k
trW k n k

−
=

−
                                (1)

DS1 agricultur, farm, food 
(94, 0.702, 0.879) 
(F1= 0.790)  

agricultur, farm, food 
(91, 0.725, 0.848) 

agricultur, farm, food 
(80, 0.716, 0.861) 

forest, forestri, tree 
(11, 0.909, 0.439) 

 women, navi, trip 
(3, 1.000, 0.000) 

agricultur, farm, food 
(63, 0.885, 0.514) 

magazin, heart, cell 
(11, 1.000, 0.000) 

cosmologi, theori, hole 
(81, 1.000, 0.000) 

astronomi, edu, star 
(672, 0.990, 0.084) 
(F1= 0.974)  

edu, planet, earth 
(190, 0.984, 0.117) 

cosmologi, theori, caltech 
(107, 1.000, 0.000) 

cfa, nineplanet, harvard 
(83, 0.964, 0.224) 

caltech, rai, pb 
(26, 1.000, 0.000) 

cfa, harvard, cfa harvard edu 
(23, 1.000, 0.000) 

astronomi, star, astronom 
(482, 0.992, 0.069) 

meteor, shower, leonid 
(44, 1.000, 0.000) 

nebula, star, cluster 
(174, 1.000, 0.000) 

astronomi, astronom, observatori 
(264, 0.985, 0.113) 

societi, club, astronom 
(118, 0.966, 0.214) 

planetarium, chicago, thoma 
(37, 1.000, 0.000) 

physic, observatori, astronomi 
(109, 1.000, 0.000) 

nineplanet, lpl, arizona edu 
(60, 0.950, 0.286) 

museum, histori, agricultur 
(6, 0.500, 1.000) 

Figure 1. The hierarchical structure produced for dataset DS1. Each box in this figure represents a 
cluster. The format of the description of a cluster is: its top three descriptive terms followed by (no. of 
docs, purity, entropy). Only the descriptions of clusters at the top level contain the F1 scores. 
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where tr	represents the trace of a matrix, B(k) is the between cluster sum of squares with k	clusters and 
W(k) is the within cluster sum of squares with k	clusters (Mardia et al., 1979). The number of clusters 
for a dataset is given by 2arg max ( )k CH k≥ . 

Krzanowski and Lai (1985) defined the following indices for estimating k	for a dataset: 

2/ 2/
1( ) ( 1) m m

k kdiff k k trW k trW−= − −              (2)

                               (3)
| ( ) |( )

| ( 1) |
diff kKL k

diff k
=

+

where m is number of features for each data point. The number of clusters for a dataset is estimated to 
be 2arg max ( )k KL k≥ . 

The Silhouette width is defined (Kaufman & Rousseeuw, 1990) to be a criterion for estimating k	in 
a dataset as follows: 

( ) ( )( )
max( ( ), ( ))

b i a isil i
a i b i
−

=                            (4)

where sil(i) means the Silhouette width of data point i, a(i) denotes the average distance between i	and 
all other data in the cluster which i	belongs to, and b(i) represents the smallest average distance be-
tween i	and all data points in a cluster. The data with large sil(i) is well clustered. The overall average 
silhouette width is defined by /ii

sil sil n= ∑   (where n is the number of data in a dataset). Each k	(k≥2) is 
associated with a ksil  and the k	is selected to be the right number of clusters for a dataset which has the 
largest ksil   (i.e. k	= 2arg maxk ksil≥  ). 

Similarly, Strehl (2002) defined the following indices:
 

1 1 1
1

( )
k

i
j i jj { ,...,i ,i ,...,k}

i i

navgInter k n Inter(C ,C )
n n ∈ − +

=

= ⋅
−∑ ∑          (5)

1
( ) ( )

k

i i
i

avgIntra k n Intra C
=

= ∑           (6)

                               (7)( )( ) 1
( )

avgInter kk
avgIntra k

= −

where avgInter(k) denotes the weighted average inter-cluster similarity, avgIntra(k) denotes the weighted 
average intra-cluster similarity, Inter(Ci,Cj) means the inter-cluster similarity between cluster Ci	with ni	

data points and cluster Cj with nj data points, Intra(Ci) means the intra-cluster similarity within cluster 
Ci, and φ(k) is the criterion designed to measure the quality of clustering solution. The Inter(Ci,Cj) and 
Intra(Ci) are given by (Strehl, 2002) 

,

1( , ) ( , )
a i b j

a bi j d C d C
i j

Inter sim d d
n nC C ∈ ∈

= ∑           (8)

,

2( ) ( , )
( 1) a b i

a bi d d C
i i

Intra sim d d
n nC ∈

=
− ∑          (9)

where da and db	represent data points. To obtain high quality with small number of clusters, Strehl (2002) 
also designed a penalized quality φ T(k) which is defined as 



  ���

Web Mining by Automatically Organizing Web Pages into Categories

2( ) (1 ) ( )T kk k
n

= − .                           (10)

The number of clusters in a dataset is estimated to be 2arg max T
k≥ .

It can be noticed that the above methods cannot be used for estimating k=1 for a dataset. Some other 
methods, e.g., Clest (Dudoit & Fridlyand, 2002), Hartigan (1985), and gap (Tibshirani et al., 2000) were 
also found in literature. 

In summary, most existing methods make use of the distance (or similarity) of inter-cluster and (or) 
intra-cluster of a dataset. The problem is that none of them is satisfactory for all kinds of cluster analysis 
(Dudoit & Fridlyand, 2002; Stehl, 2002). One reason may be that people have different opinions about 
the granularity of clusters and there may be several right answers to k	with respect to different desired 
granularity. Unlike partitional (flat) clustering algorithms, hierarchical clustering algorithms may have 
different k’s by cutting the dendrogram at different levels, hence providing flexibility for clustering 
results. 

In the next section we will present our new clustering algorithm which is used to cluster Web pages 
and to estimate k	for Web page datasets. Throughout this chapter, we use term “documents” or “Web 
pages” to denote Web pages, the term “true class” to mean a class of Web pages which contains Web 
pages labeled with the same class label, and the term “cluster” to denote a group of Web pages in which 
Web pages may have different class labels. 

Bi-directional  hierarchical  clustering  algorith M 

We present our new bi-directional hierarchical clustering (BHC) system (Yao & Choi, 2003, 2007) in 
this section. The BHC system consists of three major steps: 

1.  Generating an initial sparse graph
2.  Bottom-up cluster-merging phase
3.  Top-down refining phase 

These major steps are described in detail in the following subsections. Here we outline the workings of 
the entire system. In the first phase, the BHC system takes a given dataset and generates an initial sparse 
graph (e.g., Figure 2), where a node represents a cluster, and is connected to its k-nearest neighbors by 
similarity-weighted edges. The BHC system then creates a hierarchical structure of clusters in the two 
phases, the bottom-up cluster-merging phase and the top-down refinement phase. During the bottom-up 
cluster-merging phase, two or more nodes (clusters) are merged together to form a larger cluster. Then, 
again two or more clusters are merged and so on until a stopping condition is met. During the top-down 
refinement phase, the BHC system eliminates the early errors that may occur in the greedy bottom-up 
cluster-merging phase. It moves some nodes between clusters to minimize the inter-cluster similarities. 
Thus, these two phases make items in a cluster more similar and make clusters more distinct from each 
other. The key features of the BHC system are that it produces a hierarchical structure of clusters much 
faster than the existing hierarchical clustering algorithms, and it improves clustering results using a 
refinement process, as detailed in the following. 



��0  

Web Mining by Automatically Organizing Web Pages into Categories

Generating an Initial Sparse Graph
 In this subsection we describe how to arrange a set of Web pages to form a weighted graph (e.g., Figure 
2) based on the similarities of Web pages. A Web page is first converted to a vector of terms:
 

di	= (w i1, …, wij, …, wim)                               (11)

where Web page di		has m terms (also called features), and the weights of the features are indexed from 
wi1 to wim. Usually a feature consists of one to three words, and its weight is the number of occurrences of 
the feature in a Web page. Common methods to determine wij are the term frequency-inverse document 
frequency (tf-idf) method (Salton & Buckley, 1988) or the structure-oriented term weighting method 
(Peng, 2002; Riboni, 2002). Many approaches (e.g., Rijsbergen, 1979; Strehl et al., 2000) are then used 
to measure the similarity between two Web pages by comparing their vectors. We choose the cosine 
(Rijsbergen, 1979) as the metric for measuring the similarity, i.e., cos(di, dj) is the cosine similarity 
between Web pages di	and dj. We then define the similarity between two clusters u	and v as: 

,
cos( , )

sim(u,v)
| || |

i j

i j
d u d v

d d

u v
∈ ∈

=
∑

                   (12)

where di	is a Web page within cluster u, dj is a Web page within cluster v, |u|	is the number of Web pages 
in cluster u. 

An initial sparse graph is generated by using the sim(u, v) to weight the edge between two nodes u	
and v. Figure 2 shows an example. Initially each node in the graph contains only one Web page. Each 
node does not connected to all other nodes, but only to k	most similar nodes. By choosing k	small in 
comparison to the total number of nodes, we can reduce the computation time in later clustering pro-
cesses. 

Bottom-Up Cluster-Merging Phase 
In the bottom-up cluster-merging phase we aim at maximizing the intra-similarities of clusters by merg-
ing the most similar clusters together (see Figure 3 for example). To achieve this goal, we transform the 

Figure 2. The initial all-k-nearest-neighbor (Aknn) graph G0 with n nodes (n=8 in this case). Each node 
in this graph contains a single Web page (e.g., node v1 contains Web page d1) and is connected to its 
k-nearest neighbors (k is 3 in this case). The edge connecting two nodes is weighted by the similarity 
between the two nodes. 
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initial sparse graph G0 into a sequence of smaller graphs G1, G2, …, Gt	such that the number of nodes 
|V0|>|V1|>|V2|> … >|Vt|, where a stopping criteria is met at Gt. The nodes in the smallest graph Gt	represent 
the final clusters for a dataset. 

We first define the most similar neighborhood of a node v, Nv(δi), to be a set of nodes fulfilling the 
following condition: 

vN ( ) {u | sim(v,u)  }i i= >                              (13)

where sim(v, u) is the similarity between node v and node u	(see Equation 12), and δi	is an adaptive 
threshold (e.g., δi	=0.543) and is associated with graph Gi. The nodes within Nv(δi) of node v in Gi	are 
merged together to become a new node in the smaller graph Gi+1 (illustrated in Figure 3). The number 
of nodes and the number of edges in the smaller graph are reduced, and the number of Web pages in 
a node in the smaller graph Gi+1 is increased, resulting in grouping similar Web pages into nodes (or 
clusters). 

After new nodes in the smaller graph Gi+1 are formed, the edges between nodes are built under two 
conditions: (1) similarity between two nodes is greater than zero and (2) a new node is connected to at 
most k	most similar nodes. Furthermore, since v i v i 1N ( ) N ( )+⊆  whenever i i 1+≥ , we design 

δi+1= δi / β                                        (14)

where β>1 is a decay factor (Rajaraman & Pan, 2000), which defines a weaker neighborhood for the 
smaller graph Gi+1 in order to continue to transfer Gi+1 into another smaller graph. Therefore this is an 
iterative procedure to transfer the initial graph G0 to the sequence of smaller graph G1, G2, …, Gt	such 
that |V0|>|V1|>|V2|> … >|Vt|. The decay factor β controls the speed of reducing the value of threshold δ in 
a way that δ0 =1/ β, δ1 = δ0/ β, …, δt	= δt-1/ β. The faster the value of δ is reduced, the more nodes in the 
current graph Gi	may be grouped to be a new node in the next smaller graph Gi+1, producing less new 
nodes in Gi+1. Therefore the decay factor β determines the speed of reducing the number of the sequence 
of smaller graphs. A larger β will result in a fewer number of levels in the hierarchical structure. 

A stopping factor is required to terminate this bottom-up cluster-merging procedure. The details for 
the discovery of a stopping factor for Web page datasets are provided in the fifth section. This bottom-

Figure 3. Illustration of the bottom-up cluster-merging procedure. The nodes at the same level are nodes 
in a same graph. Some nodes at the lower level are merged to form a single node at the higher level. 
The two nodes at the top level represent the two final clusters in this example. 

                 v1      v2    v3    v4   v5    v6   v7    v8
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up cluster-merging phase is a greedy procedure, which may contain errors or fall into local minima. To 
address this problem, we apply a top-down refinement procedure. 

Top-Down Refinement Phase 
The top-down refinement phase refines the greedy clustering results produced by the bottom-up cluster-
merging phase (see Figure 4 for example). The objective in this phase is to make clusters more distinct 
from each other. 

We first define the term sub-node: a sub-node s	of a node u	in a graph Gi+1	 is a node s	in graph Gi. 
For instance in Figure 5, node x is a sub-node of node u. The top-down refinement procedure operates 
on the following rule: If a sub-node x of a node u	is moved into another node v and this movement results 
in reduction of the inter-similarity between the two nodes, then the sub-node x should be moved into 
the node v. The reduction of the inter-similarity between two nodes, u	and v, by moving a sub-node x 
from node u	to node v can be expressed by a gain function which is defined as: 

( , ) ( , ) (( ),( ))xgain u v sim u v sim u x v x= − − +              (15)

where u-x means the node after removing sub-node x out of u, and v+x means the node after adding 
sub-node x into v. Although a sub-node is considered to be moved into any of its connected nodes, it is 
moved only to its connected node that results in the greatest positive gain. To keep track of the gains, a 
gain list is used and its implementation can be found in, e.g., Fiduccia and Mattheyses (1982). 

Our refinement procedure refines clustering solution from the smallest graph, Gt, at the top level to 
the initial graph, G0, at the lowest level (see Figure 4). Sub-nodes are moved until no more positive gain 
will is obtained. For the example shown in Figure 4, two sub-nodes are moved to different clusters. 

This refinement procedure is very effective in climbing out of local minima (Hendrickson & Leland, 
1993; Karypis & Kumar, 1999). It not only finds early errors produced by the greedy cluster-merging 
procedure, but also can move groups of Web pages of different sizes from one cluster into another cluster 
so that the inter-cluster similarity is reduced. 

The nodes in graph Gt	at the top level in the hierarchical structure (see Figure 4) generated after the 
top-down refinement procedure represent final clusters for a dataset. The resultant hierarchical structure 

Figure 4. Illustration of top-down refinement procedure. (a) Shows the bottom-up clustering solution, 
which is used to compare the improvement produced by the top-down refinement procedure. (b) Shows 
the final clustering solution after the top-down refinement procedure. The dashed lines in (b) indicate 
the error correction. The hierarchical structure in (b) can be used for users to browse Web pages. 
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can be used for Web browsing, with larger and more general clusters at higher levels while smaller and 
more specific clusters are at lower levels. 

Web Page datasets for experiments 

For testing our bi-directional hierarchical clustering algorithm and for discovering a new constant 
stopping factor, we conducted a number of experiments on Web page datasets. Here we report four 
Web page datasets taken from Yahoo.com (see Table 1) representing datasets with different sizes and 
different granularity and we skip other datasets for brevity since their experimental results were found 
to have similar quality. The first dataset, DS1, contains 766 Web pages which are randomly selected 
from two true classes: agriculture and astronomy. This dataset is designed to show our method of es-
timating the number of clusters k	in a dataset which consists of clusters of widely different sizes: The 

Table 1. Compositions of four representative Web page datasets 

DS1: true classes = 2, the number of Web pages= 766, dimension= 1327
true class (the number of Web pages):

agriculture(73) astronomy(693)

DS2: true classes = 4, the number of Web pages=664, dimension=1362
astronomy(169) biology(234) alternative(119) mathematics(142)

DS3: true classes = 12, the number of Web pages = 1215, dimension= 1543
agriculture(108) astronomy(92) evolution(74) genetics(108) health(127) 

music(103) taxes(80) religion(113) sociology(110) jewelry(108) network (101) 
sports(91)

DS4: true classes = 24, the number of Web pages = 2524,dimension= 2699
agriculture(87) astronomy(96) anatomy(85) evolution(76) plants(124) 

genetics(106) mathematics(106) health(128) hardware(127) forestry(68) 
radio(115) music(104) automotive(109) taxes(82) government(147) 

religion(114) education(124) art(101) sociology(108) archaeology(105) 
jewelry(106) banking(72) network (88) sports(146)

Figure 5. Moving a sub-node x into its connected node with the greatest gain 

x 
v 

u 

v’ 
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number of Web pages from the astronomy true class is about ten times the number of Web pages from 
the agriculture true class. The second dataset, DS2, contains 664 Web pages from 4 true classes. The 
third dataset, DS3, includes 1215 Web pages from 12 true classes. In order to show the performance 
on a more diverse dataset, we produce the forth dataset, DS4, which consists of 2524 Web pages from 
24 true classes. After we remove stop words and conduct reduction of dimensionality (Yao, 2004), the 
final dimension for each dataset is listed in Table 1. 
 
d iscovery of a Constant f actor 

In this section, we outline our experiments for the discovery of a constant factor that characterizes the 
Web domain and makes our clustering algorithm applicable for clustering Web pages. For all experi-

Figure 6. The impact of avgInter on clustering performances for four representative Web page datas-
ets	

For dataset DS1 (the number of true classes is 2): 

0.���

0.��� 0.��� 0.��� 0.���

0

0.�

0.�

0.�

0.�

�

� �.� �.� �.�� �.�
Avginter

f
1

 

�

� � �
�

0

�

�

�

�

� �.� �.� �.�� �.�
AvgInter

k

 
(a-1)   (a-2) 

 
For dataset DS2 (the number of true classes is 4): 

0.���0.���0.���0.���0.���

0
0.�

0.�
0.�

0.�
�

� �.� �.� �.�� �.�
Avginter

f
1

 

��

� � � �

0

�

�0

��

� �.� �.� �.�� �.�
Avginter

k

 
(b-1)   (b-2) 

 
For dataset DS3 (the number of true classes is 12): 

0.���0.��0.���0.���0.���

0

0.�

0.�

0.�

0.�

�

� �.� �.� �.�� �.�
Avginter

f1

 

��

��
�� �� ��

0

�0

�0

�0

�0

�0

� �.� �.� �.�� �.�
Avginter

k 

 
(c-1)   (c-2) 

 
For dataset DS4 (the number of true classes is 24): 
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ments, we use the metric, F1 measure (Larsen & Aone, 1999; Zhao & Karypis, 1999), which makes 
use of true class labels of Web pages, to measure the quality of clusters in a Web page dataset. The F1 

measure indicates how well a cluster solution matches the true classes in the real world (e.g., the Yahoo 
directory). In general, the greater F1 score, the better clustering solution. 

In our experiments we test the existing methods CH(k), KL(k), ksil , φ(k) and φT(k) (see the second 
section) to discover the number of clusters k	for Web page datasets. These five metrics are computed for 
different k’s for a Web page dataset. However, none of them works well. Our tests results showed that for 
any dataset in Table 1 their estimated k	is more than 5 times different from the true number of classes 
in the Web page datasets and the  corresponding cluster solutions have a lower than 0.3 F1 score. 

After many trials, we find that avgInter(k) for any dataset in Table 1 reaches a common threshold 
of 1.7, when the F1 measure of the cluster solution for a dataset is greatest. The relation between the 
thresholds of avgInter(k) and the F1 scores of a cluster solution, and the relation between the thresholds 
of avgInter(k) and k’s for the four Web page datasets are illustrated in Figure 6. 

In Figure 6 (a-1), (b-1), (c-1) and (d-1), the F1 scores of cluster performances for the four datasets 
reach the maximal values when the threshold of avgInter is 1.7, and further increasing or reducing the 
threshold of avgInter would only worsen the F1 scores for the datasets DS1, DS2, DS3 and DS4. In other 
words, once the weighted average inter-cluster similarity (avgInter) reaches the common threshold, 1.7, 
the cluster solution is found to be best for a Web page dataset. This shows that, unlike other metric such as 
CH(k), KL(k), ksil , or φ T(k), avgInter implies a common characteristic in different Web page datasets. 

Figure 6 (a-2), (b-2), (c-2) and (d-2) show the k’s for four Web page datasets produced by setting dif-
ferent thresholds for avgInter. In Figure 6 (a- 2) it is shown that the avgInter method is able to find k=1 
while many existing methods are unable to do so. As shown in the figure, when avgInter reaches 1.7, 
the best estimated values for k	is found to be 2 for DS1, 5 for DS2, 21 for DS3 and 40 for DS4. 

The estimated k	is usually greater than the number of true classes in a Web page dataset because 
outliers are found and clustered into some small clusters, and a few true classes are partitioned into 
more than one cluster with finer granularity. This situation is exactly shown in Table 2, which shows 
the clustering solution for the most diverse dataset, DS4, obtained when the threshold of avgInter is 
1.7. The naming for a newly formed cluster is by selecting the top three descriptive terms. The rank-
ing of descriptive terms for a cluster is conducted by sorting the 'lj jtf df  values of terms in the cluster 
(tflj′ is defined to be the number of Web pages containing term tj in cluster Cl and dfj is the document 
frequency (Yang & Pedersen, 1997) of tj). It can be noted that for most true classes, a true class has a 
dominant cluster in Table 2. For instance, the dominant clusters for true class astronomy, anatomy and 
evolution are cluster C1, C4 and C5, respectively. We can see several true classes have been partitioned 
more precisely into more than one cluster; e.g., true class automotive has been separated into cluster C17 

which is more related to car and auto, and cluster C18 more related motorcycle and bike, as indicated by 
their top descriptive terms. Similar situation happens to true class agriculture, health, education and 
archaeology, each of which has been partitioned into two clusters. As shown in Table 2, outliers, which 
have low purity scores, can be found as cluster C32, C33, …, and C40. 

discovering the number of Clusters 

The constant factor described in the last section can be used to estimate the number of clusters in a 
clustering process. The number of clusters k	for a Web page dataset is estimated to be: 
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Table 2. The clustering solution for dataset DS4

Cluster
The 
number of 
web pages

The majority’s 
true class label Purity F1 Top 3 descriptive terms

C1 106 Astronomy 0.840 0.881 moon, mar, orbit

C2 29 Agriculture 0.793 0.397 pest, weed, pesticid

C3 24 Agriculture 0.917 crop, wheat, agronomi

C4 64 Anatomy 0.906 0.779 anatomi, muscl, blood

C5 64 Evolution 0.750 0.686 evolut, darwin, erectu

C6 116 Plants 0.776 0.750 plant, flower, garden

C7 161 Genetics 0.565 0.682 genom, genet, clone

C8 101 Mathematics 0.782 0.763 mathemat, math, algebra

C9 94 Health 0.649 0.550 mental, therapi, health

C10 32 Health 0.875 grief, bereav, heal

C11 115 Hardware 0.452 0.430 font, px, motherboard

C12 21 Hardware 0.857 keyboard, pc, user

C13 83 Forestry 0.675 0.742 forest, forestri, tree

C14 86 Radio 0.709 0.607 radio, broadcast, fm

C15 70 Music 0.800 0.644 guitar, music, instrum

C16 13 Music 1.000 drum, rhythm, indian

C17 86 Automotive 0.849 0.749 car, auto, automot

C18 20 Automotive 0.800 motorcycl, bike, palm

C19 120 Taxes 0.633 0.752 tax, incom, revenu

C20 155 Government 0.806 0.828 congressman, hous, district

C21 108 Religion 0.824 0.802 christian, bibl, church

C22 92 Education 0.761 0.648 montessori, school, educ

C23 43 Education 0.767 homeschool, home school, 
curriculum

C24 60 Art 0.833 0.621 paint, canva, artist

C25 89 Sociology 0.831 0.751 sociologi, social, sociolog

C26 59 Archaeology 0.864 0.622 archaeologi, archaeolog, 
excav

C27 18 Archaeology 0.722 egypt, egyptian, tomb

C28 120 Jewelry 0.817 0.867 jewelri, bead, necklac

C29 91 Banking 0.659 0.736 bank, banker, central bank

C30 92 Network 0.565 0.578 network, dsl, storag

C31 159 Sports 0.824 0.859 soccer, footbal, leagu

C32 1 Religion 1.000 struggl, sex, topic

C33 8 Religion 0.250 domain, registr, regist

C34 10 Plants 0.300 florida, loui, ga, part, 
pioneer,

C35 1 Archaeology 1.000 guestbook, summari, screen

C36 3 Genetics 0.333  pub, patch, demo

continued on following page
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C37 3 Music 0.333 bell, slide, serial

C38 1 Sociology 1.000 relief, portrait, davi

C39 2 Music 0.500 ontario, predict, archaeolog

C40 4 Music 0.250 unix, php, headlin

overall 2524 0.740 0.698

Table 2. continued

arg max( ( ) 1.7)
k

avgInter k ≤  where 1≤k≤n.             (16)

The avgInter(k) is computed for different k’s. The k	that results in avgInter(k) as close to (but less 
than) the threshold 1.7 is selected to be the final k	for a Web page dataset. 

For our bi-directional hierarchical clustering system, we determine the number of clusters by using 
the constant as the stopping factor in the clustering process. Our hierarchical clustering process starts 
by arranging individual Web pages into clusters and then arranging the clusters into larger clusters 
and so on until the average inter-cluster similarity avgInter(k) approaches the constant. As clusters are 
grouped to form larger clusters the value of avgInter(k) is reduced. This grouping process (bottom-up 
cluster-merging phase) is stopped when avgInter(k) approaches 1.7. The final number of clusters is au-
tomatically obtained as the result. 

conclusion  and  future  research

Since the Web contains vast amount of information, Web mining has been proved to be am important 
area of research. In this chapter, we focused on automatically organizing Web pages into categories by 
clustering. Although many methods of finding the number of clusters for a dataset have been proposed, 
none of them is satisfactory for clustering Web page datasets. Finding the number of clusters for a da-
taset is often treated as an ill-defined question because it is still questionable how well a cluster should 
be defined. By recognizing this status, we preferred hierarchical clustering methods, which allow us 
to view clusters at different levels with coarser granularity at the higher level and finer granularity at 
the lower level. For Web mining in particular, our bi-directional hierarchical clustering method is able 
to arrange Web pages into a hierarchy of categories that allows users to browse the results in different 
levels of granularities. 

Besides proposing the new bi-directional hierarchical clustering algorithm, we investigated the 
problem of estimating the number of clusters, k, for Web page datasets. We discovered that the aver-
age inter-cluster similarity (avgInter) can be used as a criterion to estimate k	for Web page datasets. 
Our experiments showed that when the avgInter for a Web page dataset reaches a threshold of 1.7, the 
clustering solutions achieve the best results. Compared to other criteria, avgInter implies a character-

(F1 scores are given only for 24 clusters because those clusters represent true classes in dataset DS4. The purity (Strehl et al., 
2000) and the top three descriptive terms are given for each cluster.)  
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istic for Web page datasets. We then use the threshold as a stopping factor in our clustering process to 
automatically discover the number of clusters in Web page datasets. 

Having the new stopping factor for the Web domain together with the new bi-directional hierarchi-
cal clustering algorithm, we have developed a clustering system suitable for mining the Web. We are 
working to incorporate the new clustering system into our information classification and search engine 
(Baberwal & Choi, 2004; Choi, 2001; Choi & Dhawan, 2004; Choi & Guo, 2003; Choi & Peng 2004; 
Yao & Choi, 2003, 2005, 2007; Chen & Choi, 2008). 

The future of Web mining is moving toward Semantic Web. Future works include developing new 
systems for automatically extracting useful information from the Web and creating new systems to use 
the vast amount of information contained on the Web. 
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a Bstract

Mobile user data mining is about extracting knowledge from raw data collected from mobile users. There 
have been a few approaches developed, such as frequency pattern (Goh & Taniar, 2004), group pattern 
(Lim, Wang, Ong, et al., 2003; Wang, Lim, & Hwang, 2003), parallel pattern (Goh & Taniar, 2005) 
and location dependent mobile user data mining (Goh & Taniar, 2004). Previously proposed methods 
share the common drawbacks of costly resources that have to be spent in identifying the location of the 
mobile node and constant updating of the location information. The proposed method aims to address 
this issue by using the location dependent approach for mobile user data mining. Matrix pattern looks 
at the mobile nodes from the point of view of a particular fixed location rather than constantly follow-
ing the mobile node itself. This can be done by using sparse matrix to map the physical location and 
use the matrix itself for the rest of mining process, rather than identifying the real coordinates of the 
mobile users. This allows performance efficiency with slight sacrifice in accuracy. As the mobile nodes 
visit along the mapped physical area, the matrix will be marked and used to perform mobile user data 
mining. The proposed method further extends itself from a single layer matrix to a multi-layer matrix in 
order to accommodate mining in different contexts, such as mining the relationship between the theme of 
food and fashion within a geographical area, thus making it more robust and flexible. The performance 
and evaluation shows that the proposed method can be used for mobile user data mining.
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introduction

Data mining (Agrawal & Srikant, 1994, 1995; Chen & Liu, 2005; Xiao, Yao, & Yang, 2005) is the field 
of research which aims to extract useful and interesting patterns out from source datasets supplied to the 
algorithm. Data mining is an emerging field which allows organisations such as business and govern-
ment who have a huge amount of datasets stored in very large database to be able to benefit from the 
algorithms by converting datasets into patterns and eventually studied and becomes useful knowledge. 
Data mining is still an ongoing research, and previously available outcomes from data mining include 
association rules, sequential patterns which derives useful patterns by analysing market basket (Agrawal 
& Srikant, 1994, 1995), which is the list of items customers buy in a supermarket. Other previously 
proposed methods in data mining includes time series analysis (Barbar’a, Chen, & Nazeri, 2004; Han, 
Dong, & Yin, 1999; Han, Gong, & Yin 1998), brain analysis (Claude, Daire, & Sebag, 2004), Web log 
pattern analysis (Christophides, Karvounarakis, & Plexousakis, 2003; Eirinaki & Vazirgaiannis, 2003; 
Wilson & Matthews, 2004), increasing overall efficiency of data mining in very large databases (Han, 
Pei, & Yin, 2000; Li, Tang, & Cercone, 2004; Thiruvady & Webb, 2004), data mining on data warehouses 
(Tjioe & Taniar, 2005), security of private data in data mining (Oliveira, Zaiane, & Saygin, 2004) and 
spatial, location dependent data mining (Hakkila & Mantyjarvi, 2005; Koperski & Han, 1995; Lee, Xu, 
Zheng, & Lee, 2002; Tse, Lam, Ng, & Chan, 2005).

Mobile user data mining (Goh & Tanair, 2004a, 2004b, 2005; Lee, Xu, Zheng, & Lee, 2002; Lim, 
Wang, Ong, et al., 2003) is an extension of data mining which specializes in looking at how useful 
patterns can be derived from the raw datasets collected from mobile users. In a mobile environment, 
two types of entities can usually be found: static nodes, which are fixed entities such as the wireless 
access points, and mobile nodes, which are the mobile entities which have the flexibility to move along 
in the environment, such as the personal digital assistant, mobile phones, and laptop computers. The 
raw datasets from mobile users comes from the physical movement logs of mobile users, the items that 
mobile users purchased over time, the location of static nodes and their properties and the context in 
which the mobile users went into over a timeframe.

This chapter aims to propose a new method for finding relationships among two locations in a mobile 
environment in order to determine the nature of how mobile users visit them. This mobile user data mining 
method could reduce the consumption of resources for mobile user data mining by using the strategy of 
gathering data only to the extent that is relevant for the desired accuracy. In this proposed method, the 
covered area for mobile user data mining is first surveyed and mapped into a matrix, which could be a 
dense or sparse matrix depending on the amount of items marked into the matrix. Once this mapping 
is done, the matrix is used when the mobile user starts visiting the physical locations and the visiting 
behaviours are recorded based on the position in the matrix which the mobile users have contacted. 
This data is then used for data mining purposes, thus reducing the requirement for constantly identify-
ing and gathering of the latest position information of the mobile users. The elimination of the need to 
constantly identify the mobile nodes reduces the performance cost required to gather the source data. By 
using a matrix to identify the mobile users, the behaviours are then totally marked on the matrix itself 
using simple markers. The chapter also further extends the proposed method by using a multi-layered 
matrix, which is required to accommodate mining the relationships among two contexts.

The motivation for matrix pattern evolves from mobile user data mining (Goh & Taniar, 2004a; Lee, 
Xu, Zheng, & Lee, 2002; Lim, Wang, Ong, et al., 2003). First, frequency pattern (Goh & Taniar, 2004a) 
is developed which finds out the group characteristics among mobile users based on their frequency of 
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communication, in contrast to group pattern (Wang, Lim, & Hwang, 2003) which uses the geographi-
cal distance to determine group characteristics behaviour. Later, it was found that the location itself 
represents another dimension of mobile user data mining instead of the mobile user view. It then leads 
to place the subject matter to the location, and the location dependent mobile data mining technique 
(Goh & Taniar, 2004b) was developed. Matrix pattern further enhances the method by drawing the 
grid lines in the mobile environment in order to improve the performance of mobile user data mining 
in the location dependent mode.

The rest of the chapter is organised as follows. The second section provides background for con-
cepts that need to be understood for better understanding of the proposed method. The next section 
gives an overview of the previously proposed method and compares against the proposed method and 
distinguishes the strength of the proposed method against the weaknesses of the previously proposed 
method. The section following details the proposed method, including the algorithms. The subsequent 
section provides the performance evaluations for the proposed method and the final section provides 
the conclusion for this project.

Background

This section will describe three concepts that are required to understand this chapter. First, how the 
mobile environment works, such as the interaction between mobile nodes and static nodes within the 
mobile network. Then it further describes how the mobile nodes can be identified by using static nodes 
or another identification mechanism in a mobile environment. Finally, this section describes the differ-
ence between the sparse and dense matrix, and how the matrix pattern will fit into the dense or sparse 
matrix.

The Mobile environment

Generally, a mobile environment (Goh & Taniar, 2004a; Lim, Wang, Ong, et al., 2003; Wang, Lim, & 
Hwang, 2003) consists of a set of static nodes {s1, s2, s3, s4} and mobile nodes {m1, m2, m3, m4}. A node 
refers to machines and often to an individual component of a network. Static nodes (Goh & Taniar, 
2004a) refer to devices which remain static in the mobile environment over time. Mobile nodes (Goh & 
Taniar, 2004a) refer to devices which move along the mobile environment over time. All nodes in the 
mobile environment run on a network and comply with a pre-agreed protocol in order to remain to be 
able to communicate with each other.

Figure 1 shows an example of a mobile environment (Goh & Taniar, 2004a; Lim, Wang, Ong, et al., 
2003; Wang, Lim, & Hwang, 2003). The dotted line represents the connectivity between the mobile node 
and the static node. It is a dotted line because the connection can change from time to time depending 
on the traffic and also depending on the current location of the mobile node (Goh & Taniar, 2004a). It 
usually consists of more mobile nodes than static nodes. This is because static nodes are usually placed 
in the mobile environment in order to provide support, such as storage resources, memory, and process-
ing power to the mobile nodes because mobile nodes are often low in power and lack resources as items 
have to be removed in order to make it more mobile. Each mobile node (Goh & Taniar, 2004a) in the 
mobile environment (Goh & Taniar, 2004a; Lim, Wang, Ong, et al., 2003; Wang et al., 2003) often is 
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associated with at least one static node in order to remain in the network and be able to communicate 
with other mobile nodes by means of using the static node as the proxy for communication.

Identification of Mobile nodes

The identification of mobile nodes (Goh & Taniar, 2004a) in the mobile environment (Goh & Taniar, 
2004a, 2004b; Wang et al., 2003) can be classified into two categories, namely the identification of the 
mobile node itself and the identification of the mobile node in relation to the physical location in the 
mobile environment. The identification of the mobile node itself can be done by sharing the pre-exist-
ing feature of the network system, such as the IEEE 802.11b wireless network system (Wang et al., 
2003). The network runs by using ethernet protocol in the data link layer, and the TCP/IP protocol in 
the network and transport layer.

In the ethernet protocol (Wang et al., 2003), each and every single node in the network must have 
identification. This identification is formatted as a sequence of hexadecimal digits, such as 00-0F-20-
AC-FF-AF. This number is unique globally. The second identification method in the network is to use 
IP address, such as 192.128.1.1. However, this may pose a problem in a complex network which the 
network can be segmented to many different parts and different parts of the network can have machines 
of the same IP address (Goh & Taniar, 2005).

The best means of identification of mobile nodes is at the application layer which uses username 
and domain names to identify the mobile nodes, such as john@science.university.edu. This not only 
identifies the machine but also identifies the person using the machine and can eliminate the problem 
which arises from multiple users sharing a single machine.

Matrices in Mobile environment

Matrices will be used in this chapter as a means to draw grid lines in the mobile environment. Through 
the use of matrices (Goh & Taniar, 2004b), each individual spot in the mobile environment can be bet-

Figure 1. Mobile environment
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ter represented in a discrete form by using x axis and y axis. The benefit of this enhances the pinpoint 
of location in the mobile environment (Goh & Taniar, 2004b), and it will be used to find the hot spots 
where a mobile user frequents.

Matrix (Ashcraft & Liu, 1998) is a concept from discrete mathematics. It is a list of items, such as 
numbers, arranged in a pre-defined sequence which has the width (m) and length (n) specified (Goh & 
Taniar, 2004b). The number of items available for storing into a matrix is equal to the product of m and 
n. For example, if m = 10, and n = 10, the number of storage space available in this 10*10 matrix is 100. 
A matrix (Ashcraft & Liu, 1998) can be categorized into dense matrix or sparse matrix. The dense and 
sparse categorisation is done by looking at how dense the dataset appears in a matrix. If the matrix has 
meaningful data filled more than 50% of the matrix, it is referred to as dense matrix (Ashcraft & Liu, 
1998), and if the matrix has meaningful data filled at less than 50%, it is considered as sparse matrix 
(Ashcraft & Liu, 1998).

The issue of dense or sparse matrix (Ashcraft & Liu, 1998) is of little concern in this proposed 
method, as the matrix is used as a method for mapping the physical location map to itself, and serves 
as a physical location divider and numbering system provider. Therefore, in this proposed method, the 
matrix (Ashcraft & Liu, 1998) can either be dense or sparse. However, it would be a sparse matrix most 
of the time, as items of interest to the data miner and related to the problem to be solved should be at 
a distance from each others, otherwise, if they are very near, they should be considered as one single 
unit rather than two separate units.

Pro Posed Method: Matri X Pattern

A matrix is a storage component which contains multiple storage areas across the horizontal and verti-
cal paths in a two dimensional plane (Ashcraft & Liu, 1998). The position of each storage location in 
the matrix is fixed, and all location must have a value stored. The size of the matrix that is the length of 
the horizontal and vertical plane can be adjusted depending on the nature of problem to be solved. It is 
important to note that matrix consists of multiple storage areas and the purpose of doing so will greatly 
enhance the efficiency of problem solving.

In this paper, we propose a method for using matrix to solve the problem of mobile user data mining. 
The problem of mobile user data mining is to address the challenges of using source data obtained from 
mobile users in order to find out useful patterns. These patterns can then be translated into knowledge, 
whenever the format of the pattern is disclosed. In order to meet the challenge, matrix pattern is pro-
posed.

Matrix pattern is represented as a single matrix or multiple matrices in which each storage area in 
the matrix is representing a single static node. An example of static node is the wireless network access 
point, which provides the bandwidth to the mobile users. In order to provide the pattern of the behaviour 
of mobile users, the relationships in between each storage areas of the matrix is defined. The relation-
ship between two storage areas in the matrix is defined as: X → Y = {0% → 100%}. The relationship is 
directional, which translates to X → Y ≠ Y → X. Each relationship comes with a magnitude of deepness 
of the relationship, which is represented as a percentage with lowest value of 0% and highest value of 
100%.

Each of the storage area in the matrix represents a single static node in the mobile environment. Static 
nodes are widely available, and their positions are often accurately documented. Due to the fact that it 
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does not move around throughout the lifetime of the network, fewer resources need to be dedicated into 
identifying each single mobile node and its current location in relation to the time series.

The motivation of the proposed method is that matrix, due to the fixed structure could fit into the 
mobile environment perfectly by using static nodes. By using static nodes, the behaviour of the mobile 
users can still be analysed by using location dependent method and merely identifying the mobile users 
without any tracking system. This allows great performance improvements and cost savings and easy 
deployment of mobile user data mining systems.

The matrix pattern based mobile user data mining methodology can be divided into two categories, 
single layer matrix and multi-layer matrix.

A single layer matrix uses a two dimensional, single layer matrix for mobile user data mining.

Example �:
In a shopping centre, retailers of fashion wish to find out how their stores are frequented by mobile 

users. Fashion is the single layer domain. Consider that there are Retailers A, B, and C in the shopping 
centre and participate in this mining exercise. The mining exercise is based on the frequency of contact 
that a mobile user has on a particular point in the matrix. A possible outcome would be:

Relationship 1: A – B = 70%
Relationship 2: B – C = 80%
Relationship 3: A – C = 30%

The above relationships indicate that mobile users frequent both A and B at the same time, or B and 
C at the same time, but not A and C at the same time. This suggests that A may be a total replacement 
of C as mobile users may see no point to visit C.

A multi-layer matrix uses a three-dimensional matrix for mobile user data mining and is an exten-
sion of the single layer matrix to accommodate for robustness and flexibility.

Example �:
In a shopping centre, retailers of fashion and retailers of leisure wish to find out how their stores are 

frequented by mobile users. Knowing the reason why could improve their business performance. Fashion 
and leisure are the two domains in this context. Here, a multi-layer matrix pattern is used.

The mining exercise first performs the single layer operation of fashion and leisure. After this has 
been done, fashion and leisure domain are analysed together. Consider that there are two retailers of 
fashion and two retailers of leisure namely F1, F2, L1, L2 respectively.

Relationship 1: F1, L1 = 70%
Relationship 2: F2, L1 = 90%
Relationship 3: F1, L2 = 30%

The aobve relationships indicate that there is a strong relationship among F1 and L1 and among 
F2 and L1 but not among F1 and L2. This suggests that there consists among F1, L1 or F2, L1 a good 
combination of service for mobile users which attracted them to frequent them together one after the 
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other. The weak relationship among F1 and L2 suggests that F1 and L2 are lacking of attributes that 
could attract mobile customers.

Single Layer Matrix

The single layer matrix depicts the relationships between the static nodes within a specified domain. 
A domain is a context in which the data miner wishes to solve. If the data miner wishes to find out the 
behaviour of mobile users in relation to shoe buying, the domain here is shoe. Each layer of matrix is 
focused on the relationship of a specific domain, although the layer can also be configured to analyse 
the relationships of a set of domains. For the discussion in this chapter, it is assumed that each layer will 
only represent a single domain, as using one domain per layer of matrix will lead to better categorisation 
and more meaningful result in the future research.

Figure 2 shows the single layer matrix of a single domain. The number in each box represents the 
frequency of occurrence of a particular logical event within the area of the static node. That particular 

Figure 2. Single layer matrix of a single domain

Figure 3. Single layer matrix pattern result
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logical event must be related to the domain, also known as theme of that layer. For instance, the single 
layer matrix in Figure 2 shows the frequency of occurrence of designer clothing. The designer clothing 
serves as the domain for the layer of matrix layer. A confidence threshold is determined, depending on 
the size of the matrix and the size of the population in order to determine which values can be considered 
relevant for problem solving and which are not. The confidence threshold determines the sensitivity of 
the result of mobile user data mining. For instance, the confidence threshold for the matrix in Figure 2 
is 40%, and therefore only static nodes with logical event confidence occurrence for designer clothing 
of equal or greater than 40% (X axis = 7; Y axis = 8) are taken into consideration.

A window size, which is a specified timeframe for which the source data from mobile users are 
gathered, is also required in order to define the scope of the time series that the decision maker wishes 
to take into consideration. The data collected within the window size timeframe limits the amount of 
source data to be gathered and this could be based on particular time of the day and can be adjusted by 
the data miner. By having a window size, it serves as the base number for the calculation of confidence, 
as confidence = frequency / window size. The result of this process is a presentation of all physical loca-
tions that contains high activity of the particular logical event.

Figure 3 illustrates the result for single layer matrix pattern. There are three relationships. Relation-
ships are connected from one unit to another. The list of relationships are: (0,0 – 8,0) = 85, (0,0 – 1,8) 
= 80, (8,0 – 1,8) = 75. It can be seen that low confidence values are all removed and the relationship in 
between each static nodes are calculated and sorted according to highest confidence first. It shows that 
there is a significant relationship between these static nodes.

The following steps represent the important phases in the process of generating a single layer matrix 
pattern. It is important that these steps are followed closely in the sequential order in order to preserve the 
overall meaning of single layer matrix. The outcome of this algorithm is the single layer matrix, which 
shows the relationship in between different static nodes with reference to single logical domain.

Step	1:	Define	Single	Layer	Matrix

Figure 4 shows the first step in the single layer matrix based mobile user data mining, which involves the 
definition of the single layer matrix. A single layer matrix is a two-dimensional matrix within the same 
level of plane. This single layer matrix provides the physical mapping of the positions of static nodes 
in the mobile environment. The size of the single layer matrix can be defined by using two variables, x 
and y, that represent the horizontal axis and vertical axis respectively.

It is important to note that the horizontal length and the vertical length need not to be the same, as 
long as the single layer matrix covers the geographical area in which the decision maker is interested. The 
definition of single layer matrix must be as one single matrix, that is, when two locations are required, 
they have to be defined within the same matrix in order to achieve the effect of comparisons.

Figure 4. Algorithm for defining single layer matrix

Matrix Create_Matrix(Single Layer, Hsize, Vsize) {
    Array = Create_Array(Hsize, Vsize);
    Initialize_Array(0);
    Return *Array;
}
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Step �: Select Window Size

The second step in the process involves selecting the window size. The decision maker can select the 
size of the window. It is important to note that the size of the window determines the duration in a 
time series that the mobile user data mining method will take into consideration. It also directly affects 
the accuracy of the result of the mobile user data mining method. The selection of the window size is 
dependent on the number of mobile users, the nature of the environment and the nature of the problem 
to be solved.

The decision maker needs to adjust the window size based on past experience or trial and error. 
Extra components can be installed into order to dynamically select the size of the window, by looking 
at the accuracy or expected accuracy of the result compared against the actual result. If they differ, the 
component can start adjusting the window size to make the result to be similar to the expected result.

Step �: Collect Frequency Counts

Figure 5 shows that after the window size is selected, the collection of the frequency counts will start. 
The collection of the frequency counts is based on the window size. The window size represents the 
duration of time series that the frequency counts will occur. The frequency count is measured by look-
ing at how many mobile users have visited the particular static node within the duration of the specified 
window size. The frequency counts are collected and the value of frequency is stored in the static node 
location for the next step.

Figure 5. Algorithm for collecting frequency counts

Void Collect_Freq_Counts(Position X, Position Y) {
    If Event().Status=True Then {
        Single_Layer_Array(X, Y)++;
        Nconfidence = Frequency(X,Y) / Window Size;
        Single_Layer_Array(X,Y).Value = Nconfidence;
    }
}

Step 6. Calculate Relationship Confidence

Confidence Calc_Confidence (Frequency, Window Size)
    Frequency_Valid = (Frequency > Min && Frequency < Max);
    Window_Valid = (Window > Min && Window < Max);
    If (Frequency_Valid && Window_Valid) Then {
        Confidence = Frequency / Window Size;
        If (Confidence < Confidence_Threshold) {
            Confidence = 0;
        }
        Else {
            Location.Mark();
            Return Confidence;
        }

    }
}
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Step	4:	Calculate	Confidence

After the frequency counts have been obtained, the confidence of each static node needs to be calcu-
lated. The confidence of each static node is: confidence = frequency / window size. The result is the 
ratio between the number of events that mobile users have visited the particular static node vs. the size 
of the window. The higher the number for confidence, the greater the intensity of visits for mobile users 
into a particular static node. This confidence value will significantly affect the result of the system and 
must be calculated according to standard formula.

Step	5:	Select	Confidence	Threshold

Figure 6 shows that after the confidences have been calculated, there is a confidence threshold that needs 
to be selected. The selection of confidence threshold enables the removal of static nodes with confidence 
lower than the confidence threshold. This reduces the amount of inaccurate data and the decision maker 
must take the adjustment of the confidence threshold into account with factors such as the mobile data-
mining environment, the population size and the level of sensitivity required.

After calculation of confidence threshold, it is time now to calculate the relationship confidence. 
The relationship confidence is the confidence of two static nodes. The relationship confidence of two 
static nodes will be: relationship confidence = (confidence1 + confidence2) / 2. It is the average of the 
confidences of two static nodes. It is also important to note that there can only be two static nodes 
involved in a single relationship. Furthermore, it is important to keep in mind that these relationship 
confidences will already have passed through the confidence threshold test and are already significant 
static nodes to the decision makers.

Step	7:	Select	Relationship	Confidence	Threshold

Figure 7 show that after the calculation of relationship confidence, it is time now to determine the 
relationship confidence threshold. It is important that the decision maker determine the relationship 
confidence threshold. It also is interesting to note that the relationship confidence threshold is actually 

Figure 7. Algorithm for calculation of relationship confidence

Confidence Calc_Relationship_Conf (Conf1, Conf2)
    C1OK = Conf1.validate();
    C2OK = Conf2.validate();
    If (C1OK && C2OK) {
        Confidence = Average(Conf1, Conf2);
        If (Confidence < Confidence_Threshold) {
            Confidence = 0;
            Return Confidence;
        } Else {
            Conf1.Location.Mark();
            Conf2.Location.Mark();
            Conf_Table.Set(Conf1, Conf2, Confidence);
        }
    }
}
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less important than the original confidence threshold because at this stage, only highly significant static 
nodes are taken into consideration. Those low significant static nodes have been taken out of consider-
ation and adjusting a higher relationship confidence threshold than the confidence threshold will filter 
out the minor inaccuracies.

Step �: Generate Single Layer Matrix Pattern

Figure 8 shows that the final stage of this mobile user data mining process is the generation of single 
layer matrix pattern. The generation of this piece of knowledge contains two parts. The first part consists 
of the generation of knowledge based on the confidence alone, that is, a list of static nodes in a matrix 
structure that contains high confidence threshold. This can be generated by means of a single layer 
matrix with the static nodes with high confidence identified with some marker. This piece of knowledge 
shows the static nodes that are highly significant and the relative positions of them.

The second part of the creation of single layer matrix pattern is the generation of the relationship. 
Each relationship consists of two static nodes and the strength of the relationship in percentage. The 
stronger the relationship confidence between two static nodes, the stronger their significance. It is im-
portant to group the order of patterns according to relationship confidence. The highest relationship 
confidence should be displayed first then goes down to the lowest relationship confidence. Finally, the 
matrix is also displayed and lines are drawn across two static nodes that have highly significant rela-
tionship confidence.

Multi-Layer Matrix

A multi-layer matrix, as the name suggests, contains multiple layers of matrices. Each layer is asso-
ciated with a particular domain, that is, a logical theme. A domain or logical theme is the context of 
the problem which the data miner wishes to solve. For example, two very common logical themes are 
entertainment and shopping, when the data miner wishes to find out the relationship of mobile user 
behaviours between an entertainment question and a shopping question. In a multi-layer matrix, each 
layer will be representing different single logical domain. The advantage of a multi-layer matrix is that 
it provides a good structure for mobile user data mining by having the ability to analyse the behaviour 
of mobile users across several logical domains.

In a multi-layer matrix, each layer must have been assigned with a confidence threshold. Each layer 
can share the same value for the confidence threshold, or they can share different levels of confidence 

Figure 8. Algorithm for generation of single layer matrix pattern

Void FindPattern (Single Layer Matrix M) {
    For (I = 0, M.Size(), M++) {
        If M.I.Significance = True {
            Display M.I;
            Display M.I.Confidence();
        }
    }
}
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threshold. The advantage of doing so is that by using different value of confidence threshold in each 
layer, decision makers can adjust the confidence thresholds in each layer in order to suit their deci-
sion needs. For decisions that need to have a very strong confidence, the confidence threshold can be 
increased, while for decisions that need to have moderate level of confidence, the confidence threshold 
could be adjusted down.

Once the confidence threshold for each layer of matrices is obtained, the relationship between static 
nodes can be compared. Within the same layer, the relationships between the static nodes are defined 
as the addition of both confidences divided by two. Relationship between static nodes within the same 
matrix layer: Relationship = [Confidence (0,0) + Confidence (8,8)] / 2.

Figure 9 shows the result of multi-layer matrix based mining method with a matrix size of 10*10*7 
matrix spaces. The upper matrix is fashion domain and the bottom matrix is leisure domain. It measures 
the confidence between two domains that is fashion and leisure. In the upper matrix, three relationships 
can be found under the fashion domain. They are: (0,0 – 8,0) = 85, (0,0 – 1,8) = 80, (8,0 – 1,8) = 75. In 
the lower matrix, three relationships can be found under the leisure domain. They are: (8,0 – 1,8) = 80, 

Figure 9. Sample input and output of multi-layer relationship pattern
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(0,0 – 1,8) = 77.5, (0,0 – 8,0) = 72.5. The combined relationship between fashion and leisure domain is: 
(0,0 – 8,0) = (85 + 72.5) / 2 = 78.75%; (0,0 – 1,8) = (80 + 77.5) / 2 = 78.75%; (8,0 – 1,8) = (75 + 80) / 2 
= 77.5%.

The inter-domain relationships are calculated based on the average between the two confidences 
found in the same particular space in different layers. In some instances when the original single layer 
confidence threshold is set too low, it is possible for the relationship confidence returned low as well. 
Therefore, a relationship confidence threshold has to be set in order to limit the amount of significant 
relationships to avoid pattern overloading. All relationships with the relationship confidence lesser than 
the relationship threshold will be discarded and not taken into consideration.

The relationship confidence within the same layer will only help the decision maker in making a 
decision which requires single factor related to the specific logical domain. Often, the case is that mul-
tiple factors need to be considered. For instance, when setting up a shop that sells designer clothing, 
one must take into consideration factors such as the income level of the surrounding, the presence of 
other fashion design domains in the area, the presence of any artistic domains in the area, and finally, 
the presence of any potential customers in the area.

In order to take multiple factors into consideration, multiple layers of the matrix can be selected. 
After the list of layers is selected, the multi-domain relationship confidence is calculated. The formula 
for evaluating the multi-domain relationship confidence is: Multi-Domain Relationship Confidence = 
(Layer[1].Relationship_Confidence + Layer[2].Relationship_Confidence + ... + Layer[n].Relation-
ship_Confidence) / n. It is the average of the combination of all relationships in the multiple layers.

Finally, a multi-domain relationship confidence threshold is set in order to adjust the sensitivity of 
the pattern found. In order to achieve this, the multi-domain relationship confidence is compared against 
the multi-domain relationship confidence threshold. For all multi-domain relationship confidence lesser 
than the multi-domain relationship threshold, they are discarded to ensure the accuracy of the result.

The result of the multi-layer matrix provides a clear examination of the relationships between static 
nodes, not just within the same layer, but also between multiple layers. By performing analysis into 
multiple layers in which each layer represents a logical domain, this methodology provides an innova-
tive approach in finding out useful knowledge from mobile users and mobile stations which takes both 
the physical and logical considerations into account at the same time.

The following steps represent the essential parts of the process of using multi-layer matrix in order 
to perform mobile user data mining. It is important to note that in a multi-layer matrix, another dimen-
sion is added and therefore, three threshold values are required.

Step	1:	Define	Multi-Layer	Matrix

The first step in this mobile user data mining exercise is to define the multi-layer matrix. A multi-layer 
matrix contains three dimensions. It is essential to note that there is no need to have all three variables 
the same size. Although they can be configured to be the same size, the decision rests on the decision 
maker and the problem that needs to be solved. A multi-layer matrix contains multiple layers of single 
layer matrix. The two-dimensional single layer matrix has to be first defined by defining the horizontal 
and vertical length of the single layer matrix.

After the size of the single layer matrix, the number of layers in the multi-layer matrix is dependent 
on how many independent logical domains are present in the mobile data-mining environment. The 
user can decide this by looking at how many logical domains or themes are present and also how many 
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logical domains are of interest to the mobile users. After the three variables are defined, the structure 
of the multi-layer matrix is created. Figure 10 shows how the multi-layer matrix is created.

Step �: Select Window Size for Each Layer

After the multi-layer matrix structure is defined, the next step is to select a window size for each layer. 
It is possible for each window size in each layer to be different or to be of equal values. The onus rests 
on the decision maker in terms of the amount of resources such as memory capacity and processing 
power that they are ready to invest and the amount of accuracy or sensitivity the results needs to be. 
The window size for each layer is then defined in relation to the reference of each layer that is the logi-
cal domain of each layer.

Step �: Collect Frequency Counts for Each Layer

Figure 11 shows that after the window size is defined, the frequency count can start to be collected. It 
is important to keep the frequency counts within the window size to prevent any waste of resources. It 
is also essential for the data collection to be executed for a suitable timeframe of interest to the decision 
maker. There is no point in gathering data during a wrong timeframe, such as gathering workplace ac-
tivity at midnight when workplace activities are well known to be minimal. Each frequency count will 
contribute to the particular storage area of the matrix for later mobile user data mining purposes.

Step	4:	Calculate	Confidence	for	Each	Layer

Figure 12 shows that after the window size is defined and the frequencies are properly collected, the 
initial requirement to calculate confidence is established. Confidence can now be calculated using the 
formula: confidence = frequency / window size. The confidence is the ratio between frequency and 

Figure 10. Algorithm for defining multi-layer matrix

Matrix Create_Multi_Layer_Matrix(size1, size2, size3) {
    s1 = size1;
    s2 = size2;
    s3 = size3;
    M = Matrix.Generate(s1,s2,s3);
    M.Initialize(0);
    Return M;
}

Figure 11. Algorithm for collecting frequency counts

Void Collect_Freq_Counts(Position X, Position Y, Position Z) {
    If Event().Status=True Then {
        Single_Layer_Array(X, Y, Z)++;
        Nconfidence = Frequency(X, Y, Z) / Window Size;
        Single_Layer_Array(X, Y, Z).Value = Nconfidence;
    }
}
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window size. Therefore, both frequency and window size will affect confidence and only window size 
is under the control of the decision maker. Therefore the adjustment of window size will have a direct 
effect toward the confidence value.

Step	5:	Select	Confidence	Threshold	for	Each	Layer

After the confidences of all the layers are determined, it is now time to filter out the non-significant 
confidence static nodes. To start with, the confidence threshold from each layer is determined, obtained, 
and compared against each storage area of the matrix in every single layer. The confidence threshold 
can be different in each layer, and all those storage areas with the confidence lower than the confidence 
threshold will be marked insignificant and will not be taken into future considerations. The rest, which 
are highly significant confidence static nodes will be identified and used in the next step.

Figure 12. Algorithm for calculating confidence

Confidence Calc_Confidence (Frequency, Window Size)
    Frequency_Valid = (Frequency > Min && Frequency < Max);
    Window_Valid = (Window > Min && Window < Max);
    If (Frequency_Valid && Window_Valid) Then {
        Confidence = Frequency / Window Size;
        If (Confidence < Confidence_Threshold) {
            Confidence = 0;
        }
        Else {
            Location.Mark();
            Return Confidence;
        }

    }
}

Figure 13. Algorithm for calculation of relationship confidence

Confidence Calc_Relationship_Conf (Conf1, Conf2)
    C1OK = Conf1.validate();
    C2OK = Conf2.validate();
    If (C1OK && C2OK) {
        Confidence = Average(Conf1, Conf2);
        If (Confidence < Confidence_Threshold) {
            Confidence = 0;
            Return Confidence;
        } Else {
            Conf1.Location.Mark();
            Conf2.Location.Mark();
            Conf_Table.Set(Conf1, Conf2, Confidence);
        }
    }
}
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Step	6:	Calculate	Relationship	Confidence	for	Each	Single	Layer

Figure 13 shows that after significant confidence is calculated, the time has come to calculate the rela-
tionship in between the confidence for each single layer. The relationship in between each static node 
in each layer must involve two and only two static nodes due to the nature of relationship. The nature of 
the relationship is the association behaviour, or association characteristics in between two entities, and 
in this case, the static nodes. The formula to calculate relationship confidence is: relationship confidence 
= (static node confidence 1 + static node confidence 2) / 2.

Step	7:	Select	Relationship	Confidence	Threshold	for	Each	Single	Layer

After the relationship confidences are calculated, those relationship confidences that are insignificant 
must be screened out. At this level, the decision maker can be quite confident that the confidence re-
lationships obtained are highly significant and the use of threshold values to screen out relationship 
confidence may be limited to confidence threshold + 10%. After the relationship confidence threshold 
is determined, all relationships with relationship confidence lesser than the relationship confidence 
threshold will be marked insignificant, while all relationship confidence greater than the threshold will 
be marked as significant.

Step	8:	Calculate	Multi-Layer	Relationship	Confidence

After both the confidence and relationship confidence have been calculated, it is now necessary to 
calculate the multi-layer relationship confidence. This is the core of the multi-layer matrix pattern in 
which it provides a systematic way for decision makers to select multiple layers of the matrix depend-
ing on the areas of logical domains that the decision makers wish to take account into. The different 
selection of logical domain areas leading to different results will further allow the decision maker to 
compare the results of the tests.

Figure 14. Algorithm for calculation of multi-layer matrix confidence

Confidence Calc_Relationship_Conf (Conf1, Conf2)
    C1OK = Conf1.validate();
    C2OK = Conf2.validate();
    If (C1OK && C2OK) {
        Confidence = Average(Conf1, Conf2);
        If (Confidence < Confidence_Threshold) {
            Confidence = 0;
            Return Confidence;
        } Else {
            Conf1.Location.Mark();
            Conf2.Location.Mark();
            Conf_Table3D.Set(Conf1, Conf2, Confidence);
        }
    }
}
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Figure 14 shows that multi-layer relationship confidence can be calculated by using the formula: 
multi-layer relationship confidence = (Relationship Confidence Layer 1 + Relationship Confidence 
Layer 2 + … + Relationship Confidence Layer N) / N. It is essential to note that the number of domains 
that can be selected is limited to the number of layers, while it can be at least one per size of the layers. 
It is the average of the relationship confidence in a particular static node over different layers of logical 
domain.

Step	9:	Select	Multi-Layer	Relationship	Confidence	Threshold

After the multi-layer relationship confidence is obtained, it is now time to test whether the multi-layer 
relationships are significant or not. The decision maker can test it by means of determining a multi-layer 
relationship confidence threshold. By a careful selection of a multi-layer relationship confidence thresh-
old, all non-significant multi-layer relationships can be discarded. This is determined by the multi-layer 
relationship confidence lesser than the multi-layer relationship threshold.

It is essential that the decision maker be aware that for the multi-layer relationship confidence to 
come to this stage, it has to pass two previous tests for two different stages. Therefore, these multi-
layer relationships are most likely highly significant and only very few are discarded with a population 
sample of very large size.

Step �0: Generate Multi-Layer Matrix Pattern

Figure 15 shows that after all the confidences, the individual static node confidence, the inter-static 
node relationship confidence, the multi-layer relationship confidence calculated and screened, it is time 
to display the result to the users. The system should be adjusted in such a manner that by this stage, 
the amount of knowledge found must be of high quality and the volume of knowledge must be within 
an acceptable level that does not overload the decision maker. The ability for information loading is 
dependent on the decision maker and is another area of research.

Perfor MAnCe eVALuATIon S

The purpose of matrix pattern is to provide an efficient way for obtaining useful knowledge from mobile 
users. By using static nodes as the main domain for mining, it will be more cost efficient compared 

Figure 15. Algorithm for generation of multi-layer matrix pattern

Void FindPattern (Multi Layer Matrix M) {
    For (I = 0, M.Size(), M++) {
        If M.I.Significance = True {
            Display M.I;
            Display M.I.Confidence();
        }
    }
}
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to mining by using mobile nodes because of the extra processing power required to track the mobile 
nodes and gather data from them. Static nodes, being well equipped with processing power and storage 
resources keep track of mobile nodes at all times by providing resources to them. These static nodes 
are in the best position to find out knowledge from mobile users as it stays in touch with the mobile 
nodes at all times.

However, the benefit of using the matrix pattern to be cost efficient comes with a price depending 
on interpretation. The matrix pattern, a location-dependent data mining method, generates knowledge 
that represents the pattern among static nodes. Therefore, it will provide a physical location based 
kind of knowledge. To enhance this, the static nodes in the matrix pattern are named with their logical 
themes. These logical themes will then be able to be used to judge the relationship among the static 
nodes better.

The performance evaluation is done on a Pentium IV machine with 384MB of RAM and 10GB of hard 
disk space. The datasets used in the performance evaluation are derived from synthetic data generator. 
Three datasets were used, namely equal, double and triple. Equal, double and triple have different sizes 

Figure 16. Comparison among single, double, and triple y coordinates
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in the y axis. The content of the matrix is generated through the random number generator function in 
Matlab. Performance evaluation is charted using Matlab, Microsoft Excel and SPSS.

Performance of Single Layer Matrix

Figure 16 shows the overall comparison among the different configuration in terms of Y coordinates in 
single layer matrix. It can be seen that the gradients are different, and they are increasing at a different 
rate. A fine tuning of the total number of X and Y coordinates is required depending on the physical 
environment, such as the geographical largeness of the area concerned. Generally, the higher the reso-
lution, the better the identification process and the coordinates can further be rounded back to specific 
reference point of physical subjects for mobile user data mining. The second chart shows the graphical 
comparison among the net location identifiers for different configurations of single layer matrix at X	= 
30. The dataset named Equal refers to X	= Y, Double refers to Y = 2X, and Triple refers to Y = 3X.

It appears that there exists a trade-off between the greater resolution (greater net location identifiers) 
and the ability to accurately reference the physical location points. As the resolution increases, that is, 
the increase of the number of either X or Y coordinates, it will return higher net location identifiers. The 
resulting increase of the net location identifiers increases the ambiguity of physical location reference, 
as a very fine physical location point is specified in the data mining process, while the actual subjects 
may occupy many of the reference points.

There are two options, that is, either use multiple net location points for the data mining system, 
while accepting the risk of inaccuracies due to variability of physical location reference point, or use a 
single fixed physical subject reference point, such as a reference point that is centre, and nearest to all 
border reference points of a physical subject. The second method is more desirable, and can be achieved 
by first rounding the physical location reference points of physical visit transactions from mobile nodes. 
For instance, a mobile node that pass by a static node will have the coordinates rounded to the average 
fixed reference point of the static node, so that it provides a standardized, and consistent reference point 
for measuring relative physical relationship strengths.

The performance evaluation also shows the increasing number of possible coordinates that can be 
used for identifying a particular physical location in the matrix. However, the greater this number, the 
better for the data mining system, as the integrity of the knowledge depends on whether the system 
can deliver high resolution matrix. The higher the resolution, the more fine the details that the matrix 
can support. Due to the fact that reference to these identifiers are done by using integer variables, the 
consideration is merely a single, double or triple digit figures, which can be considered negligible in 
todays terms.

The previous performance evaluation shows the relationships among the number of XY coordinates 
and the resolution of the matrix pattern. It has been shown that the net physical identifier increases at 
a gradual rate as the Y coordinate increases. The following section will be focused on the comparison 
of capabilities among matrix pattern and other previous mobile user data mining methods, such as 
frequency pattern, group pattern, and parallel pattern.

The comparison among matrix pattern and other possible methods involves the analysis on how the 
problem is solved. As this is a comparison between different strategies of solving a problem, the ef-
ficiency of a strategy must first be analysed. For matrix pattern strategy, it has been described. If group 
pattern strategy is used, group pattern is unable solve such a problem, as it involves finding knowledge 
by forming a group of mobile users. For frequency pattern, it also cannot solve this problem, as frequency 
pattern is frequency of communication oriented.
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If parallel pattern is used, parallel pattern, being a method that it finds the similarities of movements 
by detecting the similarity of change of states among mobile users. It aims to find the trend of movements 
among mobile users from one state to another. For physical parallel pattern, the frequency of occur-
rence of mobile nodes moving from B to A will then reveal the knowledge. Although both methods can 
reveal the same knowledge, matrix pattern has the advantage of being able to fine tune the system, as 
it utilizes the resolution method. The main disadvantage of physical parallel pattern is that, it must use 
a fixed location identifier for mobile user data mining. This fixed location identifier is often the static 
node itself, or the wireless access point. However, it cannot fine tune the system, by detecting patterns 
that occur within the wireless access point area itself.

Therefore, the main advantage of matrix pattern is the ability to use the existing infrastructure, and 
provide fine tuned data mining system, by providing coordinates based reference points for identifiers in 
mobile user data mining. This extends identifications beyond the restrictions of the internal boundaries 
of the wireless access points. For algorithm aspects, both methods use similar steps in arriving at the 
same knowledge, that is, by using frequency as the primary unit of measurement to generate knowledge 
by means of percentage of confidence.

Performance of Multi-Layered Matrix

Figure 17 highlights the comparisons for net location identifiers between the three configurations in the 
multi-layer matrix pattern data mining exercise. It has been found that the increase in the resolution 

Figure 17. Net location identifiers for XYZ, Z = 2Y, Z = 3Y datasets
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between the different configurations is at a non-equal rate. In other words, the magnitude of increase 
from the Equal dataset to the Double dataset is different from the magnitude of increase from the Double 
dataset to the Triple dataset. Figure 17 shows a pie chart that gives the different relative magnitude 
of net location identifiers at X	= 30 for the three different configurations in multi-layer matrix pattern 
mobile user data mining.

Single vs. Multi-Layer Matrix

Multi-layer matrix is an extension of single layer matrix. Multi-layer is a combination of single layer 
matrix that is closely related to each other in terms of the context of the problem to be solved. However, 
unrelated independent multiple single layer matrices are not considered a multi-layer matrix. They are 
simply considered as different instances of single layer matrix structures.

Each of the single layer and multi-layer matrix pattern have their benefits. For instance, single 
layer matrix pattern is useful for performing exercises that is simple and for single domain problem. 
Multi-layer matrix pattern is suitable when the problem to be solved requires multi-domain criteria, for 
example, examining the physical location relationships among multiple domains such as food supplies 
and mobile phone shops. It can be extended to multiple domains; each layer represents a single domain 
that is related to a single problem to be solved.

The comparison among the single layer matrix and multi-layer matrix patterns provides an apprecia-
tion of the different amount of net location identifiers (resolution). The main goal here is to understand 
the potential resolution that multiple layer matrix could offer and their huge differences between single 
layer and multi-layer matrix. Their main differences can be found by the performance charts in Figure 
18 that aim to highlight their differences.

Figure 18. Comparison for equal, double and triple datasets
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Figure 18 shows the comparisons among the single layer and multi-layer matrix patterns, each graph 
represents different datasets, namely, Equal, Double and Triple respectively. It can be observed that 
the relative differences among the net location identifiers were great, and the greater the resolution, the 
better the capability for fine tuning the system. However, if the net location identifiers were too small, 
it would mean that each location identifier is for a relatively large amount of geographical space, and it 
becomes harder to differentiate among the individual physical locations.

Figure 19 shows charts produced from performance evaluation through the systematic setup of test 
drawn from data of real life in order to generate a non random scenario. Figure 19 shows the chart rep-
resenting the count of significant elements in a single layer matrix of size 15 * 15, 20 * 20 and 25 * 25. 
During this test, the number of significant elements, which are elements having frequency of higher than 
the frequency threshold is high at 15 * 15, but gradually reduced to constant at 20 * 20 and 25 * 25.

The second chart shows the total elements in the array of 15 * 15, 20 * 20 and 25 * 25. The purpose 
of this chart is to produce a representation of their differences in size, and their rate of increase for each 
test case. An appreciation of the size of array is essential for the interpretation of data in performance 
evaluation. It tells how much possible empty spaces are there to be filled up to become significant ele-
ment through non random process.

The third chart is a comparison chart for the percentage of occupancy of the significant elements 
in the array. A higher percentage of occupancy represents that there are more significant elements 
than empty elements. Note that the chart shows different rate of decreasing percentage of occupancy. 
Although the general trend is decreasing, but the rate of decrease is higher between X = 15 to X = 20, 
than X = 20 to X = 25.

Figure 19. Systematic setup performance evaluation
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r ela ted w ork

Recent related work done by others in the field of data mining includes the dense region finding (Yip, 
Wu, Ng, & Chan, 2004), finding negative rules (Thiruvady & Webb, 2004), secure association rules 
sharing (Oliveira, Zaiane, & Saygin, 2004), discovery of maximally frequent pattern tree (Miyahara, 
Suzuki, Shoudai, Uchida, Takahashi, & Uedal, 2004), spatial association rules (Koperski & Han, 1995) 
and time association rules (Barbar’a et al., 2004). It can be observed that data mining (Fayyad, 2004) is 
widely recognised and research in the field has tried to extend data mining into different areas, such as 
time series (Han et al, 1999; Han et al., 1998) and geographical (Goh & Taniar, 2004; Koperski & Han, 
1995). In our case, we have focused on the area of mobile user data mining, which involves gathering 
source data from mobile users and perform data mining (Goh & Taniar, 2004a, 2004b, 2005). Mobile 
user data mining is still at an infant stage, with only a few works having been done. One significant 
work done by others is group pattern (Wang et al., 2003) which aims to find the group characteristics 
of mobile users. Group pattern contains some inefficiency, including high amount of processing power 
required, and weaknesses, such as only physical domains of the problem is being observed. Our previ-
ous work in frequency patterns (Goh & Tanair, 2004a) aims to solve this shortcoming.

Frequency pattern is one of our existing methods.	Frequency pattern (Goh & Tanair, 2004a) is a 
method for finding relationships between the mobile users by means of observing the frequency of 
communication in between these mobile users. This method was developed to enhance group pattern 
(Lim, Wang, Ong, et al., 2003), that examines the group relationships of mobile users by using physical 
distance which does not address the fundamental challenge of mobile environment, that is to stay in 
touch without distance barrier. Frequency pattern (Goh & Tanair, 2004a) solves this problem by us-
ing frequency of communication instead of physical distance to calculate closeness of each individual 
mobile user.

Parallel pattern (Goh & Taniar, 2005) is another one of our existing methods. Parallel pattern aims 
to find out similarities of decision among mobile users. The similarities of decision can be separated 
into physical decision and logical decision (Goh & Taniar, 2005). Parallel pattern enables the ability to 
find out the trends of the movement pattern of mobile users (Goh & Taniar, 2005), by examining either 
how they move from one location to another, or through examining how they move from one context 
to another.

f requency Pattern

Frequency	pattern (Goh & Taniar, 2004a) is designed to use frequency of communication between each 
mobile user, coupled with the pre-specified criteria (Goh & Taniar, 2004a) in order to further enhance the 
accuracy of frequency pattern. The pre-specified criteria (Goh & Taniar, 2004a) configure the method 
in order to allow the decision maker to place different amount of emphasis on different parts of time 
zone concerned. For instance, in the business environment, mobile communications that occur most 
recently serve as the strongest indication of relationship. This is realised by having the pre-specified 
criteria to configure high emphasis on the most recent communications.

Frequency pattern (Goh & Taniar, 2004a), therefore, uses pre-specified criteria in order for the 
decision maker to place different emphasis on different time zones of the window size. Sometimes, it 
not the recent communications that need to be taken into consideration but somewhere just before the 
recent communication. The ability to adjust and place different emphasis at different parts of the time 
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series allows better control for the decision maker. The use of frequency in calculating the confidence 
of group characteristics of mobile users allows better representation of group formations of mobile users 
regardless of their physical location. In this way, a family group that spread throughout different parts 
of the world but remain constant in touch with each other will be detected as a group.

Figure 20 illustrates the frequency pattern with A, B, C, and D represented as mobile nodes. It can be 
observed that each mobile node has a specific relationship confidence calculated based on the frequency 
of communication between them. Each arrow represents the logical relationship (Goh & Taniar, 2004a) 
among two mobile nodes. A, B, C, and D are a set of mobile nodes in the mobile environment that have 
been determined by the algorithm as logically close to each other. The pre-specified criteria (Goh & 
Taniar, 2004a) allow different emphasis on different parts of the time series. The diagram on the left 
in Figure 20 shows the calculated confidences between nodes. When the confidence threshold of 0.6 is 
set, those relationships which have less confidence are discarded and the right diagram represents the 
final outcome of frequency pattern that is a list of group of mobile users that are frequently staying in 
touch with each other (Goh & Taniar, 2004a).

Parallel Pattern

Figure 21 shows the fundamental concept of parallel pattern, which is to find the similarities of arrows, 
that move in similar directions. The goal of parallel pattern is to find out the similarities in decisions, 
such as similarities in decisions to move or similarities of decision to change taste from one starting 
point to another among many mobile users. The result of this exercise is a better understanding of the 
behaviour of mobile users.

Our related work aims to address different parts of the nature of the problem faced in finding useful 
knowledge from mobile users. Frequency pattern addresses the issue of using frequency rather than 
physical distance in order to determine relative closeness. Parallel pattern on the other hand, addresses 
the interesting issue of movement decisions of mobile users and is a method, which proactively seeks 
and determines the behaviour of mobile users. All previously proposed methods are resource consum-
ing as there is a requirement to constantly identify the mobile nodes as they move from one location to 
another. Matrix pattern aims to solve this problem by eliminating the need to precisely identifying the 
coordinates of the mobile nodes by using a simplified matrix method to identify and mark them, and 
perform mining on the matrix itself for the rest of the mining process.

Figure 20. Frequency pattern
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Figure 21. Concept of parallel pattern
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Figure 23. Comparison among possible paths for mobile user data mining
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Comparison with Previous r elated Works

Figures 22 and 23 show the comparison between the capabilities of frequency pattern and matrix pattern 
(both single layer and multi-layer). Figure 22 shows that matrix pattern has the advantage over other 
methods in terms of having minimal overhead requirements. Figure 23 shows the comparison among the 
different possible paths for mobile user data mining that are using single layer matrix pattern, multiple 
layer matrix pattern, or group pattern. It shows that, in order to fully utilize the resources available, it 
must be decided with caution whether to use a single layer matrix or multi-layer matrix. Single layer 
matrix is sufficient for decisions that involve only one domain of activity, such as shoe producers. How-
ever, if a decision needs to be made that involves multiple domains, such as the relationship among shoe 
makers and socks makers, then the multi-layer matrix pattern would be suitable to perform the job.

c onclusion and f uture w ork

In conclusion, it is found that matrix pattern is able to provide mobile user data mining in a cost efficient 
way, by changing the fundamental method by which knowledge is mined. By doing so, the knowledge 
found previously will be mobile user dependent, but for matrix pattern it will be location dependent. 
The fact that the knowledge is location dependent does not necessarily mean that the knowledge is only 
related to the particular physical location. As physical locations can be named with logical themes, the 
patterns essentially signify the relationships among the logical themes.

Future work in the mobile user data mining area includes the development of cost models to be used 
for the evaluation of each mobile user data mining model. Different cost models have to be developed 
in order to cater to different organisational view of costing, including economic costing, accounting 
costing, and technical costing. Furthermore, a behavioural model of mobile users is also necessary for 
the better implementation of algorithms in order to seek knowledge about behaviour of mobile users.
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aB stract

Active information systems participate in the operation and management of business organizations. 
They create conceptual objects that represent social constructions, such as agreements, commitments, 
transactions, and obligations. They determine and ascribe attributes to both conceptual and concrete 
objects (things) that are of interest to the organization. Active information system infer conclusions based 
on the application of socially constructed and mutable rules constituting organizational policies and 
procedures that govern how conceptual and concrete objects are affected when defined and identified 
events occur. The ontological foundations for active information systems must include constructs that 
represent concrete and conceptual objects, their attributes, and the events that affect them. Events are a 
crucial component of conceptual models that represent active information systems. The representation 
of events must include ascribed attributes representing data values inherent in the event as well as rules 
defining how conceptual and concrete objects are affected when the event occurs. The state-history of 
an object can then be constructed and reconstructed by the sequence of events that have affected it. Al-
ternate state-histories can be generated based on proposed or conjectured rule modifications, enabling 
a reinterpretation of history. Future states can be predicted based on proposed or conjectured events 
and event definitions. Such a conceptualization enables a parsimonious mapping between an active 
information system and the organizational system in which it participates.
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introduction

Organizations and the information systems that support them are artificial and intentionally designed 
artifacts. Policies and procedures created by an organization determine how specifically defined and 
identified events affect the organization. Active information systems are designed to participate in the 
operation and management of organizations by implementing such policies and procedures. Events 
play a crucial role in such organizational processes. They are defined and identified for the purpose of 
initiating organizational processes among interacting participants. 

The event commonly described as “the placement of a purchase order,” for example, is an intentional 
agreement between a customer and a vendor. It is artificially identified and used by each participant to 
initiate organizational processes. For instance, the vendor may create a conceptual object referred to 
as a sales order—which is identified by a sales order number—and described by the particulars of the 
agreement (e.g., payment terms, promised delivery date, FOB point, quantities and prices of products 
sold, sales tax rate, freight charges). The sales order may also initiate production, shipping, and billing 
processes. The customer, on the other hand, may create a conceptual object referred to as a purchase 
order, identified by a purchase order number and described by the particulars of the agreement. The 
purchase order may also initiate production and sales processes that depend on the receipt of the products 
on that purchase order. It may also initiate processes to reserve cash required to pay for the purchase.

The ontological definition of an “event” as a state-transition (Bunge 1977) has been widely used in 
conceptual modeling research (Wand and Weber 1990; Shanks, Tansley, and Weber 2003). This defini-
tion has resulted in the premise that an information system is fundamentally a state-tracking mechanism 
(Wand and Weber 1990). It proscribes the representation of events as entities (Wand, Story, and Weber 
1999). A conceptual model based on such a premise can appropriately represent a passive information 
system (March and Allen 2007a), but it is inadequate in representing an active information system. 
Effective analysis and design of active information systems requires a more substantive ontological 
definition of an “event” as an identified causal occurrence (Geerts and McCarthy 2002; Davidson 1980; 
Casati and Varzi 1996; March and Allen 2007b). Such a definition results in the premise that an infor-
mation system is fundamentally an event-processing mechanism (Allen and March 2003; March and 
Allen 2007a). It requires the representation of events as entities for those events in which the informa-
tion system actively participates. The descriptions of such entities include (a) the organizational rules 
governing the event processing and (b) the data that describe the event. We contend that it is appropri-
ate to represent events as entities at the conceptual level and argue that doing so is fundamental to the 
conceptual modeling of information systems that actively participate in organizational work systems 
(Alter 2003; Alter 2006).

Objects are described by functions that map to values. Such functions may represent properties that 
objects naturally possess, or they may represent attributes that are artificially ascribed to them. The set 
of values for the functions of an object at a point in time defines its state at that point in time. A person, 
for example, possesses the properties height and weight and is ascribed the artificial attribute’s name 
and Social Security number. The mapping functions for a particular person may map that person to the 
vector (height: 6 feet; weight: 230 lbs; name: Fredrick J. Smith; Social Security number: 001-01-0001) 
on March 15, 2006. Note that the values of height and weight are each observable: they can be measured 
at a point in time and they change according to natural laws (possibly influenced by behavior but ulti-
mately outside of human control). The values of name and Social Security number are not observable: 
they cannot be measured per se and they are ascribed to the person and can be changed according to 
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the rules (laws, regulations, or mores) of a society. These definitions are common in the ontology and 
data-modeling literatures (Wand et al. 1999; Sowa 1999; Guarino and Welty 2002).

There is a duality between events and states. Events cause states to change (including the event that 
brings an object into existence), and states reflect the effects of events. Conceptually, it is possible to 
derive the state of an object at time t1 from its state at time t0 and the events that have occurred between 
t0 and t1 by the application of event rules and data. However, it is not always possible to derive the event, 
the rules, and data from the states of an object at times t0 and t1. If the sole purpose of an information 
system is to record and report on states that have been observed or proposed in some domain, then 
deriving and tracking events may not be important. We term such state-tracking information systems 
“passive” because they do not participate in the organizational system. They do not calculate, infer, or 
predict the states of objects; they simply report on observations or proposed states.

Information systems that exhibit intelligence typically go beyond the recording of states. They 
ascribe state to objects by applying rules associated with defined and identified events (Geerts and 
McCarthy 2002). Events and their rules are a significant focus in such information systems. We term 
such event-processing information systems “active” because they participate in the determination of 
states rather then simply record observations or determinations of state made outside their scope. Pas-
sive information systems are most appropriate for dealing with natural systems, where the interest is 
in tracking the changes in properties of physical objects. Bunge (1977) uses the terms concrete object 
or thing for such physical objects. Immutable natural laws govern the way the properties of physical 
objects change. Active information systems are most appropriate for artificial systems, where the inter-
est is in taking action. Organizationally or socially constructed (Searle 1995, 2006) rules govern the 
actions that result in changes to conceptual (socially constructed) and concrete objects (Hirschheim, 
Klein, and Lyytinen 1996).

Active information systems need not implement the state-change rules for all events in the domain 
they are intended to model. The causal rules that govern state transitions when an event occurs may 
be unknown, or they may not be of concern to the stakeholders (Ramesh and Browne 1999). For such 
events, the “rule” may be null. Its description may simply specify new or incremental values that define 
the subsequent states of the affected objects. In that sense the active, event-processing conceptualization 
of an information system subsumes the passive, state-tracking conceptualization. Furthermore, it allows 
for flexibility to later extend an information system by adding intelligence to events as needed.

o ntology of events

The ontological definition of event has been the source of much philosophical debate, as described 
below:

Broadly understood, events are things that happen—things such as births and deaths, thunder and light-
ening, explosions, weddings, hiccups and hand-waves, dances, smiles, walks. Whether such things form 
a genuine metaphysical category is a question that has attracted the sustained interest of philosophers, 
especially in the second half of the 20th century. But there is little question that human perception, ac-
tion, language, and thought manifest at least a prima facie commitment to entities of this sort . . .

Although not undisputed, some standard differences between events and physical objects are com-
monplace in the philosophical literature. First, there is a difference in mode of being: material objects 
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such as stones and chairs are said to exist; events are said to occur or happen or take place (Hacker 
1982a). Second, there are differences in the way objects and events are said to relate to space and time. 
Ordinary objects have relatively clear spatial boundaries and unclear temporal boundaries; events have 
relatively unclear spatial boundaries and clear temporal boundaries. Objects are invidiously located in 
space—they occupy their spatial location; events tolerate co-location (Quinton 1979, Hacker 1982b). Ob-
jects can move; events cannot (Dretske 1967). Objects are continuants—they are in time and they persist 
through time by being wholly present at every time at which they exist; events are occurrents—they 
take up time and they persist by having different parts (or “stages”) at different times (Mellor 1980).

The last distinction is particularly controversial, as there are philosophers who conceive of objects as 
four-dimensional entities that extend across time just as they extend across space. Some such philoso-
phers would in fact draw no metaphysically significant distinction between objects and events (Quine 
1960). Rather, they would regard the relevant distinction as one of degree: both objects and events would 
be species of the same “material inhabitant of space-time” genus (as opposed to the genus “immaterial 
inhabitant”, such as the Equator); but whereas events appear to develop quickly in time, objects are 
relatively “firm and internally coherent” (Quine 1970). (http://plato.stanford.edu/entries/events/ accessed 
2/10/06)

 While we do not deny the existence of such controversy in the philosophy literature, we contend 
that choosing to represent events as entities at the conceptual level (Chen 1976) naturally supports the 
requirements of causality needed to implement active information systems. The parsimony of such 
a representation is even more pronounced when the real-world domain modeled by the information 
system is artificial rather than natural. While artificial systems such as business organizations have no 
special dispensation from natural laws, they often define (1) what events are important, (2) how such 
events are identified and characterized, and (3) the rules (or policies) that govern state transitions when 
an event occurs. They are concerned not with tracking the effects of natural causes but with ascribing 
characteristics (i.e., attribute values) to the affected objects when specified events occur. 

events in natural and Artificial Systems

Events may be conceived at multiple levels of abstraction and granularity. In natural (physical) systems, 
the processes of nature can be conceived as a series of instantaneous events resulting in incremental 
and perhaps unperceivable changes in the states of concrete objects. More usefully, an event can be 
conceived as a perceived or intentional occurrence that causes the states of objects to change in predict-
able ways, i.e., according to rules. The goal of science is to determine such rules for events that occur 
in the physical world. Newtonian mechanics, for example, can be viewed as (approximate) rules that 
govern the changes in the states of physical objects as forces are exerted upon them. Clearly, these rules 
are useful at a particular level of abstraction and granularity. For human purposes, the event of interest 
may be the application of a force to an object at a point in time and for a specified duration. The states 
of interest may be the position of the object or its velocity at other points in time.

An active information system that models a natural domain must include a representation of the 
natural laws that govern it. An air-traffic control system, for example, must represent the natural laws 
that enable it to predict the positions of the aircraft it is intended to control. However, the events and 
associated laws governing state transitions in organizational and societal systems are often artificial, 
designed by organizations and societies for their intended purposes (Brooks 1987). Generally Accepted 
Accounting Principles, or GAAP (see http://www.fasab.gov/accepted.html), and Sarbanes Oxley (Green 
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2004), for example, define business and accounting events (transactions) and the rules that govern how 
those events appropriately affect the state of the business.

The definition, categorization, and description of events are at the heart of business and other soci-
etal systems. Business work systems and processes define business events and the rules by which those 
events affect the state of the business (Alter 2006). The state of the business is the set values associated 
with the substantial and invented attributes of objects that are of interest to the organization (March and 
Allen 2007a). Substantial attributes correspond to properties that are intrinsic to concrete objects; the 
values of individual properties can, in principle, be measured (Wand and Weber 1995; Wand, Storey, 
and Weber 1999). Invented attributes are socially constructed and ascribed to objects for intentional 
purposes (Searle 1995, 2006). The value of an invented attribute cannot be measured, but once ascribed 
it can be displayed. For example, physical items held in inventory are “objects” in which a business is 
interested. They have both substantial and invented attributes. The substantial attributes of an inven-
tory item include its weight, size, and location. Categorization of inventory items into product types is 
by ascription (Parsons and Wand 2000; Lakoff 1987), as are their other invented descriptors. Thus, the 
invented attributes of a product include its product type, product number, name, unit of sale, and price. 
These descriptors are not intrinsic to inventory items, as are weight, size, and location, but are ascribed 
to them by the organization to enable business operations.

In a natural system, rules governing how events affect the states of concrete objects are enacted 
by nature. While science seeks to discover the rules (natural laws) that govern state transitions, they 
occur whether the rules are known or not. That is, natural systems consist of concrete objects that are 
described by intrinsic (naturally occurring) properties. Events (naturally occurring or induced by hu-
man intention) in such systems change the values of properties in ways that are fundamentally outside 
human control. People may intentionally cause an event to occur, but the transition from initial to final 
state is governed by nature. For example, a person may ignite an explosive device with the intention of 
causing human injury and property damage. The extent of the injury and damage (changes in states of 
affected objects), however, are governed by natural laws and are outside of human control. 

In an artificial system, such as business organizations, markets, economies, or societies, rules govern-
ing how events affect the states of objects are at least partially defined by people, organizations, govern-
ments, or other agencies for their own purposes and intentions. Such rules are “malleable” (Simon 1996) 
and may change, depending on human intention or understanding (Brooks 1987). The enactment of new 
rules or modifications of existing rules enable the interpretation and reinterpretation of past events.

In other words, artificial systems consist of conceptual and concrete objects that have ascribed attri-
butes (although they may also have intrinsic properties). Events change the values of attributes in ways 
that are defined by human intention (although changes in property values are still subject to natural 
laws). Continuing the example of a person who ignites an explosive device, laws enacted by governments 
control the consequences of such acts. Depending on the extent of the injury and damage, law enforce-
ment agencies may attribute a value of “criminal” or “public enemy” or “terrorist” to that person. The 
change in value of that attribute is strictly a function of human intention. Furthermore, other people 
may impose a different set of rules to that event. If, for example, the act was committed during a state 
of war, then the value ascribed to the person may be “hero” by the group to which the person belongs 
and “enemy” by the group against which the act was perpetrated. Subsequent analysis of the event may 
result in a different ascription by an international court as history is written and rewritten over time.

A less dramatic but similar example can be found in the 2005 class-action lawsuit brought against 
Federal Express by drivers of delivery trucks concerning their classification as “employees” or as “in-
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dependent contractors” (see http://www.fedexdriverslawsuit.com/). There is no observable, intrinsic 
characteristic of drivers that enables an objective classification. Federal Express has classified drivers 
as independent contractors, and as a result, the company has not paid benefits or the employer’s portion 
of FICA taxes for the drivers. However, the concept of “employment” is socially constructed (Searle 
2006) and subject to the laws (policies and rules) enacted by the government and interpreted by the 
court system. If the judicial system decides in favor of the drivers, then all of the transactions (events) 
in which the drivers and Federal Express participated must be recast from “contractor transactions” to 
“employee transactions.” As a result, Federal Express could be required to pay over $1 billion in back 
taxes. Complicating matters further, the laws governing the definition of employee are defined by dif-
ferent state legislatures and interpreted by the courts within those states. It is conceivable that drivers in 
some states could be deemed contractors by those courts while drivers in other states could be deemed 
employees, even if the relationship between the drivers and Federal Express is exactly the same.

Information System Conceptualizations

Conceptualizing an information system as a state-tracking mechanism and an event as the transition 
from an initial to a subsequent state is insufficient for this type of analysis. For such analysis, an infor-
mation system must be conceptualized as an event-processing mechanism and an event as the cause of 
the transition from an initial state to a subsequent state via the application of its rules.

Business events are frequently artificial and intentional—agreed upon occurrences initiated by agents 
within the business system. To the extent that an information system must calculate the appropriate 
state with respect to business work systems and processes, the rules for the attribution of state must 
be represented within it. Placement of a customer order, for example, is an artificial, agreed-upon, and 
intentional business event. In a job-shop manufacturing organization, the “place order” event may be 
described by the prices and quantities of products ordered and the order due date (all agreed-upon and 
ascribed attributes). It affects the customer, the salesperson, the procurement of raw materials, production 
schedules, employee assignments, and so forth in prescribed ways, i.e., according to the rules (policies) 
of the business. Presented with a “place order” event, an active information system applies the rules of 
the business to calculate the resultant states of affected objects. An information system may be designed 
to store the event or it may be designed to store the resultant state. This decision is made for reasons of 
both efficiency and flexibility. However, at the conceptual level, these events and rules are important 
elements of the representation.

When the business rules associated with an event are subjective, ill defined, or too complex for ef-
fective automation, or when an organization chooses to do so, the rules can be applied and the resultant 
states determined outside the information system. In that case, the role of the information system is 
not to actively participate in that event but to simply (and passively) record the results. Consider, for 
example, inventory management. An organization typically determines a set of attributes that it ascribes 
to its products, such as product name, SKU, description, unit of sale, price, and warehouse location. It 
then determines a value for each attribute of each product and ascribes them appropriately. This is an 
event initiated by the marketing department of an organization. The rules by which the marketing de-
partment determines these attributes and values are typically considered to be outside the scope of the 
information system. Hence, marketing information systems are typically designed to passively capture 
the values of such attributes when these events occur without any representation of the rules by which 
they are determined.
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Conversely, there are numerous applications where information systems actively participate in de-
termining and ascribing attribute values to objects when specified events occur. For example, a business 
may define the rule that a person “becomes a customer” when that person initiates the “registers at our 
Web site” event. That is, when the person fills out the registration form at the Web site and presses the 
“submit” button. The event’s properties include its temporal and spatial characteristics, i.e., when and 
where it occurred. Its attributes include those data items entered on the Web site. Its rules specify that 
the person who initiated the event is to be ascribed (1) the type “customer” and (2) the set of attributes 
common to all customers. The set of attributes ascribed to customers may include those associated 
with the data values entered at the Web site (e.g., name, address, phone number, and email address) 
as well as attributes whose values are generated according to the event rules, e.g., customer number 
(sequentially or hash generated), customer status (initialized at “provisionary”), and credit limit (initial-
ized to $1,000). It is noted that some attributes may represent properties intrinsic to the person rather 
than ascribed to the person (e.g., height, weight, and shoe size). However, even when this is the case, 
the values are self-reported or measured at a point in time and captured by the information system as 
a result of an event.

Rules for events represented in an information system may be partial, defining conditions under 
which the information system will infer a conclusion and conditions under which judgment from outside 
the information system is required. Furthermore, they may be descriptive or prescriptive. Descriptive 
conclusions posit the resultant state based on the initial state and the description of the event (its causal 
rules and data values). Prescriptive conclusions propose the initiation of other events intended to have 
specific effects.

For example, the rules for the “change credit limit” event may simply ascribe a new value to the credit 
limit attribute based on the event’s “amount” attribute (descriptive). On the other hand, the “request 
credit limit increase” event may specify evaluation criteria for payment history relative to the amount 
of the current credit limit and the requested increase. If the requested increase (an attribute of the event) 
is within the prescribed acceptance criteria, a “change credit limit” event is initiated with the amount 
requested as its attribute (prescriptive). If it is within the prescribed rejection criteria, no events are 
prescribed (and no state changes occur). Otherwise, a “request judgment from the finance department” 
event is initiated (prescriptive).

Critical to this discussion is that the events “request credit limit increase” and “change credit limit” 
are captured by the information system. In a state-tracking conceptualization, it is awkward to track 
requests for credit limit increases that are not approved because they do not result in state transitions 
(conceivably the state of a customer could be defined to include attributes that track the date, amount, 
and resolution of such requests). Furthermore, if the business decides to change the rules for the event 
“request credit limit increase,” prior requests can be reassessed only if a record of the events is main-
tained. The application of the new rule to the historical record of events may result in new attributions 
of credit limit.

r esearch Challenges

Active information systems are intended to model and represent causality in the real world. They infer 
conclusions based on the application of rules that govern how objects in the real world transition from 
state to state when various occurrences (events) happen. We contend that such an information system 
is most effectively conceptualized as an event-processing mechanism. This conceptualization is based 
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on the ontological definition of an event as an identified causal occurrence that produces state changes 
according to rules and data that describe the event. Conceptualizing an event in this way is consistent 
with the definition of an “entity” in conceptual modeling. It provides a parsimonious representation for 
active information systems not available in a state-tracking conceptualization.

A number of research challenges remain. These challenges involve the development and evaluation 
of constructs, models, methods, and instantiations by which this ontological definition of event can be 
effectively represented in the conceptual modeling of active information systems. First, constructs are 
needed to conceptually represent (1) the rules that govern state transitions inherent in an event and (2) 
the data used by such rules to determine state transitions when the event occurs (Ramesh and Browne 
1999). Such rules are likely to be most appropriately represented at the event-type level. Therefore, a 
mechanism for categorizing events is also necessary.

Second, such constructs demonstrate effectiveness in enabling the conceptual representation (model-
ing) of information systems and also lead to effective designs and implementations (methods). Current 
conceptual modeling formalisms (grammars—such as the Entity-Relationship model—have no such 
constructs (Chen 1976; Silberschatz and Korth 1996). They must be developed and evaluated (Hevner 
et al. 2004). The parsimony and understandability of models built using these constructs must be as-
sessed, and methods to guide their construction and evaluation must be developed (March and Smith 
1995; Gemino and Wand 2005).

Such work will enable the formalization of an ontology of artificial systems (Simon 1996; Sowa 1999; 
Geerts and McCarthy 2002; Allen and March 2007a). Such an ontology is needed if we are to represent 
and build information systems that provide traceability to lessons learned through the instantiation of 
new or modified rules that allow past events to be reanalyzed and different state-histories to be gener-
ated, including proposed future states. The concept of Active Conceptual Modeling (Chen and Wong 
2005) is a step in this direction. This effort focuses on enhancing our fundamental understanding of 
how to model continual learning from past experiences and how to capture knowledge (i.e., causal 
event rules) from state transitions (Robinson and Hawpe 1986). The conceptualization of an informa-
tion system as an event-processing mechanism provides the basis for ontological constructs to gain 
this understanding. It provides a theoretical framework for the representation of episodic and semantic 
memory (Tulving 1983; Pillemer 1998) within the existing Entity-Relationship formalism (grammar). 
Future research should investigate how this conceptualization can be used to develop intelligent learn-
ing-based applications in areas such as homeland security, global situation monitoring, intelligence, 
surveillance, and reconnaissance.

Such applications require the capability to analyze and reanalyze interrelated events in order to 
form conclusions that ascribe attributes to extant objects in the real-world domain. These applications 
require the capability to predict future states based on prior states and posited events. They must be 
capable of reporting not only state history as it was believed at a prior point in time, but also as it is 
currently believed based on events that occurred but were not known to have occurred at that point in 
time. Such capability requires not only the differentiation of the valid time (when the event occurred) 
from transaction time (when it was recorded in the systems) (Snodgrass 2000), but it may require the 
definition of “determination time” (when it was determined that the event occurred).

The Department of Homeland Security may, for example, be concerned about interpreting events to 
ascribe a “likelihood of terrorist activity” (an artificial attribute) to individuals, groups, and organiza-
tions based on events they have initiated. However, the initiation of an event may not be known until a 
point in time much later than the time at which it occurred. Rules for ascribing the likelihood of terrorist 
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activity may depend not only on the event under consideration but also on other events, and possibly on 
temporal and relational aspects of those events.

Consider, for example, a person who has purchased a large quantity of ammonium nitrate fertilizer 
(initiated a “purchase fertilizer” event). If the person has no prior terrorist engagements (no “terrorist 
engagement” events) and regularly purchases fertilizer (has a number of prior “purchase fertilizer” 
events), then the rule may specify that this event has no effect on the likelihood of terrorist activity 
for that person. Conversely, if this is the first time the person has purchased fertilizer and the person 
has recently purchased other materials related to the production of explosives or is associated with a 
group that has other members who have recently purchased these materials, then the rule may specify 
a significant increase in the probability of terrorist activity. Data and rules of this type are consistent 
with the development of “probable cause” required for a law enforcement agency to take action. How-
ever, if we do not find out about the other purchases (events) until a later time, we must reanalyze the 
historical event stream and develop a new state history, possibly leading to a different conclusion and 
different actions.

Finally, we observe that an ontology is an artifact, developed by human intention for specific pur-
poses (Gemino and Wand 2005). Philosophically, an ontology can be evaluated by “how well” its con-
structs enable the description and representation of the natural (physical) world. Within the scope of 
information systems, however, the purpose of ontology is to enable the development of more effective 
information systems (Bodart et al. 2001; Bowen et al. 2004; Allen and March 2006). We believe that 
ontologies constructed to represent natural or physical systems are insufficient to represent artificial 
systems because they lack constructs by which to represent conceptual objects, invented (meaningful) 
attributes, intentionality, and causal rules that govern state transitions. We have presented the “event as 
entity” construct and the conceptualization of an information system as an event-processing mechanism 
as foundational to such an ontology.
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introduction

For several decades now, articles have been appearing periodically, in the Information Systems research 
literature, criticizing the field for (1) a lack of theory, (2) no core set of concepts, and (3) no accepted 
paradigm. All of these criticisms point to a lack of philosophical grounding which would help provide 
a common basis from which researchers could work, a collection of central problems, and a collection 
of agreed upon methods for advancing knowledge in the field. It is difficult to tell exactly when this self 
flagellating critical self-examination first began. But a reasonable point at which to establish the basis 
of this critical self-examination would be an article by Peter Keen at the 1st International Conference 
on Information Systems which begins with the observation that “At present, MIS research is a theme 
rather than a substantive field.” (Keen, 1980, pg. 9) Keen goes on to criticize MIS research for a lack of 
a cumulative tradition and other factors that are key requirements for a scientific discipline. 

This idea was elaborated upon several years later by Culnan who cited Keen’s remarks, and embarked 
upon an analysis of the Information Systems research literature looking for common themes and poten-
tially competing paradigms. Culnan points out that “As a field matures, new theories are proposed and 

a Bstract

Earlier work in the philosophical foundations of information modeling identified four key concepts in 
which philosophical groundwork must be further developed. This chapter reviews that earlier work 
and expands on one key area—the Problem of Universals—which is at the very heart of information 
modeling.
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compete until paradigms emerge.” (Culnan, 1986, pg. 156) Or, at least, that is the way it is supposed to 
work. Culnan concludes that the Information Systems research literature consists of “research themes 
rather than paradigms or even well defined subfields” (Culnan, 1986, pg. 167) but excuses the field for 
its shortcomings with the observation that “MIS is very much a young academic field.” (pg. 167)

Culnan’s approach was empirical in that she analyzed existing journal articles. Weber, on the other 
hand, took a theoretical approach sketching out what we should be looking for from a conceptual 
perspective. Weber observes “If a science progresses only when it has a paradigm, it behooves the 
members of a field to seek paradigms and to articulate paradigms via normal science as their primary 
research activities.” (Weber 1987, pg. 9)  He also remarked, with regard to referent disciplines, that “the 
IS discipline must develop its own paradigm rather than rely on other disciplines’ paradigms if it is to 
survive in the long run as a distinct discipline.” (Weber, 1987, pg. 4)

Orlikowski and Iacono coalesced the concepts of paradigm, cumulative tradition, and core concepts 
in the “IT Artifact” which may be one of the most important concepts in all of information systems 
theory and research. 

We believe that the lack of theories about IT artifacts, the ways in which they emerge and evolve over 
time, and how they become independent with socio-economic contexts and practices, are key unresolved 
issues for our field and ones that will become even more problematic in these dynamic and innovative 
times. (Orlikowski and Iacono, 2001, Pg. 133.)

This is an important observation and certainly sharpens the focus of the investigation, but doesn’t 
answer the question - What is the “IT Artifact”? Weber (1987) attempts to answer that question. He 
cites E.F. Codd’s (Codd, 1970) paper as one of the most cited articles in Information Systems and one 
that could be considered a candidate as a paradigm suggesting that the IT Artifact is some kind of a 
data model. In a later editorial in MIS Quarterly, Weber points out, “After a long period of discernment, 
we found we could identify only one class of phenomena, for which theories sourced from other disci-
plines seemed deficient— namely, phenomena associated with building conceptual models and design-
ing databases.” (Weber, 2003, pg viii) So maybe the IT Artifact has something to do with information 
models or information modeling. This is possible since data modeling and information modeling are, 
perhaps, the only intellectual developments that are unique to information systems. Yet the theories in 
these areas are sketchy at best.

The field of information systems is in desperate need of some core theory that both defines the field 
and provides a basis from which researchers can work to develop further theory. But theory must be 
developed. It doesn’t not just appear spontaneously. One way in which theory can be developed is to 
look at phenomena in the field and attempt to develop explanatory categories. This is a problem for 
information systems since we are unsure exactly what constitutes phenomena in the field and are less 
sure about which phenomena belongs uniquely to the field and which belong to a referent field. Another 
way in which theory can be developed is to take general theories from other areas, apply them to phe-
nomena in Information Systems, and then advance them by making them more specific to Information 
Systems. An earlier paper did exactly that. Artz [2007] introduced four concepts from metaphysics that 
are highly relevant to the practice of and research in information modeling. These four concepts were 1) 
the Concept of Identity, 2) the Problem of Universals, 3) Teleology, and 4) Correspondence versus Coher-
ence views of truth. The purpose of this chapter is to follow that introduction with a discussion of the 
second of these concepts: The Problem of Universals. The Problem of Universals is, at an arcane level, 
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a central problem in metaphysics and at a practical level the central problem in information modeling. 
This chapter will review the practice of information modeling, discuss some earlier work related to the 
Problem of Universals and then more fully explore the Problem of Universals and the key metaphysical 
problems at the heart of information modeling and the heart of information systems.

Information Modeling

Information modeling, sometimes referred to as conceptual database design, is the first step in the 
database design process. In this initial step, the information modeler studies the domain of interest and 
determines the classes of entities that will be represented in the database and the relationship between 
those classes. In a university database, for example, one entity class may be Students while another 
entity class may be Courses. The relationship between Students and Courses is that Students Take 
Courses. As the modeler continues, attributes of interest are identified for each entity class. These at-
tributes represent facts that are common to all instances of a class. If a particular student has additional 
facts, those facts are overlooked in order to have a set of facts common to all students. Eventually, 
the conceptual database design is represented in an information model which contains entity class 
descriptions, attributes of the entity class, relationships between entity classes, and possibly, additional 
information about the nature of those relationships such as cardinality and optionality. In the process 
of constructing the information model, a variety of philosophical assumptions are made that address 
which classes should be represented in the model, where those classes come from, and whether those 
classes are discovered or constructed. 

A f irst Pass at The Problem of universals

When we use the word ‘same’ to refer to ‘same kind’ we are organizing the things of the world into 
categories. Categories are useful because they help us organize our knowledge efficiently. When I point 
to a tree and call it a tree, I am assigning it to a category. By doing this, I can apply my general knowl-
edge of trees to the specific tree at which I am pointing. The thing at which I am pointing is actually 
an instance of a tree, but we do not make that distinction in normal speech. Yet, philosophically, we 
do make that distinction. The instance at which I am pointing is called a particular and the category to 
which I assign it is called a universal. 

The Problem of Universals attempts to address the question – Where do universals come from? Is 
a tree a tree because it is a member of the set of trees or is it a member of the set of trees because it is 
a tree? This enigmatic question goes to the heart of universal construction. Is a grouping formed from 
things of the same kind or are things of the same kind because they are part of the same grouping? There 
really isn’t an easy answer to this question and philosophers have provided a variety of answers over the 
centuries. (Artz, 1997) A less enigmatic view of the Problem of Universals is to ask -- when we create 
categories to organize our knowledge where do those categories come from? Are the categories real and 
hence discovered, or are categories constructed and if so according to what criteria? The Problem of 
Universals is fundamental to information modeling because the process of constructing entity classes 
is no more or less than the Problem of Universals. That bears repeating because the central problem in 
information modeling is the Problem of Universals. And understanding what has been said about the 
Problem of Universals provides great insight into the process of information modeling. The assump-
tions one makes on the issue of whether universals are discovered or constructed are called ontological 
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assumptions. And a survey of the literature on information modeling reveals that the ontological as-
sumptions made by information modelers are often confused and conflicting (Artz, 2006).

earlier  work

Earlier attempts have been made to provide some metaphysical grounding for information modeling. 
The most notable attempts, to date, include William Kent’s Data and Reality, and Information Systems 
Development and Data Modeling: Conceptual and Philosophical Foundations by Hirschheim, Klein 
and Lyytinen. Data and Reality is a truly astonishing work that is an arcane classic among a far too 
limited set of readers but is likely destined to become one of the first classics of information systems. 
That is to say that a century from now readers will still be referring to the concepts in this book whereas 
little else of what we say today will be remembered. Kent (1978) touches on most of the key points in 
this paper. He asserts:

There are a few basic concepts we have to deal with here:
• Oneness
• Sameness. When do we say two things are the same or the same thing? How does change affect 

identity?
• What is it? In what categories do we perceive the thing to be? What categories do we acknowledge? 

How well defined are they? (pg. 3-4)

The first two bullets refer to the Concept of Identity and the third bullet refers to the Problem of Uni-
versals. The problem with Kent’s book, despite is enormous insight for the time, is the fact that important 
questions are raised with insufficient conceptual structure surrounding them. Thus, the book is likely to 
leave one more confused than enlightened. If one were to read the book, go off and study metaphysics 
for a while, then come back and read the book again, it would make a great deal more sense. Yet few 
people do that and Data and Reality is unfortunately relegated to a cult classic.

Hirschheim, Klein & Lyytinen (1995) take a different approach, attempting to ground information 
systems in social philosophy. They criticize prevailing views of information systems because of the 
prevailing assumption that information systems are “technical systems with social consequences.” In 
opposition to this view they assert that, “In recent years, however, there has been a growing interest in 
viewing IS as social systems that are technically implemented. They serve as the agent for significant 
social interactions.” Reconceptualizing the phenomenon of information systems they assert, “Hence 
items of information are meanings that are intended to influence people in some way.” (pg. 14) 

This is to say that information systems are not benign representations of reality. They are instead 
constructed realities and those constructions serve some purpose. The intentional nature of information 
systems development is brought into clear focus when they say  “Intentions in systems development are 
expressed by objectives.” (pg. 17) This notion that information systems are constructed for a purpose is 
discussed in more detail in Artz (2007). The teleological approach to information systems development 
relies on the identification of systems development objectives. Despite their strength in social philosophy 
and teleology, Hirschhiem, et. al. are a little weak in the metaphysics. They nod toward the Problem of 
Universals with a brief mention of nominalism (pg. 21) but focus on the social aspects of information 
systems and their potential for social change.



  ���

Information Modeling and the Problem of Universals

It is interesting to observe that in juxtaposing the work of Kent with the work of Hirschheim, et. al. 
we see a tension in philosophy that goes all the way back to the pre Socratic philosophers (Gottlieb). 
This tension is between the view that reality is in a constant state of change versus the view that real-
ity must be stabilized in order to be understood. The pre Socratic philosopher Heraclites is best know 
for his assertion that you cannot step in the same river twice and viewed reality as being in a constant 
state of flux. Parmenides rejected the views of Heraclites on the basis that knowledge is not possible if 
you accept change as fundamental. We must impose order on reality in order to understanding it and 
Parmenides viewed the philosophy of Heraclites as destructive to project of knowledge (Roochnik). 
While this comparison may be over reaching a bit it is an apt comparison to point out that this tension 
between views of reality has a long history and cannot be resolved in this paper. The views provided 
here are consistent with Kent and Parmenides and must be considered within that framework.

An InTuITIVe InTrodu CTIon  To  The  Pro BLeM of  un IVer SALS

The Problem of Universals is one of the central problems in metaphysics and attempts to address ques-
tions about how we organize our experiences about the world into meaningful categories for the purposes 
of intellectual economy. This is a bit of a mouthful and requires some elaboration, especially for those 
who have never encountered this concept. The elaboration occurs in the next section. Once the problem 
is clarified, it is useful to survey some of the commentary on this problem from some of the great minds 
in Western Philosophy. That will be provided in the following section. After that we address the ques-
tion of what this has to do with information modeling and show that this is also the central problem in 
information modeling and that it can be extended to provide some insights into information modeling. 
The final section address the implications for the future of information modeling.

When we look around us we see objects everywhere: tables, chairs, lamps, trees, fences, birds and so 
on. Imagine, for a second that you are looking out you window at a tree. You might point at the tree and 
say, “That is a tree.” What you mean more precisely is “That object is a tree.” Or even more precisely, 
“That object is an object of type tree,” or “That object is an instance of the class of trees.” What we are 
talking about here is the difference between things and kinds. The object we are looking at is a thing. 
When we call it a tree we are assigning it to a kind. There are may kinds to which this thing may be 
assigned. We could call it a home for squirrels, a source of shade, or a source of fire wood instead. Some-
how the category tree seems more real than the others, but this is likely to be because it is a basic level 
category or a category with which we have first hand physical experience (Rosch, 1978B). Nonetheless, 
a thing can be assigned to any number of kinds. Although we have introduced these notions intuitively 
here, the difference between things and kinds is difficult to explain without using technical  language. 
So let’s introduce some mildly technical language for the purpose of clarifying this discussion.

The thing you are looking at through your window in the previous discussion is an instance, or in 
metaphysical terminology a particular. The label “tree” is not the name of the object. It is the name of 
a class to which the object belongs, or once again in metaphysical terminology a universal. Particulars 
exist in the world and universals are the categories into which we organize them. We do this for the 
purpose of intellectual economy. We cannot possibly remember all the attributes of every object that we 
encounter nor could we extent our knowledge from objects we have encountered to objects we haven’t 
encountered without universals. But universals pose a vexing problem and that is – where do universals 
come from? How do we get from the particulars in the world to the classes into which we organize those 
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particulars? And this, along with some lesser problems constitutes what is referred to metaphysics as 
the Problem of Universals. Ordinary language often overlooks this problem entirely. When you point to 
an object and call it a tree, you do not ask yourself how you know it is a tree. Nor do you ask where the 
quality of treeness came from, nor why it could not be called something else. Mark Twain deals with 
this problem in a very humorous fashion in the diary of Adam and Eve. 

Entry in Adam’s diary:

Tuesday: Been examining the great waterfall.  It is the finest thing on the estate, I think. The new creature 
[Eve] calls it Niagara Falls – why, I am sure I do not know. [She] Says it looks like Niagara falls. That 
is not a reason, it is mere waywardness and imbecility.

Robert Pirsig also addresses this problem at length in his bestseller Lila. So the deep metaphysical 
nature of this problem does not keep it out of popular culture. Nor does it keep it out of information mod-
eling and database design. Yet, people who have never encountered this problem often find it perplexing 
in the extreme. Consider the enigmatic question posed earlier – Is a tree a tree because it is a member of 
the set of trees? Or is it a member of the set of trees because it is a tree? In more straightforward terms 
these questions are an attempt to find out if kind is determined by category membership or if category 
membership is determined by kind. 

One is tempted to just leave this tricky problem up to philosophers and go on with one’s life. However, 
the many practical implications of this metaphysical problem force us to confront it. For example, when 
an information modeler looks at an application domain he or she sees particulars which are referred 
to as entities. These entities are organized into classes called entity classes which are then represented 
in the information model. Entity classes are universals. And the problem of getting from specific en-
tity occurrences to the entity classes represented in the information model is no more or less than the 
Problem of Universals. Let’s say that we have an information model of university registration. Let’s 
say further that we have an entity class called Student. We can ask – Is a student a student because he 
or she is a member of the set of students? Or is a student a member of the set of students because he or 
she is a student? And we are right back to the problem as stated earlier. One would think that people in 
a university environment would know what a student is. But a few simple questions expose that fallacy 
very quickly. Is a part time student the same kind of thing as a full time student? Is a student who has 
not signed up for any classes still a student? Is somebody who sits in class and learns but does not pay 
tuition still a student? Are alumni auditors considered students? If somebody pays their tuition using 
loans that they later default on, does that mean they never were a student? How we get from the par-
ticulars in the world to the groups into which we organize our knowledge is a foundational problem in 
information modeling as well as in metaphysics. The next section will explore the opinions of a number 
of western philosophers as they tried to grapple with this difficult problem.

A Br Ief  hISTor Y of  Pro BLeM of  un IVer SALS

Plato was the first western philosopher to seriously consider the Problem of Universals. His concern 
was that a person could recognize an object, such as a tree, for example, even though there is so much 
variation between individual trees. Some trees are very tall and majestic while others are short and 
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bushy. Some have leaves on their branches while others have needles. And yet, with all this variation, 
a person can still recognize an object as a tree. In attempting to answer to this problem, Plato took a 
cue from geometry. There is also a great deal of variation between mathematical objects like triangles, 
for example. They differ in size, width of the lines making up the sides and angles. But there is also a 
template definition that covers all triangles regardless of their differences. They are three sided geo-
metric objects with three angles the sum of which is 180 degrees. So, for trees there must be something 
similar. Plato believed that there was some essential concept of treeness against which one compares 
individual objects and decides whether or not the individual in question qualifies as a tree.  But where 
did this concept of treeness come from ?  Here Plato offered a unique, if somewhat bizarre, answer. He 
postulated the existence of a nonmaterial world which he call the World of Forms.   The World of Forms 
contains the eternal unchanging essence of things from the material realm.  So that the Form tree that 
describes the eternal unchanging essence of treeness exists in this world and this world can only be 
perceived by the intellect.  Plato used the term Form in much the same way that an information modeler 
would use the term entity class.  It is the template or general definition of the object type independent 
of variations between individual entities.   

Plato is seen as a realist.  He believed that the World of Forms actually existed independent of minds 
to perceive the Forms.  Further, he believed that the World of Forms was more real than the physical 
world as perceived by the senses because the physical world was unstable and filled with variations 
and imperfections.  The World of Forms, on the other hand, was a world of timeless perfection. While 
the existence of this World of Forms that is somehow more real than the world perceived by the senses 
causes one to raise a skeptical eyebrow, it does answer some difficult questions that are not effectively 
addressed by later views.  For example, how can you have a Form without instances ?  And how can 
you derive a perfect Form from widely varying imperfect instances.

Plato’s goal, in his theory of universals, was to define concepts with the same precision and perfection 
that mathematical objects such as a triangle or a square are defined.  This is why he had to postulate 
the existence of an unchanging World of Forms in which mathematically precise definitions did exist.  
Aristotle, Plato’s most famous student, rejected the World of Forms based on the obvious problems of 
postulating a world that could not be perceived by the senses.  Where Plato was interested in ideals, 
Aristotle was much more interested in the real world of sense perception. Aristotle’s goal, in his theory 
of universals, was to classify natural objects into the natural kinds to which they belong and to organize 
those kinds into natural hierarchies.  

Aristotle saw things a little differently. He did not believe in the independent existence of pure Forms.  
The only real entities to him were the particular objects of the world. And yet, Aristotle did not believe 
that the construction of universals was purely arbitrary.  Trees have properties that are fundamentally 
different than the properties of chairs or rocks and these properties are inherent in the individual objects.  
They are a part of the physical world and can be known through the senses.  Not only do these properties 
exist, but they can be articulated and used to organize particulars into kinds. Those kinds can, in turn, 
be organized into hierarchies of kinds which Aristotle called genus and species.  Hence, universals, 
according to Aristotle, exist as collections of properties, and these properties, in turn, do exist in the 
real world. Plato and Aristotle were realists, believing that universals have an existence in the world 
independent of any minds to perceive them. And this view held throughout the middle ages. However, 
the British empiricists, beginning with John Locke, began to recognize the role of the mind in creating 
universals and turned the corner from realism to a new view of universals called conceptualism.  
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According to Locke, a universal is formed through the cognitive process of abstraction.  In this pro-
cess we view particular instances and abstract from those particulars certain properties that they hold 
in common.  Thus, a universal is one collection of common properties held by a set of particulars.  At 
first glance this sounds like Aristotle’s view of universals. And, yet, Locke rejected the Aristotelian view 
that the classes exist in the world.  We do not, according to Locke, find objects and their features neatly 
divided by nature into objectively delimited classes.  Instead, limitless similarities and differences are 
there for us to perceive but how we perceive them, how we select them, how we use that information to 
form classes, and how we place objects in different classes is up to us to decide.  Locke disagreed with 
Aristotle by saying that we select the features we use to frame a universal rather than simply taking what 
is there.  Yet, he still believed that universals were explicitly defined.  That is, the abstraction process, 
according to Locke, was rational and could be explained objectively. David Hume went a step beyond 
Locke and said that the construction of universals was not only done in the mind of the observer, but, 
according to Hume, this abstraction process occurs below the level of rationality. 

According to Hume, universals are constructed by noticing similarities and differences between 
objects, just as Locke had asserted.  However, this process is not guided by abstraction objectives as 
Locke had claimed.  Instead, according to Hume, it is a result of organizing our experience at a precon-
scious level.  Any explicit definition of what constitutes a given universal is done after the universal is 
defined in our minds and incorporated into our language. If the meaning of universals is constructed 
at a preconscious level, then an obvious question is raised - is it always possible to explicitly define the 
characteristics of universals that exist both in the minds of people and in common everyday language 
?  Wittgenstein didn’t think so !

Wittgenstein took an extreme position with regard to universals.  To him, universals not only exist 
solely as concepts in the mind, but they exist in the mind as poorly formed concepts.  According to 
Wittgenstein, explicit definition of certain classes is not possible.  In fact, many classes that we use 
are so poorly formed, that the only thing that the particulars in them have in common is that they are 
all members of the same class.  He illustrates the point by comparing class membership with family 
resemblances. Members of a family may look like each other, yet it may be difficult to define a set of 
features that they all share.  Some have the same nose.  Some the same chin.  Some the same eyes.  But 
there is no set of features common to them all. Classes that are held together by family resemblances 
defy any attempts to construct well defined classes categories or universals.

The  Pro BLeM of  un IVer SAL And  Infor MATIon  Mode LIng

The philosophical positions we just discussed represent a range of assumptions that information modeler 
may hold. It is unlikely that these assumptions are explicit. Yet they can be seen in various approaches 
to modeling. For example, naïve information modelers often adopt the Platonic approach.  They study 
the domain until the entity classes emerge from some intuitive process as though they had apprehended 
the World of Forms with their intellects. Platonic modelers cannot tell you how they derived the classes 
although they seem fairly certain, intellectually, that the classes are correct. They are likely to be naïve 
realists believing that the classes exist in the domain and that they have discovered them. However, 
the existence of the World of Forms was even difficult for Plato to justify and the Platonic information 
modeler is on similarly shaky ground.
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Aristotle’s position provides much of the philosophical basis for the more disciplined approaches to 
modern information modeling.  The information modeler observes entities in the real world and then 
identifies their attributes.  Next, based on the commonality of attributes, these entities are grouped 
into entity classes and the common attributes become the class attributes.  In object-oriented analysis 
the commonality of class attributes can be used to define class hierarchies which follow Aristotle’s 
concept of genus and species.  However, one must remember that Aristotle was classifying physical 
objects that had been shaped over millennia by the forces of nature and evolution. Yet, the domain of 
the information modeler is the artificial world of the organization where conceptual entities such as 
Customer, Account, Part and Employee are useful constructs not shaped over millennia by the forces 
of nature.  A customer is not a customer because of some set of physical characteristics.  A person is a 
customer because of a relationship that exists between the organization and the person.  Another per-
son may be an employee based on a different relationship to the organization.  A person may take on 
different roles at different times or have multiple roles at any one time.  Further, the customer need not 
be a person, the customer may be another organization.  Hence, it is not possible to define these classes 
based on physical characteristics.  These classes are defined by the changing needs of the organization 
to organize its information about the world. Thus, although the scientific realism of Aristotle provides 
a convenience basis for information modeling, it makes assumptions about the domain of investigation 
that are probably not valid.

Locke’s view of universals provides quite a different perspective for information modeling.  Instead 
of forming classes based on common attributes, the modeler needs to define a set of modeling objec-
tives to guide the abstraction process. From Locke’s perspective, there are many ways to model an 
application domain depending on what the modeler is trying to achieve.  Most database applications in 
organizations fall into this category.  Entity classes such as Customer, Part, Employee, or Account are 
defined in terms of attributes that are important to the problem at hand while vast numbers of attributes 
are simply ignored as unimportant. This creates problems for the information modeler because it sug-
gests that universals such as Student or Customer may exist in the minds of users and in the language, 
but may not have any explicit definition. Further, any appropriate and explicit definition may lie in the 
domain in the future but not the present.

Thus, if Hume’s view is correct then the process of information modeling becomes the process of 
language refinement.  Database users employ terms like customer, part or account without a precise 
understanding of what they mean.  The modeler must talk with users and construct useful definitions.  
Further, these definitions must be agreed upon so that information modeling also becomes the process 
of achieving a social consensus. Finally, if Wittgenstein is correct, then a domain cannot be modeled 
without a serious semantic revision to superimpose semantic order upon it.

ex Tend Ing  The  Pro BLeM of  un IVer SALS To  Infor MATIon  Mode LIng

Thus far we have discussed the Problem of Universals, some philosophical responses to the problem, 
and some ways in which these responses can be seen in the practice of information modeling. Next we 
turn to the task of refining our discussion of the Problem of Universals to begin providing a foundation 
for the practice of information modeling. From this foundation we will begin making observations about 
how the practice of information modeling should be refined. In doing so we define four philosophical 
positions that apply directly to the construction of information models. These are: class realism, class 
conceptualism, attribute realism, and attribute conceptualism.
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Class realism. The class realist believes that classes actually exist in the world for anyone to discover. 
The class realist attempts to discover the set of classes that exist in a domain by examining the domain; 
and the validation criteria for a model created by a class realist is that it represent the classes as they 
exist in the real world. There is no possibility that class formation is influenced at all by the cognition 
of the observer, because the classes can be discovered and verified objectively. If class realism holds, 
then there can only be one correct information model for any given domain - the one that accurately 
models the real world. Although this metaphysical position is quite prevalent among information model-
ers, there is little philosophical support for it. It is a modern day version of Platonic idealism in which 
classes exist in some nonmaterial world waiting to be apprehended by the intellect. Even Plato, who 
originated the position, had quite a bit of trouble with it.

Class conceptualism. The class conceptualist believes that classes are constructed in the mind of the 
observer through some cognitive process of abstraction based on cues derived from the real world. If 
class conceptualism is correct, then class formation may be influenced by a wide variety of social and 
cognitive factors that may influence the abstraction process. Further, validation becomes very difficult. 
Since the model is the result of an abstraction process it is necessary to validate the resulting model us-
ing some criteria other than conformance to the real world. Philosophically, this position is more likely 
to be correct. However, it brings a host of new problems into the practice of information modeling. 

Attribute realism. The attribute realist believes that attributes or properties of individual entities exist in 
the world independent of the cognition of the observer. Classes can then be formed by grouping entities 
with like attributes. More rigorous approaches to information modeling adopt this position and there is 
some justification for it under a limited set of circumstances. There are two forms of attribute realism, 
limited and extended. Limited attribute realism suggests that entities have a limited set of properties 
and like entities can be grouped according to the commonality of those limited properties. Extended 
attribute realism suggests that entities have a virtually unlimited set of properties and groupings are 
formed based on common subsets of properties. If extended attribute realism holds, then an abstraction 
process occurs when a small set of like attributes are selected for the grouping process. Once again, 
social and cognitive factors may influence the grouping process. And attribute selection must be guided 
by modeling objectives.

Attribute conceptualism. The attribute conceptualist believes that attributes or properties of individual 
entities are constructed, once again, through a cognitive process of abstraction guided by cues form the 
real world. It may be reasonable to assume attribute realism in the case of physical properties of entities. 
However, attributes of entities that are functional in nature or define relationships between entities are 
almost certainly constructs. If attribute conceptualism holds, then attribute construction may also be 
influenced by a wide variety of social and cognitive factors that may influence the abstraction process. 
Once again, attribute construction, like class construction, would have to be guided by modeling ob-
jectives. Attribute conceptualism can be constructivist or re-constructivist. The constructivist defines 
attributes based on cues from the environment largely based on the usage of terms in the language 
of the domain. The re-constructivist has to redefine the set of attributes in order to make sense out of 
conflicting usages.

.
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An ILLuSTr ATIVe ex AMPLe: WhAT IS A STuden T?

Sometimes it appears that we are playing word games when we discuss the semantic complexities of 
information modeling. For example, when we ask - ‘What does it mean to be a student?’ - practically 
minded people often think that we are just engaging in so much philosophical double talk. The purpose 
of this section is to show how this question is crucial to designing a database that will deliver accurate 
information. First we will show how it is not at all obvious what we mean by the designation student. 
And second we will follow with a discussion of the realist versus conceptualist assumptions in terms 
of this example.

A degree program has 200 students that break down into the following categories: 70 are full time 
students taking three classes; 20 of the full time students are on full scholarship; 30 are part time students 
taking two classes; 20 are part time students taking one class; 10 students are on leave of absence taking 
no classes; 40 students are doing internships taking no classes; 20 are alumni auditors getting continuing 
education credits; 10 students are sitting in on classes with the permission of the instructor.

There are three courses offered each semester: a two credit course (five sections); a three credit course 
(three sections); and a four credit course (two sections). The two-credit course has a two-hour lab that 
is staffed by a teaching assistant or a doctoral student. 

Fees are $500 per credit hour. Students on scholarships get a 50% discount. Alumni auditors pay 
$100 per credit hour.

There are two full time faculty members teaching two sections each and five adjuncts teaching the 
other sections. There is another full time faculty member who only teaches one class and administers 
the program.

We have the following potential definitions of student:

1. A student is a person enrolled in the program
2. A student is a person attending classes
3. A student is s person paying tuition
4. A full time equivalent student is taking three classes and paying full tuition

We have the following potential definitions of class:

1. A class is a course
2. A class is a course offering
3. A class equivalent is twenty students taking three credits

We have the following potential definitions for a faculty member:

1. A faculty member is a full time member of the faculty
2. A faculty member is anyone who teaches a class
3. A faculty full time equivalent (FTE) is three covered classes

Now consider the following questions:
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1. How many students are there with each of the potential definitions?
2. How many classes are there with each definition?
3. How many faculty members are there with each definition?
4. How many faculty-to-student ratios are there? What are they? Which is the most meaningful?
5. How many class size measures are there? What are they? Which is the most meaningful?
6. In questions 4 and 5 above how would the question of which answer is the most meaningful vary 

for 1) the university admissions department; 2) the class scheduling office; or 3) the Dean’s office 
that tracks faculty productivity?

Consider how differently this database would be designed given the following potential statements 
of purpose:

1. The purpose of this database is to track program revenues and compare them again program 
costs.

2. The purpose of this database is to track program viability in terms of demand for the program and 
demand for the courses.

3. The purpose of this database is to schedule class meetings and ensure that the appropriate space 
will be available in the classroom.

Consider how differently this database would be designed given the following problems:

1. An increase in the number of part time students has caused course offerings to be under utilized. 
Admitting 25 full time students produces 75 enrollments and $37,500 in tuition revenue, whereas 
25 part time students taking one class produces 25 enrollments and $12,500 in tuition revenue. 
Admissions targets must be carefully regulated in order to maintain program quality and program 
profitability.

2. An important metric of program quality is the faculty to student ratio. As the program expands, 
it must maintain an adequate ratio in order to maintain accreditation and attractiveness. However, 
full time faculty are a major long term commitment so increases in full time faculty must be made 
on strong predictions of program growth.

3.  The university financial aid policy allows an average discount of 20%. This includes scholarships 
and alumni audits. Further, non-enrolled students are encouraged to sit in because it increases 
the good will of the program and provides some marketing benefit. Unfortunately, the number 
of chairs in a classroom restricts class sizes and these seats must be allocated in such a way that 
tuition targets are achieved along with the quality and goodwill of the program.

The purpose of this example was to show that even though we may think that the definitions of cat-
egories such as student, faculty and course are beyond question, they actually do raise a large number 
of questions. Further, when they categories are in question then any data derived from these categories 
such as student to faculty ratio or faculty course load also become questionable. Finally, the only way 
category definitions can be constructed correctly is to know what you are trying to achieve with the 
database and this requires an explicit statement of database objectives.
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iMPlica tions  for  infor Mation  Modeling

The different metaphysical positions we have discussed lead to quite different approaches to informa-
tion modeling and different results in the model produced. Class realism is often adopted by naïve in-
formation modelers and often implicit in books on information modeling that do not explicitly address 
the discovery problem. Unfortunately, class realism is not supportable under any circumstances. If the 
class realist develops the correct model it is either just luck, or the demands of the application have been 
defined after the fact as those information needs that the database can support.

Class conceptualsim is a far better foundation for the practice. This, however, suggests some fairly 
radical changes for the practice of information modeling. Currently, we focus on diagramming tech-
niques and automated tools to support diagramming. If class conceptualism holds, which appears to 
be the case, then we should be focusing on the question of how classes are constructed to meet various 
information needs. Further, we can no longer validate an information model by comparing it to the 
real world (since that assumes class realism). We have to define objectives for the model and evaluate 
constructs according to how well they meet those objectives.

Attribute realism is, at least, slightly suspect. Entities in the real world do have physical characteris-
tics. However, the purpose of a database and the purpose of a scientific taxonomy are likely to be quite 
different. Scientific taxonomies do not consider functional or artificial attributes in their classification. 
Yet information models do. Assuming that entities have a limited (and small) number of physical at-
tributes that can be used to group them into classes is hard to justify in practice. Entities have lots of 
attributes (physical and artificial), some that they share in common with other entities some that they 
do not. Attribute realism does not allow for functional or artificial attributes. Limited attribute realism 
does not allow for the fact that entities may not have uniform properties. Hence, attribute realism does 
not provide an adequate foundation for the practice.

Attribute conceptualism seems to provide the richest foundation because it acknowledges the exis-
tence of nonphysical attributes. It also allows for the fact that we pick and choose attributes based upon 
(possibly implicit) objectives in the modeling process. It also allows for the fact that we may invent 
some of the attributes. This leaves the question of whether or not the attributes can be constructed from 
the linguistic usage.

If the model must represent usage and the usage is somewhat consistent, then it may be possible 
to construct an information model of the domain in question. If the model must represent usage but 
usage is not consistent then it will not be possible to construct a coherent model. Finally, if the model 
does not have to reflect usage, it can be constructed to meet information objectives. If the objectives 
are consistent, then the model can be constructed, otherwise not. Yet the resulting model may not be 
consistent with the users concept of what the various constructs mean.

conclusion

The Problem of Universals provides both a metaphysical foundation for information modeling and 
substantial insight into the nature of the process. Information modeling research should focus less 
on representational techniques and more on the problem of what is to be represented. Since class and 
attribute conceptualism provides a much firmer philosophical foundation, then the work of research-
ers in information modeling is to determine how to define modeling objectives and how to compare 
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competing models with respect to those objectives. A secondary area of research interest should be in 
understanding how cognitive factors and individual differences between information modelers affect 
the models they produce.  
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aB stract

The motivation for this chapter is the observation that many companies build their strategy upon poorly 
validated hypotheses about cause and effect of certain business variables. However, the soundness of 
these cause-and-effect-relations as well as the knowledge of the approximate shape of the functional 
dependencies underlying these associations turns out to be the biggest issue for the quality of the results 
of decision supporting procedures. Since it is sufficiently clear that mere correlation of time series is not 
suitable to prove the causality of two business concepts, there seems to be a rather dogmatic perception 
of the inadmissibility of empirical validation mechanisms for causal models within the field of strategic 
management as well as management science. However, one can find proven causality techniques in other 
sciences like econometrics, mechanics, neuroscience, or philosophy. Therefore this chapter presents 
an approach which applies a combination of well-established statistical causal proofing methods to 
strategy models in order to validate them. These validated causal strategy models are then used as the 
basis for approximating the functional form of causal dependencies by the means of Artificial Neural 
Networks. This in turn can be employed to build an approximate simulation or forecasting model of the 
strategic system.
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introduction

Planning and implementing corporate strategy very often requires substantial efforts in gathering rel-
evant data and information underlying the decisions to be met. Hence, the decision makers face at least 
two elementary issues: First, the planner has to be supplied with appropriate data about the underlying 
relevant key figures and business drivers as well as environmental information related to the market 
or competitors. This first function of data support as outlined before is the main focus of so-called 
management information systems (MIS). These tools usually employ powerful techniques to gather the 
necessary figures as a basis for strategic planning efforts.

Second, this raw data has to be arranged within decision models in order to reduce the variety and 
complexity coming with it: One characteristic of a complex strategic decision is that it is influenced by 
an immense set of business variables which have to be analyzed in this context. As a consequence data 
supporting tools do not provide appropriate aids for this type of entrepreneurial function: It is to reduce 
the complexity emerging from this amount of data which becomes the principal task of decision support 
systems (DSS). Hence it can be observed that the architecture of any arbitrary DSS is highly dependent 
of the managerial approach it is designed to support. It necessarily incorporates the notion of a mental 
model underlying the respective decision theory as well as techniques to derive decisions from these 
assumptions. Sprague & Carlson (1982) specify these two core components of a DSS as model base 
and method base, respectively. The former defines the structure of the decision model which arranges 
the raw data provided by a data support component, whereas the latter encompasses decision theoretic 
methods specifically designed to operate on the given decision model. According to the type of the model 
base, analytic techniques like optimization as well as statistical methods or stochastic approaches like 
simulation are used to draw decisions from the raw data organized in the decision model.

The rest of the chapter is organized as follows: The following section provides review of the appro-
priate literature within the field of causal strategy planning techniques as well as of causality concepts. 
Consequently, specific causality criteria are defined on this basis. This definition is employed in the 
subsequent section in order to establish an approach for the automated proof of nomothetic cause-and-
effect hypotheses. Since every single of these proven causal relations are characterized by an arbitrary 
unknown cause-and-effect function, this function has to be approximated in order to build a quantitative 
model base for DSSs. Therefore this chapter discusses appropriate approximation techniques and pro-
poses a nonparametric approach for the universal approximation of arbitrary cause-and-effect functions 
by the means of ANNs. This chapter is concluded by the presentation of experimental results.

LITer ATure r eVIeW

Causal Strategy Planning Approaches

A considerable number of recent approaches within the domain of strategic decision making proposes to 
organize business indicators in the form of causal models. The main task of these models is to visualize 
the cause-and-effect relations which the decision maker assumes to exist between the given variables 
and/or goals (Hillbrand & Karagiannis, 2002a).

One well-known example for this type of strategic decision methodologies is the Balanced Score-
card approach (Kaplan & Norton, 1992): The main idea behind this concept is that short term goals 
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of financial nature like the improvement of profitability measures are usually influenced by long term 
objectives of non-financial type. Therefore Kaplan and Norton (1992) postulate a balanced selection of 
strategic goals out of (at least) four distinct dimensions: Financial, customer-, process- and, develop-
ment-specific perspectives should be included in the strategic process. Between the goals and measures 
of these dimensions the decision maker has to make hypotheses about the underlying cause-and-effect 
relations. Subsequently they can be used to disaggregate main strategic goals into tactical objectives 
and measures.

Similar principles are encompassed by the French Tableau de Board methodology (Mendoza et al., 
2002) as well as by cybernetic management principles as proposed for example by Vester (1988) in his 
Biocybernetic Approach whose main concepts are reused in the St. Gallen Management Model (Gomez 
& Probst, 1999; Schwaninger, 2001; Spickers, 2003).

Although these managerial approaches for strategic decision support provide some practical ap-
proaches for the reduction of complexity coming with a sense-making process the implementations of 
these ideas in the form of DSS are rather weak: It can be observed that software tools supporting such 
approaches are focused on techniques out of the method base in order to draw conclusions from a hypo-
thetically assumed cause-and-effect model as outlined before (Hillbrand & Karagiannis, 2002a, p. 368). 
Therefore most DSS of this type provide simulation techniques as well as how-to-achieve- and what-
if-analyses. However, the model base usually remains unproven with respect to the empirical evidence 
of the hypothetically assumed cause-and-effect relations between the business variables. As a logical 
consequence, the overall quality of the decision support provided by such a system is directly related to 
the completeness and soundness of the underlying causal hypotheses. Moreover these techniques are not 
able to provide quantitative forecasts for future impacts of an analyzed strategic scenario. The reason 
for this lack of approaches for causal proof and quantitative techniques for managerial cause-and-effect 
models can be traced back to a proposition of Kaplan and Norton (1996): In their book they recommend 
“correlational studies” in order to infer causal knowledge from time series of business variables in the 
course of double loop learning. This postulate caused an intense discussion about the admissibility of 
such techniques with respect to the purpose as mentioned before: As for example Weber and Schäffer 
(2000) conjecture, the “basic problem of an analytic derivation of the ̀ correct̀  cause-and-effect relations 
cannot be solved in this way” (p. 8). Horvàth & Partner (2001) come to a similar conclusion: 

Cause-and-effect relations [...] do not describe arithmetical logics e.g. in the form of the known ROI-
scheme [...]. The goals and for this reason also the measures are causally associated in a logical but 
not in a calculative sense. If the value of one goal changes, the impacts on another variable of the same 
system cannot be predicted exactly. (p. 44f.)

Other authors only refer to the need for further research in this area (Probst, 2001, p. 81). However, 
this discussion and its limitation to the construct of correlation leads to a rather dogmatic conception 
that managerial cause-and-effect models must not be evaluated in a quantitative way which is typical for 
the relevant managerial literature. According to Schneiderman (1999) this is one of the major reasons 
for the failure of Balanced Scorecard projects:

We all know that correlation does not mean causality. But try explaining these data to someone who 
has been only reluctantly convinced that the non-financial scorecard metrics are a leading indicator of 
future financial success. (p. 10)
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However, if we abandon the restriction to correlation as a concept for the proof of causality and a 
measure of association, it seems to be possible to infer further causal knowledge from empirical data 
and therefore improve the quality of the model base significantly. Hence, this chapter proposes an ap-
proach to automatically prove managerial cause-and-effect relations and to approximate the unknown 
causal function underlying these associations.

Causality Concepts

Since one main objective of this chapter is to provide an approach to proof hypothetically assumed 
cause-and-effect relations between managerial variables, it is necessary to define necessary and sufficient 
conditions for the concept of causality in this environment. As it has been outlined in the introduction, 
the mere correlation of two variables seems to be insufficient for this purpose. Moreover, causality per 
se cannot be observed or tested by objective means. According to Kant it is a synthetic judgment a priori 
(Schnell et al., 1999, p. 56). Causality must therefore be regarded as an assumption about the connection 
between cause and effect made by the human mind and based on a variety of experiences rather than 
some kind of natural phenomenon which can be observed in an objective manner.

As a consequence of the lack of observability of causal relations as outlined above, there has been a 
broad scientific dispute within the philosophy of science about the concept of causality. The beginning 
of this discussion can be traced back to the Humean regularity theory (Sondhauss, 1998): This notion 
of causality is founded mainly on the two concepts of contiguity and temporal succession (Hume 1748), 
i.e. two events always have to occur within temporal and/or spacial limits and the effect must follow 
the cause in time. Although this theory does not seem to be fully sufficient to explain the concept of 
causality1, it introduces an important property which is part of almost every causality theory: Causal 
relations are usually regarded as asymmetric associations of two events.

However, there are (at least) two objections regarding this basic theory of causation:
Firstly, representatives of probabilistic causality theories bring forward the argument that the deter-

ministic association between cause and effect as an integral part of the regulatory theory represents a too 
rigorous characteristic. According to their notion, the occurrence of a cause only raises the probability 
of an effect but does not necessarily imply it.

Secondly, the Humean regulatory theory is criticized because of temporal precedence being the 
only characteristic to establish the necessary asymmetric property of a causal relation as for example 
Brady (2002) explains:

The Humean theory does even less well with the asymmetrical feature of the causal relationship because 
it provides no way to determine asymmetry except temporal precedence. [...] Causes not only typically 
precede their effects, but they also can be used to explain effects or to manipulate effects while effects 
cannot be used to explain causes or to manipulate them. (p. 18)

Approaches to overcome these shortcomings lead to the notion of causality as it is proposed by in-
terventionistic theories. The central ideas of these theories are driven by human action as the definition 
of Gasking (1955) shows:

The notion of causation is essentially connected with our manipulative techniques for producing results. 
(p. 483)
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According to this perception, a causal relation can only be verified in experimental settings where a 
response can be observed after a cause has been manipulated and the system can be isolated from other 
(unknown) influences. This is necessary because there exist situations where the mere observation of 
cause and effect misleadingly suggest causality between two events where there is none. For example 
the influence of an exogenous third variable U on two endogenous variables C and E can lead to corre-
lation as well as to a temporal precedence relation between C and E although they are not causing each 
other. This example demonstrates the inability of mere temporal precedence to explain the asymmetry 
in causal relations quite graphically.

The restriction of interventionistic approaches to analyze the concept of causality only experimentally 
is the main reason for their failure to explain many real-life problems as it is also the case for manage-
rial cause-and-effect relations: In an enterprise there is hardly any situation where an experiment-like 
situation can be created because the trial-and-error manner of these settings usually would inflict losses 
for the business and the response time of basic cause-and-effect relations can be rather long. As a con-
sequence it seems to be too costly to prove causality in this way.

There has been a broad discussion of causal theories in economics – as in many other sciences. In 
the first half of the 20th century economists mostly neglected causal concepts as described above. The 
standard solution was to identify additional determinants which discriminate between otherwise simul-
taneous relationships (Hoover 2008, p. 6). One important momentum for the discussion of causality in 
economics was the conception of the Cowles Commission in the 1950s (Koopmans 1950). According 
to this, the solution for finding causal relationships was the a priori knowledge from economic models. 
This implies that – according to this notion of causality – causal structures cannot be inferred merely 
by empirical data but have to be built upon well-known hypotheses which can only be falsified.

One major critique of this approach comes from the work of Lucas (1976) who argues that a change 
in economic policy renders the parameters of the causal structures unstable. Lucas’ critique led to the 
postulate of invariance (i.e. the independence of policy changes) of economic causal structures and 
therefore was the most important reason why the discussion shifted more towards so-called inferen-
tial approaches (cf. Granger 2003, p. 70). These techniques infer causal structure only form empirical 
observations without the need for a priori knowledge. One of the most important contributions in this 
area originates from the works of Granger who proposed a generic definition of inferential causality. 
He argued that “a (time series) variable A causes B, if the probability of B conditional on its own past 
history and the past history of A (besides the set Ω of the available information) does not equal the prob-
ability of B conditional on its own past history alone.” (Granger 1980, p. 330; cited after Moneta, 2004, 
p. 1). The asymmetry of cause and effect in this concept known as Granger causality is secured by the 
requirement that A occurs before B in time (Hoover 2008, p. 12). This notion of causality led to numer-
ous applications within the field of economics and was awarded the 2003 Nobel Prize in economics.

Newer inferential approaches employ graphical models in order to describe the causal structures 
which are then tested by conditional causality concepts. These graph-theoretic approaches were mostly 
developed in other scientific areas like computer science (Pearl 2000) or psychology (Glymour 2001). 
However, they were then transferred to economic issues (cf. e.g. Hoover 2001; Hoover 2008). The logic 
behind these techniques is rather simple: It is possible to depict a simple causal relation between two 
variables as a directed edge between two nodes representing the dependent and the independent vari-
ables. By combining more causal edges it becomes possible to model more complex causal structures 
as for example shielded colliders which is a common term for two causes for one indicator variable. 
By analyzing the conditional correlations between these variables it is possible to introduce undirected 
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edges into the structural model. By analyzing the conditional behavior and the graphical model it 
becomes possible to direct some or all of these edges. The most common of these causal search algo-
rithms—the PC-algorithm—has first been proposed by Pearl and Verma (1991). Spirtes et al. (2000) 
used these principles for their causal proving software application TETRAD. Within this chapter, this 
technique is employed to rule out third variable effects and is therefore explained in more detail in the 
respective section.

A SYnThe TIC Con CePT of CAuSALITY BeTWeen BuSIne SS VAr IABLeS

Applied to managerial cause-and-effect relations, an appropriate concept of causality must restrict itself 
to observational studies in terms of empirical data as a consequence. Therefore we can summarize the 
above disquisition of definitions for causality as follows: A cause should provide information which 
can be used to (partly) explain its effects. In case of linear cause-and-effect relations this property of 
informational redundancy is also known as correlation or covariance. However, as it has been shown 
in the introduction these concepts do not succeed to fully explain causality. According to Hume, there 
has to be a temporal precedence relation between a cause and its effects additionally to informational 
redundancy as for example Pearl and Verma (1991) state:

Temporal precedence is normally assumed essential for defining causation, and it is undoubtedly one 
of the most important clues that people use to distinguish causal from other types of associations. (p. 
442)

Regardless of the ability of these two necessary properties to fully explain many causal relations 
there still remains the problem of an exogenous common cause to induce spurious associations between 
presumably causal variables. Therefore the definition of causality has to be enhanced by the postulate 
to control for this type of association. This leads to a notion similar to the one of Suppes (1970):

X and Y must covary, X must precede Y, and other causes of Y must be controlled.

Based on these foundations the following definition of an appropriate concept of causality to analyze 
associations between managerial variables can be derived:

Theorem 1 (managerial causal relation): A causal relation between variables of a managerial system 
exists if and only if there exist appropriate nomothetic (i.e. unproven) cause-and-effect hypotheses based 
on causal a priori knowledge where the following conditions are fulfilled:

• The empirical observations of a potential cause provide informational redundancy regarding its 
potential effect.

• The variation within the time series of the potential cause must always precede the response of 
this variation within the time series of the potential effect.

• The three causality properties as defined above (causal a priori knowledge, informational redun-
dancy and temporal precedence) must not originate from the influence of a known or unknown 
cause, common to the potential cause and the potential effect.
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As it is obvious from the above theorem, the underlying notion of causality follows the logic of logical 
empirism which regards a hypothesis as true as long as it cannot be falsified. Therefore it is the task of a 
causality proof to rule out non-causal associations according to the above criteria from a given strategy 
model consisting of nomothetic cause-and-effect hypotheses. The next section develops an appropriate 
approach for the automated proof of causality.

An eMPIr ICAL VALIdATIon APPro ACh for CAuSAL STr ATeg Y Mode LS

As the previous section provides a homogeneous notion of causality it remains to identify an approach 
to apply this definition to the causal knowledge of an enterprise in order to distinguish between genu-
ine and spurious cause-and-effect relations. The conceptual basis for the construction of proven causal 
models for strategic decision support is therefore represented by the necessary and sufficient properties 
of causality as defined above.

Modeling nomologic Cause-and-effect hypotheses

The starting point for this approach is the compilation of causal knowledge in the form of implicit mental 
models or corresponding data into an explicit model of nomologic cause-and-effect hypotheses. The 
latter are contained in a rudimentary cause-and-effect model which has to be given by strategic decision 
makers and represents the first necessary causal property of a priori knowledge.

One possible approach to model causal strategy maps has been proposed by Hillbrand and Karagi-
annis (2002b, p. 53): The meta-model of their modeling framework consists of indicators which can be 
of crisp or fuzzy type and two types of associations which connect a pair of indicators:

• Defined influence relations represent causal associations between variables which can be fully 
explained by decision makers. Usually the target variable of this type of relation is some kind of 
synthetic ratio which has been axiomatically devised by a formula consisting of several input pa-
rameters. A well-established example for influence relations are profitability measures like ROI, 
ROCE, etc. As a consequence defined influences can only be modeled between crisp indicators 
where the values of the result variable can be fully explained by some algebraic function of input 
indicators.

• All remaining potentially causal associations between either crisp or fuzzy variables which do not 
fulfill both conditions for a defined influence relation are called undefined. For this type of relation 
it is not possible to assume causality a priori as in the preceding case. Rather the decision makers 
are forced to rely on nomothetic cause-and-effect hypotheses. However, the empirical knowledge 
of past time-series enables managers to scrutinize the causal content of the interjacent potential 
cause-and-effect relation.

Consequently it is the focus of this section to provide appropriate methods in order to analyze the 
hypothetically defined model base of a strategic DSS with respect to its causal validity. This task of the 
proposed approach is to detect so-called α-errors2 of nomothetic cause-and-effect hypotheses between 
variables. Therefore the starting point for the reconstruction of a proven causal model is a rather over-
defined rudimentary model as described above.
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Identification of Temporally Lagged Informational r edundancy

The second necessary condition for causality—as defined in the previous section—is informational 
redundancy between a potential cause and its potential effect. As a consequence the time series of the 
dependent variable as the output of an unknown causal function associated with the respective rela-
tion must also reflect patterns or variations of independent time series. Very often these patterns are 
transformed by the underlying causal function and superposed by the influences of other exogenous or 
endogenous variables. Therefore they cannot always be detected a prima facie. If the causal function 
which transforms the values of a set of independent variables into the value of a dependent value is of 
linear type, the concept of correlation can be used as a measure for informational redundancy. In all 
other cases one has to find other techniques to analyze whether two time-series are informationally 
redundant or not. For the purpose of this approach it seems to be suitable to restrict to the linear case 
because the causality proof per se does not build the model base but is used to select variables for the 
following approximation of a nonlinear causal function. Therefore it is not necessary to rule out all 
possibilities of α-errors because the ANNs—assigned to perform the causal approximation task—are 
supposed to detect the non existing influence of marginally spurious associations. The admissibility of 
this theory for different types of causal functions has been shown by Hillbrand (2003, pp. 299ff.).

When considering the third necessary condition for causality of temporal precedence of cause and 
effect the inadequacy of the concept of correlation alone to prove cause-and-effect relations becomes 
obvious: The correlation of two time series would show that the variations of a independent and a de-
pendent variable are similar and that they take place contemporaneously.

As this is mutually contradictory to the notion of causality as defined in the previous section, the 
concept of correlation has to be adopted to measure temporally lagged responses of the variation of an 
independent factor within the time series of the dependent variable. Therefore cross correlation ( ),X Y t∆   
implies a time lag ∆t between a cause X and an effect Y in the following form:
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Where yt and xt stand for the values of the variables Y and X at time t, X  and Y  stand for the average 
values and σx  as well as σy for the standard deviation of the respective time series. As it is evident from 
the above expression, the upper part of the fraction is derived from the construct of covariance.

As a consequence, this approach employs this concept to identify the two causality conditions of 
informational redundancy and temporal precedence: By calculating the cross correlations for varying 
time lags it is possible to identify a window of impact between an independent and a dependent variable. 
This window of impact is characterized by a minimum time lag and a number of subsequent effects 
(i.e. the length of the window of impact). For this purpose it is necessary to identify the significance of 
a cross correlation at a given time lag. Therefore this approach uses Bartlett’s significance test (Bartlett, 
1955) following the suggestions of the appropriate literature in this area (Makridakis & Wheelwright, 
1978; Levich & Rizzo, 1997): The null hypothesis of this test is formed by the assumption that two 
given time series at a certain time lag are independent if their cross correlation shows a value of zero. 
This hypothesis has to be accepted if the cross correlation lies within the boundaries which are given 
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by the standard deviation of the cross correlation. If it exceeds this critical value, the null hypothesis is 
rejected and it is said to be significant. Since the standard deviation of the cross correlation is usually 
not known a priori the critical test value is replaced by the following estimate (Bartlett, 1955):

, ( )
1

X Y t
n t

∆ =
− ∆

Where n stands for the number of samples in the time series of X and Y, respectively.
By increasing the time lag ∆t by discrete steps beginning at a lag of zero time periods, it is possible 

to identify the minimum time lag by recording the first significant cross correlation between the time 
series.

This approach is illustrated in Figure 1 for the following synthetically generated time series:

(0;1)t Ux =

1 2 3 (0;1)0.2 0.5 0.2t t t t Uy y x x− − −= + +

Where (0;1)U   is a random variable uniformly distributed between zero and one.
As it is obvious from the above equations, the time series yt of the independent variable Y incorporates 

past values of the time series xt with a time lag of two and three time periods, respectively. Therefore 
the correct window of impact is [2,3].

Figure 1 shows the cross correlations computed from the artificial time series xt and yt for the time 
lags ∆t = 0,...,9  as well as the bandwidth of their standard deviation which lies between the dotted lines. 
The clear consequence which can be drawn from this correlogram is that the first significant correlation 

Figure 1. Correlogram between two time series
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starting from zero occurs at a time lag of ∆t = 2 which corresponds exactly to the generating function 
of yt as stated above. Therefore the minimum time lag for this potentially causal relation is b = 2 time 
periods. This means that the variation of the independent variable X is first repeated within the time 
series of the dependent variable Y after two time periods.

The first attempt to determine the appropriate length of the window of impact using the correlogram 
in Figure 1 yields time lags between ∆t = 2 and ∆t = 4 because the last significant cross correlation occurs 
with a time lag of four time periods. As this is not correct with respect to the generating function above, 
one has to take the autocorrelation of the two variables into account. It can be shown that significant 
autocorrelation of the independent time series leads to the so-called echo effect (Hillbrand 2004, p. 
181) which describes the indirect effects of independent values prior to the window of impact through 
an autocorrelated dependent time series. In the example of Figure 1 this effect becomes evident when 
scrutinizing the generating function of the time series yt. This function includes the term “… 0.2yt-1 …” 
which means that the actual value of the variable Y reflects also a fraction the preceding value yt-1. As this 
in turn is influenced by the independent values xt-3 and xt-4 it becomes evident that the latter is reflected 
in yt with the weight 0.2·0.2 = 0.04 (cf. Figure 2). As the autocorrelation of the dependent variable can 
be regarded as an infinite series, it can lead to putative random patterns for the echo effect.

Therefore it is crucial for a correct identification of the impact window to eliminate any autocorrelation 
within the time series to be analyzed. This preprocessing of the time series is known as prewhitening in 
the appropriate literature (Makridakis & Wheelwright, 1978; pp. 382f.). As a prerequisite for this task, 
the order of autocorrelation for independent and dependent variables has to be determined by the use of 
the autocorrelation coefficient3. Thus this approach analyzes the autocorrelation coefficients for ascend-
ing orders which exceed the critical value of the Bartlett test (for details see above) and consequently are 
denoted as significant. This approach comes to reliable results for the analysis of independent time series. 
However, it does not perform well for result variables as a further disturbance effect can be observed 
in this context: Influences with a significant number of subsequent effects (i.e. the window of impact is 
larger than one time period) tend to induce an autocorrelation-like pattern in the dependent time series 
although there is no significant autocorrelation from the generating process of yt. As a consequence it 
seems to be necessary to identify the appropriate window of impact before analyzing the autocorrela-
tion of the dependent time series. Therefore a circular dilemma occurs because the autocorrelation of 
the dependent variable is a prerequisite for the prewhitening process which is in turn necessary to avoid 
echo effects and to identify the appropriate size of the window of impact consequently.

Figure 2. Echo effect
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Approaches for this dilemma include the solution of separated autoregressive generating processes 
for each time series as well as iterative approximation techniques. The separated generating processes 
as mentioned above are characterized by partial autocorrelation coefficients. The combination of partial 
autocorrelations of dependent and independent time series as well as the cross correlation between the 
two of them result in the specific cross correlation pattern observable in the correlogram (cf. Figure 1). 
Since the relevant literature knows solutions for this problem which are far from trivial, this chapter 
employs an approach which is based on an iterative approximation of an appropriate length for the 
window of impact:

1. Prewhitening of independent variables:
a. Determine orders of significant autocorrelation within the time series of every independent 

variable Xt.
b. For every order o of significant autocorrelation for every independent variable Xt determine 

the respective autoregression coefficient βX,o.
c. For every value xi,t of an autocorrelated independent variable Xt subtract past values of the 

same time series weighted by the appropriate autoregression coefficient in the following form: 
( ),, , ,i oi t i t X i t o

o
x x x −

∀

′ = − ⋅∑ .
2. Determine significant cross correlations between every prewhitened independent time series ,i tx′   

and the dependent time series yt for different time lags ∆t.
3. Identify the windows of impact – determined by the minimum time lag bi and the following ef-

fects si – from the the correlograms between every prewhitened independent variable iX ′ and the 
dependent variable Y.

4. Determine the regression coefficients ,i tX ∆′   between any independent variable iX ′  and the dependent 
element Y for time lags ∆t with a significant cross correlation.

5. Eliminate all impacts of independent variables on the dependent variable by subtracting the re-
spective past values of the independent time series ,i t tx −∆′  weighted by the appropriate regression 
coefficient ,i tX ∆′  according to the prewhitening procedure as described in step 1c.

6. The isolated dependent time series *
ty  resulting from the previous step is tested for significant 

autocorrelation.
a. If no significant autocorrelation can be identified within the time series of *

ty , the procedure 
terminates. Therefore the windows of impact for each independent variable Xi are given as 
determined in step 3.

b. If the time series *
ty   is significantly autocorrelated, the the raw time series yt is prewhitened 

according to steps 1b and 1c. The procedure resumes with a new iteration at step 2 using the 
prewhitened dependent time series *

ty .

Having an appropriate algorithm to test the second and third necessary condition of causality (in-
formational redundancy and temporal precedence) non-causal or spurious relations can be identified 
by the absence of an empirically significant window of impact. 

Controlling for Third Variable effects

The remaining potentially causal relations which comply with the first three causality criteria are subject 
to a further analysis of common causation by third variables. For this purpose Pearl and Verma (1991) 



  �0�

Empirical Inference of Numerical Information into Causal Strategy Models

propose an approach (PC-algorithm) to distinguish spurious associations induced by a common cause 
from genuine causation:

Theorem 2 (Controlling for third variables): One can assume a relation X → Y to be causal if and 
only if the time series of the potential effect Y incorporates not only patterns of its potential cause X 
but also those of the predecessors P (i.e. causes) of X in the cause-and-effect model. If X and Y as well 
as P and X are informationally redundant but P and Y are not, an unknown third variable U rather than 
a causal relation must be assumed to induce the informational redundancy between X and Y.

As a consequence the patterns of P are reflected within the time series of X but they are not passed 
on to Y due to the absence of a genuine cause-and-effect relation X	→ Y.

A basic tool for the analysis of these assumptions within causal graphs is the concept of conditional 
independence: Two variables A and B are conditionally independent given a set of variables SAB – written 
as (A ⊥B | SAB) – if A and B are informationally redundant but if the impacts of SAB on B are eliminated, 
this property vanishes. Therefore SAB is said to “block” the causal path between A and B.

Applying this concept to the above theory, spurious associations between a potential cause X and a 
potential effect Y can be ruled out by the following observations:

• There exists a minimal set of blocking variables SPY causing conditional independence between 
any predecessor P of X and the effect Y, denoted as (P ⊥ Y | SPY).

• X is part of the set SPY.

The theory to detect third variable effects as outlined in this chapter is implemented by the IC4 or PC-
algorithm. For reasons of lucidity, this chapter dispenses with a detailed discussion of these procedures 
but refers to the appropriate literature (Pearl & Verma, 1991; Hillbrand, 2003, p. 198).

Summarizing this approach, the mapping of nomothetic cause-and-effect hypotheses by decision 
makers represents a prerequisite for their proof as well as the first causality criterion. The second and 
third condition for causality – informational redundancy and temporal sequence – are tested by analyz-
ing the cross correlations between the prewhitened time series of the respective variables connected by 
a cause-and-effect hypothesis. To rule out a third variable inducing informational redundancy between 
two lagged variables, this analysis is completed by the application of the IC-Algorithm as outlined above. 
Only relations which pass all these tests satisfy the necessary causality conditions and are therefore 
said to be genuinely causal.

aPP ro XiMation of unknown c ausal  f unctions

The proof of causality as proposed in the previous section is the main prerequisite for the approximation 
of the unknown causal function affecting the values of any arbitrary business variable within a cause-
and-effect structure. This provides the necessary numeric properties for the causal model base of a DSS 
to run simulations as well as how-to-achieve or what-if analyses. One crucial issue of this task is that 
the form of these cause-and-effect functions cannot be assessed a priori. Therefore three alternative 
approaches are to be considered in this context:
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• First, the base functions for the approximated associations have to be predetermined (e.g.: linear, 
logarithmic, logistic, exponential, etc.). With this assumption it is possible to approximate the 
unknown function by estimating the parameters of an appropriate regression model.

• Second, a function can be locally approximated by developing an appropriate polynomial. This 
principle is used for the Taylor or Fourier series expansion. A disadvantage of these techniques is 
that their approximation is only accurate within local limits of the function.

• Third, unknown functions can also be reconstructed without prior knowledge of their shape by 
so-called universal approximators (Tikk et al., 2001). Hence these techniques are able to learn a 
function from mere empirical observations without the need to narrow down some base function. 
This characteristic becomes increasingly important whenever the unknown function to be approxi-
mated is of nonlinear type. As it can be shown by numerous examples, microeconomic functions 
which usually underly strategic reasoning are almost never of linear type (Hillbrand, 2003, pp. 
201ff.). The reasons for this observation are manifold: Saturation as well as scale effects or resource 
limitations are only a few causes for the nonlinearity of relations between business variables. One 
well known example is the association between the market price and the customer demand for a 
certain product: Raising prices will not linearly result in an increasing demand. Rather it is likely 
that there is some maximum price level the customer is willing to pay, which therefore provides 
a limit for the demand. As an example Allen (1964) supposes demand functions to follow some 
S-shaped—also known as sigmoidal or logistic—pattern.

For these reasons it is essential to abandon all restrictions regarding a priori assumptions about the 
unknown function underlying a cause-and-effect relation. This postulate leads to the necessity to em-
ploy universal function approximators in order to identify the functional form of the causally proven 
associations. Therefore this approach studies the potential and limitations of artificial neural networks 
(ANNs) for universal causal function approximation. The theoretic foundations of this property of 
ANNs is the result of the endeavors to approximate an unknown mapping by the combination of known 
functions. The central theory in this area has been proposed by Kolmogorov (1957) who argued that 
any arbitrary unknown function f can be approximated by two nested known functions ø and ψ. This 
theory is usually regarded as the central concept for universal function approximation in the relevant 
literature (Tikk et al., 2001, p. 2):

Theorem 3 (Kolmogorov’s superposition theorem):	For all n ≥ 2, and for any continuous real function 
f of n variables on the domain [0, 1], f: [0,1]n → , there exist n(2n+1) continuous, monotone increasing 
univariate functions on [0, 1], by which f can be reconstructed according to the following equation
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Further enhancements of Kolmogorov’s superposition theory are developed by several authors which 
lead to the notion of ANNs as universal function approximators (De Figueiredo, 1980; Hecht-Nielsen, 
1987). Since the inner function of Kolmogorv’s theorem can be highly nonsmooth it has to be weighted 
with a factor λ in order to use specific continuous functions (squashing functions) for this purpose. 
Therefore the resulting function can be represented by a multi layer perceptron (MLP).
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Separating Causal f unction Kernels from Causal Strategy Models

Since the universal approximation property has been proved for numerous of types of ANNs, this ap-
proach focuses on the construction of MLPs out of empirically proven cause-and-effect hypotheses. 
Therefore the causal strategy model has to be separated into causal function kernels (CFK). The lat-
ter describes a set of variables and interjacent cause-and-effect relations, each of which consists of a 
dependent element and its direct predecessors. Therefore the number of CFKs derived from a causal 
strategy model corresponds to the number of contained variables which show an empirically significant 
influence by other elements. Following the theory underlying this approach, the total cause-and-effect 
relations within a causal function kernel represent the unknown causal function determining the values 
of the dependent variable. Taking the above discussion into account, this function can be approximated 
sufficiently accurate by an MLP with the appropriate time series of the independent variables as input 
and those of the dependent element as output node.

Due to the possible existence of indirect associations between independent and dependent variables 
within a CFK it is likely that the overall effect between such two elements has to be separated in order 
to obtain the direct share of influence.  This effect is called multicollinearity in the appropriate statisti-
cal literature and perturbs the approximation quality if it remains unsolved. Hence it is necessary to 
extend the causal function kernels for cause-and-effect relations which directly and/or indirectly link 
two independent variables X1 → X2 and consequently induce an indirect effect between X1 and the de-
pendent variable Y. These auxiliary cause-and-effect relations accounting for multicollinearity can be 
discovered by analyzing the transitive closure5 of each independent variable within the global causal 
system: For every pair of independent variables Xi and Xj within a causal function kernel KY there exists 
an auxiliary cause-and-effect relation Xi	 Xj if and only if Xj is contained in the transitive closure of Xi 
according to the global model G. The procedure to construct extended causal function kernels (eCFK) 
from a causally proven global strategy model G is shown in Figure 3.

Figure 3. Separation of (extended) causal function kernels
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Temporal disaggregation of Causal f unction Kernels

Since an unknown causal function to be approximated does not exist between variables but rather be-
tween their lagged time series, the eCFKs have to be temporally disaggregated. Therefore this approach 
uses the window of impact as identified by the causal proof procedure: While the dependent variable 
Y is represented by its instantaneous time series yt as an output node, each independent variable leads 
to a number of input nodes corresponding to the length of the appropriate window of impact. These 
input nodes each represent one lagged independent time series within the window of impact. As far as 
eCFKs are concerned, it is necessary to introduce a second input layer which accounts for auxiliary 
cause-and-effect relations: The time series of the second layer are derived by the same procedure as 
described above taking the influenced indirect time series of the auxiliary association as output node 
and the influencing element as input node. Second input layer elements which affect first layer time 
series and the output node directly are of specific interest because they combine direct and indirect 
influence as it is shown in Figure 4 for the extended causal function kernel KD. All other second layer 
input elements where this overlap does not exist can be eliminated from the temporally disaggregated 
causal function kernel (dCFK) since they are already encompassed by another (d)CFK.

As temporal disaggregation delivers the appropriate input and output nodes for a neural function 
approximator in the form of temporally lagged time series there remains the issue to complete the 
model selection of the ANN. This includes an adequate dimensioning of the hidden layer(s) as well as 
the selection of input and transfer functions for all ANN-nodes.

Since the universal approximation property postulates a limitation of the inner function of Kolmogo-
rov’s theorem, it is necessary to use transfer functions which map the input values to a certain output 
interval. This class of so-called squashing functions encompasses sigmoid as well as logistic sine or 

Figure 4. Temporal disaggregation of (e)CFKs
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heaviside functions (Hillbrand, 2003, p. 214). For practical reasons the use of an additive input function 
for hidden and output neurons is recommended.

The selection of an appropriate number of hidden neurons is directly related to the generalization 
ability of the ANN (i.e. to learn a certain function instead of memorizing input-output mappings). As 
this specific model selection task depends on a variety of influences which cannot be fully assessed a 
priori, it is necessary to rely on heuristics (for details see Hillbrand, 2003, pp. 226 – 230) and validate 
the prediction accuracy of the ANN by using a validation data set6.

As it follows from the temporal disaggregation of eCFKs as discussed above, the resulting auxiliary 
cause-and-effect relations between second-level and first-level time series have to be incorporated into 
the neural function approximator in order to account for indirect effects. Therefore auxiliary sub-MLPs 
are introduced as symbolized by dotted connectors in the example of Figure 5.

Before the training of the overall causal function approximator it is necessary to learn these correcting 
functions each of which has one first-level time series (e.g.: et-2 and et-3) as output node and one or more 
second-level time series as input nodes. The hidden layer of a correcting ANN is dimensioned by the 
same heuristics like the main function approximator. After the training of all correcting ANNs, their 
weights are kept fixed and included in the main neuron model. For the overall training of the causal func-
tion approximator it is necessary to equip first-level nodes with a specific input function since they are 
input and hidden nodes in the same way. Consequently the input function of a first level node calculates 
the weighted output sum of all preceding nodes plus the respective input value of the node itself7. The 
ratio between these two shares of cumulative input is needed for training purposes when employing 
an error backpropagating algorithm: The same portion by which the overall input for a first-level node 
consists values from a lower network layer is used to distribute the output error – backpropagated from 
higher network levels (e.g.: h1 – h8) – among lower level neurons (e.g.: h9 – h13).

Since all further characteristics regarding layout and training of neural causal function approxima-
tors correspond with those of MLPs they are not discussed in further detail but referred to the relevant 
literature (e.g. Hillbrand, 2003).

Figure 5. Neural function approximator for (e)CFKs
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eXPeri Ment al  r esul ts and Proof of c once Pt

The concepts to validate corporate cause-and-effect hypotheses and to approximate the underlying 
causal function from empirical evidence as proposed in this chapter have been implemented in the 
form of a research prototype (Hillbrand, 2003, pp. 288-319). The latter has been implemented based on 
a modeling environment—as previously described—provided by the metamodeling platform ADONIS 
(Karagiannis & Kühn, 2002). This provides the basis for an in-depth investigation about the admissibility 
of the proposed approach for real-world strategic scenarios as well as about its limitations with respect 
to several problem classes. Therefore this proof of concept employs a causal system consisting of five 
variables each of which is described by artificially generated time series. According to the characteris-
tics of these time series the respective CFKs are assigned to specific problem classes. Starting from a 
completely interlinked causal strategy model it has to be tested, if all spuriously inserted associations 
are detected and eliminated from the model. Furthermore the correct windows of impact have to be 
identified. Based on this reconstructed model the approach should construct appropriate causal function 
approximators which are trained subsequently. The superior prediction quality of the trained function 
approximator is then tested in comparison with similar techniques.

A g enerating Causal System for the Proof of Concept

The causal system in Figure 6 is implicitly represented by the following functional associations:
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Where ast, rmt, srt, cgt and spt stand for the values of the variables average salary, price of raw mate-
rial, share of rejects, cost of goods manufactured and selling price in period t, respectively. The term 
εU (-0.15,+0.15) stands for uniformly distributed random number within the interval [-0.15,+0.15] and εN (1;0.05) 
represents a normally distributed random number with expected value of 1 and a standard deviation 
of 0.05.

Identification of Spuriously Inserted Cause-and-effect hypotheses

Since the generating system of causally related time series as defined above does not exist explicitly 
in real-world scenarios, it is the aim of this approach to reconstruct the structure of the causal model 
as shown in Figure 6, to identify the appropriate time lags and to approximate the functional depen-
dencies. The basis for the application of this approach is a rudimentary causal strategy model which 
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comprises the nomologic cause-and-effect hypotheses as assumed a priori by decision makers. For this 
purpose the functional proof of concept starts with a fully interlinked causal system consisting of the 
five variables already mentioned.

In order to rule out spurious associations according to the second and third causality criterion (infor-
mational redundancy and temporal precedence) the proposed approach analyzes the cross correlations 
for every link in the maximal strategic system model for different time lags. Since fourteen associations 
do not show a significant cross correlation at any ∆t, they are marked as spurious. The remaining six 
potentially causal relations according to the second and third causality criterion yield cross correlation 
patterns as shown in Figure 7.

As it is obvious from this correlogram, the proposed proof of causality identifies the correct win-
dows of impact of the five causal relations implicitly included in the generating system. However, this 
algorithm untruly identifies a sixth association (SP → CG) to be potentially causal according to the 
second and third causality criterion because its cross correlation at a time lag of seven periods seems 
to be significant:

,, (7)(7) 0.1458 0.1411
SP CGSP CG = > = .

Figure 6. Generating causal system
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The test for exogenous third variables inducing a spurious correlation between two elements of the 
causal system is performed by the principles as proposed in this chapter. Since the variations of both, the 
variable average salary and price of raw material are not only reflected in the time series of their direct 
successor but also in those of the remaining elments it can be concluded that the potentially causal rela-
tions SR → CG as well as CG → SP are genuinely causal. As the latter proves that the direction of this 
relation is unambiguous, the potentially causal relation SP → CG is marked as spurious association.

Approximating Causal f unctions

The next step according to the proposed approach is to approximate the unknown causal functions for 
each causal function kernel which consists of a positive number of proven causal relations. Therefore 
this approach derives three multi layer perceptrons (MLP) from the identified causal strategy model. For 
the KSR this neural network consists of the output node srt as well as of an input layer consisting of ast-1, 
ast-2 and rmt-1 and a four-element hidden layer being dimensioned using a heuristic proposed by Baum 
and Haussler (1988). Another MLP – approximating the causal function of KSP – is established with the 
time series cgt-1, cgt-2 and cgt-3 forming the input nodes and spt as an output node. The causal input and 
output nodes of the causal function approximator for KCG are derived analogously: The time series srt-1, 
cgt-2, rmt-2 and rmt-3 representing the input layer and cgt as output node. However, since this CFK contains 
the influence relation RM → SR which causes multicollinearity, it is necessary to distinguish between 
first and second level input nodes and connect them with correcting function approximators. Therefore 
the temporal disaggregation algorithm introduces two correcting MLPs: One of them contains srt-1 as 
output and rmt-2 as input node and the other receives input values from rmt-3 and has srt-2 as output ele-
ment. The resulting MLP is shown in Figure 8, where dashed arcs represent auxiliary correcting MLPs 
accounting for the relation RM → SR and solid links are part of the main function approximator.

After deriving the three neural function approximators as shown above, the latter have to be trained 
in order to inductively learn the unknown causal function from the empirical data: Therefore the time 

Figure 7. Cross correlations resulting from the verification algorithm
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series associated with each input and output nodes are split into a training and a validation set. If an 
MLP incorporates correcting function approximators the latter have to be trained independently first. 
After reaching a global error minimum for these correcting ANNs, their weights are kept fixed and 
are included in the main function approximator as specified in this chapter including the special input 
functions for first level input nodes as well as its inverse function for error backpropagation purposes.

The training of these MLPs leads to an approximation of the causal function determining the values 
of the dependent variable of each causal function kernel. With the approximate knowledge of its func-
tional dependencies in the form of the trained ANN, the causal strategy models can be enhanced by a 
prediction model which allows numerical analyses on future impacts of strategic scenarios. Since ANNs 
are known for their universal approximation properties in the relevant literature, they are expected to 
yield better approximation results than other techniques. A comparision with linear forecasting models 
like multiple linear regression analysis shows a predominantly clear picture:

As it is shown in Table 1, the proposed approach enables decision makers to approximate a more 
precise causal function compared to linear regression in all cases. As the latter does not account for 
nonlinear functions, indirect effects, autocorrelation or noisy time series, it yields significantly8 higher 
mean squared errors (MSE) for the validation set than the connectionist approach especially for these 
problem classes. The only exception of this observation is CFK KSP, which is not included in any of the 
problem classes: Only for these—strictly linear—functions, given the absence of other disturbances, it 
is not possible to achieve significantly better predictive results using the connectionist approach.

Figure 8. Causal function approximator for KCG
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c onclusion

This chapter proposes a new approach to validate causal strategy models consisting of nomologic mana-
gerial cause-and-effect hypotheses as a prerequisite for the approximation of the unknown underlying 
functions: Therefore this chapter focuses on artificial neural network models due to their universal ap-
proximation properties which explicitly dispenses with a priori assessments about the functional form 
of these associations. Therefore this chapter presents techniques for the separation causal function 
kernels from causal models and their temporal disaggregation into multi layer perceptrons. The chapter 
concludes with a functional review of the prototypical implementation based on these concepts. The 
main findings show that the assumption of linear causal function for model selection purposes within 
the stage of causal proof is admissible to a large extent. Merely the high noise level of one variable leads 
to the acceptance of a spurious cause-and-effect hypothesis for an intermediary result. However, this 
source of error will be one issue for future research: As Bartlett’s significance test does not account for 
the noise level of a dependent variable this technique has to be enhanced in order to provide improved 
significance boundaries which are sensitive with respect to the predictive uncertainty.

In order to integrate this approach into a DSS it seems to be necessary to extend this approach for 
analytic techniques based on this improved model base like simulation, what-if- or how-to-achieve-
analyses. These applications allow the quantitative anticipation and prediction of future impacts of 
strategic scenarios.

Another field of interest is the transfer of the approach—as proposed here—to other scientific areas. 
Basically, these techniques could be employed for every decision theoretic problem based on causal 
networks such as economic theories, medical diagnostics, etc.
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endnotes

1  If the two Humean properties of causality would be sufficient to explain causal structures, a bad 
weather forecast would be the regarded as the cause for bad weather.

2  An α -error or type-1-error denotes a cause-and-effect relation between two variables in a causal 
strategy model although the corresponding time-series are not causal. On the contrary the term 
β- or type-2-error is used if there exists a causal relation in reality (i.e. between the time-series of 
two variables but it is not represented in the causal strategy model.

3  The computation of the autocorrelation of a variable X and a given order n corresponds to the one 
of the cross correlation ( ),X X n . Hence it will be abbreviated by the symbol ( )X n  for the rest of 
this chapter.

4  IC = Inductive Causation
5  The transitive closure is the set of all direct and indirect successors of a node within a directed 

graph (e.g. a causal strategy model).
6  A validation data set is a subset of the empirical data which is not used to train the ANN
7  e.g.: 

2 2 2
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,
9
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8  The statistical significance of this statement has been validated by testing the group average of 

the squared errors for both techniques using variance analysis.
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aB stract

In this chapter, we propose to use N-gram models for improving Web navigation for mobile users. N-
gram models are built from Web server logs to learn navigation patterns of mobile users. They are used 
as prediction models in an existing algorithm which improves mobile Web navigation by recommending 
shortcuts. Our experiments on two real data sets show that N-gram models are as effective as other more 
complex models in improving mobile Web navigation.

introduction

Wireless users of the Web grow rapidly as more and more mobile devices such as PDAs, mobile phones 
and pagers are now equipped with browsing capabilities. Many current Web sites are optimized for 
desktop, broadband clients, and deliver content poorly for mobile devices due to display size and band-
width. Moreover, the associated cost will prohibit maintaining two versions of a site, one for wired users 
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and the other for mobile users. A viable solution is adaptive Web sites (Perkowitz & Etzioni, 1997). An 
adaptive Web site dynamically changes its contents or structure based on browsing activities.

Following the idea of adaptive Web sites, Anderson, Domingos, and Weld (2001) proposed shortcuts 
to improve mobile Web navigation. A shortcut is a dynamic link that provides a shorter path with fewer 
clicks for users to reach their desired pages. A shortcut to a destination page is dynamically created and 
inserted into the next page a user is going to browse. If that destination page is the one in which the user 
is interested, the user can access the page by following the shortcut. For example, assume a browsing 
session consists of A-B-C-D-E-F-G, where each letter represents a page. After browsing pages A and 
B, if a shortcut to G is created and inserted into page C, the user can follow the shortcut to reach G, 
without going through intermediate pages D, E, and F. The critical question is how to find shortcuts 
that are useful with only part of the session known. A shortcut C → H, for example, is useless in the 
previous example.

In order to provide useful shortcuts, Web usage mining techniques are employed. User browsing 
patterns are extracted from Web server logs. These patterns are built into prediction models that can be 
used to predict user browsing behaviors. Given a partial session, such prediction models will compute 
what other pages in which the user may be interested. These predictions are used to create and recom-
mend shortcuts for mobile users.

A critical component in this approach is the prediction model. The model should be as accurate as 
possible with as little information about the session as possible. An accurate shortcut found earlier in 
a session is more worthwhile than one found close to the end of a session. Moreover, the prediction 
model should be easy to build and use. In their MINPATH algorithm, Anderson et al. (2001) used 
Markov models, which proved to be accurate (Anderson et al., 2001). However, those models require 
Web graphs. In this chapter, we propose to use a simpler prediction model, N-gram, for learning user 
browsing patterns. 

N-grams are well known and are widely used in speech and text processing applications. Researchers 
have found that accuracy increases with N, the order of N-grams. For example, 4-grams are more accu-
rate than 3-grams, which is turn is more accurate than 2-grams. Though accuracy increases with higher 
values of N, it requires a larger number of training sessions to have a well trained N-gram model.

An N-gram based prediction model for Web browsing patterns is proposed by Su et al. (2000). The 
N-gram model has several advantages over other prediction models. It is simple, robust, and easy to 
use. Besides, N-gram does not use a Web graph. In our study, the same N-gram model with a slightly 
different lookup operation is used. Moreover, its effectiveness in improving mobile Web navigation is 
examined. 

In our approach, first, Web server logs are preprocessed to identify sessions. A session is conceptu-
ally a single visit. The sessions are then used to train an N-gram model. A revised version of MINPATH 
algorithm, MINCOST, is proposed to find shortcuts. MINCOST uses a different function in calculating 
the saving and ranking of shortcuts. Our approach has been implemented and evaluated against two real 
data sets from NASA and EPA Web servers. Our experiments show that the N-gram prediction model 
is as effective as more sophisticated models in recommending useful shortcuts. 

The chapter is organized as follows. The second section discusses related work in Web usage mining, 
adaptive Web sites, and MINPATH algorithm. Our approach is presented in Section 3. Experimental 
results with two data sets are reported in the fourth section The fifth section concludes the chapter and 
gives some future research direction.



���  

Improving Mobile Web Navigation Using N-Grams Prediction Models

r ela ted w ork

We briefly discuss Web usage mining techniques and its applications in adaptive Web sites and mobile 
Web navigation.

Web usage Mining

Web usage mining refers to the mining of Web server logs to find interesting patterns in Web usage. 
Web server logs are preprocessed to find sessions. Conceptually, a session is a single visit to a Web site 
by a user. A session is represented by the pages browsed in that visit. From sessions, many Web usage 
patterns can be extracted, including associations, frequent paths, and clusters.

Association rules represent correlations among objects, which were first proposed to capture correla-
tions among items in transactional data. If a session is viewed as a transaction, association rule mining 
algorithms can be employed to find associative relations among pages browsed (Mobasher, Cooley, & 
Srivastava, 1999a; Yang, Zhang, & Li, 2001). Using the same algorithms, we may find frequent paths 
traversed by many users (Frias-Martines & Karamcheti, 2002).

If each Web page represents a dimension, a session can be represented as a vector in the page space. 
Sessions can be clustered based on their similarity in the page space. In other words, sessions contain-
ing similar pages will be grouped into clusters (Fu, Sandhu, & Shih, 1999; Shahabi, Zarkesh, Adibi, 
& Shah, 1997).

Adaptive Web Sites

Perkowitz and Etzioni (1997) proposed adaptive Web site as a solution to the problem of Web navigation. 
An adaptive Web site is a Web site that automatically or semi-automatically adapts it structure based 
on user browsing. They proposed creating dynamic links using Web usage mining techniques. Koutri, 
Daskalaki, & Avouris, (2002) gives an overview of techniques for adaptive Web sites.

Anderson et al. (2001) argued that an adaptive Web site is especially interesting for mobile Web 
navigation. Due to limited display size, computing and storage capability, and network bandwidth, Web 
sites developed mainly for desktops deliver content poorly to mobile devices. To better serve the needs 
of mobile Web users, they proposed building Web site “personalizers” that observe the behavior of 
Web visitors and automatically customize and adapt Web sites for each mobile visitor. The MINPATH 
algorithm as described in Section 2.3 epitomizes their approach.

The MINPATH algorithm tries to improve the mobile Web user browsing experience by suggest-
ing useful shortcuts. MINPATH finds shortcuts by using a learned model of user behavior to estimate 
the savings provided by shortcuts. The shortcuts are dynamically inserted into the page that the user 
will browse next. For example, after a user browsed pages A-B-C, MINPATH may provide a shortcut 
D->K in the next page D. It uses a prediction model that learns the user browsing behaviors to find the 
best shortcuts. If the user follows this shortcut, the user session becomes A-B-C-D-K. Assuming that 
without shortcut, the user session would contain pages A-B-C-D-E-F-G-H-I-J-K, the shortcut results 
in a saving of six pages or links. 
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MInPATh Algorithm

The MINCOST algorithm works as follows Anderson et al. (2001). Given a sequence of pages, called 
prefix, it uses prediction models to find the possible next pages and their probabilities. These pages and 
their savings are added to a shortcut list. For each page found by the prediction model, it is appended to 
the sequence, forming a suffix, which is used to find more shortcuts following the same procedure. This 
process continues recursively until the length of the suffix exceeds the depth bound or the probability 
of the predicted page becomes less than the probability threshold. Once the recursive part is over, the 
shortcuts found are sorted in descending order based on savings and the best shortcuts are returned. 
The number of shortcuts to be returned are user specified. 

To estimate savings of a shortcut, MINPATH counts the number of links saved by following the 
shortcut. For example, if a prefix is A-B-C, and a suffix is A-B-C-D-E-F-G, the expected saving for a 
shortcut D-> G is two.

There are two threshold parameters, depth bound and probability threshold; used in the MINPATH 
algorithm to limit searches for shortcuts. Depth bound represents the maximum length of the suffix. 
Probability threshold represents the minimum value of page probability.

MINPATH algorithm uses Markov models (Deshpande & Karypis, 2000; Sarukkai, 2000). Though 
accurate these models are complex and require Web graphs as a part of their implementation. There is 
a need to find less complex prediction models with comparable accuracy. Besides, MINPATH does not 
consider page size in estimating saving. 

t he Pro Posed aPP roach

There are three steps in our approach to improve navigation for mobile Web users. First, Web server 
logs are preprocessed to extract sessions. Second, an N-gram prediction model is built from these ses-
sions. Third, an algorithm that extends MINPATH, called MINCOST, recommends shortcuts based on 
the N-gram model and the current browsing sequence.

Server Log Preprocessing

A record in a server log file contains raw browsing data, such as the IP address of the user, date and time 
of the request, URL of the page, the return code of the server, and the size of the page, if the request is 
successful. Since such records are in chronological order, they do not provide much meaningful infor-
mation about user browsing. The Web server log files are transformed into a set of sessions. A session 
represents a single visit of a user. The following procedure is used to transform a server log file into 
sessions (Mobasher, Cooley, & Srivastava, 1999b).

1. Records about image files (.gif, .jpg, etc.) and unsuccessful requests (return code belonging to the 
4XX series) are filtered out.

2. Requests from the same IP address are grouped into a session. A timeout of max-idle is used to 
decide the end of a session, i.e., if the same IP address does not occur within a period of max-idle 
seconds, the current session is closed. Subsequent requests from the same IP address will be treated 
as a new session.
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In our experiments, we used a value of 1800 seconds for max-idle, which is very common in Web 
usage mining studies.

Prediction Model Learning

Once we are done with preprocessing of Web logs, the next step is to build prediction models to predict 
the navigation patterns of Web users. If P1, P2, P3, . . ., Pi are the pages browsed by the user so far, the 
prediction models will try to predict the next page, Pi+1. 

We use an N-gram based prediction model. An N-gram is a substring of N characters, each character 
from an alphabet. The order of an N-gram is defined as N, the number of characters in the N-gram. In 
the context of this work, the alphabet is the set of URLs of Web pages on the Web server. An N-gram 
is a sequence of URLs. 

After Web server logs are preprocessed into a number of sessions, an N-gram prediction model can 
be built as follows:

1. Each session is decomposed into a set of overlapping, subsequent paths of length N. 
2. These paths are entered into an N-gram table T as N-grams.
3. For each path in T, the next pages right after it and their occurrences, in all the sessions, are re-

corded.
4. The probabilities of the next pages for all paths are calculated from the occurrences of all possible 

next pages.

For example, given a log file consisting of the following sessions, a 3-gram model for prediction can 
be built as follows:

A, B, C, D, H
B, C, D, G

The first session is decomposed into two 3-grams: “A, B, C” and “B, C, D.” The second session is 
decomposed into one 3-gram: “B, C, D.” For 3-gram “A, B, C,” the next page would be D, while for 
3-gram “B, C, D,” the next page may be G or H. The complete N-gram table, T, is given in Table 1.

The N-gram table T is used as our prediction model. Given an observed path, it is matched against 
N-grams in T. The predicted next pages and their corresponding probabilities of the matching entries 
in T are returned for shortcut recommendations.

The algorithm for constructing an N-gram model is given in Figure 1. It is modified from the al-
gorithm from Su et al., (2000) such that it stores all possible next pages for an N-gram, rather than the 
most probable one only.

This algorithm has a time complexity of O(|L| * |S|) where |L| is the number of sessions and |S| is the 
length of sessions. The time of the algorithm is dominated by the first for loop. Its outer loop runs |L| 
times and its inner loop runs |S| times, which gives the time complexity of O(|L| * |S|).

An N-gram based prediction model is proposed in Su et al. ( 2000), which evaluates the model’s ac-
curacy without a specific application. In our study, the N-gram model is evaluated on its effectiveness 
in improving mobile Web navigation. To suit our application, the model is modified so that a lookup 
operation for an N-gram will return all predictions, instead of just the most probable one. 
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Shortcut r ecommendation

The MINPATH algorithm ranks shortcuts based on their expected savings. In computing expected sav-
ings, MINPATH considers only the number of links saved. We modified MINPATH to reflect expected 
saving in total cost.

Table 1. A 3-gram prediction table

3-gram Predicted 
next page

Probability of 
next page

A, B, C D 1.0000

B, C, D G 0.5000

B, C, D H 0.5000

Figure 1. Algorithm for constructing N-gram models

Input:
L: sessions from Web server logs. 
N: order of N-gram
Output:
T: N-gram prediction table
// for an N-gram P and a predicted next page C, cell T[P, C] stores the probability.

Procedure:
Begin
For i = 1 to |L| do    // for every session
S = L[i];        // the i-th session
For j =1 to |S| do         // |S| represents the number of pages in session S
If (|S| - j)> N  // Find a sub-string of length N starting at j
P = sub-string (S, j, N);    // the j-th N-gram
//sub-string returns N consecutive pages in S, 
   // starting from j-th page,
        C = sub-string(S, j+N, 1); // Find the next page
T [P, C] = T [P, C] + 1;    // increment count of (N-gram, next page) pair
End If
End For
 End For
For each [P, C] in T
  T [P, C] = T [P, C]  /  ΣC(T[P, C]);  // convert count into probability
End For
Return T;
End
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Given a prefix < P0, P1, P2,....,Pi >, of a session < P0, P1, P2,….,Pn >, a shortcut to Pn , i.e. , Pi+1-> Pn, can 
be added to page Pi+1. In MINPATH, the expected saving of the shortcut is calculated as the product of the 
number of links saved by following that particular shortcut and the probability that Pn is the destination 
page. Instead, we compute the expected saving as a cost function of page size and page probability. 

The cost of browsing a page Pk, cost(Pk), is composed of the times to download the page, to view the 
page, and to click the link for next page. In other words, if a page is skipped by following a shortcut, 
the times to download, view, and click the page, are saved. The time to view and click is constant, but 
the time to download depends on page size. A parameter, ∆, is introduced to represent the download 
cost, which can be thought as time for transmission a unit of data. By introducing ∆, download time is 
separated from view and click time. The value of ∆ is determined by network bandwidth and congestion. 
Since the cost function is relative, i.e., only the ratio of download time to view and click time matters, 
the view and click time is normalized to 1 in the cost function and ∆ is adjusted accordingly.

Cost(Pk) = download time + view and click time = Size(Pk)*∆+1               (1)

where Size(Pk) is the size of page Pk in kilobytes. 
The saving of a shortcut is the sum of the costs of pages skipped.

Expected savings (Pi+1-> Pn) =  

Ps *{
1

2

N

k i

−

= +
∑  Cost(Pk)}  = 

Ps*{
1

2

N

k i

−

= +
∑  [Size(Pk)*∆+1 ]}         (2)

where Ps is the probability that page Pn is the destination page.
In our experiments, we found ∆ has little effect on results, because pages have similar sizes. Its value 

is fixed at 0.5 assuming an effective bandwidth of 1 kbps and view and click time of 2 seconds. When 
pages have quite different sizes, ∆ may have an impact on results.

To differentiate, we call the modified algorithm MINCOST since it takes into consideration cost for 
downloading. MINPATH considers only savings in view and click time, while MINCOST considers 
both view and click time and download time. It is easy to see that MINCOST is a generalization of 
MINPATH. When ∆ is set to 0, the cost function in (2) degrades into the number of links saved which 
is used in MINPATH.

Perfor MAnCe eVALuATIon

The MINCOST algorithm is implemented in the C programming language and experiments are per-
formed to evaluate the efficiency of our approach to improve mobile Web navigation with real datasets. 
The experiments are run on a PC with a 2.66 GHz Intel Pentium 4 processor, a memory of 512 MB, 
and running Windows XP professional.
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datasets

Two datasets are used in our experiments, the NASA dataset and the EPA dataset. The NASA dataset 
was collected from July 1, 1995 through July 31, 1995 for a total of one month’s requests from the 
NASA server at Kennedy Space Center. The EPA dataset was collected from 23:53:25 August 29, 1995 
through 23:53:07 August 30, 1995 for a total of 24 hours of requests from the EPA server at Research 
Triangle Park, NC.

The NASA and EPA datasets are converted into sessions as described in the third section. Table 2 
gives a summary of the datasets.

Performance Measurements

The efficiency of the MINCOST algorithm is evaluated using average cost saved and percentage of 
average cost saved. The total cost of pages in the initial sessions and the total cost of pages in the final 
sessions after MINCOST are calculated using the definition in Equation 1. The difference between 
these two gives the total cost saved. The total cost saved is averaged over all sessions giving the aver-
age cost saved. The percentage of average cost saved is the average cost saved as a percentage of the 
average cost.

Total Cost Saved = Total Cost without MINCOST - Total Cost with MINCOST
Average Cost = Total Cost without MINCOST / Total Sessions
Average Cost Saved = Total Cost Saved/Total Sessions
Average Cost Saved (%) = (Average Cost Saved / Average Cost) * 100

experimental Parameters

The average cost saved and the percentage of average cost saved are measured with respect to prob-
ability threshold, depth bound, number of shortcuts, and the order of the N-gram. In each experiment, 
we vary one parameter while keeping others to their default values. The results are reported from a 10 
fold cross-validation. The entire dataset is divided into ten equal portions. Each portion is used as the 

Table 2. NASA and EPA datasets summary

NASA DATASET EPA DATASET

Total Log Records 3,461,612 47,748

Total Sessions 132539 2074

Unique URLs 768 1821

Average Session Length
(Number of Pages in a Session) 3.134 4.222

URL For Download http://ita.ee.lbl.gov/html/
contrib/NASA-HTTP.html

http://ita.ee.lbl.gov/html/
contrib/EPA-HTTP.html
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testing set for MINCOST, while the remaining portions are used as training set for building the N-gram 
model as described in the third section. The results are averaged over these ten runs.

The parameters and their default values are given in Table 3.
The user behavior when provided with shortcuts is simulated by making two assumptions. First, it 

is assumed that when presented with one or more shortcuts that lead to destinations along the user’s 
session, the user will select the shortcut that leads farthest along the session. Second, when no shortcuts 
lead to pages in the user’s session, the user will follow the next link in the session.

experimental r esults from nASA dataset

The results from experiments on NASA data set are presented in this section. Similar results are obtained 
from experiments on EPA data set, and are thus omitted.

Figures 2 and 3 show the average cost saved and percentage of average cost saved with respect to 
probability threshold, respectively. It is observed that both measures increase with decrease in probabil-
ity threshold and stabilize around 0.0080. This is because there are not many shortcuts with significant 
savings after this value. 

From Figures 2 and 3, it is obvious that the two performance measures, average cost saved and per-
centage of average cost saved, react similarly to changes in probability threshold. It is not a coincidence. 
Other experiments also reveal the high correlation of these two measures. In the rest of this section, 
only the results for percentage of average cost saved are presented.

As shown in Figure 4, the percentage of average cost saved is not affected by depth bound except 
when it increases from 1 to 2. Just like MINPATH, MINCOST is more sensitive to probability threshold 
than depth bound. Depth bound has a larger impact when the probability threshold is large. However, 
for most reasonable probability thresholds, depth bound’s effect is overshadowed by that of probability 
threshold. 

As expected, the percentage of average cost saved increases with the number of shortcuts recom-
mended by MINCOST, as shown in Figure 5. The increase in percentage of average cost saved is espe-
cially significant when the number of shortcuts increases from 1 to 2 and 2 to 3. However, the increase 
is much smaller for larger numbers of shortcuts, for example, when the number of shortcuts increases 

Table 3. Parameters and their default values

PARAMETER DEFAULT VALUE DESCRIPTION

Probability Threshold 0.006 Minimum probability of a shortcut

Depth Bound 5 Maximum length of suffix

Number of Shortcuts 3 Number of top shortcuts recommended 

N 2 Order of N-gram model
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Figure 2. Average cost saved vs. probability threshold
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from 10 to 20. More importantly, it is not possible to display many shortcuts due to screen size limita-
tions of mobile devices. We select a default value of 3 even though it does not provide the maximum 
savings. Besides, too many shortcuts may confuse users.

From Figure 6 we see that the percentage of average cost saved decreases with N. We conclude that 
best results are obtained with the 2-gram model. This is somewhat surprising. As discussed in Section 
3.2, N-gram model’s accuracy increases with N. The explanation for Figure 6 is that as N increases, 
N-grams become less applicable, i.e., fewer predictions are available for a given prefix, which results 
in fewer shortcuts.

o bservations and discussions

The percentage of average cost saved ranges from 19.4% to 23.0% for the NASA dataset and from 9.6% 
to 37.1% for the EPA dataset. The number of shortcuts recommended has the biggest impact among the 

Figure 5. Percentage of average cost saved vs. number of shortcuts recommended
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parameters followed by the probability threshold, while depth bound has little impact. The best predic-
tion model is the 2-gram model followed by 3-gram model and 4-gram model. 

These results are comparable to results from the MINPATH algorithm with N-gram model. Moreover, 
the percentage of savings are comparable to these reported by Anderson et al., (2001), though a different 
data set was used. This demonstrates that N-gram models work as well as other models.

c onclusion and f uture w ork

In this chapter, we proposed to use a simple prediction model, N-gram, for improving mobile Web navi-
gation. Our approach is implemented and experimented with two real datasets. Experimental results 
show that N-gram is as effective as more complex models used in other research in predicting useful 
shortcuts. An interesting finding is that 2-gram works better than 3-gram and 4-gram in predicting 
useful shortcut. Higher order N-grams require more training and are less applicable. 

In the future, we plan to use mixed N-gram models as a prediction model. Multiple N-gram models 
of various N used simultaneously for suggesting the best shortcuts. 

It will also be interesting to mix Web content mining and Web usage mining techniques. For ex-
ample, the destination page of a session is predicted by looking at current browsing sequence as well 
as its contents. 

Another interesting research topic is to compare N-gram models with models that learn from their 
errors such as neural networks.
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aB stract 

Managing supply chains in today’s complex, dynamic, and uncertain environment is one of the key 
challenges affecting the success of the businesses. One of the crucial determinants of effective supply 
chain management is the ability to recognize customer demand patterns and react accordingly to the 
changes in face of intense competition. Thus the ability to adequately predict demand by the partici-
pants in a supply chain is vital to the survival of businesses. Demand prediction is aggravated by the 
fact that communication patterns between participants that emerge in a supply chain tend to distort the 
original consumer’s demand and create high levels of noise. Distortion and noise negatively impact 
forecast quality of the participants. This work investigates the applicability of machine learning (ML) 
techniques and compares their performances with the more traditional methods in order to improve de-
mand forecast accuracy in supply chains. To this end we used two data sets from particular companies 
(chocolate manufacturer and toner cartridge manufacturer), as well as data from the Statistics Canada 
manufacturing survey. A representative set of traditional and ML-based forecasting techniques have 
been applied to the demand data and the accuracy of the methods was compared. As a group, Machine 
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introduction

Supply chain integration looks to combine resources in order to provide value to the end consumer by 
improving the flow and quality of information being passed between the participants in the chain (Zhao, 
Xie, & Wei, 2002). Thus, in an idealized case, where all participants adopt the integration philosophy 
and make efforts to implement it fully, the entire chain would perform effectively and efficiently in 
responding to end customer demands. However, although integration and sharing information can po-
tentially reduce forecast errors, in reality they are neither ubiquitous nor complete and demand forecast 
errors still abound. 

This is due to the fact that the original demand signal becomes distorted as it travels through the 
extended supply chain (a holistic notion of supply chain (Tan, 2001) that requires collaborative relation-
ships (Davis & Spekman, 2004)). Demand forecast quality can be improved if done cooperatively by the 
partners in the chain. Collaborative forecasting and replenishment (CFAR) permits a firm and its sup-
plier-firm to coordinate decisions by exchanging complex decision-support models and strategies, thus 
facilitating integration of forecasting and production schedules (Raghunathan, 1999). In the absence of 
CFAR, firms are relegated to traditional forecasting and production scheduling, a challenging task due 
to what the well-known phenomenon of “bullwhip effect” (Lee, Padmanabhan, & Whang, 1997a).

The value of information sharing across the supply chain is widely recognized as the means of 
combating demand signal distortion (Lee, Padmanabhan, & Whang, 1997b). However, there is a gap 
between the ideal of integrated supply chains and reality (Gunasekaran & Ngai, 2004). 

Researchers have identified several factors that could hinder such long-term stable collaborative efforts. 
Premkumar (2000) lists some required critical issues that must be addressed to permit successful supply 
chain collaboration, including: (i) alignment of business interests, (ii) long-term relationship manage-
ment, (iii) reluctance to share information, (iv) complexity of large-scale supply chain management, (v) 
competence of personnel supporting supply chain management and (vi) performance measurement and 
incentive systems to support supply chain management. Although these are important issues, in many 
companies, these issues have not yet been addressed in attempts to enable effective extended supply chain 
collaboration (Davis & Spekman, 2004). Additionally, in many supply chains there are power regimes 
and power sub-regimes that can prevent supply chain optimization (Cox, Sanderson, & Watson, 2001). 
The introduction of inaccurate information into the system could also lead to demand distortion, e.g., 
double forecasting and ration gaming by the partners, ordering more quantities than needed, despite the 
presence of a collaborative system and an incentive towards its usage (Heikkila, 2002). 

Furthermore, the globalization trends and the advance of E-business increase the tendency towards 
more “dynamic” (Vakharia, 2002) and “agile” (Gunasekaran & Ngai, 2004; Yusuf, Gunasekaran, Adeleye, 
& Sivayoganathan, 2004) supply chains. While this trend enables the supply chains to be more flexible 
and adaptive, it could discourage companies from investing in long-term collaborative relationships 
among each other due to the restrictive nature of such commitments. The over-emphasis on investing in 
extensive relationships among the partners could lead to a “lock-in” situation, thus seriously jeopardizing 

Learning techniques outperformed traditional techniques in terms of overall average, but not in terms 
of overall ranking. We also found that a support vector machine (SVM) trained on multiple demand 
series produced the most accurate forecasts.
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the flexibility of the supply chain (Gossain, Malhotra, & El Sawy, 2005). Gossain et al. (2005) argue that 
developing robust and reconfigurable links would promote the agility of the chain in terms of offering 
and partnering flexibilities. In their study they found that while the quality of the information sharing 
in a supply chain could promote flexibility, the breadth of information shared has a detrimental effect 
on it. The modularity and loose couplings between the partners have been identified as positive factors 
in this regard. Overall, we see many realities that effectively form information exchange collaboration 
barriers, which limit the possibilities of information exchange within the supply chain.

Effective demand forecasting is therefore still a serious hurdle for many businesses. The objective of 
this work is to study the feasibility of forecasting the distorted demand signals in the extended supply 
chain using the advanced machine learning techniques as opposed to the more traditional techniques at 
the upstream (manufacturer’s) end of the supply chain. We are particularly interested in the upstream end, 
since that is where the distortion is at its worst, and the demand swings tend to be most erratic. In light 
of the above considerations, the problem of forecasting distorted demand is of significant importance 
to businesses, especially to those operating towards the upstream end of the extended supply chain. 

In this work we investigate the potential value of applying advanced machine learning techniques, 
including artificial neural networks (ANN), recurrent neural networks (RNN), and support vector ma-
chines (SVM) to demand forecasting in supply chains. These learning techniques permit machines to 
identify patterns in data. The performances of these machine-learning (ML) methods are contrasted 
with baseline traditional approaches such as exponential smoothing, moving average, linear regression 
and the Theta model. To this end we have collected real industry data from three different sources. The 
first two data sets are from the enterprise systems of a chocolate manufacturer and a toner cartridge 
manufacturer. Both of these companies, by the nature of their position in the supply chain, are subject to 
considerable demand distortion. The third source of data comes from the Statistics Canada manufactur-
ing survey. Inclusion of this survey in the study has the aim of increasing the validity and facilitating 
the possibility of replication of results by others.

In the sections that follow we provide the background, describe the data sources and the experimental 
setup and present the results of our experiments. The work concludes with the discussion of findings 
and directions for future research.

Background

This section discusses the problems with demand distortion in supply chains, and reviews traditional 
and machine learning-based (ML-based) forecasting techniques.

demand distortion in Supply Chains

Companies need to consider the inter-relationships among demand forecast, perfect order, and inventory. 
Hofman (2007) indicates that there is a strong correlation between demand forecast accuracy and the 
perfect order and  that companies that are better at demand forecasting have significantly lower inven-
tories, stronger perfect order fulfillment, and shorter cash-to-cash cycle times. She argues that demand 
planning and forecasting methods and their supporting technologies enable or constrain a company’s 
business performance metrics. Accordingly, as indicated by (Raghunathan, 1999), one of the major 
purposes of supply chain collaboration is improving the accuracy of forecasts. 
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However, full collaboration is not always possible and therefore it is important to investigate the 
feasibility of forecasting demand in the absence of extensive information from other partners. The 
source of the demand distortion in the extended supply chain is due to demand signal processing by the 
members in the supply chain (Forrester, 1961). According to Lee, Padmanabhan et al. (1997b), demand 
signal processing means that each party in the supply chain does some processing on the original de-
mand signal, thus transforming it before passing it along to the next member. As the end-customer’s 
demand signal moves up the supply chain, it becomes increasingly distorted. This occurs even if the 
demand signal processing function is identical in all parties of the extended supply chain. For example, 
even if all supply chain members use a 6-month trend to forecast demand, distortion will still occur. 
The phenomenon could be explained in terms of the chaos theory, where a small variation in the input 
could result in large, seemingly random behavior in the output of the chaotic system, which, in the 
context of the supply chain leads to the “bullwhip” effect. Figure 1 depicts a section of the supply chain 
with a collaboration barrier, i.e., the link at which no additional information sharing occurs between 
the partners, which results in distorted demand forecasting. Our objective is to forecast future demand 
based only on manufacturer’s past and current orders. An increase in forecasting accuracy will result 
in lower costs because of reduced inventory as well as increased customer satisfaction and retention 
that will result from an increase in on-time deliveries (Stitt, 2004).

It has been shown that the use of simple techniques such as moving average or naïve forecasting will 
induce the bullwhip effect (Dejonckheere, Disney, Lambrecht, & Towill, 2003), while autoregressive 
linear forecasting could diminish it (Chandra & Grabis, 2005). Furthermore, a simulation based study 
has shown that genetic algorithm-based artificial agents can achieve lower overall costs in managing 
supply chain than human players can (Kimbrough, Wu, & Zhong, 2002). In this work we will evaluate 
the performance of advanced machine learning techniques to investigate their applicability and compare 
their performance with the more traditional forecasting methods.

 Traditional f orecasting Techniques

Extensive research on forecasting has provided a large number of forecasting techniques and algorithms in 
mathematics, statistics, operations management and supply chain academic outlets. Forecasting competi-
tions have consistently found that the simpler forecasting methods had better overall accuracy than more 
complex ones (Makridakis, Andersen, Carbone, & Fildes, 1982; Makridakis et al., 1993; Makridakis & 

Figure 1. Distorted demand signal in an extended supply chain
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Hibon, 1979, 2000). The M3-Competition is a kind of a tournament set up to evaluate the performance 
of various forecasting techniques. It features various academic and commercial forecasting methods, 
including Naïve/simple, explicit trend models, decomposition, variations of the general ARMA (auto-
regressive moving average) model, expert systems and neural networks. The results, even with a new 
and much enlarged set of data demonstrated, that simple methods developed by practicing forecasters 
do as well, or in many cases better, than more sophisticated ones (Makridakis & Hibon, 2000). 

Even though there is an array of forecasting methods that perform well in certain situations and 
simple traditional forecasting techniques seem to outperform more complex ones, there is still no rec-
ommendation for the best forecasting technique to use that would result in the most accurate forecast.

f orecasting Methods used by Practitioners 

Jain (2004c) notes that in general there are three types of forecasting models commonly used in the 
industry, including: Time-Series (71%), Cause-and-Effect (19%), and Judgmental (10%) categories. 
Within the Time-Series category, the most common methods are Averages and Simple Trend (65%); 
Exponential-Smoothing (24%); Box-Jenkins (6%); and Decomposition methods (5%). The Cause-and-
Effect modeling is most often executed with Regression analysis (74%), Econometric models (21%), and 
Neural Networks (5%). Furthermore, Jain (2004b) indicates that when these models are implemented 
using computer software; 63% of the forecasting market share is held by Microsoft Excel. Among the 
stand-alone forecasting software packages, John Gault has a large part of the market (46%) followed by 
SAS (28%). Regarding the integrated software solutions, SAP (23%) and Manugistics (16%) dominate 
market share. From these numbers we see that most forecasting is still done with time-series analysis in 
spreadsheet software and that a minority of businesses uses integrated solutions that include forecasting 
solutions. The average forecasting error across all industries for 1 month ahead is 26%, for 2 months 
and 1 quarter ahead is 29% and for 1 year ahead is 30% (Jain, 2004a). This indicates that there can be 
significant competitive advantages gained from improved forecast accuracy. 

On the other hand, Wisner and Stanley (1994) reported that 39% of their respondents rarely or never 
used forecasts, which may indicate lack of data available for forecasting, lack of simple but effective 
forecasting techniques, or lack of skills and resources needed to perform forecasting. Additionally, 73% 
of respondents indicated that they have been using purchasing-forecasting for less then 10 years. With 
respect to actual forecasting, 67% indicated that they generated their forecasts manually and about half 
attempted to change the forecast parameters to increase forecast accuracy. Although this adjustment 
may lead to better forecasts, it is important to note that tuning forecasts may result in high accuracy on 
the known existing data set while decreasing the accuracy of future forecasts. These adjustments can 
potentially lead to over-fitting of the forecasting to past data, which can decrease forecasting accuracy. 
This is not only detrimental to the individual supply chain member, but also to other members since the 
increased forecasting errors drastically increase the overall supply chain demand distortion in a cascad-
ing fashion. The top quantitative forecasting techniques are simple moving average (62%), weighted 
moving average (46%), exponential smoothing (45%), exponential smoothing using trend and seasonal 
enhancements (39%), simulation model (22%), regression model (21%), econometric model (19%) and 
Box-Jenkins model (14%) (Wisner & Stanley, 1994). It seems that, on average, purchasing managers rely 
on manual and simple forecasting techniques and that there is a lack of simple but powerful forecasting 
techniques that can be effectively adopted and relied on by practitioners.
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Machine Learning Techniques

With such as large number of forecasting techniques and parameters available for tuning them, it be-
comes more difficult to choose the appropriate one in a particular context. In addition, as the complexity 
of patterns present in the noisy data increases, such as demand at the end of supply chain, it becomes 
difficult to choose an appropriate model for forecasting purposes. One possible solution is to rely on a 
class of algorithms called “universal approximators”, which can approximate any function to an arbi-
trary accuracy. Using such universal approximators, any function within the in the time series data can 
be learned.  This effectively makes traditional forecasting techniques a subset of the functions that the 
universal approximators can learn. Machine learning (ML) techniques, such as artificial neural networks 
(ANN) and support vector machines (SVM) are examples of universal approximators.

Forecasting time-series such as those in supply chains involves a data domain that is very noisy. It is 
highly desirable only to learn true patterns in the data that will be repeated in the future and to ignore 
the noise (e.g. random error). The, ML-based techniques have two important features that are useful for 
supply chain forecasting problems in the presence of noise: (i) the ability to learn an arbitrary function 
and (ii) the ability to control the learning process itself. 

Artificial neural networks (ANN) and recurrent neural networks (RNN) are frequently used to 
predict time series data (Dorffner, 1996; Giles, Lawrence, & Tsoi, 2001; Herbrich, Keilbach, Graepel, 
Bollmann-Sdorra, & Obermayer, 1999; Landt, 1997). For example, because manufacturer’s demand in 
general can be a chaotic time-series, RNNs can be trained using so-called “backpropagation of error” 
through time, which permits them to learn patterns through to an arbitrary depth in time. Support vector 
machines (SVM), a more recent learning algorithm that has been developed from statistical learning 
theory (Vapnik, 1995; Vapnik, Golowich, & Smola, 1997), have a strong mathematical foundation and 
have been previously applied to time series analysis (Mukherjee, Osuna, & Girosi, 1997).

neural networks

Neural networks have been used successfully in the past for forecasting in complex business domains. 
Some examples of such applications include predicting foreign exchange rates (Walczak, 2001) and 
expert judgments in bankruptcy prediction (Kim & McLeod, 1999). The most commonly used artificial 
neural networks are the “feed-forward-error, backpropagation” type. In these networks, the individual 
elements (“neurons”) are organized into layers in such a way that output signals from the neurons of a 
given layer are passed to all of the neurons of the next layer. Thus, the flow of neural activations goes 
in one direction only, layer-by-layer (feed-forward). Errors made by the neural network are then used 
to adjust all the network weights by moving back through the network (error backpropagation). The 
smallest number of layers is two, namely the input and output layers. More layers, called hidden lay-
ers, could be added between the input and the output layer and the non-linear transfer function of the 
hidden layers is to increase the computational power of the neural nets. ANNs have been proven to be 
universal approximators assuming that sufficient hidden layer neurons are provided and assuming that 
the activation function is bounded and non-constant (de Figueiredo, 1980). 
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r ecurrent neural networks

Recurrent neural networks (RNN) are a type of ANN, which allow output signals of some of their 
neurons to flow back and serve as inputs for the neurons of the same layer or those of the previous lay-
ers. RNN serve as a powerful tool for many complex problems, in particular when time series data is 
involved. The training method called “backpropagation through time” can be applied to train a RNN 
on a given training set (Werbos, 1990). The Elman network implements backpropagation through time 
as a two-layer backpropagation neural network with a one step delayed feedback from the output of 
the hidden layer to its input (Elman, 1990). Figure 2 shows schematically the structure of RNN for the 
supply chain demand-forecasting problem. The arrows represent connections within the neural network 
with the thicker ones representing recurrent connection weights. 

Support Vector Machines

Support vector machines (SVM) are a newer type of universal function approximators that are based 
on the structural risk minimization principle from statistical learning theory (Vapnik, 1995) as opposed 
to the empirical risk minimization principle on which ANN and Multiple Linear Regression (MLR) 
models, to name a few, are based. The objective of structural risk minimization is to reduce the true 
error on an unseen and randomly selected test example as opposed to ANN and MLR, which minimize 
the error for the currently seen examples. 

Support vector machines project the data into a higher or lower dimensional space and maximize 
the margins between classes or minimize the error margin for regression using support vectors. Pro-
jecting into a higher or lower dimensional space permits identifying patterns that may not be clear in 
the input space, but which become better identifiable in a space with a different number of dimensions. 
Margins are “soft”, meaning that a solution can be found even if there are contradicting examples in the 
training set. The problem is formulated as a convex optimization problem with no local minima, thus 

Figure 2. Recurrent neural network for demand forecasting
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providing a unique solution (as opposed to backpropagation neural networks, which may have multiple 
local minima and, thus cannot guarantee that the global minimum error will be achieved by training). 
A complexity parameter permits the adjustment of the level of error versus the model complexity, and 
different “kernels”, such as the radial basis function (RBF) kernel, can be used to permit non-linear 
mapping into the higher or lower dimensional space.

r esearch Methodology

Due to the inherent predictive power of universal approximators, it would seem that using ML-based 
techniques could provide a simple but powerful solution for forecasting chaotic, noisy and distorted 
customer demand at the end of a supply chain. Thus, in this work we set out to investigate whether 
ML algorithms, in general, perform better than traditional forecasting techniques. We formulate three 
hypotheses to probe our research question:

H1: Machine Learning-based techniques will have better average-performance than traditional tech-
niques for manufacturer’s forecasting of distorted customer demand 
H2: Machine Learning-based techniques will have better rank-performance than traditional techniques 
for manufacturer’s forecasting of distorted customer demand 
H3: The best Machine Learning-based technique will out-perform the best traditional counter-part for 
manufacturer’s forecasting of distorted customer demand 

To answer our research question, we conducted an experiment to compare the accuracy of ML 
forecasting techniques with traditional forecasting techniques in the context of noisy supply chain 
demand as seen by the manufacturer. In our study, the traditional techniques were represented by the 
moving average, trend, exponential smoothing, and multiple linear regression. Additionally, based on 
the M3-Competition (Makridakis & Hibon, 2000), we included the Theta method (Assimakopoulos 
& Nikolpoulos, 2000). For completeness we also included the frequently used, ARMA (Auto-Regres-
sive Moving Average) model, sometimes also referred to as the Box-Jenkins model (Box, Jenkins, & 
Reinsel, 1994). The ML- based forecasting techniques were limited to the 3 general classes mentioned 
previously: artificial neural networks (ANN), recurrent neural networks (RNN) and support vector 
machines (SVM). 

Sample Size and Statistical Power

The following statistical power analysis is based on recommendations from Russell (2001) for determining 
sample size. Determining the required sample size is very difficult, since the variance of a forecasting 
technique on an unknown data set is difficult to estimate in advance. One can vaguely guess that the 
deviation of a forecast would be the same as the average forecast error. Since an average forecast error 
of 26% has been identified (Jain, 2004a), we will use this as the estimate average deviation. However, 
since we are concerned only with the manufacturer’s end of the supply chain, who by the nature of their 
position in the supply chain experiences extremely noisy demand, this estimate is at the most conserva-
tive end of the spectrum. 
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The next issue to determine is the minimum size of the difference between the means that we want to 
detect. To determine this, we must identify what level of forecasting accuracy increase is useful, which 
depends of the potential cost savings. An in-depth survey of six companies has identified the inven-
tory carrying costs to be between 14% and 43% (Lambert & Lalonde, 1976). A more recent survey by 
the Institutes of Management and Administration as reported by the Controller’s Report (Anonymous, 
2005) has also identified most inventory carrying costs to be between 10% and 40% and represents an 
average holding cost of around 21%. 

It is also noteworthy that about 68% of the respondents to this survey were manufacturers, which 
means that these inventory carrying costs have a higher relevance for the current research. Using a 
conservative average inventory carrying cost of 20%, we can make some very rough calculations. For 
example, a company that has an inventory of 10 million dollars may have an inventory carrying cost of 
2 million dollars a year and consequently, increasing forecasting accuracy by 1% would lead to a cost 
saving of about 20,000$ a year. We can also take a large manufacturer as an example, such as Proctor 
and Gamble that has 4.4 billion dollars of inventory (Proctor and Gamble, 2005). From this, we could 
estimate an approximate 880 million dollars of inventory carrying costs and thus a 1% increase in 
forecasting accuracy may result in a cost saving of 8.8 million dollars a year. 

To detect a 1% change for a dataset that has an estimated minimum standard deviation of 26%, and 
to do so at a 0.05 significance level for a one-tailed test, would require a minimum of 1833. Rounding 
off, we targeted a sample size of over 2000 and as will be seen later on, for various reasons, most of 
the answers will come from a sample size of 2200 observations that come from two problem domain 
specific datasets. From this sample size and the above parameters, at a 1% change, we have a statisti-
cal power of 53%, at a 2% change, we have a statistical power of 96% and at a 3% change we have a 
statistical power of 99.98%.

data Sources

We have included data from manufacturers that have integrated ERP systems, where every product or 
service that goes in and out of the system is controlled, as are all monetary transactions. There are two 
manufacturers who provided demand data as extracted from their ERP systems. 

Chocolate Manufacturer

The first manufacturer produces chocolate starting from the cocoa beans, which must be roasted, 
converted into cacao and then combined with other ingredients according to a recipe. The geographic 
scope of the data set is North America. Since the inception of the ERP system and up to the time of the 
extraction of the data for this research, information was available for 47 months (October 2000-August 
2004) of demand for a product. 

Because of the number of forecasting models that must be processed and the complexity of some 
of the models, the number of time-series retained for the experiment must be limited. We considered 
the top hundred products with the most cumulative volume during this period, since these are the most 
important products for which the accuracy of forecasts is critical. Even though these products represent 
only 6% of the products sold by this manufacturer, they account for over 34% of the total sales volume. 
Example demand histories for the 10th and 50th products are shown in Figure 3 and Figure 4. 
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Toner Cartridge Manufacturer

The second manufacturer specializes in generic photocopier and laser printer toner cartridges and other 
related products. The geographic scope is of the data is North America. The demand data extracted 
from the ERP system represents a total of 65 periods of data. Again only the top hundred products were 
retained for the experiment since they are considered most important. Since the total number of active 
products in their system is 3369, these 100 products represent less than 3 percent of all products. How-

Figure 3.Demand for the 10th product
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Figure 4. Demand for the 50th product

Demand for 50th Product

0

20000

40000

60000

80000

100000

120000

200
01

0

200
10

1

200
10

4

200
10

7

200
11

0

200
20

1

200
20

4

200
20

7

200
21

0

200
30

1

200
30

4

200
30

7

200
31

0

200
40

1

200
40

4

200
40

7

Year and Month

D
em

an
d



���  

Forecasting Supply Chain Demand Using Machine Learning Algorithms

ever, these top products account for 38.35% of sales volume for the manufacturer. As depicted in Figure 
5 and Figure 6, the time series seem quite chaotic with large variation and no clear seasonal patterns. 

Statistics Canada Manufacturing

To add validity to the experiment and increase reproducibility, we included time series data about 
manufacturers demand as collected by Statistics Canada. This is publicly available historical data that 
cover a large part of the manufacturing sectors in the Canadian economy. Specifically, the data source 

Figure 5. Demand for 10th product

Figure 6. Demand for 50th product
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included the manufacturers’ monthly new orders by North American Industry Classification System 
(NAICS) referred to as table 304-0014 (Statistics Canada, 2005). This dataset provided a good way to 
experiment on a variety of demand patterns across a large number of industries (214 industrial catego-
ries). We used the most recent “new order” observations representing 12 years and 4 months of data or 
148 periods. To be consistent with the other two datasets we randomly selected one hundred categories 
(Appendix A). Two examples of the data series are presented in Figure 7 and Figure 8.

The patterns in the Statistics Canada data are different from those of the individual manufactur-
ers because of their aggregate nature and lengthy data collection time span. Variability is much lower 

Figure 7. Demand for Sawmill and woodworking machinery man. cat

Figure 8. Demand for Urethane and other …  man. cat
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than that of the individual manufacturers because of the aggregation effect. In summary, the three data 
sources provided us with a total of 300 time series for our experiments.

eXPeri Ment al  design

We conducted experiments adopting a representative set of traditional forecasting techniques as a control 
group and a set of machine learning techniques as a treatment group. To compare the two groups, every 
technique from each group was used to forecast demand one month into the future for all of the 100 
series for each of the three datasets previously identified. This resulted in a series of 4700 data points 
for the chocolate manufacturer, 6500 for the toner cartridge manufacturer and 14,800 for the Statistics 
Canada dataset for every technique tested. However, since all forecasting techniques require past data 
to make a forecast into the future, there was a predetermined startup period specific to each algorithm, 
which slightly reduces the number of forecast observations.

Additionally, the demand time series were formally separated into training sets and testing sets. 
This is particularly important for the ML techniques, where the training set was used for ML models 
to learn the demand patterns and the testing set used to estimate how well the forecasting capability 
could generalize in the future. The main performance measure that we used to test the hypotheses was 
the absolute error (AE) for every forecast data point. To make the absolute error comparable across 
products, we normalized this measure by dividing it by the standard deviation of the training set. Thus, 
the performance of different techniques was compared in terms of normalized absolute error (NAE) 
using a t-test to determine if there was statistical difference in the error (forecasting performance) of 
the techniques. 

experimental Procedure

To test the proposed hypothesis, we executed all of the forecasting algorithms on the demand series 
from the three datasets. The first step to the implementation of this experiment was the preparation of 
the data and the separation into training and testing sets. Since ML techniques require large amounts 
of data in order to properly detect true patterns, we used 80% of the time series data for training and 
20% of the data for testing. In the second step, we employed all of the selected techniques to produce 
forecasts. All of the data processing and forecasting was performed in the MATLAB 7.0 environment 
(MathWorks, 2005c). 

To illustrate, in the chocolate factory dataset, the training set contains 80% of the data, thus 38 
months of demand and the testing set will contain the other 20% of the data that is 9 months of demand. 
This represents data from October 2000 to November 2003 for the training set and December 2003 to 
August 2004 for the testing set. The testing set contained the total of 900 forecast observations used 
for comparing performance of forecasting techniques. 

Some forecasting algorithms, such as multiple linear regression, neural networks and support vector 
machines, require windowed data, i.e., past data that is used to predict future demand. For example a 
window size of 3 months could be defined, thus indicating that this current month’s data and the data 
from the previous 2 months were used to predict next month’s data. For some of the simpler forecasting 
techniques such as the moving average, trend, and exponential smoothing, we implemented two ver-
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sions: ones with the pre-set parameter, and the “automatic” versions, whereby the parameters, which 
resulted in the most accurate forecasts on the training set were calculated. 

Although, as mentioned previously, exponential smoothing performs well in many forecasting 
problems, the choice of the initial value may have a significant impact on the accuracy of forecasts. 
The exponential smoothing implementation in MATLAB Financial Toolbox (MathWorks, 2005a) and 
in Excel use the first value as the initial value, but, other implementations such as SPSS use the series 
average as the starting value. For this reason we implemented both approaches in our exponential 
smoothing and Theta models.  The main purpose of the Multiple Linear Regression model is to provide 
a linear benchmark for all of the auto-regressive type models such as the neural networks and support 
vector machines.

ar Ma

The ARMA model combines both Auto-Regressive forecast and a Moving Average forecast (Box et 
al., 1994). To minimize the error, we optimized the lag used in the auto-regression portion and the lag 
used in the moving average portion. This functionality is provided by the MATLAB GARCH Toolbox 
(MathWorks, 2005b). The ARMAX model is optimized to minimize the error using the Optimization 
Toolbox (MathWorks, 2005e). Only the ARMA part of the ARMAX model was used in the current 
experiments.

Theta Model

We have used the version of the Theta model (Assimakopoulos & Nikolpoulos, 2000) used in M3 fore-
casting competition. First, the linear trend was calculated, and then exponential smoothing performed 
on double the difference between the raw data and trend values to minimize the error on the training 
set. The two individual series, the linear trend and the optimized exponential smoothing on the decom-
posed series were recombined by an average of the two. As already mentioned, we implemented both 
versions of the Theta model, one with the first observation of the time series as the initialization value 
and the other with the average of the training set as the initialization value.

neural network details

Neural networks, while being universal approximators may suffer from the “overfitting” problem: i.e. 
building complex non-linear mappings when different mappings are actually required. Overfitting 
leads to poor generalization and can be combated by adding more data to the training set or keeping 
the learning power (size) of the network low. Setting a window size of 5% of the training set data for 
the regular time series data models, results in a ratio of 1 input to 20 observations. Therefore, to pro-
vide appropriate level of non-linearity and additional modeling power, we created one hidden layer that 
contained 2 neurons with non-linear transfer functions. Even then, with the small datasets there is still 
a danger of overfitting the data. The total number of weights for a neural network with one hidden layer 
can be calculated as follows:

Total Weights = p w h b h h o b o⋅ ⋅ + ⋅ + ⋅ + ⋅  , 
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where p is the number of periods in the data; w is the window ratio; h is the number of hidden layer 
neurons; b is the number of biases (one per computational element); and o is the number of outputs.

Therefore for the current implementation, the number of weights will always be:

Total Weights = 2 1 2 2 1 1 1p w⋅ ⋅ + ⋅ + ⋅ + ⋅   

And the Observations to Weights ratio is:

Observations to Weights =
( )

( )
1p w

p w h b h h o b o
⋅ −

⋅ ⋅ + ⋅ + ⋅ + ⋅
  

Therefore, for the chocolate manufacturer dataset, Observations to Weights ratio is:

Observations to Weights = ( )
( )

38 1 0.05
38 0.05 2 1 2 2 1 1 1

⋅ −
⋅ ⋅ + ⋅ + ⋅ + ⋅

 = 4.10

As with linear regression where at least 10 observations per variable are desirable, there should be a 
minimum of 10 observations for each weight. This estimation varies based on the expected complexity 
of the pattern being modeled. For example, the more complex the expected pattern or the more noise, 
the more observation per a weight is required. Thus an observations-to-weights ratio of 4.1 is somewhat 
low. However, because time series forecasting is a function of the past information, we determined that 
the window size must include 2 or more periods. For the current research project, since our smallest 
data set contains 47 periods, including 38 for the training set, a window size of 5% represents 2 past 
periods. For our largest dataset, there are 148 periods, 118 for the training set, thus representing a win-
dow of 6 periods. 

The transfer function we used in the hidden layer is the tan-sigmoid function, which does non-linear 
scaling from an infinite range to values between -1 and 1, and the output layer transfer function is linear. 
Additionally, each neuron contains a bias input that has a constant of unity. 

The relevant aspects of the supply chain demand modeling neural network are displayed in Figure 9. 
In this figure, the sum is represented sigma (Σ), the tan-sigmoid transfer function is represented by ( ), 
and the linear transfer function is represented by ( ). All of the inputs to the neural network, as well 
as the outputs are individually scaled between -1 and 1 to ensure that they are within the appropriate 
range for neural network training. The final results are then un-scaled to permit comprehensible analysis 
and usage.

 The first implementation of neural networks is based on the traditional backpropagation algorithm. 
The structure of neural networks must be defined in advance by specifying such parameters as the 
number of hidden layers and the neurons within each hidden layer. Other settings that must be defined 
relate to the learning algorithm, e.g., the learning rate and the momentum. 

Setting a constant learning rate for the training session is not desirable because the ideal learning 
rate may change based on the current progress of the networks learning. An adaptive variable learning 
rate training algorithm has been adopted, which adjusts the learning rate for the current learning error 
space (Hagan, Demuth, & Beale, 1996). This algorithm tries to maximize the learning rate subject to 
stable learning, thus adapting to the complexity of the local learning error space. For example, if the 
descent path to the lowest error is straight and simple, the learning rate will be high. If the descent path 
is variable, complicated and unclear, the learning rate will be very small to permit more stable learning 
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and avoid oscillations in the learning space. In addition to the variable learning rate, our first neural 
network learning algorithm also included the momentum (Hagan et al., 1996). 

To help the neural network stop training before it overfits the training set to the detriment of gen-
eralization, we use a cross-validation set for early stopping. This cross-validation set is an attempt to 
estimate the neural network’s generalization performance. As previously presented, based on the amount 
of data available, we have defined the cross-validation (CV) set as the last 20% of the training set. This 
set is removed from the training set and is verified after every training epoch. An epoch is a single cycle 
over all of the training data. The error on the cross-validation set will decrease as the network starts to 
learn general patterns and then will increase as the network starts to memorize the training set. Thus, 
the weights that resulted in the lowest error rate on the cross-validation set are identified as the neural 
network model that provides the best generalization performance. 

An example graph of the training and cross-validation set errors is presented in Figure 10 where 
we see the training set error as a dark shaded line and the cross-validation set error as a light shaded 
line. The y-axis represents the error and the x-axis represents the epochs, so Figure 10 presents a visual 
representation of the error minimization as the neural network learns through the epochs. The example 

Figure 9. Supply chain demand modeling neural network design
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presented is currently at about epoch 145, and we can see that the cross-validation set error was at its 
lowest point at around epoch 65. Therefore, because the cross-validation set error increases after that, 
this suggests that the neural network is presumably overfitting. 

In addition to testing the backpropagation-learning algorithm with cross-validation early stopping, 
we also used a faster training algorithms as well as an attempt to improve the generalization of the 
model. In particular, we used the Levenberg-Marquardt algorithm (Marquardt, 1963) as applied to Neu-
ral Networks (Hagan et al., 1996; Hagan & Menhaj, 1994). This algorithm is one of the fastest training 
algorithms available with training being 10-100 times faster than simple gradient descent backpropaga-
tion of error (Hagan & Menhaj, 1994).

The Levenberg-Marquardt neural network-training algorithm is further combined into a framework 
that permits estimation of the network’s generalization by the use of a regularization parameter. Neural 
Network performance measures typically measure the error of the outputs of the network, such as the 
mean squared error (MSE). However, a regularization performance function which includes the sum 
of the weights and biases can be used instead, combined with a regularization parameter, which deter-
mines how much weight is given to the sum of weights and bias in the formula (MSEREG = γ MSE + 
(1 - γ) MSW). This regularization parameter permits the control of the ratio of impact between reducing 
the error of the network and the number of weights or power of the network such that one can be less 
concerned with the size of the neural network and control the effective power of it directly by the use 
of this parameter. 

The tuning of this regularization parameter is automated within the Bayesian framework (MacKay, 
1992) and, when combined with the Levenberg-Marquardt training algorithm, results in high performance 
training combined with a preservation of generalization by avoiding overfitting of the training data 

Figure 10. Example neural network training and cross-validation errors
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(Foresee & Hagan, 1997). Not only does this algorithm help eliminate overfitting of the target function, 
it also provides an estimate of how many weights and biases are being effectively used by the network. 
Larger networks should result in approximately the same performance since regularization results in a 
trade off between error and network parameters, which is relatively independent of network size. 

All neural network modeling and training is performed in MATLAB 7.0 and MATLAB’s Neural 
Network Toolbox (MathWorks, 2005d). An example of a Levenberg-Marquardt with Automated Bayes-
ian Regularization training session is presented in Figure 11 where we can see that the algorithm is 
attempting to converge the network to a point of best generalization based on the current training set. 
Even though this particular network has 256 weights, the algorithm is controlling the power of the 
neural network at effective number of parameters of about 44. The network could further reduce the 
error on the training set (Sum of Squared Error: SSE) since it could use all 256 weights. However, it 
has determined that using more than the 44 weights will cause overfitting of the data and thus reduced 
generalization performance. 

Compared to the early stopping based on a cross-validation set, the Levenberg-Marquardt with 
Automated Bayesian Regularization training algorithm is superior especially for small datasets since 
separating out a cross-validation set it not required. 

r ecurrent neural networks details

The recurrent neural network architecture is the same as the above-described feed-forward architecture, 
except for one essential difference. There are recurrent network connections within the hidden layer 
as presented in the subset architecture in Figure 12. This architecture is known as an Elman Network 

Figure 11. Example Levenberg-Marquardt Neural Network training details
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(Elman, 1990). The recurrent connections feed information from the past execution cycle back into 
the network. This permits a neural network to learn patterns through time. Thus the same recurrent 
networks with the same weights and given the same inputs may result in different outputs depending 
on the feedback signals currently held in the network. In our experiments we will use the two previ-
ously described training methods, the variable learning rate with momentum and early stopping based 
on cross-validation set error and the Levenberg-Marquardt with Automated Bayesian Regularization 
training algorithm. The addition of recurrent connections also increases the size of the network by the 
number of hidden layer neurons squared. 

Figure 12. Recurrent subset of neural network design
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We can calculate the total number of weights as:

Total Weights = p w h b h h h h o b o⋅ ⋅ + ⋅ + ⋅ + ⋅ + ⋅   

Therefore for the current implementation, the number of weights will always be:

Total Weights = 2 1 2 2 2 2 1 1 1p w⋅ ⋅ + ⋅ + ⋅ + ⋅ + ⋅   

For example, for the chocolate manufacturer dataset, Observations to Weights ratio is:

Observations to Weights = 
( )

( )
38 1 0.05

38 0.05 2 1 2 2 2 2 1 1 1
⋅ −

⋅ ⋅ + ⋅ + ⋅ + ⋅ + ⋅
  = 2.82

Naturally, the observations-to-weights ratio is even lower than the 4.1 previously identified for the 
neural network without the recurrent connections. However, the window size ratio and the number of 
hidden layer neurons should not be further reduced since they are already at their lowest meaningful 
levels.

Support Vector Machine details

The support vector machine software implementation selected for the current experiment was mySVM 
(Rüping, 2005) which is based on the SVMLight optimization algorithm (Joachims, 1999). The inner 
product kernel was used and the complexity constant was automatically determined using cross-valida-
tion procedure. 

Two cross-validation procedures were tested. The first one was a simple 10 fold cross-validation that 
ignores the time direction of the data. Thus, for 10 iterations, 9/10th of the data were used to build a 
model and the remaining 1/10th was used to test the accuracy. The second one simulated time ordered 
predictions, called windowed cross-validation. This cross-validation procedure split the training data 
set into 10 parts and the algorithm trained the model using 5 parts and tested on a 6th part. This 5-part 
window was moved along the data, which resulted in the procedure being repeated 5 times. For example 
blocks 1-5 were used to train and the model was tested on block 6, then blocks 2-6 were used to train 
the model and tested on block 7, and so on. 

The errors of these five models were averaged and the complexity constant with the smallest cross-
validation error was selected as the level of complexity that provided the best generalization. Increasing 
the complexity constant from a very small value, which does not model the data well, to a very large 
value, which overfits the data, results in an error curve which permits the minimization of the general-
ization error. An example error curve for the complexity constant search on a 10-fold cross-validation 
set with a 5 fold sliding window for the complexity constant range between 0.00000001 and 100 with 
a multiplicative step of 1.1, is presented in Figure 13. 

We also present an example of the data underfitting the model with complexity constant 0.00000001, 
overfitting with 1000 and the optimal estimated generalization fit is with a complexity constant of 
0.012154154 in Figure 14. In this diagram, we can see that the Support Vector Machine with a very 
low complexity constant just presents the average of the training set and thus does not offer much 
predictive power. The very high complexity constant memorizes the training set, as can be seen in the 
diagram where the high complexity forecast overlaps the actual demand in the training set (period 1 
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Figure 13. SVM cross-validation error for complexity constant
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to 14); however, it generalizes very poorly during the testing set (period 15+). The optimal complexity 
constant of 0.012154154, as identified by the complexity constant optimization based on the windowed 
cross-validation procedure (as described in the previous paragraphs), provides a forecast that represents 
the level of patterns learning that seems to generalize best.

Super Wide Model

As indicated earlier by the observations-to-weights ratio, since the available time series are very short, 
there are not many examples for learning complex patterns. The separation of the data set into training, 
cross-validation and testing sets and the loss of periods due to the windowing all combined to further 
reduce the set of usable observations. Based on the assumption that several products of the same manu-
facturer probably have similar demand patterns, we introduced what we called a Super Wide Model. 
This method takes a wide selection of time-series from the same problem domain and combines them 
into one large model that effectively increases the number of training examples. This large number 
of training examples permits an increase in input dimensionality (e.g. larger window size) and model 
complexity. 

For example, in this experiment, we consider 100 time series for each of the sources. With the Super 
Wide Model, we use the data from all of the 100 time series simultaneously to train the model. This 
provides a large number of training examples and permits us to greatly increase the window size so that 
the models can look deep into the past data. Additionally, it could also be used to look across various 
other information sources that may be correlated to the demand, such as category averages or comple-
ment or substitute product demand information. 

For example, for the chocolate factory data set, there are 100 products and 47 periods of time series 
data. Once the training and testing set are separated, we have 38 periods of data. For this type of model, 
we choose a window size of 50%, which is a perfect balance between modeling the demand behavior as 
a function of the past 50% of the data and using 50% of the data as examples. Using this large window 
size of 50% with the traditional time series model would provide a training set of 19 examples for a 
window size of 19 that would not represent very much data to identify patterns that may be present in 
the future. However, with the Super Wide Model, we have 1900 examples for a window size of 19 that 
represent sufficient data to find the best forecasting patterns for the problem domain. 

All of the models that learn from past demand, such as the multiple linear regression, neural networks 
and support vector machines will be tested also on the Super Wide Models. The only exception is the 
recurrent neural networks because the necessary tools are not yet available. Although training a recurrent 
neural network on a Super Wide Model is feasible in principle, it would require a reset of the recurrent 
connections for every product because time lagged signals between products would not make sense.

The neural network models were enlarged to 10 hidden layer neurons, which in combination with 
the very large window, results in large network sizes compared to the patterns to be detected. With a 
window size of 50% of the training data, we have a ratio of 1 input to 1 observation. We then multiplied 
the observations by 100 products (because of the Super Wide model format) to calculate the observa-
tions-to-weights ratio for the chocolate manufacturer dataset. We can calculate the total number of 
weights as:

Total Weights = p w h b h h o b o⋅ ⋅ + ⋅ + ⋅ + ⋅   
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Therefore for the current implementation, the number of weights will always be:

Total Weights = 10 1 10 10 1 1 1p w⋅ ⋅ + ⋅ + ⋅ + ⋅  

And the Observations to Weights ratio is:

Observations to Weights = ( )
( )

1n p w
p w h b h h o b o

⋅ ⋅ −
⋅ ⋅ + ⋅ + ⋅ + ⋅

 

Therefore, for the chocolate manufacturer dataset, Observation to Weights ratio is:

Observation to Weights = ( )
( )

100 38 1 0.05
38 0.05 10 1 10 10 1 1 1

⋅ ⋅ −
⋅ ⋅ + ⋅ + ⋅ + ⋅

 = 90.25

We can see that we now have a very high observations-to-weights ratio, which will help us achieve 
much better models, especially for very noisy data.

r esul ts

This section discusses the performance of the selected models on three data sets. Table 1 presents the mean 
absolute errors (MAE) of all the tested forecasting techniques as applied to the chocolate manufacturer’s 
dataset in ascending order of testing set error with the best-performing techniques at the top of the list, 
and the worst at the bottom. The results are also provided in similar format for the Toner Cartridge 
manufacturer’s dataset (Table 2) and the Statistics Canada manufacturing dataset (Table 3). 

The results suggest that one of the ML approaches, the support vector machine (SVM) under the 
Super Wide modeling approach is at the top on all three data sets by providing consistently better 
performance. If we ignore the Super Wide models, we find that the results of previous research and 
the M3-Competition were, in essence reproduced. That is, simple techniques outperform the more 
complicated and sophisticated approaches. For example, in the two primary datasets of interests, the 
Chocolate (Table 1) and Toner Cartridge (Table 2) manufacturer, exponential smoothing has the best 
performance. They are at Rank 5 and Rank 3 respectively, immediately after the top Super Wide models. 
This is especially true in our experiments since the data we are concerned with are very noisy and the 
exponential smoothing (ES) approach outperformed all of the other approaches including the advanced 
ML ones, in some cases by considerable margins. Noticeably, the Toner Cartridge data set was so noisy 
or the patterns changed so much with time that even the exponential smoothing with a fixed parameter 
of 20% outperformed (Table 2 – Rank 3) the automated one (Table 2 – Rank 5), which optimized the 
parameter for the training set. 

We observed the same problem with the Moving Average approach that was fixed to a window of 
6 periods (Table 2 – Rank 4). The automatic versions likewise had overfitting problems and had lower 
performance (Table 2 – Rank 7) than setting a constant parameter value (Table 2 – Rank 4). The aver-
age error of the automatic exponential smoothing for the two manufacturer’s dataset is 0.7516 and the 
average for the fixed exponential smoothing of 20% is 0.7501 and the difference has a significance of 
0.4037. The moving average with a window of 6 periods has an average error of 0.7561 and a mean 
difference significance of 0.2273 with the average of the automatic exponential smoothing. Although 
we see this overfitting pattern repeats itself, the difference in means is statistically insignificant for the 
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Rank Method Group NMAE

1 SuperWide Support Vector Machine, Windowed Cross-Validation Treatment 0.7693

2 SuperWide Support Vector Machine, Cross-Validation Treatment 0.7717

3 SuperWide Multiple Linear Regression Control 0.7776

4 SuperWide Neural Network, Cross-Validation Treatment 0.7998

5 Exponential Smoothing, Automatic, Initialization=First Control 0.8270

6 Exponential Smoothing, 20% Control 0.8329

7 Theta, Exponential Smoothing Initialization=First Control 0.8347

8 Moving Average, 6 Periods Control 0.8381

9 Moving Average, Automatic Control 0.8534

10 Exponential Smoothing, Automatic, Initialization=Average Control 0.8613

11 Theta, Exponential Smoothing Initialization=Average Control 0.8775

12 Multiple Linear Regression Control 0.9047

13 SuperWide Neural Network, Levenberg-Marquardt, Bayesian 
Regularization

Treatment 0.9209

14 Recurrent Neural Network, Levenberg-Marquardt, Bayesian 
Regularization

Treatment 0.9307

15 Neural Network, Levenberg-Marquardt, Bayesian Regularization Treatment 0.9331

16 Support Vector Machine, Cross-Validation Treatment 0.9335

17 Support Vector Machine, Windowed Cross-Validation Treatment 0.9427

18 Neural Network, Backpropagation, Cross-Validation Treatment 0.9810

19 Recurrent Neural Network, Backpropagation, Cross-Validation Treatment 0.9954

20 Auto Regressive Moving Average Control 1.0151

21 Trend, Automatic Control 1.6043

22 Trend, 6 Periods Control 8.1978

Table 1. Performance of forecasting techniques for chocolate manufacturer’s dataset

Table 2. Performance of forecasting techniques for toner cartridge manufacturer’s dataset

Rank Method Group NMAE

1 SuperWide Support Vector Machine, Cross-Validation Treatment 0.6777

2 SuperWide Support Vector Machine, Windowed Cross-Validation Treatment 0.6781

3 Exponential Smoothing, 20% Control 0.6928

4 Moving Average, 6 Periods Control 0.6993

5 Exponential Smoothing, Automatic, Initialization=First Control 0.6994

6 Support Vector Machine, Windowed Cross-Validation Treatment 0.7003

7 Moving Average, Automatic Control 0.7054

8 SuperWide Multiple Linear Regression Control 0.7060

9 Support Vector Machine, Cross-Validation Treatment 0.7221

10 Theta, Exponential Smoothing Initialization=First Control 0.7244

11 Exponential Smoothing, Automatic, Initialization=Average Control 0.7259

continued on following page



���  

Forecasting Supply Chain Demand Using Machine Learning Algorithms

12 Theta, Exponential Smoothing Initialization=Average Control 0.7358

13 Multiple Linear Regression Control 0.7677

14 SuperWide Neural Network, Levenberg-Marquardt, Bayesian 
Regularization

Treatment 0.7781

15 Recurrent Neural Network, Backpropagation, Cross-Validation Treatment 0.8090

16 Recurrent Neural Network, Levenberg-Marquardt, Bayesian 
Regularization

Treatment 0.8187

17 Neural Network, Levenberg-Marquardt, Bayesian Regularization Treatment 0.8189

18 Neural Network, Backpropagation, Cross-Validation Treatment 0.8498

19 SuperWide Neural Network, Cross-Validation Treatment 0.8818

20 Auto Regressive Moving Average Control 0.9319

21 Trend, Automatic Control 1.6058

22 Trend, 6 Periods Control 8.6140

Table 2. continued

Table 3. Performance of forecasting techniques for Statistics Canada manufacturing dataset

Rank Method Group NMAE

1 SuperWide Support Vector Machine, Windowed Cross-Validation Treatment 0.4478

2 SuperWide Support Vector Machine, Cross-Validation Treatment 0.4547

3 Multiple Linear Regression Control 0.4910

4 Support Vector Machine, Windowed Cross-Validation Treatment 0.4914

5 Support Vector Machine, Cross-Validation Treatment 0.4932

6 Theta, Exponential Smoothing Initialization=First Control 0.5052

7 Exponential Smoothing, Automatic, Initialization=First Control 0.5055

8 Exponential Smoothing, Automatic, Initialization=Average Control 0.5086

9 Moving Average, Automatic Control 0.5108

10 Theta, Exponential Smoothing Initialization=Average Control 0.5137

11 SuperWide Multiple Linear Regression Control 0.5327

12 Moving Average, 6 Periods Control 0.5354

13 Recurrent Neural Network, Levenberg-Marquardt, Bayesian 
Regularization

Treatment 0.5355

14 Neural Network, Levenberg-Marquardt, Bayesian Regularization Treatment 0.5374

15 Exponential Smoothing, 20% Control 0.5483

16 SuperWide Neural Network, Cross-Validation Treatment 0.5872

17 SuperWide Neural Network, Levenberg-Marquardt, Bayesian 
Regularization

Treatment 0.6453

18 Recurrent Neural Network, Backpropagation, Cross-Validation Treatment 0.8060

19 Neural Network, Backpropagation, Cross-Validation Treatment 0.8238

20 Auto Regressive Moving Average Control 1.3662

21 Trend, Automatic Control 1.9956

22 Trend, 6 Periods Control 20.8977
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manufacturers’ data sets. Therefore, the automatic exponential smoothing, 20% exponential smoothing 
and the 6 period window moving average all provide about the same performance.

The difference when including the Statistics Canada manufacturing data was much larger since the 
patterns were stronger as a result of its aggregate nature and there were more data for the automatic 
version to achieve better performance. The average error of the automatic exponential smoothing for 
all three datasets is 0.6096 and the average for the fixed exponential smoothing of 20% is 0.6337 and 
the difference has a significance of 0.00000002159. The moving average with a window of 6 periods 
had an average error of 0.6288 and a significance of 0.0000005752 with the average of the automatic 
exponential smoothing. We are impartial about which method is best when testing with only the two 
manufacturer’s data sets. However, when we included the Statistics Canada data set in the testing, there 
was a significant difference in favor of the automatic exponential smoothing and consequently we would 
identify this technique to be superior since there is added value at no loss.

In the case of the Statistics Canada dataset, the results were a little different; we found the MLR (Table 
3 – Rank 3), SVM (Table 3 – Rank 4 and 5) and Theta (Table 3 – Rank 6) outperformed exponential 
smoothing (Table 3 – Rank 7). However, because these approaches had such poor performance on the 
chocolate and toner cartridge manufacturer datasets and because the performance gain by these over 
the ES method was very small, we did not consider these results convincing. They may be the result of 
the very large amount of data (12 years) and the aggregate nature of the data that was less noisy. 

It is interesting to note that the trend approach (an informal way of planning by extrapolating that 
a certain trend will continue in the future) was by far the worst forecasting approach since it always 
ranked at the bottom of all three tables (Rank 21 and 22). Also, ARMA and most of the ML approaches 
other than SVM showed a relatively poor performance. 

Support Vector Machines using the Super Wide Model

The overall best performance was obtained using support vector machines in combination with the Super 
Wide model. Since we have previously identified that the best traditional technique was automatic expo-
nential smoothing (it performed well on both manufacturers’ data, as well as the aggregate manufacturing 
data), we can calculate the forecast error reduction provided by the best ML approach. For the chocolate 
manufacturer’s dataset (Table 1 – Rank 2 and 5), we found a 6.70% ((0.8270 - 0.7717) / 0.8270) reduction 
in the overall forecasting error and for the toner cartridge manufacturer dataset (Table 2 – Rank 1 and 
5) we found a 3.11% ((0.6994 - 0.6777) / 0.6994) reduction in the overall forecasting error. In the case 
of the Statistics Canada manufacturing dataset (Table 3 – Rank 2 and 7), we found a 10.00% ((0.5055 
- 0.4547 / 0.5055) reduction in the forecasting error as compared to automatic exponential smoothing. 
This was an average of 4.90% for our two manufacturers’ dataset and an average of 6.61% for all three 
as compared to automatic exponential smoothing. The performance of the Super Wide models has a 
potential to improve further, if more products are included beyond the limit of 100 used in our study. 
We will further examine in detail four major components of results; (1) cross- validation, (2) alternative 
methods, (3) t-tests and (4) sensitivity analysis.

Cross-Validation

We tested two different support vector machine cross-validation-based parameter optimization proce-
dures: the windowed (time-oriented) approach and the standard approach. For the chocolate manufacturer 
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and for the Statistics Canada datasets, the windowed cross-validation was superior and for the toner 
cartridge manufacturer the unordered approach was better. Accordingly, we are impartial regarding the 
cross-validation (CV) procedure. Since the standard cross-validation procedure is simpler to implement 
than the windowed counterpart and, since there can be more models tested while at the same time using 
more data for each CV model and, further, since the error curves seemed more stable (had lower varia-
tion and clearer concave shape), we recommend the standard CV procedure over the windowed one. 

It is interesting to further examine how the cross-validation-based parameter selection behaves. It 
is this key feature in combination with the guaranteed optimality of the SVM that makes it possible to 
determine the best level of complexity. The cross-validation error curves for the range of complexity 
constants is presented in Figure 15 for the chocolate manufacturer’s dataset, Figure 16 for the toner 
cartridge manufacturer’s dataset and Figure 17 for Statistics Canada manufacturing dataset. In both 
Figure 15 and Figure 16 there is a clear concave pattern that indicates that a complexity constant that 
generalizes well, is identified without ambiguity. The optimal complexity is more difficult to identify 
in Figure 17 because as the complexity increases, the error stays relatively low and stable. This is prob-
ably a result of the larger amount of data and less noise and so there is a range of complexity that may 
generalize well. In all three figures, there is a clear distinction between complexity levels that general-
ize better than others thus permitting the selection of a complexity level. By contrast, if these figures 
presented error lines that randomly moved up and down as the complexity constant varied, this would 
indicate that the cross-validation (CV) procedure was not providing any value.

Alternatives

In the case of the chocolate manufacturer’s dataset, we found that the next best performing algorithms 
that were better than exponential smoothing were the Super Wide multiple lnear regression (MLR) and 
the Super Wide artificial neural networks (ANN) with cross-validation based early stopping. In analyz-

Figure 15. Complexity optimization CV error on chocolate man dataset
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ing the ANN’s performance, it turns out that even though its performance was strong on the chocolate 
manufacturer’s dataset (Table 1 – Rank 4), it had extremely poor performance on both the toner cartridge 
manufacturer dataset (Table 2 – Rank 19) and on the Statistics Canada manufacturing dataset (Table 
3 – Rank 16). As a result, the Super Wide artificial neural networks with cross-validation based early 
stopping method was disregarded as a potential alternative. 

The Super Wide multiple linear regression (MLR) was much closer with an average error across the 
two manufacturer’s dataset of 0.7353 compared to 0.7516 (significance 0.0274) for the automatic expo-
nential smoothing (ES) and compared to 0.7154 (significance 0.0000) for the Super Wide SVM. The 

Figure 16. Complexity optimization CV error on tone cartridge man. dataset

Figure 17. Complexity optimization CV error on Statistics Canada dataset
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averages across all three datasets were 0.6184 for Super Wide MLR compared to 0.6096 (significance 
0.1066) for ES and compared to 0.5651 (significance 0.0000) for Super Wide SVM. 

From these results, we found that the MLR performed slightly better than ES for the two manufactur-
er’s datasets, but performed worse than ES when considering all three datasets. Although we could not 
clearly state whether a linear version of the Super Wide Model was better than the traditional and simple 
ES, we did find that results using Super Wide Support Vector Machine Model were significantly better 
than the multiple linear regression, its linear counterpart, which would indicate that the performance 
increase identified was not isolated to only the Super Wide model. Additionally, since in almost all of 
the cases performance of both non-linear and linear alternative techniques (without Super Wide data) 
were much worse than the exponential smoothing, the high quality modeling performed by the Super 
Wide Support Vector Machine seemed to be a result of the combination of the Super Wide data and the 
Support Vector Machine and not a result of either method applied separately.

Average Performance

Hypothesis 1 stated that Machine Learning - based techniques used at the end of the supply chain to 
forecast distorted customer demand as experienced by a manufacturer would have better average per-
formance than traditional techniques. To test this hypothesis, we examined the difference between the 
average error of traditional forecasting techniques and ML - based techniques. By taking the average 
error of the control and treatment group we can evaluate if ML in general presents a better solution. 

As noted earlier, the Trend technique provided extremely poor forecasting and the error measure-
ments produced were extreme outliers. However, they were not outliers in the sense of being measure-
ment errors, they were forecasted values as defined by the algorithm and were retained in the average 
calculation. Additionally, the Trend forecasting techniques had to be retained in the experiment because 
it is representative of what practitioners use. According to Jain (2004c), averages and simple trend are 
used 65% of the time.

Using the results of the experiments on chocolate (Table 1) and toner cartridge manufacturer (Table 
2), the average error in the control group was 1.5014 and the average error in the treatment group was 
0.8356. It was not feasible to take all of the error points of the test sets for each forecasting technique 
and compare those of the control group with the treatment group since there would be 52800 observa-
tions for the control group and 44000 observations for the treatment group. However, considering the 
large difference between the averages and the large number of observations, the t-test would have had 
a very high significance value and we considered this hypothesis as supported. 

Accordingly, without any specific information on which traditional and ML techniques are best or 
if there is a lack of experience and knowledge related to traditional and ML techniques, one would be 
more likely to be better off in choosing a random ML solution to induce the lower expected error. 

r ank Performance

In hypothesis 2, we stated that ML - based techniques used at the end of the supply chain to forecast 
distorted customer demand as experienced by a manufacturer would have better ranked-performance 
than traditional techniques. By taking the average rank of the control and treatment group we evaluated 
if ML in general presents a better solution. Using the results of the experiments on chocolate (Table 
1) and toner cartridge manufacturer (Table 2), the average rank in the control group was 11.25 and the 
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average rank in the treatment group was 11.8. Therefore, on average, ML techniques ranked worse 
than the traditional ones. Thus, the hypothesis is rejected and a rigorous testing is not required as the 
difference is in the direction opposite to the expected one. If the Statistics Canada data are included, 
the averages rank of both the control and the treatment group were 11.5, which also implies rejection 
of the hypothesis. 

Accordingly, without any specific information on which traditional and which ML techniques are 
best or if there is a lack of experience and knowledge related to traditional and ML techniques, one can-
not just select any ML method and generally expect it to perform better (i.e. in terms of the “winning” 
method, not based on the magnitude of error) than a random traditional technique. 

Comparison of the Best ML and Best Traditional Technique

Hypothesis 3 stated that the best ML - based technique used at the end of the supply chain to forecast 
distorted customer demand as experienced by a manufacturer will have better performance than the best 
traditional technique. To statistically compare the performance of the two we performed a t-test. The 
difference between the support vector machine error average of 0.7154 and the automatic exponential 
smoothing error average of 0.7516 had a p-value of 0.0000. Across the three datasets the support vector 
machine error average was 0.5651 and the automatic exponential smoothing error average was 0.6096, 
a statistically significant difference with p-value of 0.0000. Thus, we can conclude that the best ML 
approach has performed significantly better than the best traditional approach.

Sensitivity Analysis

Using the Super Wide data for the Support Vector Machine modeling permitted an analysis of much 
more data simultaneously and thus produced a very high historical window size while still having a 
very large dataset to learn from. As a result of this, we set the historical window size to 50% of the 
history. However, we investigated whether 50% was the correct setting and whether this setting had an 
impact on the performance of the model. Although a historical window size of 50% seemed normal, 

Table 4. Sensitivity analysis of window size

Data set  Window  MAE 

Chocolate    0.40   0.7806 

Chocolate    0.50   0.7717 

Chocolate    0.60   0.7703 

Toner Cartridge    0.40   0.6770

Toner Cartridge    0.50   0.6777 

Toner Cartridge    0.60   0.6846 

Statistics Canada    0.40   0.3903 

Statistics Canada    0.50   0.4547

Statistics Canada    0.60   0.4414
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we re-executed the Super Wide Support Vector Machine models for a window size of 40% and one of 
60% to evaluate the impact of this choice. The Mean Absolute Errors for the Super Wide Support Vec-
tor Machine with parameter optimization via standard cross-validation for a historical window size of 
40%, 50% and 60% are presented in Table 4.

From these results we find that for the chocolate manufacturer’s dataset the error decreased when the 
window size increased, however, for the toner cartridge dataset the error increased with window size 
increase. The Statistics Canada manufacturing dataset showed mixed results with no trend. Therefore, 
we did not see a trend that would indicate that a smaller or larger window size would have an impact 
on the performance. Additionally, the performance difference between such large window size change 
(10%) resulted in very small differences in performance and all of these performances remained better 
than the identified next contender which was exponential smoothing. Thus, we found that the Super 
Wide Support Vector Machine with parameter optimization via standard cross-validation was relatively 
insensitive to the window size and that a window size of 50% seemed to be a good choice.

c onclusion and discussion

The purpose of this work has been to investigate the applicability and benefits of machine learning 
techniques in forecasting distorted demand signals with a high noise to pattern ratio in the context of 
supply chains. Although there are several forecasting algorithms available to practitioners, there are 
very few objective and reproducible guidelines regarding which method should be employed. In this 
research, we have shown empirically that the best traditional method for a manufacturer is the automatic 
exponential smoothing with the first value of the series as the initial value. We have also found that all 
of the more advanced machine learning techniques have relatively poor performance as a result of the 
noisy nature of data and the limited number of past time periods for any given product. None of the 
ML techniques can reliably outperform the best traditional counterpart (exponential smoothing) when 
learning and forecasting single time-series. Thus, they are not recommended as forecasting techniques 
for noisy demand at the manufacturer’s end of the supply chain. 

However, one important finding concerns the usefulness of combining the data from multiple 
products in what we called a Super Wide model in conjunction with a relatively new technique, the 
support vector machine. The domain-specific empirical results show that this approach is superior to 
the exponential smoothing. The error reduction found range from 3.11% to 10%, which can result in 
large financial savings for a company depending on the cost related to inventory errors. This assumes 
that the company is already using the best forecasting method available, or otherwise the performance 
gains would be even greater. We feel confident with regards to the generalizability of our findings, since 
the work used actual data from a large number of products from two North American manufacturers, 
with the additional verification against Statistics Canada manufacturing survey. We also feel that as 
the number of products added to the combined time series model (Super Wide approach) increases, the 
performance will also probably increase further since there will be more data to learn from. As any 
business decision, the use of the technology presented here should be based on a cost-benefit analysis 
of the benefits of implementing such technology weighed against its associated costs. If this approach 
is viable, in the long run it may be integrated into enterprise resource planning systems for automated 
and interaction free forecasting. 
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One important point to note is that support vector machines are computationally intensive and the 
cross-validation-based complexity parameter optimization procedure results in running a large amount 
of support vector machines depending on the precision of the complexity search. The longest running 
models in this research took over 3 days of processing on a modern computer. There are many optimiza-
tion techniques that could be performed to reduce the processing time such as parallelization, which is 
trivial for a cross-validation procedure and reduction of the complexity term search precision. We hope 
that in time, further optimizations to the support vector machine algorithms and an increase in process-
ing power would reduce the processing time significantly. Once the models have been completed, they 
can be used for forecasting with relatively little processing time. There is also research into hardware 
based support vector machine implementations. One such initiative is the Kerneltron project, which 
provides performance increases by a factor of 100 to 10,000 (Genov & Cauwenberghs, 2001, 2003; 
Genov, Chakrabartty, & Cauwenberghs, 2003), thus increasing the probability that such large SVM 
applications are feasible in the medium term future.

One important possibility for future research would be investigating the benefits of the ML techniques 
when using other sources of data and in the context of collaborative forecasting. This additional data 
may include economic indicators, market indicators, collaborative information sources, product group 
averages and other relevant information. 
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aPP endi X a . selected c ategories fro M st atistics c anada  Manu -
f ACTur Ing Sur VeY

Category

Men’s and boys’ cut and sew shirt manufacturing

Glass manufacturing

Narrow	fabric	mills	and	Schiffli	machine	embroidery

Metal window and door manufacturing

Fabric coating

Office	furniture	(including	fixtures)	manufacturing

Motor vehicle metal stamping

Resin and synthetic rubber manufacturing

Other women’s and girls’ cut and sew clothing manufacturing

Women’s and girls’ cut and sew blouse and shirt manufacturing

Cold-rolled steel shape manufacturing

Automobile and light-duty motor vehicle manufacturing

Prefabricated metal building and component manufacturing

Mattress manufacturing

Fertilizer manufacturing

Power boiler and heat exchanger manufacturing

Stationery product manufacturing

Paint and coating manufacturing

Other industrial machinery manufacturing

Rubber and plastic hose and belting manufacturing

Hosiery and sock mills

Commercial and service industry machinery manufacturing

Particle	board	and	fibreboard	mills

Non-ferrous metal foundries

All other converted paper product manufacturing

Wood window and door manufacturing

Boat building

Wineries

All other general-purpose machinery manufacturing

Pulp mills

Non-chocolate confectionery manufacturing

Plastic bottle manufacturing

Men’s and boys’ cut and sew trouser, slack and jean manufacturing

Copper rolling, drawing, extruding and alloying

Audio and video equipment manufacturing

Flour milling and malt manufacturing

continued on following page
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aPP endi X a . continued

Dairy product manufacturing

Railroad rolling stock manufacturing

Forging and stamping

Institutional furniture manufacturing

Ready-mix concrete manufacturing

Support activities for printing

Industrial gas manufacturing

Household furniture (except wood and upholstered) manufacturing

Other concrete product manufacturing

Non-ferrous metal (except copper and aluminum) rolling, drawing, extruding and alloying

Motor vehicle transmission and power train parts manufacturing

Spring and wire product manufacturing

Synthetic dye and pigment manufacturing

Sawmill and woodworking machinery manufacturing

Textile	and	fabric	finishing

Jewellery and silverware manufacturing

Motor and generator manufacturing

Concrete reinforcing bar manufacturing

Corrugated	and	solid	fibre	box	manufacturing

Motor vehicle transmission and power train parts manufacturing

Pump and compressor manufacturing

Other men’s and boys’ cut and sew clothing manufacturing

Women’s and girls’ cut and sew lingerie, loungewear and nightwear manufacturing

Nonwoven fabric mills

Other paperboard container manufacturing

Carpet and rug mills

Aerospace product and parts manufacturing

Poultry processing

Explosives manufacturing

Cut and sew clothing contracting

Motor home, travel trailer and camper manufacturing

Folding paperboard box manufacturing

Pharmaceutical and medicine manufacturing

Office	supplies	(except	paper)	manufacturing

Battery manufacturing

Small electrical appliance manufacturing

Construction machinery manufacturing

Plastics	pipe,	pipe	fitting,	and	unlaminated	profile	shape	manufacturing

continued on following page
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Other transportation equipment manufacturing

Petroleum	refineries

Motor vehicle gasoline engine and engine parts manufacturing

Starch and vegetable fat and oil manufacturing

Knit fabric mills

Heavy-duty truck manufacturing

Artificial	and	synthetic	fibres	and	filaments	manufacturing

Paper (except newsprint) mills

Women’s and girls’ cut and sew suit, coat, tailored jacket and skirt manufacturing

Radio and television broadcasting and wireless communications equipment manufacturing

Soap and cleaning compound manufacturing

Power, distribution and specialty transformers manufacturing

Shingle and shake mills

Adhesive manufacturing

Motor vehicle plastic parts manufacturing

Wood preservation

Toilet preparation manufacturing

Other basic inorganic chemical manufacturing

Wood kitchen cabinet and counter top manufacturing

Wiring device manufacturing

Sign manufacturing

Steel foundries

Non-ferrous	metal	(except	aluminum)	smelting	and	refining

Semiconductor and other electronic component manufacturing

Urethane and other foam product (except polystyrene) manufacturing

Sawmills (except shingle and shake mills)

aPP endi X a . continued
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introduction
  

Logistics refers to the flow of materials, information and money between the suppliers and custom-
ers. A demand supply network refers to the manner in which components flow from suppliers to the 
manufacturer’s plants, and finally to the end customers. The logistics costs associated with a demand 
supply network include such costs as freight, warehousing, interest rate, duties and taxes.

A typical problem that logistics professionals face in a global corporation is to find the cheapest and 
most reliable way of producing a product and delivering it to customers. Often the product structures 
and supplier bases vary considerably during a product design phase. The logistics manager must decide 
the most economical component suppliers and the best-positioned assembly factories over the product’s 
lifecycle. Typically there are hundreds or thousands of different demand supply network setup options 
for a given product. Therefore, manual analysis of demand supply networks is practically impossible.

aB stract

The present study implements a generic methodology for describing and analyzing demand supply networks 
(i.e. networks from a company’s suppliers through to its customers). There can be many possible demand 
supply networks with different logistics costs for a product.  Therefore, we introduced a Petri Net-based 
formalism, and a reachability analysis-based algorithm that finds the optimum demand supply network 
for a user-specified product structure. The method has been implemented and is currently in production 
use inside all Nokia business groups. It is used in demand supply planning of both network elements and 
handsets. An example of the method’s application to a concrete Nokia product is included.
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Companies have considerable incentives to optimize their end-to-end demand supply chains. Firms 
approach this problem in two fronts: optimization of manufacturing functions on one hand and the 
demand supply chains on the other. As such, several methods for demand supply network analysis have 
been introduced in the literature. Most solutions use operations research paradigm—mixed integer 
programming—or discrete simulation to analyze demand supply networks (Simchi-Levi et al., 2003; 
Bramel & Simchi-Levi, 1997).

Recently, the industry has seen several examples of disasters brought up by broken demand supply 
networks (Norrmann & Jansson, 2004). A logistics manager must know all the demand supply network 
options available to reduce possible risks. This enumeration requires reachability analysis where each 
path (i.e. a possible demand supply network setup) is explored. Also, dynamic analysis of demand sup-
ply networks is required to explore whether a chosen network responds well to fluctuating customer 
demand. Mathematical optimization gives the optimal setup quickly via analytic or heuristic methods 
(Powers, 1989). However, optimization methods do not support the analysis of network dynamics. Dis-
crete simulation, on the other hand, is excellent in dynamic analysis of a single demand supply network 
(Bowersox & Closs, 1989). Yet, it lacks the capability of choosing the best network structures, given 
by optimization. Thus, interplay of both techniques is required for a logistics professional to choose 
the best possible network (Riddalls, Bennett & Tipi, 2000). Simulation-optimization (Azadivar, 1999; 
Truong & Azadivar, 2003) has been developed to combine the advantages of optimization and simula-
tion. However, the modelling languages used in optimization and simulation are very different from 
one another, and this creates a challenge for the co-use of the methods (Azadivar, 1999). 

Petri Nets have been used successfully in modeling various kinds of systems, including telecom-
munication protocols and workflow systems (Jensen, 1996; van der Aalst, 1998). The hypothesis of this 
research was that reachability analysis is adaptable to solving small and medium size demand supply 
network optimization problems. As there are Petri net tools capable of dynamic simulation (van der 
Aalst, 1992; ExSpect, 1999), such addition would provide a single methodology amenable to both, static 
and dynamic analysis. Therefore, my research question became: “How to apply reachability analysis 
in demand supply network analysis?” 

The result was a generic Petri Net model for describing arbitrary demand supply network options, 
and a reachability analysis algorithm that computes the network setups and costs from the Petri Net 
model. A Web-based analysis tool based on the methodology was constructed during 2004 and has been 
in production use since February 2005. 

The rest of the chapter is organized as follows: the remainder of the introduction reviews the current 
approaches to demand supply network analysis. Section 2 gives the generic Petri Net model for demand 
supply networks through example and formal definitions. Section 3 presents the reachability analysis 
algorithm for the model. Section 4 presents a concrete Nokia case for the tool use. Section 5 concludes 
with discussion and future work.

Literature r eview

The literature contains multiple methods for analyzing demand supply networks. Next, I describe Opera-
tions Research methods (Zeng & Rossetti, 2003; Thomas & Griffin, 1996; Vidal & Goetschalckx, 2001; 
Fandel & Stammen, 2004), Analytic Hierarchy Processes (Wang, Huang,& Dismukes, 2004; Dotoli et 
al., 2005), control theoretical methods (Ortega & Lin, 2004), discrete simulation methods (Persson & 
Olhager, 2002), simulation optimization (Azadivar, 1999; Truong & Azadivar, 2003), and Workflow 
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net related methods (vad der Aalst, 1998a; van der Aalst, 1998b; van der Aalst & ter Hofstede, 2005; 
Desel & Erwin, 2000). Each of these methods fits into one of four categories: deterministic analytical, 
stochastic analytical, economic or simulation (Beamon, 1998). The six methods are briefly described 
along with their position in Beamon’s categorization.

Operations research has been used to analyze demand supply network problems at least since the early 
1970’s (Zeng & Rossetti, 2003; Thomas & Griffin, 1996). These methods have been used primarily in 
plant and inventory location problems (Bowersox & Closs, 1989). Optimization methods were the first 
technique to be used in demand supply network analysis, where the focus was on cost reduction given a 
static customer service level (Bowersox & Closs, 1989; p. 139-40). The first mathematical programs had 
drawbacks, such as the possibility of analyzing only single transport modes, but the mixed integer pro-
grams have been developed to include multiple transport modes, transfer pricing (Vidal & Goetschalckx, 
2001), development and recycling costs (Fandel & Stammen, 2004). Currently, mixed integer programs 
are the most powerful methods of finding the single best solution for very large problems. In finding 
the optimum, they converge to the result rather than enumerating the entire solution space. operations 
research methods are deterministic analytical, however, so they must be augmented with simulation to 
understand the dynamic behaviour of solutions (Riddalls, Bennett, & Tipi, 2000).

Analytic hierarchy processes (Wang, Huang, & Dismukes, 2004) can be employed in situations where 
each level in the product hierarchy has a large number of possible suppliers. Analytic hierarchy process 
uses balanced scorecard approach with set criteria to determine the best supplier choices (without regard 
to the complete product structure) for a single component. In the second stage of the analysis, the best 
supplier choices for each component are fed into preemptive goal programming for the entire product 
structure. This approach fits in situations where there are tens or hundreds of possible suppliers for each 
component, and a short list is needed first. However, it also requires expert knowledge to faithfully com-
pare one supplier against another. Analytic Hierarchy Process is a deterministic analytical method.

Control theoretical methods for demand supply network analysis have recently surfaced as they 
provide an analytical method for estimating bullwhip effects in demand supply networks (Ortega & 
Lin, 2004). The demand supply networks are modeled in z-space, and z-transforms are used to arrive at 
Bode plots for dynamic behaviour. This method can analyze only one demand supply network setup at 
a time, but it has the benefit of estimating system dynamics without discrete simulation. However, the 
modeling of supply networks in Z-space requires expert knowledge, which may be a drawback in the 
business environment. Control theoretical methods of demand supply network analysis are stochastic 
analytical in nature.

Discrete simulation methods allows for dynamic analysis of a single demand supply network (Persson 
& Olhager, 2002). An arbitrary demand signal may be fed to the network, and simulation determines 
possible stockouts and order fulfillment lead time violations. The advantage of discrete simulation over 
control theoretical methods is the ease of specifying input signals, and the increasing processing power 
of computers keeps simulation runtimes reasonable. Discrete simulation is currently viewed as a de 
facto standard of analyzing dynamic behaviour of demand supply networks (Riddalls, Bennett, & Tipi, 
2000). However, discrete simulation is incapable of network optimization – i.e. the user must specify 
the network structure to be simulated herself.

Recently, simulation optimization emerged as a way of combining the static analysis power of opti-
mization and dynamic analysis power of simulation (Azadivar, 1999; Truong & Azadivar, 2003). This 
method is a combination of “what-if” and “how-to” questions (Azadivar, 1999). In answering “what-
if” questions, a candidate demand supply network is simulated against a demand pattern to determine 
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its agility. “How-to” questions use optimization to answer questions such as how many line operators 
should be used in each manufacturing line. There are theoretical methods of solving simulation opti-
mization problems, such as simulated annealing and response surface methods (Azadivar, 1999) but 
these are computationally expensive. In practice, analyses iterate between optimization and simulation. 
Optimization proposes a demand supply network including e.g. the number of line operators, and the 
location and size of inventories. The proposed solution is then simulated N times to see if it fulfills net-
work agility criteria. If it does not, the simulation proposes changes to the parameter to set to be used 
in optimization, and a new iteration begins. This “metaheuristic” for simulation optimization does not 
guarantee solution convergence, but it has other useful properties such as the ability to generate multiple 
alternative solutions (April et al., 2005; p.9). In Beamon’s categorization simulation optimization covers 
deterministic analytical and simulation methods.

Workflow nets (van der Aalst, 1998a; van der Aalst 1998b; van der Aalst, 2000; van der Aalst & 
ter Hofstede, 2005) have been introduced in Petri Net community to analyze the dynamics of business 
processes. Workflow net is a stochastic analytical method for a single demand supply network. Each 
DSNnet setup (topic of the current chapter) may be refined to a workflow net for dynamic analysis. 
Process nets (Desel & Erwin, 2000) have also been used in Petri Net community to analyze business 
processes. In this technique, the user specifies demand supply network skeletons of interest, without any 
cost parameters. When the interesting skeletons are determined, actual cost parameters are inserted and 
analysis and simulation routines are run. This approach is useful when the number of possible demand 
supply network skeletons and suppliers is low. However, in situations where there are thousands of pos-
sibilities, the user involvement required may be too great. The DSNnet takes a different approach. The 
cost parameters are specified first for all possible suppliers of components, and the possible demand 
supply networks are determined via reachability analysis and are ordered by average cost.

r esearch Methodology

The current chapter uses constructive paradigm (Kasanen, Lukka, & Siitonen, 1993), where Petri Net 
theory is employed to solve a concrete business problem. The resulting solution is applied to solving 
demand supply network analysis problems in Nokia more efficiently than earlier spreadsheet methodolo-
gies. The present work gives all the applicable decision algorithms and discusses validation issues. The 
research is done in the spirit of pragmatism (McDermott, 1976), where a theory’s practical evidence is 
tested in real life: if it works, it is true

.
dsn  net : net for Malis M for de Mand su PPl y networks

Introduction and Motivation

A demand supply network (DSNnet in the rest of this chapter) may be seen as a net whose topmost node 
is the combination of a product and its customer. All the nodes below contain the product’s constituent 
modules (according to the product structure) and their alternative suppliers. Consider the simple product 
structure in Figure 1. The final product is called “End Product”, and it consists of two child modules, 
“Module B” and “Module C”.
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 An example of a scenario which a logistics professional may consider could be described as fol-
lows:

• End Product will have one customer
• End Product will have only one supplier, “End Product Manufacturer”. In this case the End Prod-

uct is produced by the manufacturer itself, but the method also supports the analysis of contract 
manufacturers 

• Module B can be sourced from two suppliers, and the sourcing options are:
 Purchase all components from “Supplier 1 for Module B”
 Buy 60% of the volume from “Supplier 1 for Module B” and 40% of the volume from “Sup-

plier 2 for Module B”
• Module C has two suppliers and the sourcing options are:

 Buy 100% of the volume from “Supplier 1 for Module C”
 Buy 100% of the volume from “Supplier 2 for Module C”

Evidently the notion of choice and aggregation is vital in formalism for demand supply network 
options. Aggregation (AND logic) is needed for situations where a module has several parallel child 
modules. Choice (OR logic) is needed to describe alternative suppliers. Moreover, an OR may be im-
mediately followed by an AND if two or more suppliers are simultaneously used to source a component 
in a given volume split.

The central idea of the DSNnet is to combine seamlessly the product structure and the associated 
demand supply network. The design of a product in parallel with its demand supply network renders a 
company’s product design process more effective (Prasad, 1986). This mode of operation also requires 
specialized tool support. The logistics professional is looking for a tool where he can:

1. Choose the bill of materials for a product (key components)
2. Input the possible suppliers and associated costs for every component
3. Input the customers and their demand volumes

Figure 1. Simple product structure

End Product 

Module B 

Module C 
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The logistics professional expects a computer to give all possible demand supply network combina-
tions and associated costs for the input entered. The DSNnet instance in Figure 2 depicts the sourcing 
options for the product structure in Figure 1. Notice the inclusion of ‘AND’ nodes before single suppliers. 
Since volume splits between multiple suppliers are possible at every tier of the supply chain, the generic 
translation routine from product structure to DSNnet includes an AND-node after every OR-node. The 
AND node is really needed only in the 60/40 split of Suppliers 1 and 2 for Module B in Figure 2.

After the generation of DSNnet above, a reachability analysis algorithm is executed to determine 
the demand supply network options and costs for each. For this example, there were no costs specified 
but the possible demand supply networks are:

1. End Product Manufacturer – 100% volume
   Supplier 1 for Module B – 100% volume
   Supplier 1 for Module C – 100% volume

2. End Product Manufacturer – 100% volume
   Supplier 1 for Module B – 100% volume
   Supplier 2 for Module C – 100% volume

3. End Product Manufacturer – 100% volume
   Supplier 1 for Module B – 60% volume
   Supplier 2 for Module B – 40% volume
   Supplier 1 for Module C – 100% volume

Figure 2. DSNnet describing sourcing options for the product in Figure 1

End Product 
Manufacturer 

     AND 

      OR 

      AND       AND 

Supplier 1 for 
Module B 

Supplier 2 for 
Module B 

       OR 

      AND 

Supplier 1 for 
Module C 

      AND 

Supplier 2 for 
Module C 

40%60%

Customer 1 
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4. End Product Manufacturer – 100% volume
    Supplier 1 for Module B – 60% volume
    Supplier 2 for Module B – 40% volume
    Supplier 2 for Module C – 100% volume

DSNnet does not resemble a Petri Net since the notion of transitions is missing as in Figure 2. However, 
between each pair of nodes a logistics network will incur e.g. freight and duty costs and these elements 
are included inside a transition. The transitions are not drawn in the figure for notational convenience, 
but Figure 3 shows an equivalent High Level Petri net interpretation of a DSNnet instance. As indicated, 
the color of each place is the real number type and each arc contains a variable for a single real number 
token. Petri Net interpretations of AND and OR nodes are presented in Figures 4 and 5, respectively. 
AND-OR logic for Petri Nets was first introduced in (Baer, 1973; Agerwala & Flynn, 1973).

The above formalism satisfies the modeling requirements for network alternatives but the issue of 
data has not yet been addressed. The cost elements pertinent to logistics change from industry to indus-
try, and some cost elements such as obsolescence rate per annum are very different for if one is selling 
bricks (low obsolescence rate) or mobile phones (high obsolescence rate). To address this requirement 
it is vital to have “metadata” on the types of cost elements as well as their values related to particular 
industry or firm. This metadata approach is adopted in the formal definitions below.

f ormal definitions

The definition of DSNnet is divided into three parts. First, I define DSNnet_skeleton (Definition 1), 
which gives the metadata for cost elements included in a particular company. Second I define a particu-
lar DSNnet instance (Definition 2). Finally DSNnet system is defined in terms of High Level Petri Net 
system with Real number data types (Definition 3). 

Figure 3. Showing equivalence between DSNnet and High Level Petri Net 
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Figure 4. Semantics of DSNnet AND node
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Figure 5. Semantics of DSNnet OR node
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Definition 1
DSNnet_skeleton = { NodeTypes { AND_node, OR_node }, ArcTypes,
       ParameterPool, ParameterMap }, where
NodeTypes = types of nodes in analysis (e.g. customer, manufacturing, buffer)
ArcTypes = types of arcs in analysis (e.g. transportation arcs)
ParameterPool = collection of all cost parameters used in the analysis
ParameterMap ⊆ NodeTypes × 2ParameterPool 

 ArcTypes × 2ParameterPool 

A company is responsible for defining its own DSNnet_skeleton. NodeTypes and ArcTypes are stan-
dard—customer node, manufacturing node, buffer node, and transport arc typically suffice. Parameter-
Pool may differ greatly from company to company. For example, the percentage used to estimate stock 
obsolescence is different in ICT business as compared to construction business - value of bricks does 
not diminish as quickly in stock as that of unsold mobile phones or PCs. The companies in fast price 
erosion environments (e.g. Dell) have a stronger incentive to make their demand supply networks agile 
than construction material suppliers. ParameterPool may change during a company’s lifetime. Finally, 
ParameterMap associates each NodeType and ArcType to the specific cost parameters associated with 
it. To illustrate, I show the DSNnet_skeleton in use inside Nokia Corporation.

Illustration 1 – Nokia’s DSNnet_skeleton
{ NodeTypes = { Customer, Manufacturing, Buffer } { AND_node, OR_node},
 ArcTypes = { DSNarc },
 ParameterPool = { bill of materials cost, buffer inventory carrying cost, 
      transport inventory carrying cost, freight cost, production cost,
      investment cost, duty cost, tax cost, manufacturing line verification cost,
      sales volume },
 ParameterMap = { Customer node  { sales volume },
      Manufacturing node   { bill of materials cost, production cost, 
             investment cost, line verification cost },
       Buffer node   { buffer inventory carrying cost }, 
       DSNarc   { transport inventory carrying cost, freight cost, duty cost,
         tax cost }
      }
}

Definition 2 – DSNnet
DSNnet = { Nodes, Arcs, F, DSNnet_skeleton, Typing, Valuation}, where
Nodes = set of Nodes (Petri Net places, color = Real)
Arcs = set of Arcs (Petri Net transitions, transition guards are TRUE)
F ⊆ Nodes × Arcs  Arcs × Nodes, each arc’s inscription is X, a Real number variable
DSNnet_skeleton = as defined above
Typing ⊆ Nodes × DSNnet_skeleton.NodeTypes  Arcs × DSNnet_skeleton.ArcTypes
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Valuation = V(Nodes, Arcs, Typing) – a function that assigns relevant parameter values 
to each node and arc according to its type (joint responsibility of tool user and the user
interface in real world)

Definition 3 – DSNnet_system
DSNnet_system = { DSNnet, Nodes0, M0 : Nodes0  Real }
A DSNnet_system has a valid DSNnet structure, a set of initial nodes (Customer nodes)
Nodes0, and initial marking M0 that maps a single token of type Real to each initial 
node (this value represents a customer’s average daily demand for a certain product).
The firing rule for DSNnet_system is that of High Level Petri Nets.

reacha Bility  anal ysis of dsn net

The traditional Petri Net reachability analysis algorithm computes all reachable system states. In DSN-
net formalism, reachability analysis differs in two important points:

1. The algorithm computes all possible paths of a system (valid DSNnet structures are directed and 
acyclic, guaranteeing the absence of infinite paths)

2. The algorithm allows for several initial states, and aggregates the separate reachability graphs to 
a single result

The result of the reachability analysis is a list of complete paths in the DSNnet, each associated with 
a cost. The optimum path is the one with the lowest cost. In DSNnet context, a reachability graph is an 
array of arrays (matrix) where each component array (matrix column) is one demand supply network 
setup with its cost.

The pseudocode for the algorithm is presented next. RG is used as a shorthand for “reachability 
graph”, and arrays are indexed in C language style from 0 to array_size-1. The pseudocode uses four 
helper functions: append_node, append_RG, aggregate_RG and add_ per_item_costs. Append_node 
appends a node (first argument) to all paths in the reachability graph (second argument). Append_RG 
joins two reachability graphs to form a single reachability graph – i.e. the appending of RG1 with 5 paths 
and RG2 with 3 paths results in a single RG with 8 paths. Aggregate_RG takes the Cartesian product 
of two reachability graphs, where each path in the resulting reachability graph has a cost equal to the 
sum of the two constituents. The Cartesian product of RG1 with 5 paths and RG2 with 3 paths has 15 
paths. Finally, add_ per_item_costs adds the costs of an arc or a node (the first argument) to each path 
in the reachability graph (the second argument). The preliminary version of the algorithm has been 
published in (Tynjälä, 2006).

Main dSnnet Analysis r outine
  
The main analysis routine is given in Algorithm 1. The investment costs are computed last because several 
customers can source their products from the same suppliers (manufacturing nodes). The total volumes 
for each supplier are known when the second for-loop has been executed. The second for loop – aggrega-
tion of individual customers’ reachability graphs – is also the source of the algorithm’s computational 
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complexity. For, assume that we have C customers and P is the maximum of the number of DSN setup 
options for a customer. Then the size of the state space (and computation time) grows exponentially as 
O(PC). Parallelizing this part of the algorithm is included in the topics for future research.

r eachability Analysis r outine for a Single Customer node

The algorithm that computes the reachability graph for one customer is presented in Algorithm 2. It 
follows the traditional reachability analysis algorithm with the addition of AND and OR nodes.

This part of the algorithm computes investment costs that depend on production volume in a stepwise 
manner. For example, if a manufacturing line capacity for a particular phone is 7500 phones per day, 
this algorithm computes the number of needed manufacturing lines based on total volume throughput, 
and calculates the needed investments.

Algorithm Validation

The algorithm was validated in two steps. First, a series of tests with different product structures and 
customers was carried out to ensure that the paths were computed correctly. This step concentrated on 
the correct functioning of the AND and OR nodes which were our additions to the traditional reachabil-
ity analysis algorithm. In the second phase, the cost figures obtained for a single setup were compared 
with those obtained from the previous spreadsheet-based tool. The second validation phase uncovered 
some errors in cost computation, which were corrected and revalidated.

Algorithm 1. Main Analysis Routine

RG_main(DSNnet_system – cf. Definition 3) returns all DSN setups with cost {

RG[] = array of new Reachability Graphs;

total_RG = new Reachability Graph;

for each initial customer node do

     RG[i] = RG_1_customer(customer_node[i]);

end

for i = 0..number of customer nodes -1 do

     total_RG = aggregate_RG( total_RG, RG[i]);

end

for each path in total_RG do

     investment_cost = compute_investments(path);

    add investment_cost to the path’s cost;

end

return total_RG;

}
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Algorithm 2. Reachability analysis routine for a single customer

RG_1_customer(Start Node with volume marking, Start RG) returns RG  {

RG[] = array of empty Reachability Graphs;

theChildNodes[] = Array for children of AND and OR nodes;

theChildArcs[] = Array for arcs leading to theChildNodes;

Add volume marking to Start Node’s total volume;

if Start Node has 0 children then

          append_node(Start RG, Start Node);

          Start RG = add_per_unit_costs(Start RG, Start Node, NULL);

          return Start RG;

else if Start Node has 1 childNode then

          childArc = DSN Arc between Start Node and childNode;

          append_node(Start RG, Start Node);

          Add volume marking from Start Node to childNode and childArc;

          Start RG = RG_1_customer(childNode, Start RG);

          Start RG = add_per_unit_costs(Start RG, Start Node, childArc);

          return Start RG;

else if Start Node is AND then

          total_RG = new Reachability Graph;

          append_node(Start RG, Start Node);

          Add the volume marking to theChildNodes[] and theChildArcs[];

          for each theChildNodes[i] do

               RG[i] = RG_1_customer(theChildNodes[i], RG[i]);

          end

          for i = 0..number of Child Nodes-1 do

               total_RG = aggregate_RG(total_RG, RG[i]);

          end

          total_RG = aggregate_RG(Start RG, total_RG);

          return total_RG;

else if Start Node is OR then

          total_RG = new Reachability Graph;

          append_node(Start RG, Start Node);

          Add the volume marking to theChildNodes[] and theChildArcs[];

          for each theChildNodes[i] do

               RG[i] = RG_1_customer(theChildNodes[i], RG[i]);

          end

          for i = 0..number of Child Nodes-1 do

               total_RG = append_RG(total_RG, aggregate_RG(Start RG, RG[i]));

          end

         return total_RG;

}
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nokia  iMPle Ment ation and case study

Tool Implementation Method 

The tool based on above formalism was developed in Java2 language, and embedded in the Oracle 
environment hosting demand supply planning data repository. The tool’s Web user interface lets the 
logistics managers specify product structures, and costs for alternate suppliers. Common data such as 
transportation costs between cities, duty and tax rates are centrally updated by few key users. The Web 
UI has “analyze” button associated which invokes the Java algorithm. The Java algorithm first reads the 
database tables for product and supplier information, constructs the corresponding DSNnet instance, 
and runs the reachability analysis on it. Final results are stored in database tables and displayed in Web 
browser. Permissions to view data are granted in such a way that a normal user may see only his work 
when using the tool. Key users for each business group have view of all programs in that business unit. 
Finally, the global logistics directors see all programs in every business unit. The next subsection con-
tains a real example of an analysis case for a product that started shipping in the summer of 2006.
 
Analysis of a new handset

The product structure for the new handset that started to ship in the summer of 2006 is shown in Figure 
6.

As indicated in the diagram modules A, B and H had 2 supplier options, with the rest having a 
single decided supplier. For a single customer this product structure produces 8 (2*2*2) demand supply 
network setups. The analysis covered two customers, so the total number of demand supply networks 
came to 64 (8^2). Interestingly, the static costs for the alternative suppliers of modules A, B and H (e.g. 
production costs, investment costs) were not radically different. However, their global position was 
such that the buffering and transportation costs associated with the total demand supply network were 
significantly different from one solution to another. For this product, whose expected lifetime is one 
year, the demonstrated cost differences from the cheapest to the most expensive demand supply network 
were ca. 15 Million Euros. The analysis tool was able to compute these 64 solutions in approximately 10 

Algorithm 3. Computation of investment costs

Computation of Investment Costs
compute_investments(one DSN setup) returns InvestmentCost {

     for each manufacturing node in setup do

          determine total volume throughput;

          determine number of manufacturing lines;

          InvestmentCost = InvestmentCost + (no. of manuf. lines * investment per line);

              end

              return InvestmentCost;

}
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seconds, whereas the spreadsheet solution would have required several days (5 days with the optimistic 
target of 10 demand supply networks analyzed per day) to complete the job. The Nokia logistics team 
has established a target of one-week lead time for all demand supply network analyses (i.e. each week 
a new analysis report is generated based on the most current data). The spreadsheet method could not 
support this requirement because of time required for hand-generation of networks. With the new tool, 
this leadtime is feasible. The next subsection gives sample analysis times for problems of different 
complexity.

Usage and Performance Data in Nokia Environment

The tool has been actively used inside Nokia’s business groups since February 10, 2005. The number of 
concrete product programs studied is over 300 at the end of January 2008. A product program represents 
a possible handset or network element under development that may or may not come to the market. 
The granularity of analyses is different in each business unit. The handset business units, where the 
volumes are large, consider few big customers, usually representing sales areas. The network business, 
where volumes are lower, relative logistics costs higher, and margins thinner, the granularity is more 
precise. The customers are modeled at least on a country level. A study where the method was applied 

Figure 6. Product structure of a recently released Nokia handset 
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to determination of variant effect on the optimal demand supply network setup can be found in (Tynjälä 
& Eloranta, 2007).

The typical performance of the tool is shown in Table 1. These measurements were single data points 
taken during a typical working day. The response times of the tool are practically the same globally, as 
the transport delays are small compared to the analysis time.

discussion and future work

Applying Petri Nets and reachability analysis to demand supply network optimization has the benefit 
of exploring the complete state space of options. In wake of risks on the demand supply network, it is 
vital to explore also the expensive options for future contingencies.

I developed a High Level Petri Net model expanding on the AND-AND, AND-XOR formalisms 
presented in (Baer, 1973; Agerwala, 1973), along with the associated reachability analysis algorithm. 
The Petri Net model is general and it may be employed in various types of businesses. In terms of ex-
pressive power, DSNnet stays within the normal Petri Net confines.

A tool based on the DSNnet methodology was developed during 2004 inside Nokia Corporation, 
and it has been in active use since February 2005. The tool has been used in all business units and the 
results are very positive. The users have especially thanked the possibility of designing the product 
structure together with its demand supply network, which was not possible with the former spread-
sheet methods. The work relating to DSNnet tool inside Nokia is ongoing, and the second release of the 
tool became operational in October 2006. This release enhanced the tool with multimodal transport 
capabilities and improved duty and tax considerations. In the future, the tool is envisioned to become 
integrated to a data warehouse, which updates the cost and transport parameters automatically based 
on actual business transactions.

The current method may be used in aiding hierarchical “zoom-and-focus” analyses on demand supply 
networks. Simulation-optimization suffers from the fact that the modeling languages used in optimiza-
tion and simulation are very different. This means that an off-the-shelf optimization engine is unable 
to directly export models to an arbitrary discrete simulation engine. Petri nets are a way of making 
transition from static to dynamic analysis realms straightforward (van der Aalst et al., 2000; Billington 
et al., 2003). An interface from ExSpect analysis tool to other Petri net simulation tools was easy to 
construct (van der Aalst et al., 2000; p.461). Moreover a Petri Net Markup Language (PNML) initiative 
has been formed to render the transfer of models between any Petri net tools possible (Billington et al., 

Table 1. Sample response times of Petri Net tool
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2003). Currently there are several tools that are able to import and export PNML specifications. The 
interval timed colored Petri net formalism invented by van der Aalst (van der Aalst, 1992) is the basis 
for the ExSpect analysis tool (ExSpect, 1999). This tool is able to model production systems hierarchi-
cally to more detailed levels and to perform stochastic analyses. Petri nets have also been recently used 
in designing shop floor scheduling (Artigues & Roubellat, 2001) and short-term batch plant scheduling 
(Ghaeli et al., 2005). An interesting avenue of future research would be the construction a PNML-
based interface between the DSNnet tool of Nokia and ExSpect (and similar tools) which would allow 
the modeling and analysis of production systems from factory network level systematically down to 
manufacturing cell level.
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