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e 57 chapters simply and clearly describe the strains of viruses, bacteria, fungi,
and parasites that can bring about infectious diseases

» Core sections on viral, bacterial, fungal, and parasitic diseases open with
new chapters detailing basic biology, pathogenesis, and antimicrobial agents and
feature a consistent presentation covering Organism, Disease, and Clinical Aspects

e Explanations of host-parasite relationship, dynamics of infection, and host response

e USMLE-style questions and a clinical case conclude each chapter on the
major viral, bacterial, fungal, and parasitic diseases

e Full-color tables, photographs, and illustrations

* Clinical Capsules cover the essence of
the disease(s) caused by major pathogens

e Margin Notes highlight key points within
a paragraph to facilitate review

New full-color art illuminates

important concepts




Each agent has its own mode of
sprea

Poor socioeconomic conditions
foster infection

Modern society may facilitate
spread

Anthrax and smallpox are new
bioterrorism threats

Pathogenicity is multifactorial

Pathogens have molecules that bind
to host cells

Invasion requires adaptation to
new environments

Inflammation alone can result
in injury

INFECTION

outbreaks or recognizing new epidemiologic patterns have usually pointed the way to the
isolation of new agents.

Epidemic spread and disease are facilitated by malnutrition, poor socioeconomic condi-
tions, natural disasters, and hygienic inadequacy. Epidemics, caused by the introduction of
new organisms of unusual virulence, often result in high morbidity and mortality rates. We
are currently witnessing a new and extended AIDS pandemic, but the prospect of recur-
rence of old pandemic infections (influenza, cholera) remains. Modern times and technol-

‘The efficiency of the food industry has sometimes backfired when the distributed prod-

4 1 d E coli
0157:H7 bloody diarrhea and hemolytic uremic syndrome are an example. The nature of
‘massive meat-packing facilities allowed organisms from infected cattle on isolated farms to
be mixed with other meat and distributed rapidly and widely. By the time outbreaks were
recognized, cases of disease were widespread, and tons of meat had to be recalled. In sim-
pler times, local outbreaks from the same source might have been detected and contained
‘more quickly.

Of course, the most ominous and uncertain epidemiologic threat of these times is not
amplification of natural transmission but the specter of unnatural, deliberate spread.
Anthrax s a disease uncommonly transmitted by direct contact with animals or ani-
mal products. Under natural conditions, it produces a nasty, but not life-threatening,
ulcer. The inhalation of human-produced acrosols of anthrax spores could produce a
lethal pneumonia on a massive scale. Smallpox is the only disease officially eradicated
from the world. It took place sufficiently long ago that most of the population has never
been exposed or immunized and is, thus, vulnerable to its reintroduction. We do not
know whether infectious bioterrorism will work on the scale contemplated by its per-
petrators; however, in the case of anthrax, we do know that sophisticated systems have
been designed to attempt it. We hope never to learn whether bioterrorism will work on a
large scale.

PATHOGENESIS

When a potential pathogen reaches its host, features of the organism determine whether or
not disease ensues. The primary reason pathogens are so few in relation to the microbial
world s that being a successful at producing disease is a very complicated process. Multiple
features, called virulence factors, are required to persist, cause discase, and escape to repeat
the cycle. The variations are many, but the mechanisms used by many pathogens have now
been dissected at the molecular level.

‘The first step for any pathogen is to attach and persist at whatever site it gains access. This
usually involves specialized surface molecules or structures that correspond to receptors
on human cells. Because human cells were not designed to receive the microorganisms, the
pathogens are often exploiting some molecule important for some other essential function
of the cell. For some toxin-producing pathogens, this attachment alone may be enough to
produce discase. For most pathogens, it just allows them to persist long enough to proceed
10 the next stage—invasion into or beyond the surface mucosal cells. For viruses, invasion
of cells s essential, because they cannot replicate on their own. Invading pathogens must
also be able to adapt to a new milieu. For example, the nutrients and ionic environment of
the cell surface differs from that inside the cell or in the submucosa. Some of the steps in
pathogenesis at the cellular level are ilustrated in Figure 1-6.

Persistence and even invasion do not necessarily translate immediately to disease. The
invading organisms must disrupt function in some way. For some, the inflammatory
response they stimulate s enough. For example, a lung alveolus flled with neutrophils
responding to the presence of Streptococcus pneunioniae loses its ability to exchange oxy-
gen. The longer a pathogen can survive in the face of the host response, the greater the
compromise in host function. Most pathogens do more than this. Destruction of host cells
through the production of digestive enzymes, toxins, or intracellular multiplication is
among the more common mechanisms. Other pathogens operate by altering the function
of a cell without injury. Diphtheria is caused by a bacterial toxin that blocks protein

Important new global considerations
of infectious disease

INFLUENZA, PARAINFLUENZA, RESPIRATORY SYNCYTIALVIRUS CHAPTER 9

ubiquitous and have been found in humans, simians, rodents, cattle, and a variety of other
hosts. They have been studied in great detail as experimental models, revealing much basic
knowledge about viral genetics and pathogenesis at the molecular level. Three serotypes
are known to infect humans; however, their role and importance in human disease remain
uncertain. Reoviruses causing arboviral diseases are discussed in Chapter 16,

CASE STUDY

AN INFANT WITH RESPIRATORY DISTRESS

“This 9-month ing treatment in a neonatal ntensive
care unit for the first month of Ife. After discharge, he remained well unti 3 days ago,
‘when symptoms of a common cold progressed to cough,rapid and labored respiration,
lethargy,and refusal to eat.

On exarmination, his temperature was 38.5°C, respiratory rate 60/min,and pulse 140/min.
Auscultation of the chest revealed coarse crackles and occasional wheezes,

Abnormal laboratory findings included hypoxemia and hypercarbia. A chest radiograph
showed hyperinflation, interstital perihiar inftrates,and right upper lobe atalectasis.

QUESTIONS

M Which of these viruses is the least likely cause of this baby’s illness?
A. Influenza A

. Parainfluenza 3

Influenza C

Respiratory syncytial virus

Adenovirus

mrgow

‘The mechanism of “antigenic drift” in influenza viruses includes all but one of the
following:

A. Can involve either H or N antigens

B. Mutations caused by viral RNA polymerase

C. Can predominate under selective host population immune pressures

D. Reassortment between human and animal or avian reservoirs

E. Caninvol ding structural or proteins

M Which of the following agents can be used to prevent RSV pneumonia?
A. Amantadine

B. Vaccine to F protein

C. Oseltamivir

D. Zanamivir

E. Monoclonal antibody

ANSWERS
1(C), 2(D), 3(E)

Association with human disease is

Margin Notes speed your review and
highlight must-know points

CHAPTER

Emergence and Global
Spread of Infection

human populations, is a discipline that includes both infectious and noninfectious

discases. Most cpidemiologic studies of infectious diseases have concentrated on
the factors that influence acquisition and spread, because this knowledge is essential for
developing methods of prevention and control. Historically, epidemiologic studies and the
application of the knowledge gained from them have been central o the control of the great
epidemic diseases, such as cholera, plague, smallpos, yellow fever, and typhus.

An understanding of the principles of epidemiology and the spread of disease is essen-
tial 1o all medical personnel, whether their work is with the individual patient or with the
‘community. Most infections must be evaluated in their epidemiologic setting. For example,
what infections, especially viral, are currently prevalent in the community? Has the patient
recently traveled to an area of special discase prevalence? Is there a possibility of nosoco-
mial infection from recent hospitalization? Wha is the risk to the patients family, school-
‘mates, and work or social contacts?

‘The recent recognition of emerging infectious discases has heightened appreciation of
the importance of epidemiologic information. A few examples of these newly identified
infections are cryptosporidiosis, hantavirus pulmonary syndrome, and severe acute respi-
ratory syndrome (SARS) coronavirus disease. In addition, some well-known pathogens
have assumed new epidemiologic importance by virtue of acquired antimicrobial resis-
tance (eg, penicillin-resis i enterococci, carbap:
resistant nd tuberculosis).

Over the past two decades, powerful new molecular methods have been developed that
have greatly enhanced the ability to even more clearly understand the origins, evolution and
spread ofa wide variety of i is di idemi
‘The fundamental methodologies are described in Chapter 4, and their specific applications
are discussed in many other chapters throughout this bool

Factors that increase the emergence or reemergence of various pathogens include:

prdemmlogy. the study of the distribution of determinants of disease and injury in

Population movements and the intrusion of humans and domestic animals into new
habitats, particularly tropical forests

Deforestation, with the development of new farmlands and exposure of farmers and
domestic animals to new arthropods and primary pathogens

Irrigation, especially primitive irrigation systems, which fail to control arthropods and
enteric organisms

Uncontrolled urbanization, with vector populations breeding in stagnant water
Increased long-distance air travel, with contact or transport of arthropod vectors and
primary pathogens

Social unrest, civil wars, and major natural disasters, leading to famine and disruption of
sanitation systems, immunization programs, etc.

Case Studies put the material in

clinical context
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pleased to welcome new authors, Michael Lagunoft (virology) and Paul Pottinger

(antibiotics, parasitology) from the University of Washington; L. Barth Reller
(laboratory diagnosis, bacteriology) from Duke University; and Charles R. Sterling (parasitol-
ogy) from the University of Arizona. Jim Plorde, an author since the first edition, is enjoying
a well-deserved rest. John Sherris, the founding editor, continues to act as an inspiration to
all of us.

With this 6th edition, Sherris Medical Microbiology enters its fourth decade. We are

BOOK STRUCTURE

The goal of Sherris Medical Microbiology remains unchanged from that of the first edition
(1984). This book is intended to be the primary text for students of medicine and medical
science who are encountering microbiology and infectious diseases for the first time. Part I
opens with a chapter that explains the nature of infection and the infectious agents at the
level of a general reader. The following four chapters give more detail on the immunologic,
diagnostic, and epidemiologic nature of infection with minimal detail about the agents
themselves. Parts II-V form the core of the text with chapters on the major viral, bacte-
rial, fungal, and parasitic diseases, and each begins with its own chapters on basic biology,
pathogenesis, and antimicrobial agents.

CHAPTER STRUCTURE

In the specific organism/disease chapters, the same presentation sequence is maintained
throughout the book. First, features of the Organism (structure, metabolism, genetics, etc)
are described; then aspects of the Disease (epidemiology, pathogenesis, immunity) the
organism causes are explained; the sequence concludes with the Clinical Aspects (mani-
festations, diagnosis, treatment, prevention) of the disease. The opening of each section is
marked with an icon and a snapshot of the disease(s) called the Clinical Capsule, which
is placed at the juncture of the Organism and Disease sections. A clinical Case Study fol-
lowed by questions in USMLE format concludes each of these chapters. In Sherris Medical
Microbiology, the emphasis is on the text narrative, which is designed to be read compre-
hensively, not as a reference work. Considerable effort has been made to supplement this
text with other learning aids such as the above-mentioned cases and questions as well as
tables, photographs, and illustrations. The Glossary gives brief definitions of medical and
microbiologic terms which appear throughout the book.

STUDY AIDS

The marginal notes, a popular feature since the first edition, are nuggets of information
designed as an aid for the student during review. If a marginal note is unfamiliar, the relevant



PREFACE

text is in the paragraph immediately adjacent. The supplementary materials at the end of
the book now include two new additions. The first is Infectious Diseases: Syndromes and
Etiologies, a set of tables which re-sort the material in the rest of the book in a clinical
context. Here you will find the common infectious etiologies of the major presentations of
infectious diseases whether they are viral, bacterial, fungal, or parasitic. It is hoped these
will be of value when the student prepares for case discussions or sees patients. A set of 100
Practice Questions is also included. These are in USMLE format and in addition to the
ones following the case studies at the end of the organism-oriented chapters in Parts II-V.

For any book, lecture, case study, or other materials aimed at students, dealing with the
onslaught of new information is a major challenge. In this edition, much new material has
been included, but to keep the student from being overwhelmed, older or less important
information has been deleted to keep the size of this book no larger than of the 5th edi-
tion. As a rule of thumb, material on classic microbial structures, toxins, and the like in
the Organism section has been trimmed unless its role is clearly explained in the Disease
section. At the same time, we have tried not to eliminate detail to the point of becoming
synoptic and uninteresting. Genetics is one of the greatest challenges in this regard. With-
out doubt this is where major progress is being made in understanding infectious diseases,
but an intelligent discussion may require using the names and abbreviations of genes, their
products, and multiple regulators to tell the complete story. Whenever possible we have
tried to tell the story without all the code language. The exciting insights offered by genom-
ics must be tempered by the knowledge that they begin with inferences based on the identi-
fication of sequences characteristic for a particular gene. The gene product itself may or may
not have been discovered. Here, we have tried to fully describe some of the major genetic
mechanisms and refer to them later when the same mechanism reappears with other organ-
isms. For example, Neisseria gonorrhoeae is used as an example of genetic mechanisms for
antigenic variation in the general chapter on bacterial pathogenesis (Chapter 22), but how
it may influence its disease, gonorrhea, is taken up with its genus Neisseria (Chapter 30).

A saving grace is that our topic is important, dynamic, and fascinating—not just to us but
to the public at large. Newspaper headlines now carry not only the name but also the anti-
genic formulas of E coli and Influenza virus along with their emerging threats. Resistance
to antimicrobial agents is a regular topic on the evening news. It is not all bad news. We
sense a new optimism that deeper scientific understanding of worldwide scourges like HIV/
AIDS, tuberculosis, and malaria will lead to their control. We are confident that the basis for
understanding these changes is laid out in the pages of this book.

Kenneth J. Ryan
C. George Ray

Editors
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Infection—Basic Concepts

Humanity has but three great enemies:
fever, famine and war;

of these by far the greatest,

by far the most terrible, is fever.

— SirWilliam Osler; 1896*

hen Sir William Osler, the great physician/humanist, wrote these words, fever
W(infection) was indeed the scourge of the world. Tuberculosis and other forms

of pulmonary infection were the leading causes of premature death among
the well to do and the less fortunate. The terror was due to the fact that, although some
of the causes of infection were being discovered, little could be done to prevent or alter
the course of disease. In the 20th century, advances in public sanitation and the devel-
opment of vaccines and antimicrobial agents changed this (Figure 1-1), but only for the
nations that could afford these interventions. As we move through the second decade of the
21st century, the world is divided into countries in which heart attacks, cancer, and stroke
have surpassed infection as causes of premature death and those in which infection is still
the leader.

A new uneasiness that is part evolutionary, part discovery, and part diabolic has taken
hold. Infectious agents once conquered have shown resistance to established therapy, such
as multiresistant Mycobacterium tuberculosis, and diseases, such as acquired immunode-
ficiency syndrome (AIDS), have emerged. The spectrum of infection has widened, with
discoveries that organisms earlier thought to be harmless can cause disease under certain
circumstances. Who could have guessed that Helicobacter pylori, not even mentioned in
the first edition of this book (1984), would be the major cause of gastric and duodenal
ulcers and an officially declared carcinogen? Finally, bioterrorist forces have unearthed two
previously controlled infectious diseases—anthrax and smallpox—and threatened their
distribution as agents of biological warfare. For students of medicine, understanding the
fundamental basis of infectious diseases has more relevance than ever.

BACKGROUND

The science of medical microbiology dates back to the pioneering studies of Pasteur and
Koch, who isolated specific agents and proved that they could cause disease by introducing

“Oster W. JAMA 1896; 26:999.



FIGURE I-I. Death rates for infec-
tious disease in the United States in the
20th century. Note the steady decline
in death rates related to the introduc-
tion of public health, immunization, and
antimicrobial interventions.

Microbes are small

Most play benign roles in the
environment
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the experimental method. The methods they developed lead to the first golden age of
microbiology (1875-1910), when many bacterial diseases and the organisms responsible
for them were defined. These efforts, combined with work begun by Semmelweis and Lister,
which showed how these diseases spread, led to the great advances in public health that
initiated the decline in disease and death. In the first half of the 20th century, scientists
studied the structure, physiology, and genetics of microbes in detail and began to answer
questions relating to the links between specific microbial properties and disease. By the end
of the 20th century, the sciences of molecular biology, genetics, genomics, and proteomics
extended these insights to the molecular level. Genetic advances have reached the point at
which it is possible to know not only the genes involved but also to understand how they are
regulated. The discoveries of penicillin by Fleming in 1929 and of sulfonamides by Domagk
in 1935 opened the way to great developments in chemotherapy. These gradually extended
from bacterial diseases to fungal, parasitic, and finally viral infections. Almost as quickly,
virtually all categories of infectious agents developed resistance to all categories of antimi-
crobial agents to counter these chemotherapeutic agents.

INFECTIOUS AGENTS: THE MICROBIAL WORLD

Microbiology is a science defined by smallness. Its creation was made possible by the inven-
tion of the microscope (Gr. micro, small + skop, to look, see), which allowed visualization of
structures too small to see with the naked eye. This definition of microbiology as the study
of microscopic living forms still holds if one can accept that some organisms can live only in
other cells (eg, all viruses and some bacteria) and that others include macroscopic forms in
their life cycle (eg, fungal molds, parasitic worms). The relative sizes of some microorgan-
isms are shown in Figure 1-2.

Microorganisms are responsible for much of the breakdown and natural recycling of
organic material in the environment. Some synthesize nitrogen-containing compounds
that contribute to the nutrition of living things that lack this ability; others (oceanic algae)
contribute to the atmosphere by producing oxygen through photosynthesis. Because micro-
organisms have an astounding range of metabolic and energy-yielding abilities, some can
exist under conditions that are lethal to other life forms. For example, some bacteria can
oxidize inorganic compounds such as sulfur and ammonium ions to generate energy.
Others can survive and multiply in hot springs at temperatures higher than 75°C.
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Some microbial species have adapted to a symbiotic relationship with higher forms of life.
For example, bacteria that can fix atmospheric nitrogen colonize root systems of legumes
and of a few trees, such as alders, and provide the plants with their nitrogen requirements.
When these plants die or are plowed under, the fertility of the soil is enhanced by nitrog-
enous compounds originally derived from the metabolism of the bacteria. Ruminants can
use grasses as their prime source of nutrition, because the abundant flora of anaerobic bac-
teria in the rumen break down cellulose and other plant compounds to usable carbohy-
drates and amino acids and synthesize essential nutrients including some amino acids and
vitamins. These few examples illustrate the protean nature of microbial life and their essen-
tial place in our ecosystem.

The major classes of microorganisms in terms of ascending size and complexity are
viruses, bacteria, fungi, and parasites. Parasites exist as single or multicellular structures
with the same compartmentalized eukaryotic cell plan of our own cells including a nucleus
and cytoplasmic organelles like mitochondria. Fungi are also eukaryotic, but have a rigid
external wall that makes them seem more like plants than animals. Bacteria also have a cell
wall, but with a cell plan called “prokaryotic” that lacks the organelles of eukaryotic cells.
Viruses are not cells at all. They have a genome and some structural elements, but must take
over the machinery of another living cell (eukaryotic or prokaryotic) to replicate. The four
classes of infectious agents are summarized in Table 1-1, and generic examples of each are
shown in Figure 1-3.

VIRUSES

Viruses are strict intracellular parasites of other living cells, not only of mammalian and
plant cells, but also of simple unicellular organisms, including bacteria (the bacteriophages).

TABLE 1-1 Features of Infectious Agents

VIRUSES BACTERIA FUNGI PARASITES
Size (UM) <| 2-8 4+ 2+
Cell wall No Yes Yes No/yes*
Cell plan None Prokaryotic Eukaryotic Eukaryotic
Free living No Yes® Yes Yes
Intracellular Yes No/yes® No Nof/yes

*Parasitic cysts have cell walls.
°A few bacteria grow only within cells.
“The life cycle of some parasites includes intracellular multiplication.

FIGURE I-2. Relative size of
microorganisms.

Products of microbes contribute to
the atmosphere

Increasing complexity: viruses —
bacteria — fungi — parasites
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Viruses are simple forms of replicating, biologically active particles that carry genetic infor-
mation in either DNA or RNA molecules. Most mature viruses have a protein coat over
their nucleic acid and, sometimes, a lipid surface membrane derived from the cell they
infect. Because viruses lack the protein-synthesizing enzymes and structural apparatus nec-
essary for their own replication, they bear essentially no resemblance to a true eukaryotic
or prokaryotic cell.

Viruses replicate by using their own genes to direct the metabolic activities of the cell
they infect to bring about the synthesis and reassembly of their component parts. A cell
infected with a single viral particle may, thus, yield thousands of viral particles, which can
be assembled almost simultaneously under the direction of the viral nucleic acid. Infec-
tion of other cells by the newly formed viruses occurs either by seeding from or lysis of the
infected cells. Sometimes, viral and cell reproduction proceed simultaneously without cell
death, although cell physiology may be affected. The close association of the virus with the
cell sometimes results in the integration of viral nucleic acid into the functional nucleic
acid of the cell, producing a latent infection that can be transmitted intact to the progeny
of the cell.

BACTERIA

Bacteria are the smallest (0.1-10 um) independently living cells. They have a cytoplas-
mic membrane surrounded by a cell wall; a unique interwoven polymer called peptido-
glycan makes the wall rigid. The simple prokaryotic cell plan includes no mitochondria,
lysosomes, endoplasmic reticulum, or other organelles (Table 1-2). In fact, most bacte-
ria are approximately the size of mitochondria. Their cytoplasm contains only ribosomes
and a single, double-stranded DNA chromosome. Bacteria have no nucleus, but all the
chemical elements of nucleic acid and protein synthesis are present. Although their
nutritional requirements vary greatly, most bacteria are free living if given an appropri-
ate energy source. Tiny metabolic factories, they divide by binary fission and can be
grown in artificial culture, often in less than 1 day. The Archaea are similar to bacteria
but evolutionarily distinct. They are prokaryotic, but differ in the chemical structure of
their cell walls and other features. The Archaea (archebacteria) can live in environments
humans consider hostile (eg, hot springs, high salt areas) but are not associated with
disease.

FUNGI

Fungi exist in either yeast or mold forms. The smallest of yeasts are similar in size to
bacteria, but most are larger (2-12 um) and multiply by budding. Molds form tubular

TABLE -2 Distinctive Features of Prokaryotic and Eukaryotic Cells

CELL COMPONENT PROKARYOTES EUKARYOTES
Nucleus No membrane, single circular Membrane bounded, a number
chromosome of individual chromosomes
Extrachromosomal DNA  Often present in form of In organelles
plasmid(s)
Organelles in cytoplasm None Mitochondria (and chloroplasts in

photosynthetic organisms)

Cytoplasmic membrane Contains enzymes of respiration; Semipermeable layer not pos-
active secretion of enzymes; site of  sessing functions of prokaryotic
phospholipid and DNA synthesis membrane

Cell wall Rigid layer of peptidoglycan (absent No peptidoglycan (in some cases
in Mycoplasma) cellulose present)
Sterols Absent (except in Mycoplasma) Usually present

Ribosomes 70 'S in cytoplasm 80 S in cytoplasmic reticulum

Viruses contain little more than
DNA or RNA

Replication is by control of the
host cell metabolic machinery

Some integrate into the genome

Smallest living cells

Prokaryotic cell plan lacks nucleus
and organelles
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extensions called hyphae, which, when linked together in a branched network, form the
fuzzy structure seen on neglected bread slices. Fungi are eukaryotic, and both yeasts and
molds have a rigid external cell wall composed of their own unique polymers, called glucan,
mannan, and chitin. Their genome may exist in a diploid or haploid state and replicate
by meiosis or simple mitosis. Most fungi are free living and widely distributed in nature.
Generally, fungi grow more slowly than bacteria, although their growth rates sometimes
overlap.

PARASITES

Parasites are the most diverse of all microorganisms. They range from unicellular amoebas
of 10 to 12 wm to multicellular tapeworms 1 m long. The individual cell plan is eukaryotic,
but organisms such as worms are highly differentiated and have their own organ systems.
Most worms have a microscopic egg or larval stage, and part of their life cycle may involve
multiple vertebrate and invertebrate hosts. Most parasites are free living, but some depend
on combinations of animal, arthropod, or crustacean hosts for their survival.

THE HUMAN MICROBIOTA

Before moving on to discuss how, when, and where the previously mentioned agents cause
human disease, we should note that the presence of microbes on or in humans is not, by
itself, abnormal. In fact, from shortly after birth on, it is universal; we harbor 10 times the
number of microbial cells as we do human cells. This population formerly called the normal
flora is now referred to as our microbiota. These microorganisms, which are overwhelm-
ingly bacteria, are frequently found colonizing various body sites in, healthy individuals.
The constituents and numbers of the microbiota vary in different areas of the body and,
sometimes, at different ages and physiologic states. They comprise microorganisms whose
morphologic, physiologic, and genetic properties allow them to colonize and multiply
under the conditions that exist in particular sites, to coexist with other colonizing organ-
isms, and to inhibit competing intruders. Thus, each accessible area of the body presents a
particular ecologic niche, colonization of which requires a particular set of properties of the
colonizing microbe.

Organisms of the microbiota may have a symbiotic relationship that benefits the host
or may simply live as commensals with a neutral relationship to the host. A parasitic rela-
tionship that injures the host would not be considered “normal,” but, in most instances,
not enough is known about the organism-host interactions to make such distinctions.
Like houseguests, the members of the normal flora may stay for highly variable periods.
Residents are strains that have an established niche at one of the many body sites, which
they occupy indefinitely. Transients are acquired from the environment and establish
themselves briefly, but tend to be excluded by competition from residents or by the host’s
innate or immune defense mechanisms. The term carrier state is used when potentially
pathogenic organisms are involved, although its implication of risk is not always justified.
For example, Streptococcus pneumoniae, a cause of pneumonia, and Neisseria meningitidis,
a cause of meningitis, may be isolated from the throat of 5% to 40% of healthy people.
Whether these bacteria represent transient flora, resident flora, or carrier state is largely
semantic. The possibility that their presence could be the prelude to disease is impossible
to determine in advance.

It is important for students of medical microbiology and infectious disease to under-
stand the role of the microbiota because of its significance both as a defense mechanism
against infection and as a source of potentially pathogenic organisms. In addition, it is
important for physicians to know the typical composition of the microbiota at various sites
to avoid confusion when interpreting laboratory culture results. The following excerpt
indicates that the English poet W.H. Auden understood the need for balance between the
microbiota and its host. He was influenced by an article in Scientific American about the
flora of the skin.
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On this day tradition allots to
taking stock of our lives, my
greetings to all of you, Yeasts,
Bacteria, Viruses, Aerobics and
Anaerobics: A Very Happy New
Year to all for whom my ecto-
derm is as middle earth to me.

Build colonies: I will supply
adequate warmth and mois-
ture, the sebum and lipids you
need, on condition you never
do me annoy with your pres-
ence, but behave as good guests
should, not rioting into acne or

For creatures your size I offer a athletes-foot or a boil.

free choice of habitat, so settle
yourselves in the zone that
suits you best, in the pools of
my pores or the tropical forests
of arm-pit and crotch, in the
deserts of my fore-arms, or the
cool woods of my scalp.

—W.H. Auden,
Epistle to a Godson

ORIGIN AND NATURE

The healthy fetus is sterile until the birth membranes rupture. During and after birth, the
infant is exposed to the flora of the mother’s vagina and to other organisms in the environ-
ment. During the infant’s first few days of life, the microbiota reflects chance exposure to
organisms that can colonize particular sites in the absence of competitors. Subsequently,
as the infant is exposed to a broader range of organisms, those best adapted to colonize
particular sites become predominant. Thereafter, the flora generally resembles that of other
individuals in the same age group and cultural milieu.

Local physiologic and ecologic conditions determine the microbial makeup of the flora.
These conditions are sometimes highly complex, differing from site to site, and sometimes
with age. Conditions include the amounts and types of nutrients available, pH, oxidation-
reduction potentials, and resistance to local antibacterial substances such as bile and
lysozyme. Many bacteria have adhesin-mediated affinity for receptors on specific types of
epithelial cells; this facilitates colonization and multiplication and prevents removal by the
flushing effects of surface fluids and peristalsis. Various microbial interactions also deter-
mine their relative prevalence in the flora. These interactions include competition for nutri-
ents and inhibition by the metabolic products of other organisms.

MICROBIOTA AT DIFFERENT SITES

At any one time, the microbiota of a single person contains hundreds if not thousands of
species of microorganisms, mostly bacteria. The major members known to be important in
preventing or causing disease, as well as those that may be confused with etiologic agents
of local infections, are summarized in Table 1-3 and are described in greater detail in sub-
sequent chapters.

B Blood, Body Fluids, and Tissues

In health, the blood, body fluids, and tissues are sterile. Occasional organisms may be dis-
placed across epithelial barriers as a result of trauma or during childbirth; they may be
briefly recoverable from the bloodstream before they are filtered out in the pulmonary cap-
illaries or removed by cells of the reticuloendothelial system. Such transient bacteremia
may be the source of infection when structures such as damaged heart valves and foreign
bodies (prostheses) are in the bloodstream.

B Skin

The skin provides a dry, slightly acidic, aerobic environment. It plays host to an abundant
flora that varies according to the presence of its appendages (hair, nails) and the activity

Initial flora is acquired during and
immediately after birth

Physiologic conditions such as local
pH influence colonization

Adherence factors counteract
mechanical flushing

Ability to compete for nutrients is
an advantage

Tissues and body fluids such as
blood are sterile in health

Transient bacteremia can result
from trauma



Propionibacteria and staphylococci
are dominant bacteria

Skin flora is not easily removed

Conjunctiva resembles skin

Oropharynx has streptococci and
Neisseria

Stomach and small bowel have few
residents

Small intestinal flora is scanty but
increases toward lower ileum
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TABLE 1-3 Predominant and Potentially Pathogenic Microbiota of Various
Body Sites
POTENTIAL PATHOGENS
BODY SITE (CARRIER) LOW VIRULENCE (RESIDENT)
Blood None None?
Tissues None None
Skin Staphylococcus aureus Propionibacterium, Corynebacterium
(diphtheroids), coagulase-negative
staphylococci
Mouth Candida albicans Neisseria spp., viridans streptococci,
Moraxella, Peptostreptococcus
Nasopharynx Streptococcus pneumoniae, Neisseria  Neisseria spp., viridans streptococci,
meningitidis, Haemophilus influenzae, ~ Moraxella, Peptostreptococcus
group A streptococci, Staphylococcus
aureus (anterior nares)
Stomach None Streptococci, Peptostreptococcus,
others from mouth
Small intestine None Scanty, variable

Colon Bacteroides fragilis, E. coli, Pseudomo-  Eubacterium, Lactobacillus, Bacteroi-
nas, Candida, Clostridium (C. perfrin- des, Fusobacterium, Enterobacteria-
gens, C. difficile) ceae, Enterococcus, Clostridium

Vagina

Prepubertal and C. albicans Diphtheroids, staphylococci,
postmenopausal Enterobacteriaceae
Childbearing Group B streptococci, C. albicans Lactobacillus, streptococci

*Organisms such as viridans streptococci may be transiently present after disruption of a mucosal site.

of sebaceous and sweat glands. The flora is more abundant on moist skin areas (axillae,
perineum, and between toes). Staphylococci and members of the Propionibacterium genus
occur all over the skin, and facultative diphtheroids (corynebacteria) are found in moist
areas. Propionibacteria are slim, anaerobic, or microaerophilic Gram-positive rods that
grow in subsurface sebum and break down skin lipids to fatty acids. Thus, they are most
numerous in the ducts of hair follicles and of the sebaceous glands that drain into them.
Even with antiseptic scrubbing, it is difficult to eliminate bacteria from skin sites, particu-
larly those bearing pilosebaceous units. Organisms of the skin flora are resistant to the bac-
tericidal effects of skin lipids and fatty acids, which inhibit or kill many extraneous bacteria.
The conjunctivae have a very scanty flora derived from the skin flora. The low bacterial
count is maintained by the high lysozyme content of lachrymal secretions and by the flush-
ing effect of tears.

B Intestinal Tract

The mouth and pharynx contain large numbers of facultative and anaerobic bacteria. Dif-
ferent species of streptococci predominate on the buccal and tongue mucosa because of dif-
ferent specific adherence characteristics. Gram-negative diplococci of the genus Neisseria
and coccobacillary Moraxella make up the balance of the most commonly isolated organ-
isms. Strict anaerobes and microaerophilic organisms of the oral cavity have their niches in
the depths of the gingival crevices surrounding the teeth and in sites such as tonsillar crypts,
where anaerobic conditions can develop readily.

The total number of organisms in the oral cavity is very high, and it varies from site to
site. Saliva usually contains a mixed flora of about 10° organisms per milliliter, derived
mostly from the various epithelial colonization sites. The stomach contains few, if any, resi-
dent organisms in health because of the lethal action of gastric hydrochloric acid and peptic
enzymes on bacteria. The small intestine has a scanty resident flora, except in the lower
ileum, where it begins to resemble that of the colon.
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The colon carries the most abundant and diverse microbiota in the body. In the adult,
feces are 25% or more bacteria by weight (about 10'° organisms per gram). More than 90%
are anaerobes, predominantly members of the genera Bacteroides, Fusobacterium, Eubac-
terium, and Clostridium. The remainder of the flora is composed of facultative organ-
isms such as Escherichia coli, enterococci, yeasts, and numerous other species. There are
considerable differences in adult flora depending on the diet of the host. Those whose
diets include substantial amounts of meat have more Bacteroides and other anaerobic
Gram-negative rods in their stools than those on a predominantly vegetable or fish diet.
Recent studies have suggested the composition of the colonic microbiota could play a
role in obesity.

B Respiratory Tract

The external 1 cm of the anterior nares has a flora similar to that of the skin. This is the
primary site of carriage of a major pathogen, Staphylococcus aureus. Approximately 25% to
30% of healthy people carry this organism as either resident or transient flora at any given
time. The nasopharynx has a flora similar to that of the mouth; however, it is often the site
of carriage of potentially pathogenic organisms such as pneumococci, meningococci, and
Haemophilus species.

The respiratory tract below the level of the larynx is protected in health by the action of
the epithelial cilia and by the movement of the mucociliary blanket; thus, only transient
inhaled organisms are encountered in the trachea and larger bronchi. The accessory sinuses
are normally sterile and are protected in a similar fashion, as is the middle ear by the epi-
thelium of the eustachian tubes.

B Genitourinary Tract

The urinary tract is sterile in health above the distal 1 cm of the urethra, which has a scanty
flora derived from the perineum. Thus, in health, the urine in the bladder, ureters, and renal
pelvis is sterile. The vagina has a flora that varies according to hormonal influences at differ-
ent ages. Before puberty and after menopause, it is mixed, nonspecific, and relatively scanty,
and it contains organisms derived from the flora of the skin and colon. During the child-
bearing years, it is composed predominantly of anaerobic and microaerophilic members
of the genus Lactobacillus, with smaller numbers of anaerobic Gram-negative rods,
Gram-positive cocci, and yeasts (Figure 1-4) that can survive under the acidic conditions
produced by the lactobacilli. These conditions develop because glycogen is deposited in
vaginal epithelial cells under the influence of estrogenic hormones and metabolized to lac-
tic acid by lactobacilli. This process results in a vaginal pH of 4 to 5, which is optimal for
growth and survival of the lactobacilli, but inhibits many other organisms.

CHAPTER |

FIGURE |-4. Vaginal flora. Vaginal
Gram smear showing budding yeast
(long arrow), epithelial cells (short
arrow) and a mixture of other bacte-
rial morphologies. The long Gram-
positive rods are most likely lactobacilli.
[Redrawn from Centers for Disease
Control and Prevention (CDC).]

Adult colonic flora is abundant and
predominantly anaerobic

Diet affects species composition

S. aureus is carried in anterior nares

Lower tract is protected by
mucociliary action

Bladder and upper urinary tract
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vaginal flora

Use of epithelial glycogen by
lactobacilli produces low pH
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ROLES IN HEALTH AND DISEASE

B Opportunistic Infection

Many species among the normal flora are opportunists in that they can cause infection
when they reach protected areas of the body in sufficient numbers. For example, certain
strains of E. coli can reach the urinary bladder by ascending the urethra and cause acute
urinary tract infection. Perforation of the colon from a ruptured diverticulum or a pen-
etrating abdominal wound releases feces into the peritoneal cavity; this contamination may
be followed by peritonitis or intraabdominal abscesses caused by the more opportunistic
members of the flora. Reduced innate defenses or immunologic responses can result in
local invasion and disease by normal floral organisms. Caries and periodontal disease are
caused by organisms that are members of the oral microbiota (see Chapter 41).

B Exclusionary Effect

Balancing the prospect of opportunistic infection is the tendency of the resident microbiota
to produce conditions that compete with extraneous pathogens and, thus, reduce their ability
to establish a niche in the host. The microbiota in the colon of the breastfed infant produces
an environment inimical to colonization by enteric pathogens, as does a vaginal flora domi-
nated by lactobacilli. The benefit of this exclusionary effect has been demonstrated by what
happens when it is removed. Antibiotic therapy, particularly with broad-spectrum agents,
may so alter the microbiota of the gastrointestinal tract that antibiotic-resistant organisms
multiply in the ecologic vacuum. Under these conditions, the spore-forming Clostridium dif-
ficile has a selective advantage that allows it to survive, proliferate, and produce a toxic colitis.

B Priming of Immune System

Organisms of the microbiota play an important role in the development of immunologic
competence. Animals delivered and raised under completely aseptic conditions (“sterile”
or gnotobiotic animals) have a poorly developed reticuloendothelial system, low serum
levels of immunoglobulins, and lack antibodies to antigens that often confer a degree of
protection against pathogens. There is evidence of immunologic differences between chil-
dren who are raised under usual conditions and those whose exposure to diverse flora is
minimized. Some studies have found a higher incidence of immunopathologic states, such
as asthma in the more isolated children.

PROMOTING A GOOD MICROBIOTA

The field of probiotics is based on the notion that we can manipulate the microbiota by
promoting colonization with “good” bacteria. Elie Metchnikoft originally suggested this in
his observation that the longevity of Bulgarian peasants was attributable to their consump-
tion of large amounts of yogurt; the live lactobacilli in the yogurt presumably replaced the
colonic flora to the general benefit of their health. This notion persists today in capsules
containing freeze-dried lactobacilli sold by the sizable probiotics industry and by promo-
tion of the health benefit of natural (unpasteurized) yogurt, which contains live lactobacilli.
Because these lactobacilli are adapted to food and not the intestine, they are unlikely to
persist, much less replace, the typical microbiota of the adult colon. In some clinical studies,
administration of preparations containing a particular strain of Lactobacillus (L. rhamnosus
strain GG, LGG) has been shown to reduce the duration of rotavirus diarrhea in children.
The use of similar preparations to prevent relapses of antibiotic-associated diarrhea
caused by C. difficile has shown little success.

INFECTIOUS DISEASE

Of the thousands of species of viruses, bacteria, fungi, and parasites, only a tiny portion
is involved in disease of any kind. These are called pathogens. There are plant pathogens,
animal pathogens, and fish pathogens, as well as the subject of this book, human pathogens.
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Among pathogens, there are degrees of potency called virulence, which sometimes makes
drawing the dividing line between benign and virulent microorganisms difficult. Pathogens
are associated with disease with varying frequency and severity. Yersinia pestis, the cause
of plague, causes fulminant disease and death in 50% to 75% of persons who come in con-
tact with it. Therefore, it is highly virulent. Understanding the basis of these differences in
virulence is a fundamental goal of this book. The better students of medicine understand
how a pathogen causes disease, the better they will be prepared to intervene and help their
patients.

For any pathogen, the basic aspects of how it interacts with the host to produce disease
can be expressed in terms of its epidemiology, pathogenesis, and immunity. Usually, our
knowledge of one or more of these topics is incomplete. It is the task of the physician to
relate these topics to the clinical aspects of disease and be prepared for new developments
which clarify, or in some cases, alter them. We do not know everything, and not all of what
we believe we know is correct.

EPIDEMIOLOGY

Epidemiology is the “who, what, when, and where” of infectious diseases. The power of the
science of epidemiology was first demonstrated by Semmelweis, who by careful data analy-
sis alone determined how streptococcal puerperal fever is transmitted. He even devised a
means to prevent transmission (handwashing) decades before the organism itself was dis-
covered. Since then, each organism has built its own profile of vital statistics. Some agents
are transmitted by air, others by food, and others by insects; some spread by the person-to-
person route. Figure 1-5 presents some of the variables in this regard. Some agents occur
worldwide, and others only in certain geographic locations or ecologic circumstances.
Knowing how an organism gains access to its victim and spreads is crucial to understanding
the disease. It is also essential in discovering the emergence of “new” diseases, whether they
are truly new (AIDS) or just recently discovered (Legionnaires disease). Solving mysterious

ill
Respiratory tract Capillary

Alimentary tract

Scratch, injury

Pathogens are rare

Virulence varies greatly

FIGURE |-5. Infection overview.
The sources and potential sites of
infection are shown. Infection may be
endogenous from the internal flora or
exogenous from the sources shown
around the outside.
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outbreaks or recognizing new epidemiologic patterns have usually pointed the way to the
isolation of new agents.

Epidemic spread and disease are facilitated by malnutrition, poor socioeconomic condi-
tions, natural disasters, and hygienic inadequacy. Epidemics, caused by the introduction of
new organisms of unusual virulence, often result in high morbidity and mortality rates. We
are currently witnessing a new and extended AIDS pandemic, but the prospect of recur-
rence of old pandemic infections (influenza, cholera) remains. Modern times and technol-
ogy have introduced new wrinkles to epidemiologic spread. Intercontinental air travel has
allowed diseases to leap continents even when they have very short incubation periods.
The efliciency of the food industry has sometimes backfired when the distributed prod-
ucts are contaminated with infectious agents. The outbreaks of hamburger-associated E coli
0157:H7 bloody diarrhea and hemolytic uremic syndrome are an example. The nature of
massive meat-packing facilities allowed organisms from infected cattle on isolated farms to
be mixed with other meat and distributed rapidly and widely. By the time outbreaks were
recognized, cases of disease were widespread, and tons of meat had to be recalled. In sim-
pler times, local outbreaks from the same source might have been detected and contained
more quickly.

Of course, the most ominous and uncertain epidemiologic threat of these times is not
amplification of natural transmission but the specter of unnatural, deliberate spread.
Anthrax is a disease uncommonly transmitted by direct contact with animals or ani-
mal products. Under natural conditions, it produces a nasty, but not life-threatening,
ulcer. The inhalation of human-produced aerosols of anthrax spores could produce a
lethal pneumonia on a massive scale. Smallpox is the only disease officially eradicated
from the world. It took place sufficiently long ago that most of the population has never
been exposed or immunized and is, thus, vulnerable to its reintroduction. We do not
know whether infectious bioterrorism will work on the scale contemplated by its per-
petrators; however, in the case of anthrax, we do know that sophisticated systems have
been designed to attempt it. We hope never to learn whether bioterrorism will work on a
large scale.

PATHOGENESIS

When a potential pathogen reaches its host, features of the organism determine whether or
not disease ensues. The primary reason pathogens are so few in relation to the microbial
world is that being a successful at producing disease is a very complicated process. Multiple
features, called virulence factors, are required to persist, cause disease, and escape to repeat
the cycle. The variations are many, but the mechanisms used by many pathogens have now
been dissected at the molecular level.

The first step for any pathogen is to attach and persist at whatever site it gains access. This
usually involves specialized surface molecules or structures that correspond to receptors
on human cells. Because human cells were not designed to receive the microorganisms, the
pathogens are often exploiting some molecule important for some other essential function
of the cell. For some toxin-producing pathogens, this attachment alone may be enough to
produce disease. For most pathogens, it just allows them to persist long enough to proceed
to the next stage—invasion into or beyond the surface mucosal cells. For viruses, invasion
of cells is essential, because they cannot replicate on their own. Invading pathogens must
also be able to adapt to a new milieu. For example, the nutrients and ionic environment of
the cell surface differs from that inside the cell or in the submucosa. Some of the steps in
pathogenesis at the cellular level are illustrated in Figure 1-6.

Persistence and even invasion do not necessarily translate immediately to disease. The
invading organisms must disrupt function in some way. For some, the inflammatory
response they stimulate is enough. For example, a lung alveolus filled with neutrophils
responding to the presence of Streptococcus pneumoniae loses its ability to exchange oxy-
gen. The longer a pathogen can survive in the face of the host response, the greater the
compromise in host function. Most pathogens do more than this. Destruction of host cells
through the production of digestive enzymes, toxins, or intracellular multiplication is
among the more common mechanisms. Other pathogens operate by altering the function
of a cell without injury. Diphtheria is caused by a bacterial toxin that blocks protein
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FIGURE 1-6. Infection cellular view. Left. A virus is attaching to the cell surface but can
replicate only within the cell. Middle. A bacterial cell attaches to the surface, invades, and spreads
through the cell to the bloodstream. Right. A bacterial cell attaches and injects proteins into the cell.
The cell is disrupted while the organism remains on the surface.

synthesis inside the host cell. Details of the molecular mechanism for this action are illustrated
in Figure 1-7. Some viruses cause the insertion of molecules in the host cell membrane,
which cause other host cells to attack it. The variations are diverse and fascinating.

IMMUNITY

Although the science of immunology is beyond the scope of this book, understanding the
immune response to infection (see Chapter 2) is an important part of appreciating patho-
genic mechanisms. In fact, one of the most important virulence attributes any pathogen
can have is an ability to neutralize the immune response to it in some way. Some patho-
gens attack the immune effector cells, and others undergo changes that evade the immune
response. The old observation that there seems to be no immunity to gonorrhea turns out
to be an example of the latter mechanism. Neisseria gonorrhoeae, the causative agent of
gonorrhea, undergoes antigenic variation of important surface structures so rapidly that
antibodies directed against the bacteria become irrelevant.

For each pathogen, the primary interest is whether there is natural immunity and, if so,
whether it is based on cell-mediated (T ,1, CMI) or humoral (T 2, antibody) mechanisms.
Humoral and CMI responses are broadly stimulated with most infections, but the specific
response to a particular molecular structure is usually dominant in mediating immunity
to reinfection. For example, the repeated nature of strep throat (group A streptococcus) in
childhood is not due to antigenic variation as described for gonorrhea. The antigen against
which protective antibodies are directed (M protein) is stable, but naturally exists in more
than 80 types. Each type requires its own specific antibody. Knowing the molecule against
which the protective immune response is directed is particularly important for devising
preventive vaccines.

Injection
secretion system

Cytoskeleton
alterations

Secreted
proteins

Cells may be destroyed or their
function altered

Evading the immune response is a
major feature of virulence

Antibody or cell-mediated
mechanisms may be protective
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FIGURE |-7. Action of diphtheria toxin, molecular view. The toxin-binding (B) portion
attaches to the cell membrane, and the complete molecule enters the cell. In the cell, the A subunit
dissociates and catalyzes a reaction that ADP-ribosylates (ADPR) and, thus, inactivates elongation
factor 2 (EF-2).This factor is essential for ribosomal reactions at the acceptor and donor sites, which
transfer triplet code from messenger RNA (mRNA) to amino acid sequences via transfer RNA
(tRNA). Inactivation of EF-2 stops building of the polypeptide chain.

CLINICAL ASPECTS OF INFECTIOUS DISEASE

B Manifestations

Fever, pain, and swelling are the universal signs of infection. Beyond this, the particular
organs involved and the speed of the process dominate the signs and symptoms of disease.
Cough, diarrhea, and mental confusion represent disruption of three different body sys-
tems. On the basis of clinical experience, physicians have become familiar with the range
of behavior of the major pathogens. However, signs and symptoms overlap considerably.
Skilled physicians use this knowledge to begin a deductive process leading to a list of sus-
pected pathogens and a strategy to make a specific diagnosis and provide patient care.
Through the probability assessment, an understanding of how the diseases work is a distinct
advantage in making the correct decisions.

Body system(s) involved dictate
clinical findings

B Diagnosis
A major difference between infectious and other diseases is that the probabilities just
described can be specifically resolved, often overnight. Most microorganisms can be isolated
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from the patient, grown in artificial culture, and identified. Others can be seen microscopi-
cally or detected by measuring the specific immune response to the pathogen. Preferred
modalities for diagnosis of each agent have been developed and are available in clinic, hos-
pital, and public health laboratories all over the world. Empiric diagnosis made on the basis
of clinical findings can be confirmed and the treatment plan modified accordingly. New
methods which detect molecular structures or genes of the agent have the potential for
rapid, specific diagnosis.

B Treatment

Over the past 80 years, therapeutic tools of remarkable potency and specificity have become
available for the treatment of bacterial infections. These include all the antibiotics and an array
of synthetic chemicals that kill or inhibit the infecting organism, but have minimal or accept-
able toxicity for the host. Antibacterial agents exploit the structural and metabolic differences
between microbial and human eukaryotic cells to provide the selectivity necessary for good
antimicrobial therapy. Penicillin, for example, interferes with the synthesis of the bacterial cell
wall, a structure that has no analog in human cells. There are fewer antifungal and antiproto-
zoal agents because the eukaryotic cells of the host and those of the parasite have metabolic
and structural similarities. Nevertheless, hosts and parasites do have some significant differ-
ences, and effective therapeutic agents have been discovered or developed to exploit them.

Specific therapeutic attack on viral disease has posed more complex problems, because
of the intimate involvement of viral replication with the metabolic and replicative activities
of the cell. However, recent advances in molecular virology have identified specific viral
targets that can be attacked. Scientists have developed successful antiviral agents, including
those that interfere with the liberation of viral nucleic acid from its protective protein coat
or with the processes of viral nucleic acid synthesis and replication. The successful develop-
ment of new agents for human immunodeficiency virus has involved targeting enzymes
coded by the virus genome.

The success of the “antibiotic era” has been clouded by the development of resistance by
the organisms. The mechanisms involved are varied but, most often, involve a mutational
alteration in the enzyme, ribosome site, or other target against which the antimicrobial is
directed. In some instances, organisms acquire new enzymes or block entry of the antimi-
crobial to the cell. Many bacteria produce enzymes that directly inactivate antibiotics. To
make the situation worse, the genes involved are readily spread by promiscuous genetic
mechanisms. New agents that are initially effective against resistant strains have been devel-
oped, but resistance by new mechanisms usually follows. The battle is by no means lost, but
has become a never-ending policing action.

B Prevention

The goal of the scientific study of any disease is its prevention. In the case of infectious
diseases, this has involved public health measures and immunization. The public health
measures depend on knowledge of transmission mechanisms and on interfering with them.
Water disinfection, food preparation, insect control, handwashing, and a myriad of other
measures prevent humans from coming in contact with infections agents. Immunization
relies on knowledge of immune mechanisms and designing vaccines that stimulate protec-
tive immunity.

Immunization follows two major strategies—live vaccines and inactivated vaccines. The
former uses live organisms that have been modified (attenuated) so they do not produce
disease, but still stimulate a protective immune response. Such vaccines have been effec-
tive, but carry the risk that the vaccine strain itself may cause disease. This event has been
observed with the live oral polio vaccine. Although this rarely occurs, it has caused a shift
back to the original Salk inactivated vaccine. This issue has reemerged with a debate over
strategies for the use of smallpox immunization to protect against bioterrorism. This vac-
cine uses vaccinia virus, a cousin of smallpox, and its potential to produce disease on its
own has been recognized since its original use by Jenner in 1798. Serious disease would be
expected primarily in immunocompromised individuals (eg, from cancer chemotherapy
or AIDS), who represent a significantly larger part of the population than when smallpox
immunization was stopped in the 1970s. Could immunization cause more disease than it
prevents? The question is difficult to answer.

Disease-causing microbes can be
grown and identified

Antibiotics are directed at
structures of bacteria not present
in host

Antivirals target unique virus-
coded enzymes

Resistance complicates therapy

Mechanisms include mutation and
inactivation

Public health and immunization are
primary preventive measures

Attenuated strains stimulate
immunity

Live vaccines can cause disease
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The safest immunization strategy is the use of organisms that have been killed or, better
yet, killed and purified to contain only the immunizing component. This approach requires
much better knowledge of pathogenesis and immune mechanisms. Vaccines for meningitis
use the polysaccharide capsule of the bacterium, and vaccines for diphtheria and tetanus
use only a formalin-inactivated protein toxin. Pertussis (whooping cough) immunization
has undergone a transition in this regard. The original killed whole-cell vaccine was effec-
tive, but caused a significant incidence of side effects. A purified vaccine containing pertus-
sis toxin and a few surface components has reduced side effects while retaining efficacy.

The newest approaches for vaccines require neither live organisms nor killed, purified
ones. As the entire genomes of more and more pathogens are being reported, an entirely
genetic strategy is emerging. Armed with knowledge of molecular pathogenesis and immu-
nity and the tools of genomics and proteomics, scientists can now synthesize an immuno-
genic protein without ever growing the organism itself. Such an idea would have astonished
even the great microbiologists of the last two centuries.

SUMMARY

Infectious diseases remain as important and fascinating as ever. Where else do we find the
emergence of new diseases, together with improved understanding of the old ones? At a
time when the revolution in molecular biology and genetics has brought us to the threshold
of new and novel means of infection control, the perpetrators of bioterrorism threaten us
with diseases we have already conquered. Meeting this challenge requires a secure knowl-
edge of the pathogenic organisms and how they produce disease, as well as an understand-
ing of the clinical aspects of these diseases. In the collective judgment of the authors, this
book presents the principles and facts required for students of medicine to understand the
most important infectious diseases.



Immune Response to Infection

Within a very short period immunity has been placed
in possession not only of a host of medical ideas

of the highest importance, but also of effective means
of combating a whole series of maladies

of the most formidable nature in man

and domestic animals.

—Elie Metchnikoff, 1905

ing were infections and, for decades, their field was defined in terms of the
immune response to infection. We now understand that the immune system
is as much a part of everyday human biologic function as the cardiovascular or renal
systems. In its adaptive and disordered states, infectious diseases play only a part,
together with cancer and autoimmune diseases, which have little or no known con-
nection to infection. Students of medicine take up immunology as a separate unit
with its own text covering the field broadly. This chapter is not intended to fulfill
that function, or to be a shortened but comprehensive version of those sources. It is
included as an overview of aspects related to infection for other students and as an
internal reference for topics that reappear in later pages of this book. These include
some of the greatest successes of medical science. The early and continuing develop-
ment of vaccines that prevent and potentially eliminate diseases is but one example.
In addition, knowledge of the immune response to infection is integral to under-
standing the pathogenesis of infectious diseases. It turns out that one of the main
attributes of a successful pathogen is evading or confounding the immune system.
The immune response to infection is presented as two major components—innate
immunity and adaptive immunity. The primary effectors of both are cells that are part
of the white blood cell series derived from hematopoietic stem cells in the bone marrow
(Figure 2-1). Innate immunity includes the role of physical, cellular, and chemical systems
that are in place and that respond to all aspects of foreignness. These include mucosal bar-
riers, phagocytic cells, and the action of circulating glycoproteins such as complement. The
adaptive side is sometimes called specific immunity because it has the ability to develop
new responses that are highly specific to molecular components of infectious agents, called
antigens. These encounters trigger the development of new cellular responses and produc-
tion of circulating antibody, which have a component of memory if the invader returns.
Artificially creating this memory is, of course, the goal of vaccines.

The “maladies” Metchnikoff and the other pioneers of immunology were fight-
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FIGURE 2-1. Human blood cells. Stem cells in the bone marrow divide to form two blood cell
lineages: (1) the lymphoid stem cell gives rise to B cells that become antibody-secreting plasma cells,
T cells that become activated T cells, and natural killer cells. (2) The common myeloid progenitor cell
gives rise to granulocytes and monocytes that give rise to macrophages and dendritic cells.
(Reproduced with permission from Willey JM: Prescott, Harley, & Klein’s Microbiology, 7" edition.

McGraw-Hill, 2008.)



IMMUNE RESPONSE TO INFECTION

INNATE (NONSPECIFIC) IMMUNITY

Innate immunity acts through a series of specific and nonspecific mechanisms, all work-
ing to create a series of hurdles for the pathogen to navigate (Table 2-1). The first are
mechanical barriers such as the tough multilayered skin or the softer but fused muco-
sal layers of internal surfaces. As discussed in Chapter 1, microbial flora on these sur-
faces present formidable competitors for space and nutrients. Turbulent movement of
the mucosal surfaces and enzymes or acid secreted on their surface make it difficult for
an organism to persist. Organisms that are able to pass the mucosa encounter a popula-
tion of cells with the ability to engulf and destroy them. In addition, body fluids contain
chemical agents such as complement, which can directly injure the microbe. The entire
process has cross-links to the adaptive immune system. The endpoint of phagocytosis and
digestion in a macrophage is the presentation of the antigen on its surface; the first step
in specific immune recognition.

PHYSICAL BARRIERS

The thick layers of the skin containing insoluble keratins present the most formidable barrier
to infection. The mucosal membranes of the alimentary and urogenital tract are not as tough
but, often, are bathed in secretions inhospitable to invaders. Lysozyme is an enzyme that
digests peptidoglycan—a unique structural component of the bacterial cell wall. Lysozyme is
secreted onto many surfaces and is particularly concentrated in conjunctival tears. The acid
pH of the vagina and particularly the stomach makes colonization difficult for most organ-
isms. Only small particles (5-10 um) can be inhaled deep into the lung alveoli because the
lining of the respiratory includes cilia that trap and move them toward the pharynx.

TABLE 2-1 Features of Innate Immunity in Infection

Cells
Macrophage
Dendritic cell

Polymorphonuclear neutro-
phil (PMN)

M cell
Surface Receptors
Lectin

Arginine-glycine-arginine
(RGD)

Toll-like receptor (TLR)

Inflammation
Selectins

Integrins

Kallikrein

Chemical Mediators
Cathelicidin

Defensins

Complement (classical,
alternative, lectin)

LOCATION

Circulation, tissues
Tissues

Circulation, tissues
(by migration)

Mucus membranes

Phagocyte
Phagocyte

Phagocyte

Endothelium
PMNs
Extracellular fluid

PMNs, macrophages,
epithelial cells

PMN granules

Serum, extracellular
fluid

ACTIVITY AGAINST PATHOGENS

Phagocytosis, digestion
Phagocytosis, digestion
Phagocytosis, digestion

Endocytosis and delivery to phagocytes

Recognize carbohydrates

Recognize arginine-glycine-aspartic acid
sequence

Recognizes PAME such as bacterial LPS
(TLR-4), peptidoglycan® (TLR-2)

Attract and attach PMNs
Attach to selectins

Release bradykinin, prostaglandins

lonic membrane pores

lonic membrane pores

Membrane pores, phagocyte receptors

LPS, lipopolysaccharide of Gram-negative bacterial outer membrane; PAMP pathogen-associated molecular pattern
*Cell wall component of Gram-positive and Gram-negative bacteria

Skin, mucosa are barriers

Cells engulf, digest, and present
antigens from microbes

Lysozyme digests bacterial walls

Cilia move particles away from the
alveoli
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FIGURE 2-2. M cell. An M cell is shown between two epithelial cells in a mucous membrane. It has
endocytosed a pathogen and released it into a pocket containing macrophages and other immune cells.

The skin and mucosal surfaces of the intestinal and respiratory tract also contain concentra-
tions of lymphoid tissue within or just below their surfaces, which provide a next-level defense
for invaders surviving the above-described defenses. These lymphoid collections are designed
to entrap and deliver invaders to some of the phagocytes described in the following text. For
example, in the intestine, M cells (Figure 2-2) that lack the villous brush border of their neigh-
bors endocytose bacteria and then release them into a pocket containing macrophages and
lymphocytic components (T and B cells) of the adaptive immune system. The enteric pathogen
Shigella exploits this receptiveness of the M cell to attack the adjacent enterocytes from the side.

IMMUNORESPONSIVE CELLS AND ORGANS

Not all the cells shown in Figure 2-1 are involved in the immune system; of those that
are, not all respond to infection. What the immunoresponsive cells have in common is
derivation from hematopoietic stem cells in the bone marrow, which create the myeloid
and lymphoid series followed by further differentiation into their mature cell types. Of the
types shown, the erythroblast and megakaryocte do not participate in immune reactions.
In the myeloid series, basophils and mast cells are primarily involved in allergic reactions
rather than infection. The immunoresponsive cells are found throughout the body in the
circulation or at fixed locations in tissues. They are concentrated in the lymph nodes and
spleen, and form a unified filtration network designed as a sentinel warning system. In the
lymphoid series, cells destined to become T cells mature in the thymus (the source of their
name). Thus, the thymus, spleen, and lymph nodes might be thought of as the organs of the
immune system. These are collectively referred to as the lymphoid tissues.

B Cells Responding to Infection
Monocytes

Monocyte is a general morphologic term for cells that include or quickly (hours) differ-
entiate into macrophages or dendritic cells. These are the cells of the immune system that
both phagocytose invaders and process them for presentation to the adaptive immune
system. Macrophages are found in the circulation and tissues, where they are sometimes
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given regional names such as alveolar macrophage. They possess surface receptors such
as mannose and fructose, which nonspecifically recognize components commonly found
on pathogens and more specialized receptors able to recognize unique components of
microbes such as the lipopolysaccharide (LPS) of Gram-negative bacteria. They also have
receptors that recognize antibody and complement.

Denderitic cells have a distinctive star-like morphology, and are present in the skin and
in the mucous membranes of the respiratory and intestinal tracts. Similar to macrophages,
they phagocytose and present foreign antigens. Surface recognition includes a process
called pathogen-associated molecular patterns (PAMPs), in which selective molecular
patterns unique to pathogens are recognized and bound. After binding and phagocytosis,
dendritic cells migrate to lymphoid tissues where specific immune responses are triggered.

Of the cells in the granulocyte series, the most active is the polymorphonuclear neutro-
phil or PMN. These cells have a distinctive multilobed nucleus and cytoplasmic granules
that contain lytic enzymes and antimicrobial substances including peroxidase, lysozyme,
defensins, collagenase, and cathelicidins. PMNs have surface receptors for antibody and
complement and are active phagocytes. In addition to the digestive enzymes, PMNs have
other oxygen-dependent and oxygen-independent pathways for killing microorganisms.
Unlike macrophages, they only circulate and are not present in tissues except by migration
as part of an acute inflammatory response.

Eosinophils are nonphagocytic cells that participate in allergic reactions along with
basophils and mast cells. Eosinophils are also involved in the defense against infectious
parasites by releasing peptides and oxygen intermediates into the extracellular fluid. It is felt
that these products damage membranes of the parasite.

Lymphocytes are the primary effector cells of the adaptive immune system. They are pro-
duced from a lymphocyte stem cell in the bone marrow and leave in a static state marked to
become T, B, or null cells after further differentiation (Figure 2-3). This requires activation
mediated by surface binding, which then stimulates further replication and differentiation.

B cells mature in the bone marrow and then circulate in the blood to lymphoid organs.
At these sites, they may become activated to a form called a plasma cell, which produces
antibodies. T cells mature in the thymus and then circulate awaiting activation. Their acti-
vation results in production of cytokines, which are effector molecules for multiple immu-
nocytes and somatic cells. Some of the uncommitted null cells become natural killer (NK)
cells, which have the capacity to directly kill cells infected with viruses.

Phagocytosis is one of the most important defenses against microbial invaders (Figure 2-4).
The major cells involved are PMNs, macrophages, and dendritic cells. For all, the process
begins with surface—pathogen recognition mechanisms, which may be either dependent on
opsonization of the organism with complement or antibody or independent of opsonization.
At this point, only the opsonin-independent mechanisms are considered. These use the non-
specific mechanisms already described and hydrophobic interactions between bacteria and
the phagocyte surface. More powerful mechanisms include lectins, which bind carbohydrate
moieties and protein—protein interactions based on a specific peptide sequence (arginine-
glycine-aspartic-acid or RGD). These RGD receptors are present on virtually all phagocytes.

Another mechanism is use of the PAMPs already mentioned. Phagocytes have evolved a
distinct class called Toll-like receptors (TLRs), of which at least 10 sets are known. These
include sets that recognize a molecular pattern in bacterial peptidoglycan (TLR-2) and LPS
(TLR-4). TLRs not only bind, but also trigger signaling pathways leading to induction of
cytokines and other directors of the specific immune response.

Bound organisms are taken inside the phagocyte in a membrane-bound phagosome
destined to fuse with lysosomes inside to form a phagolysosome. This is the main killing
ground of the phagocyte. The lysosomal enzymes include hydrolases and proteases that
have maximum activity at the acidic pH inside the phagolysosome. In addition, inside
the phagocyte are oxidative killing mechanisms created by enzymes that produce reactive

Macrophages in circulation or
tissues
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pathogens

Star-like tissue phagocytes

Migrate to lymphoid tissues
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inflammation
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T cells secrete cytokines
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TLRs bind LPS, peptidoglycan, and
induce cytokines
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FIGURE 2-3. B and T lymphocytes. B cells and T cells arise from the same cell lineage but
diverge into two functional types. Immature B cells and T cells are indistinguishable by morphology.
(Reproduced with permission from Willey JM: Prescott, Harley, & Klein’s Microbiology, 7" edition.
McGraw-Hill, 2008.)

oxygen intermediates (superoxide, hydrogen peroxide, singlet oxygen) driven by a meta-
bolic respiratory burst in the cell cytoplasm. These mechanisms are particularly used for
killing bacteria. Bacterial pathogens whose pathogenesis involves multiplication rather
than destruction inside the phagocyte have mechanisms to block one or more of the pre-
ceding steps. For example, some pathogens are able to block fusion of the phagosome with
the lysosome; others interfere with the acidification of the phagolysosome.

Another mechanism effective with some viruses, fungi, and parasites is the formation of
reactive nitrogen intermediates (nitric oxide, nitrate, and nitrite) delivered into a vacuole
or in the cytoplasm. PMN granules contain a variety of other antimicrobial substances,
including peptides called defensins. Defensins act by permeabilizing membranes and, in
addition to bacteria, are active against enveloped viruses.

INFLAMMATION

Inflammation encompasses a series of events in which the above mentioned cells are deployed
in response to an injury—such as a new microbial invader. At the first insult, chemical signals
mobilize cells, fluids, and other mediators to the site to contain, combat, and heal. In acute
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FIGURE 2-4. Phagocytosis.A. Drawing shows receptors on a phagocytic cell, such as a macro-
phage, and the corresponding PAMPs participating in phagocytosis. The schematic depicts the process
of phagocytosis showing ingestion. B. Participation of primary and secondary granules and, C.,
O,-dependent killing events. D. Intracellular digestion. E. Endocytosis LPS receptor, lipopolysaccharide
receptor; TLRs, toll-like receptors; MHCI, class | major histocompatibility protein; MHCII, class I major
histocompatibility protein; PAMPs, pathogen-associated molecular patterns. (Reproduced with
permission from Willey JM: Prescott, Harley, & Klein's Microbiology, 7" edition. McGraw-Hill, 2008.)

inflammation, the first events may be noticed in minutes, and the entire process resolved over ~ Acute = hours to days
a matter of days to a couple of weeks. Chronic inflammation may follow the incomplete resolu-
tion of an acute process or arise as a slow insidious process of its own. The natural history of ~ Chronic = weeks to months
infections such as tuberculosis, which follow this pattern, run for months, years, even decades.
The first event in acute inflammation is the release of chemical signals (chemokines) that

act on adhesion molecules (selectins) in local capillaries. This slows the movement of pass- ~ PMNs migrate from capillaries
ing PMNs and activates adhesive integrins on their surface. This leads to tight adhesion to
the endothelium followed by squeezing past the endothelial wall to the tissues below. There, ~ Enzymes and chemical mediators

chemotactic factors released by the bacteria lead them to the primary site. Increasing acidity ~ facilitate swelling
of local fluids releases enzymes (kallikrein, bradykinin) that open junctions in capillary walls
and allow increased flow of fluids and more leukocytes. Histamine (from mast cells), arachi-
donic acid, and prostaglandin release complete the picture of swelling and pain.

Chronic inflammation bridges the innate and adaptive immune responses. An acute
phase, if present, is usually not noticed, and the cellular infiltrate is composed of lympho-
cytes and macrophages with relatively few PMNs. It is generally associated with slower-
growing pathogens such as mycobacteria, fungi, and parasites in which cell-mediated
immunity (T 1) is the primary adaptive defense. Many of these pathogens have mecha-
nisms that allow them to multiply in nonactivated macrophages. If the macrophages are
effectively activated by T cells, the multiplication ceases and the inflammation and injury
are minimal. If not, multiplication and chronic inflammation continue sometimes in the
form of a granuloma, which is an indication of a destructive hypersensitivity component
to the inflammation.

Lymphocytes and macrophages
predominate

Granulomas indicate failure
to resolve by adaptive cellular
mechanisms
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CHEMICAL MEDIATORS

Chemical mediators of innate immunity that have direct antimicrobial activity include
cationic proteins and complement. The cationic proteins (cathelicidin, defensins) act on

Peptides alter membrane perme- bacterial plasma membranes by the formation of ionic pores, which alter membrane per-

ability meability. The complement system is a series of glycoproteins, which can directly insert in
bacterial membranes or act as receptors for antibody. Cytokines are proteins or glycopro-
teins released by one cell population that act as signaling molecules for another. They are
generally thought of in the context of the adaptive immune system, but they can be stimu-
lated directly by microorganisms.

B The Complement System

Multiple components activated in

cascade fashion when triggered The complement system consists of more than 30 distinct components and several other

precursors. All are in the plasma of healthy individuals in inactive forms that must be enzy-
Pathways differ in initiation matically cleaved to become active. When this happens, a cascade of reactions is triggered,
mechanism which activates the various components in a fixed sequence (Figure 2-5). The difference

between the pathways is in the mechanisms for their initiation. Once started, any path-
way can produce the same effects on pathogens, which include enhancing phagocytosis,

Classical Pathway MB-Lectin Pathway _
Antigen: antibody complexes Mannose-binding lectin binds
Pathogen surfaces
(pathogen surfaces) mannose on pathogen surfaces
C1q, Ci1r, C1s MBL, MASP-1, MASP-2 C3
C4 C4 Factor B
Cc2 c2 Factor D

C3 convertase

Terminal
complement components
C5b
C3a, C5a C3b > C6
Cc7
C8
Cc9
Y Y Y
Peptide mediators Binds to complement C5b6789 Membrane-
of inflammation, receptors on phagocytes ~ attack complex,
phagocyte recruitment lysis of certain pathogens
¢ and cells

Opsonization
of pathogens

Removal of
immune complexes

FIGURE 2-5. Components and action of complement. Complement activation involves a
series of enzymatic reactions that culminate in the formation of C3 convertase, which cleaves comple-
ment component C3 into C3b and C3a.The production of the C3 convertase is where the three
pathways converge. C3a is a peptide mediator of local inflammation. C3b binds covalently to the
bacterial cell membrane and opsonizes the bacteria, enabling phagocytes to internalize them. C5a and
C5b are generated by the cleavage of C5 by a C5 convertase. In addition, C5a is a powerful peptide
mediator of inflammation. C5b promotes the terminal components complement to assemble into a
membrane-attack complex. (Reproduced with permission from Willey JM: Prescott, Harley, & Klein's
Microbiology, 7 edition. McGraw-Hill, 2008.)
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activation of leukocytes, and lysis of bacterial cell walls. An important step in the process is
coating of the organism with serum components, a process called opsonization. The coat-
ings may be mannose-binding proteins, complement components, or antibody. There is no
immunologic specificity in complement activation or in its effects.

Alternative Pathway

The alternative pathway is activated by bacterial cell wall components with repetitive
surface structures such as LPS. The multiple components come together in the forma-
tion of the membrane-attack complex, which inserts directly into bacterial membranes
(Figure 2-6), particularly the outer membrane of Gram-negative bacteria. This not only
injures the organism, but also enhances phagocytosis because the other end of the mol-
ecule has receptors for phagocytes. Gram-positive bacteria are less affected because they
have no exposed membrane (see Chapter 21). These actions are particularly important for
the effectiveness of innate immunity in the early stages of acute infections before the adap-
tive immune system has time to act. The key complement component for alternate pathway
activity is C3b. C3b activation and degradation are regulated by a number of serum factors
(factors B, D, and H) that can modulate its activity. A major mechanism for pathogens to
block alternate pathway attack is by binding factor H to their surface. This is accomplished
by bacterial capsules and surface proteins. This concentration of factor H causes local deg-
radation of C3b (see Chapter 22, Figure 22-4).

Lectin Pathway

Another means of activating the complement system is based on the carbohydrate building
of lectins. In this case, the lectins bind to mannose—a common surface component of bac-
teria, fungi, and some virus envelopes. This binding opsonizes the pathogen and enhances
phagocytosis. Thus, as in the alternative pathway, the activation comes from pathogen sur-
faces and proceeds through the same C3 convertase (Figure 2-5).
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CHAPTER 2 27

Opsonization is serum coating of
pathogens

Activation is by pathogen surfaces

Membrane-attack complex inserts
and provides phagocyte receptors

Factor H binding accelerates C3b
degradation on capsules

Lectins bind mannose on
pathogens

FIGURE 2-6. Complement
membrane-attack complex. The
membrane-attack complex (MAC)

is a tubular structure that forms a
transmembrane pore in the target
cell's plasma membrane. The subunit
architecture of the MAC shows that the
transmembrane channel is formed by
multiple polymerized molecules.
(Reproduced with permission from
Willey JM: Prescott, Harley, & Klein’s
Microbiology, 7" edition. McGraw-Hill,
2008.)
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The classic complement pathway is initiated by the binding of antibodies formed during
the adaptive immune response (as described further) with their specific antigens on the
surface of a pathogen. This binding is highly specific but amounts to another case of opso-
nization activating the complement cascade. In this case, specific sites on the Fc portion of
immunoglobulin molecules bind and activate the C1 component of complement to start
the process. The pathway and sequence of individual complements are characteristic of the
classic pathway, but it still reaches C3b, the common point for microbial directed action. As
with the alternative pathway, this creates the membrane-attack complex, the mediators of
inflammation, and receptors for phagocytes on C3b.

Bl Cytokines

Cytokine is a broad term referring to molecules released from one cell population destined
to have an effect on another cell population (Table 2-2). As these proteins and glycoproteins
have been discovered, they have been named and classified in relation to biologic effects
observed initially only to discover that they have multiple other actions. For infectious dis-
eases, the operative subcategories are chemokines, which are cytokines chemotactic for
inflammatory cell migration, and interleukins (IL-1, -2, -3, etc), which regulate growth
and differentiation between monocytes and lymphocytes. Tumor necrosis factor (TNF),
so named for its cytotoxic effect on tumor cells, can also induce apoptosis (programmed
cell death) in phagocytes—a useful feature for pathogens they have taken in. Interferons
(INF-a, -B, and -y) were originally named for their interference with viral replication
(Figure 2-7), but are now known to be central to activation of T cells and macrophages.
Unless commanded to understand specific situations, cytokine is used to represent all these
mediators in these pages.

TABLE 2-2 Some Cytokines Acting in Infection
CELL SOURCE FUNCTIONS

Interleukins (IL)

IL-1 Macrophages, endothelium, fibroblasts, epithelial Differentiation and function of immune effectors, PMN
response (T,,17)

IL-2 T cells (T, 1) T-cell proliferation, cytolytic activity of natural killer
(NK) cells

IL-4 T cells (T,2), macrophages, B cells Differentiation of naive T cells to helperT cells, prolif-
eration of B cells

IL-5 T cells (T, 2) Eosinophil activation

IL-8 Macrophages, endothelial, T cells, keratinocytes, PMNs Chemoattractant for PMNs and T cells, PMN degranu-
lation, migration of PMNs

IL-17 T cells (T, 17) Inflammation, PMN response

IL-22 T cells (T, 17) Antimicrobial peptides

Interferons (IFN)
IFN-o/3

IFN-y

T cells, B cells, macrophages, fibroblasts

T cells (T, I, CTLs), NK cells

Tumor Necrosis Factor (TNF)

TNF-ou

TNF-B

T cells, macrophages, NK cells

T cells, B cells

Antiviral activity, stimulates macrophages, MHC class |
expression

T-cell activation, macrophage activation, PMNs, NK
cells, antiviral, MHC class | and Il expression

Expression of multiple cytokines, (growth and tran-
scription factors), stimulates inflammatory response,
cytotoxic for tumor cells

Same as TNF-o

MHC, Major histocompatibility complex; PMN, Polymorphonuclear neutrophil
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FIGURE 2-7. Antiviral action of
interferon. Interferon (IFN) synthesis
and release are often induced by a virus
infection. IFN binds to a ganglioside
receptor on the plasma membrane of

a second cell and triggers the produc-
tion of enzymes that render the cell
resistant to virus infection. The two most
important such enzymes are oligo (A)
synthetase and a special protein kinase.
When an IFN-stimulated cell is infected,
viral protein synthesis is inhibited by an
active endoribonuclease that degrades
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viral RNA. An active protein kinase
phosphorylates and inactivates the
initiation factor elf-2 required for viral
protein. (Reproduced with permission

from Willey JM: Prescott, Harley, & Klein’s
Microbiology, 7" edition. McGraw-Hill,

2008.)

THE ADAPTIVE (SPECIFIC) IMMUNE SYSTEM

The adaptive immune system differs from the innate immune response in its discrimina-
tion between self and nonself and in the magnitude and diversity of highly specific immune
responses possible (Table 2-3). In addition, it has a memory function, which is able to
mount an accelerated response if an invader returns. The adaptive system operates in two
broad arms—humoral immunity and cell-mediated immunity. Humoral immunity comes
from bone marrow-derived B cells and acts through the ability of the antibodies it produces
to bind foreign molecules called antigens. Cell-mediated (cellular) immunity is mediated
through T cells that mature in the thymus and respond to antigens by directly attacking
infected cells or by secreting cytokines to activate other cells. As shown in Figure 2-8, the
B-cell and T-cell systems are interactive.

TABLE 2-3
CELL

B cells

Helper T lymphocytes
(T

Cytotoxic T lympho-
cytes (CTLs)

Natural killer (NK) cells

Macrophages
(monocytes)

Polymorphonuclear
leukocytes (neutrophils,
eosinophils)

FUNCTION

Production of antibody

Stimulate macrophages,
eosinophils, PMNs,
IgE production, B cells

Lyse antigen-expressing cells
such as virally infected cells or
allografts

Spontaneous lysis of tumor
and infected cells

Phagocytosis, secretion of
cytokines to activate T cells
(eg IL-1) or other accessory
cells such as polymorphonu-
clear neutrophils (PMNs)©

Phagocytosis killing

Cells Involved in the Adaptive Immune System

SPECIFIC RECEPTORS
FORANTIGEN

Surface immunoglobulin

(IgM monomer)
o/B T-cell receptor (TCR)

WP TCR

Inhibitory; activating

None, but can be
“armed" by antibodies
binding to Fc receptors

None, but can be
“armed” by antibodies

CHARACTERISTIC
CELL SURFACE
MARKER

Fc and complement C3d
receptors; MHCclass |l

CD4+

CD8+

Fc receptor for 1gG

Macrophage surface
antigens

SPECIAL CHARACTER-
ISTICS

Differentiate into plasma cells

Presented by MHC class |,
Three subsets (T, 1, T 2,
T,17)

Presented by MHC class |

Recognize MHC class |

Express surface recep-

tors for the activated third
component of complement
(C3), kill ingested bacteria by
oxidative bursts

Protective in bacterial and
parasitic (eosinophils)
infections

MHC, Major histocompatibility complex
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FIGURE 2-8. Acquired immune system development.A. Lymphocyte stem cells develop
into B- and T-cell precursors that migrate to the bone marrow or thymus, respectively. Mature B and
T cells seed secondary lymphoid tissues. B. Lymphocyte receptor binding of antigen activates B and

T cells to become effector cells. C. B lymphocytes develop into memory cells and antibody-secreting
plasma cells. D. T cells develop into memory cells, helper T cells, and cytotoxic T cells. (Reproduced
with permission from Willey JM: Prescott, Harley, & Klein's Microbiology, 7" edition. McGraw-Hill, 2008.)
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B Antigens and Epitopes

An antigen is any substance (usually foreign) with the ability to stimulate an immune
response when presented in an effective fashion. They are usually large structurally complex
proteins, polysaccharides, or glycolipids. Each antigen can contain many subregions that
are the actual antigenic determinants, or epitopes. These epitopes can consist of separate
peptides, carbohydrates, or lipids of the correct size and three-dimensional configuration
to fit the combining site of an antibody molecule or a T-cell receptor (TCR) (Figure 2-9).
Approximately six amino acids or monosaccharide units provide a correctly sized epitope.
Antigens presented by infectious agents typically contain multiple epitopes, including
copies of the same epitope. Other small organic molecules that would not ordinarily stimulate
an immune response may do so if bound to a larger carrier, such as a protein. These are
called haptens, and the specificity of the immune response may be generated for both the
hapten and its larger carrier.

A foreign antigen entering a human host may, by chance, encounter a B cell whose sur-
face antibody is able to bind it. This interaction stimulates the B cell to multiply, differenti-
ate, and produce more surface and soluble antibodies of the same specificity. Eventually, the
process leads to production of enough antibody to bind more of the antigen. This mecha-
nism is most likely to operate with antigens such as polysaccharides that have repeating
subunits, thus improving the possibility that exposed epitopes are recognized.

Large, complex antigens such as proteins and viruses must be processed before their
epitopes can be effectively recognized by the immune system. This processing takes place in
macrophages or specialized epithelial cells found in the skin and lymphoid organs, where
they are adjacent to other immunoresponsive cells. The ingested antigen is degraded to
peptides of 10 to 20 amino acids that are presented by major histocompatibility molecules
on the host cell surface to be recognized by T cells (Figures 2-10, 2-11).

Distinguishing between self and nonself is obviously essential to maintaining integ-
rity and homeostasis. The collection of genes that control these functions is called the
major histocompatibility complex (MHC), and it codes for molecules present on the
surface of almost all human cells. Of interest in infection are MHC class I and IT mol-
ecules (Figure 2-10). MHC class I molecules are in the membrane of almost all cells,
but MHC class II are present only on certain leukocytes such as macrophages, den-
dritic cells, and some T and B cells.

Both MHC class I and class II participate in antigen processing, but by distinctly different
pathways (Figure 2-11). MHC class I molecules bind to products generated in the cyto-
plasm by a natural process or a viral infection. Viral proteins are digested to peptides in a
cytoplasmic structure called the proteasome, and delivered to the endoplasmic reticulum.
Here they find the binding site of the class I molecule and are transported to the surface for
presentation of the peptide. MHC class II molecules bind to fragments that originally come
from outside the cell, but have been taken into the endocytotic vacuole of a phagocyte. After
digestion in the phagolysosome, peptide fragments are combined with class II molecules
and move to the surface for presentation. The presented MHC class I peptides are recog-
nized by CD8+ T cells and the MHC class II by CD4+ T cells.

FIGURE 2-9. Epitopes. Schematic
of epitope recognition by an immuno-
responsive lymphocyte. Epitope B on
the antigen binds to a complementary
recognition site on the surface of the
immunoresponsive cell. Antigens may
have many different epitopes, but an im-
munoresponsive lymphocyte has recep-
tors of only one specificity. In most cases,
epitopes are recognized on the surface
of macrophages that have processed the
antigen. The receptor for antigens on B
cells is the combining site of the surface
immunoglobulin.

Antigens stimulate immune
response

Epitopes fit to the combining site
of T-cell receptors and antibodies

B cells multiply and produce
antibody

Protein antigens must be processed
first

MHC gene complex codes surface
molecules

MHC Il on macrophages, dendritic
cells

MHC | presents cytoplasmic pep-
tides to CD8+

MHC Il presents foreign peptides
to CD4+
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FIGURE 2-10. MHC class | and Il molecules. A. The class | molecule is a heterodimer
composed of the alpha protein, which is divided into three domains: o, ., and o, and the protein
B, microglobulin. B. The class Il molecule is a heterodimer composed of two distinct proteins called
alpha and beta. Each is divided into two domains o, o, and B, B,, respectively. (Reproduced with
permission from Willey JM: Prescott, Harley, & Klein's Microbiology, 7" edition. McGraw-Hill, 2008.)

THE T-CELL RESPONSE

T cells originate in the bone marrow and migrate to the thymus for differentiation. Those
that recognize self are destroyed. Those that survive are mature but still to be activated.
T cells have specific TCRs on their surface, with binding sites extending to the outside
(Figure 2-12). The two major types of T cells are helper T (CD4+) and cytotoxic (CD8+)
T cells. The major roles of T cells in the immune response are as follows:

1. Recognition of peptide epitopes presented by MHC molecules on cell surfaces. This is
followed by activation and clonal expansion of T cells in the case of epitopes associated
with class I MHC molecules.

2. Production of cytokines that act as intercellular signals and mediate the activation and
modulation of various aspects of the immune response and of nonspecific host defenses.

3. Direct killing of foreign cells, of host cells bearing foreign surface antigens along with
class T MHC molecules (eg, some virally infected cells), and of some immunologically
recognized tumor cells.

Bl CD4+ Helper T Lymphocytes

Helper T cells (T, cells) are stimulated by antigen in the context of MHC class II presenta-
tion and are further marked by the presence of the CD4 cell surface antigen. If T cells are of
the proper MHC background to recognize the antigen specifically, T-cell activation occurs.
The antigen-MHC complex presented to a specific T cell by the macrophage is the specific
signal that induces the T cell to become activated and divide. At this point, the helper T
cells follow either the T, 1 pathway toward cell-mediated immunity or the T2 pathway
toward antibody production and humoral immunity. Before this differentiation, the helper
cells are sometimes referred to as T 0. The T, 1 and T 2 responses are characterized by their
own set of cytokines and biologic actions. In both pathways, this clonal expansion includes
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FIGURE 2-11. Antigen processing and presentation. A. Antigens originating in the cytoplasm are digested by the proteasome to peptides.
The peptides are bound to the MHC class | molecules in the endoplasmic reticulum (ER) and transported to the surface for presentation. B. Anti-
gens originating outside the cell are endocytosed and digested in the phagolysosome. The digested peptides are bound to MHC class Il molecules in
the ER and transported to the surface for presentation. MHC, major histocompatibility complex.

memory cells along with the T cells committed to effector functions. These pathways are
illustrated in Figure 2-13.

Bl CDB8+ Cytotoxic T Lymphocytes

CD8+ cytotoxic T lymphocytes (CTLs) are a second class of effector T cells. They are lethal

to cells expressing the epitope against which they are directed when the epitope is presented

by class I MHC molecules. They too have specific epitope recognition sites, but they are CD8+ lymphocytes react with
characterized by the CD8 cell surface marker; thus, they are referred to as CD8+ cytotoxic ~ MHC |

T cells. These cells recognize the association of antigenic epitopes with class I MHC mol-

ecules on a wide variety of cells of the body. In the case of virally infected cells, cytotoxic Eliminate virally infected cells
CD8+ cells prevent viral production and release by eliminating the host cell before viral

synthesis or assembly is complete (Figure 2-14). The destruction of the virally infected

cell is accomplished through a complement-like action mediated by perforins, which also

facilitates entry into the cell of enzymes (granzymes) that activate apoptosis.

B Superantigens

A group of antigens have been termed superantigens because they stimulate a much larger
number of T cells than would be predicted based on the specificity of combining site diver-
sity. This causes a massive cytokine release. The action of superantigens is based on their
ability to bind directly to MHC proteins and to particular VP regions of the TCR with-
out involving the antigen-combining site. Individual superantigens recognize exposed
portions defined by framework residues that are common to the structure of one or more
VB regions. Any T cells bearing those V[3 sites may be directly stimulated. A variety of
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FIGURE 2-12. T-cell receptor and helper T activation.A. Structure of the T-cell antigen
receptor. B. An antigen-presenting cell begins the activation process by displaying a peptide antigen
fragment in its MHC class Il molecule. A helperT cell is activated after the variable region of its
receptor (Vo, V) reacts with the fragment. (Reproduced with permission from Willey JM: Prescott,
Harley, & Klein's Microbiology, 7" edition. McGraw-Hill, 2008.)

microbial products have been identified as superantigens. Superantigens are discussed fur-
ther in Chapter 22 (see Figure 22-6) and in Chapters 24 and 25, describing their role in
toxic shock syndromes caused by Staphylococcus aureus and group A streptococci.

B Cell-Mediated Immunity

In the control of infection, cell-mediated immunity is most important in the response to
obligate or facultative intracellular pathogens. These include some slow-growing bacteria,
such as the mycobacteria and fungi against which antibody responses appear to be inef-
fective. The mechanisms are complex and involve a number of cytokines with amplifying
feedback mechanisms for their production. After the initial processing of antigen to stimu-
late activation of the antigen-recognizing CD4+ T cell, cytokine feedback from the CD4+
T cells to macrophages further increases their clonal expansion (including memory cells)
and activates CD8+ (cytotoxic) T lymphocytes. Other cytokines from CD4+ T cells attract
macrophages to the site of infection, hold them there, and activate them to greatly enhance
microbiocidal activity. The sum of the individual and collaborative activities of T cells, mac-
rophages, and their products is a progressive mobilization of a range of host defenses to
the site of infection and greatly enhanced macrophage activity. In the case of tuberculosis,
IFN-vy inhibits the replication of the mycobacteria inside macrophages. In viral infections,
CD8+ cytotoxic lymphocytes destroy their cellular habitat leaving already assembled viri-
ons accessible to circulating antibody.

B CELLS AND ANTIBODY RESPONSES

B lymphocytes are the cells responsible for antibody responses. They develop from precur-
sor cells in the bone marrow before migrating to other lymphoid tissues. Each mature cell
of this series carries a specific epitope recognition site on its surface. This B-cell receptor
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FIGURE 2-13. T-cell responses. A virus is phagocytosed by a macrophage, and a small antigen
fragment (peptide) is presented to naive T , cells in association with class Il MHC molecules. After
activation, the T 0 cell may differentiate into aT, 2 cell that secretes the cytokines that cause B-cell
proliferation and subsequent secretion of specific antiviral antibodies. Alternately, they differentiate
intoT | cells that secrete cytokines, which regulate the proliferation of cytotoxic T cells (CTLs). Once
a CTL proliferates and differentiates into an activated effector cell, it attacks and causes lysis or apop-
tosis of a virus-infected cell. (Reproduced with permission from Willey JM: Prescott, Harley, & Klein’s
Microbiology, 7" edition. McGraw-Hill, 2008.)

is actually a monomer of one form of antibody (IgM) oriented with its binding sites facing
outward. Upon binding antigen, the receptor-antigen complex is internalized for initiation
of antibody production by the stimulated B cell. In this process, the B lymphocytes multi-
ply, differentiating into either memory or plasma cells. Plasma cells are end cells adapted
for secretion of large amounts of antibodies. In addition to their essential role in antibody
production, B cells can present antigen to T cells.

There are two broad types of antigen triggering: T-dependent and T-independent.
T-dependent reactions are those that are use collaboration between helper T cells and
B cells to initiate the process of antibody production in the manner shown in Figure 2-13.
This is the mechanism evoked by proteins and haptens bound to proteins. The response is
strong and includes memory cells, therefore, it can be boosted in the case of immunization.

B cells carry epitope recognition
sites on their surface

Stimulated cells differentiate to
form memory, plasma cells

T-dependent has memory
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FIGURE 2-14. Cytotoxic T-cell (CTL) destruction virus-infected cells. A. Naive CD8+ T
cells are activated when they are exposed to antigen within a class | MHC molecule on an antigen-
presenting cell. Antigen activation leads to development of effector CTL and memory cells. Effector
CTLs and their memory cells subsequently react with antigen expressed in class | MHC molecules of
any host cell to destroy it. T-cell cytotoxicity often involves the perforin pathway and leads to apopto-
sis or cytolysis. MHC, major histocompatibility complex. B. CTL (left) contacting target cell (right). C.
Perforins form pores in target cell membrane. (Reproduced with permission from Willey JM: Prescott,
Harley, & Klein's Microbiology, 7* edition. McGraw-Hill, 2008.)

T-independent responses are those that do not require help by T cells to stimulate
B-cell antibody production. It is evoked by large molecules with many repeating units such
as polysaccharides. At first glance, this independence may seem to be an advantage, but
T-independent responses are not the same as T-dependent responses. The antibody gener-
ally has a lower affinity for its antigen and a shorter duration in circulation. Memory cells
are not produced, and T-independent responses mature more slowly than T-dependent
responses. This delay in maturation may contribute to the increased susceptibility to some
bacterial infections in early life. It certainly contributed to the failure of purified polysac-
charide vaccines to effectively immunize children younger than 2 years. For use in children,
these vaccines have been replaced with a hapten approach in which the polysaccharide is
conjugated to protein. In this form, antibody generated by the T-dependent mechanism
(protein carrier) still has specificity for the polysaccharide epitopes.

After challenge with foreign antigen, there is a lag period of 4 to 6 days before antibody
can be detected in serum. This period reflects the events involved in the recognition of
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the antigen, its processing, and the specific activation of the cells of the immune system. The
first event is the clearance of antigen from the circulation by what is essentially a metabolic
process in which the antigen is recognized in a nonspecific sense and ingested. The vast pre-
ponderance of antigen ends up in circulating phagocytes or in stationary macrophages. The
macrophages process the antigen; therefore, that immunogenic moieties can be presented
to T cells, which then cause the B cells to produce immunoglobulins. The antibody-forming
system is a learning system that responds to challenge by foreign molecules by producing
large amounts of specific antibody. In addition, the affinity of its binding to the specifically
recognized antigen often increases with time or secondary challenge.

Bl Antibody Structure

Antibodies belong to the immunoglobulin family of proteins, which appear in quantity in
serum and on the surfaces of B cells. Of the five known structural types, three (IgG, IgM,
and IgA) are involved in the defense against infection. The basic structure of an immuno-
globulin is illustrated in Figure 2-15, which depicts an IgG molecule. Immunoglobulins
have a basic tetrameric structure consisting of two light polypeptide chains and two heavy
chains usually associated as light/heavy pairs by disulfide bonds. The two light/heavy pairs
are covalently associated by disulfide bonds to form the tetramer. There are two types of
light chains, Kk and A, which are the products of distinct genetic loci. The class or isotype of
the immunoglobulin is defined by the type of heavy chain expressed.

The Y-shaped structure includes two antigen binding sites (Fab) formed by interaction
of the variable domains of the heavy chain and the light chain. The stalk is called the Fc
fragment. Antibodies carry out two broad sets of functions: the recognition function is the
property of the Fab sites for antigen, and the effector functions are mediated by the constant
regions of the heavy chains. Variations in the hypervariable region of the Fab-combining
site due to mutations are called idiotypes. Antibodies combine with foreign antigens, but
the actual destruction or removal of antigen requires the interaction of portions of the Fc
fragment with other molecules such as complement components and phagocytes which
have Fc receptors.

Figure 2-16 shows a schematic representation of a serum IgM immunoglobulin. This
molecule consists of five subunits of the typical IgG molecule. The molecule occurs as a
cyclic pentamer, and a J (joining) chain links the intact structure. When IgM is present
on the surface of B cells where it serves as a primary receptor for antigen, it is present as a
monomer. Other immunoglobulins showing a difference in arrangement from the typical
IgG model are the IgA immunoglobulins. In serum, these immunoglobulins can occur as
a monomer, but they can also occur in dimers in which the joining chain is required to
stabilize the dimer. IgA molecules in the gut occur as dimers in which both the J chain and
an additional polypeptide, termed the secretory component, are present in the complex.

FIGURE 2-15. Immunoglobulin G
structure. The IgG molecule consists
of two identical light chains and two
identical heavy chains held together

by disulfide bonds. (Reproduced with
permission from Willey JM: Prescott,
Harley, & Klein’s Microbiology, 7 edition.
McGraw-Hill, 2008.)
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FIGURE 2-16. Immunoglobulin M
structure. The pentameric structure
has disulfide bonds linking peptide chains
shown in black; carbohydrate side chains
are in red. The | chain links the molecule
together. (Reproduced with permission
from Willey JM: Prescott, Harley, & Klein's
Microbiology, 7" edition. McGraw-Hill,
2008.)

Bivalent molecule with specific
combining site and constant region

Constant region binds phagocytes

Antibodies produced during sec-
ondary response neutralize toxins
and viruses

Binding may block attachment
receptor

Effective agglutinating antibody

Binds complement at multiple sites

INFECTION

Pentameric IgM

Disulfide

B Functional Properties of Immunoglobulins

Immunoglobulin G (IgG) is the most abundant immunoglobulin in health and provides
the most extensive and long-lived antibody response to the various microbial and other
antigens that are encountered throughout life. Although at least four subclasses of IgG have
been characterized, they are grouped together for the purpose of this chapter. The IgG mol-
ecule is bivalent with two identical and specific combining sites. The Fc region does not
vary with differences in specificity of combining sites of different antibody molecules. The
Fc fragment binding sites for phagocytic cells are made available when the variable region
of the antibody molecule has reacted with specific antigen, leaving the Fc facing outward.

IgG antibody is characteristically formed in large amounts during the secondary response
to an antigenic stimulus, and usually follows production of IgM (see Immunoglobulin M)
in the course of a viral or bacterial infection. Memory cells are programmed for rapid IgG
response when another antigenic stimulus of the same type occurs later. Inmunoglobulin
G antibodies are the most significant antibody class for neutralizing bacterial exotoxins and
viruses often by blocking their attachment to cell receptors. Accelerated IgG responses from
memory cell expansion frequently confer lifelong immunity when directed against micro-
bial antigens that are determinants of virulence. IgG is the only immunoglobulin class able
to cross the placental barrier and, thus, provides passive immune protection to the newborn
in the form of maternal antibody.

Monomers of immunoglobulin M (IgM) constitute the specific epitope recognition sites
on B cells that ultimately give rise to plasma cells producing one or another of the dif-
ferent immunoglobulin classes of antibody. Because of its many specific combining sites,
IgM is particularly effective in agglutinating particles carrying epitopes against which it is
directed. It also contains many sites for binding the first component of complement. These
sites become available once the IgM molecule has reacted with antigen. IgM is particularly
active in bringing about complement-mediated cytolytic damage to foreign antigen-bear-
ing cells. It is less effective as an opsonizing antibody because its Fc portion is not available
to phagocytes.

Immunoglobulin A (IgA) has a special role as a major determinant of so-called local immu-
nity in protecting epithelial surfaces from colonization and infection. Certain B cells in lym-
phoid tissues adjacent to, or draining surface epithelia of the intestines, respiratory tract,
and genitourinary tract, are encoded for specific IgA production. After antigenic stimulus,
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the clone expands locally, and some of the IgA-producing cells also migrate to other viscera
and secretory glands. At the epithelia, two IgA molecules combine with another protein,
termed the secretory piece, which is present on the surface of local epithelial cells. The
complex, then termed secretory IgA (sIgA), passes through the cells into the mucous layer
on the epithelial surface or into glandular secretions, where it exerts its protective effect.
The secretory piece not only mediates secretion, but also protects the molecule against pro-
teolysis by enzymes such as those present in the intestinal tract.

The major role of sIgA is to prevent attachment of antigen-carrying particles to recep-
tors on mucous membrane epithelia. Thus, in the case of bacteria and viruses, it reacts with
surface antigens that mediate adhesion and colonization and prevents the establishment of
local infection or invasion of the subepithelial tissues. sIgA can agglutinate particles, but has
no Fc domain for activating the classic complement pathway; however, it can activate the
alternative pathway. Reaction of IgA with antigen within the mucous membrane initiates
an inflammatory reaction that helps mobilize other immunoglobulin and cellular defenses
to the site of invasion. IgA response to an antigen is shorter lived than the IgG response.

Bl Antibody Production

The major events characterizing the time course of antibody production are illustrated in
Figure 2-17 and summarized as follows: Initial contact with a new antigen evokes the pri-
mary response, which is characterized by a lag phase of approximately 1 week between the
challenge and the detection of circulating antibodies. In general, the length of the lag phase
depends on the immunogenicity of the stimulating antigen and the sensitivity of the detec-
tion system for the antibodies produced. Once antibody is detected in serum, the levels rise
exponentially to attain a maximal steady state in approximately 3 weeks. These levels then
decline gradually with time if no further antigenic stimulation is given. The first antibod-
ies synthesized in the primary immune response are IgM and, then in the latter phase, IgG
antibodies arise and eventually predominate. This transition is termed the IgM/IgG switch.

After a subsequent exposure or booster injection of the same antigen, a different
sequence called the secondary response or anamnestic response ensues. This response
involves memory. In the secondary response, the lag time between the immunization and
the appearance of antibody is shortened, the rate of exponential increase to the maximum
steady-state level is more rapid, and the steady-state level itself is higher, representing a
larger amount of antibody. Another key factor of the secondary response is that the antibod-
ies formed are predominantly of the IgG class. In addition to higher levels, the secondary
IgG antibodies have a higher affinity for their antigen. Figure 2-17 shows the participation
of memory T cells created during the primary response in these reactions.

ADVERSE EFFECTS OF IMMUNOLOGIC REACTIONS

The immune system is no different from any other human system. In balance, we do not
even know it is there, but in an exaggerated state we call hypersensitivity, it can cause
injury and even chronic disease. Hypersensitivity reactions have been placed into four
classes on the basis of their mechanism of immunologic injury. Type I or allergic reactions
relate to the action of IgE and the release of powerful mediators, such as histamine from
mast cells. Type II or cytotoxic reactions are created when IgG or IgM antibodies are mis-
directed to host cells. Type III or immune complex reactions are created when an excess of
antigen-antibody complexes are deposited and followed by complement-mediated inflam-
mation. Type IV reactions are cell-mediated and often called delayed-type hypersensitiv-
ity because of the time delay in invoking the T, 1 response. The hypersensitivity diseases
include allergy, anaphylaxis, asthma, transfusion reactions, rheumatoid arthritis, and
type 1 diabetes. Infectious diseases are a relatively small part of this spectrum, but involve
three of the four mechanisms (II, III, and IV).

ANTIBODY-MEDIATED (TYPE II) HYPERSENSITIVITY

Type II hypersensitivity is antibody-dependent cytotoxicity that occurs when antibody
binds to antigens on host cells, leading to phagocytosis, cytotoxic T-cell activity, or com-
plement-mediated lysis. The cells to which the antibody is specifically bound, as well as the
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FIGURE 2-17. Antibody production and kinetics. The four phases of a primary antibody
response correlate to the clonal expansion of the activated B cell, differentiation into plasma cells,
and secretion of the antibody protein. The secondary response is much more rapid, and total anti-
body production is nearly 1000 times greater than that of the primary response. (Reproduced with
permission from Willey JM: Prescott, Harley, & Klein's Microbiology, 7" edition. McGraw-Hill, 2008.)

surrounding tissues, are damaged because of the inflammatory amplification. In the best
understood situations related to infection, the mechanism of antibody stimulation is molec-
ular mimicry. That is, the antibody stimulated by an epitope on the pathogen, unfortunately,
also binds to a similar epitope on host cells. In rheumatic fever, the infectious epitope is in a
surface protein of the group A streptococcus and the host epitope in the myocardium of the
heart (see Chapter 25). The streptococcal protein and cardiac myosin share similar amino
acid sequences; therefore, it is a cross-reaction. The result is acute myocarditis.

IMMUNE COMPLEX (TYPE Ill) HYPERSENSITIVITY

When IgG is mixed in appropriate proportions with multivalent antigen molecules (ie,
bearing multiple epitopes), aggregates of many antigen and antibody molecules may form.
These antigen—antibody complexes can occur in infection when sufficient amounts of specific
antibody and free antigen from an infecting microorganism combine to form an immune
complex. These complexes are usually removed by cells of the monocyte-macrophage system,
but, in excess, can circulate and become deposited in blood vessels, kidney, or joints. When
deposited, they bind complement and stimulate an inflammatory reaction that may injure
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the local tissue. This is felt to be the mechanism of poststreptococcal acute glomerulone-
phritis (see Chapter 25), and is suspected to be responsible for some of the manifestations
when microorganisms circulate in the bloodstream.

In the past, an immune complex disease called serum sickness used to follow the infu-
sion of antibodies (antisera) produced in horses to combat infection. Human antibody to
the foreign horse immunoglobulin was formed. These diseases (diphtheria, tetanus) are
now prevented by vaccines that stimulate antibody against the same epitopes in humans.
When passive immunization is used, human sources of antibody are now available.

DELAYED-TYPE (TYPE IV) HYPERSENSITIVITY

Type IV delayed-type hypersensitivity (DTH) is a cell-mediated immune reaction. The
delay is the time required after initiation of a T ;1 response for antigen to be processed,
cytokines produced, and T cells to migrate and accumulate at the antigen site. At the site,
cytotoxic T cells, macrophages, and other inflammatory mediators directed at cells contain-
ing the antigen also produce injury in the surrounding tissue. The purest form of DTH is
the intradermal skin test for tuberculosis. In persons already sensitized to the antigens of
Mycobacterium tuberculosis, it takes 1 to 2 days for induration to be produced at the site
of inoculation of a standardized antigen called tuberculin. This is a useful diagnostic test,
but, in infectious disease, DTH is also the hypersensitivity mechanism that causes the most
injury. This occurs in diseases in which immunity is cell-mediated with little or no effective
antibody component. If T, 1 responses are successful in containing the infection at an early
stage, there is little destruction. If they are not successful enough to contain growth of the
pathogen, increasing amounts of antigen stimulate continuing DTH-mediated destructive
inflammation. This is the primary mechanism of injury in tuberculosis, fungal infections,
and many parasitic diseases.

FAVORABLE USE OF THE IMMUNE RESPONSE

NATURAL IMMUNITY TO INFECTION

The majority of encounters with microorganisms including pathogens end favorably for the
host. The heightened immunologic responses following infection usually provide immu-
nity, often for life. This is called natural immunity. In some instances, the gauntlet is long
because a pathogen of the same name may exist in multiple antigenic types. Because of the
specificity of the adaptive immune response, immunity must be developed individually to
each antigenic type. Development of natural immunity need not require a clinical infection.
There is ample evidence from population studies that individuals with no history or recol-
lection of infection have evidence of immunity in the form of specific antibody. From the
time of birth forward, we have many encounters with infectious agents, most of which lead
to immunity without disease.

PASSIVE IMMUNITY

Passive immunity is the transfer of antibodies from one person to another. Because the
antibody was not made by the recipient, this antibody is transient and lasts only a few weeks
or months. This is a natural process in the case of IgG transferred transplacentally from
mother to fetus. The protection provided by this antibody is limited to the immunologic
experience of the mother, but covers a particularly vulnerable time in life, lasting as long
as 6 months after birth. Passive immunity can also be provided as a therapeutic product in
which specific antibodies are infused. Such antisera are available for only a limited number
of diseases such as rabies, botulism, and tetanus.

VACCINES

Vaccines artificially stimulate immunity through exposure to an antigenic substance. The
early vaccines such as Jenner’s for smallpox and Pasteur’s for anthrax (in animals) were live
attenuated strains with the ability to produce a true, if mild, infection. We later learned how
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to kill the agent in a way that retained its antigenicity. These killed vaccines are practical if
the number of antigens present is limited as with a virus (polio) or bacterial toxin (diphtheria),
but usually too crude if whole bacteria are used. Progress with killed bacterial vaccines
required knowledge of just which antigenic component provides protective immunity. This
allowed inactivation followed by purification of the selected component. This approach
with bacterial polysaccharide capsules has produced a dramatic reduction (>95%) in child-
hood meningitis. Genomic approaches are now aimed at producing a protective antigen
without growth of the organism itself. For each of the 57 chapters in this book devoted to
specific infectious agents, vaccines and the immunologic mechanisms involved are care-
fully examined.



Sterilization, Disinfection,
and Infection Control

rom the time of debates about the germ theory of disease, killing microbes before

they reach patients has been a major strategy for preventing infection. In fact, Ignaz

Semmelweis successfully applied disinfection principles decades before bacteria were
first isolated. This chapter discusses the most important methods used for this purpose in
modern medical practice. Understanding how these methods work has become of increasing
importance in an environment that includes immunocompromised patients, transplantation,
indwelling devices, and AIDS.

DEFINITIONS

Death/killing as it relates to microbial organisms is defined in terms of how we detect them
in culture. Operationally, it is a loss of ability to multiply under any known conditions. This
is complicated by the fact that organisms that appear to be irreversibly inactivated may,
sometimes, recover when appropriately treated. For example, ultraviolet (UV) irradiation
of bacteria can result in the formation of thymine dimers in the DNA with loss of ability to
replicate. A period of exposure to visible light may then activate an enzyme that breaks the
dimers and restores viability by a process known as photoreactivation. In addition, mecha-
nisms exist for repair of the damage without light. Such considerations are of great signifi-
cance in the preparation of safe vaccines from inactivated virulent organisms.

Sterilization is complete killing, or removal, of all living organisms from a particular
location or material. It can be accomplished by incineration, nondestructive heat treatment,
certain gases, exposure to ionizing radiation, some liquid chemicals, and filtration.

Pasteurization is the use of heat at a temperature sufficient to inactivate important
pathogenic organisms in liquids such as water or milk, but at a temperature lower than that
needed to ensure sterilization. For example, heating milk at a temperature of 74°C for 3 to
5 seconds or 62°C for 30 minutes kills the vegetative forms of most pathogenic bacteria
that may be present without altering its quality. Obviously, spores are not killed at these
temperatures.

Disinfection is the destruction of pathogenic microorganisms by processes that fail to
meet the criteria for sterilization. Pasteurization is a form of disinfection, but the term is
most commonly applied to the use of liquid chemical agents known as disinfectants, which
usually have some degree of selectivity. Bacterial spores, organisms with waxy coats (eg,
mycobacteria), and some viruses may show considerable resistance to the common disin-
fectants. Antiseptics are disinfectant agents that can be used on body surfaces such as the
skin or vaginal tract to reduce the numbers of microbiota and pathogenic contaminants.
They have lower toxicity than disinfectants used environmentally, but are usually less active
in killing vegetative organisms. Sanitization is a less precise term with a meaning some-
where between disinfection and cleanliness. It is used primarily in housekeeping and food
preparation contexts.
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Asepsis describes processes designed to prevent microorganisms from reaching a pro-
tected environment. It is applied in many procedures used in the operating room, in the
preparation of therapeutic agents, and in technical manipulations in the microbiology labo-
ratory. An essential component of aseptic techniques is the sterilization of all materials and
equipment used.

MICROBIAL KILLING

Killing of bacteria by heat, radiation, or chemicals is usually exponential with time; that
is, a fixed proportion of survivors are killed during each time increment. Thus, if 90% of a
population of bacteria are killed during each 5 minutes of exposure to a weak solution of a
disinfectant, a starting population of 10°/mL is reduced to 10°/mL after 5 minutes, to 10°/
mL after 15 minutes, and theoretically to one organism (10°)/mL after 30 minutes.
Exponential killing corresponds to a first-order reaction or a “single-hit” hypothesis in
which the lethal change involves a single target in the organism, and the probability of this
change is constant with time. Thus, plots of the logarithm of the number of survivors against
time are linear (Figure 3-1A); however, the slope of the curve varies with the effectiveness
of the killing process, which is influenced by the nature of the organism, lethal agent, con-
centration (in the case of disinfectants), and temperature. In general, the rate of killing
increases exponentially with arithmetic increases in temperature or in concentrations of
disinfectant. If the microbial population includes a small proportion of more resistant forms
(spores), the later stages of the curve are flattened (Figure 3-1B), and extrapolations from
the exponential phase of killing may underestimate the time needed for achieving complete
sterility.

STERILIZATION

The availability of reliable methods of sterilization has made possible the major develop-
ments in surgery and intrusive medical techniques that have helped to revolutionize medi-
cine over the last century. Furthermore, sterilization procedures form the basis of many
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Methods of Disinfection and Sterilization
METHOD ACTIVITY LEVEL SPECTRUM USES/COMMENTS
Heat
Autoclave Sterilizing All General
Boiling High Most pathogens, some spores General
Pasteurization Intermediate Vegetative bacteria Beverages, plastic hospital equipment
Ethylene oxide gas Sterilizing All Potentially explosive; aeration required
Radiation
Ultraviolet Sterilizing All Poor penetration
lonizing Sterilizing All General, food
Chemicals
Alcohol Intermediate Vegetative bacteria, fungi, some viruses
Hydrogen peroxide High Viruses, vegetative bacteria, fungi Contact lenses; inactivated by organic matter
Chlorine High Viruses, vegetative bacteria, fungi Water; inactivated by organic matter
lodophors Intermediate Viruses, vegetative bacteria,” fungi Skin disinfection; inactivated by organic matter
Phenolics Intermediate Some viruses, vegetative bacteria, fungi Handwashing
Glutaraldehyde High All Endoscopes, other equipment
Quaternary ammonium  Low Most bacteria and fungi, lipophilic viruses ~ General cleaning; inactivated by organic matter
compounds

“Variable results with Mycobacterium tuberculosis.

food preservation procedures, particularly in the canning industry. The various modes of
sterilization described in the text are summarized in Table 3-1.

B Heat

The simplest method of sterilization is to expose the surface to be sterilized to a naked flame,
as is done with the wire loop used in microbiology laboratories. It can be used equally effec-
tively for emergency sterilization of a knife blade or a needle. Of course, disposable material
is rapidly and effectively decontaminated by incineration. Carbonization of organic mate-
rial and destruction of microorganisms, including spores, occur after exposure to dry heat
of 160°C for 2 hours in a sterilizing oven. This method is applicable to metals, glassware,
and some heat-resistant oils and waxes that are immiscible in water and, therefore, cannot
be sterilized in the autoclave. A major use of the dry-heat sterilizing oven is in preparation
of laboratory glassware.

Moist heat in the form of water or steam is far more rapid and effective in sterilization
than dry heat because reactive water molecules denature protein irreversibly by disrupting
hydrogen bonds between peptide groups at relatively low temperatures. Most vegetative
bacteria are killed within a few minutes at 70°C or less, although many bacterial spores can
resist boiling for prolonged periods.

In effect, the autoclave is a sophisticated pressure cooker (Figure 3-2). In its simplest
form, it consists of a chamber in which the air can be replaced with pure saturated steam
under pressure. Air is removed either by evacuation of the chamber before filling it with
steam or by displacement through a valve at the bottom of the autoclave, which remains
open until all air has drained out. The latter, which is termed a downward displacement
autoclave, capitalizes on the heaviness of air compared with saturated steam. When the
air as been removed, the temperature in the chamber is proportional to the pressure of the
steam; autoclaves are usually operated at 121°C. Under these conditions, spores directly
exposed are killed in less than 5 minutes, although the normal sterilization time is 10 to
15 minutes to account for variation in the ability of steam to penetrate different materials
and to allow a wide margin of safety.
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FIGURE 3-2. Simple form of
downward displacement auto-
clave. (Reproduced with permission
from Willey JM: Prescott, Harley, & Klein's
Microbiology, 7" edition. McGraw-Hill,
2008.)
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The effectiveness of autoclaves depends on the absence of air, pure saturated steam, and
access of steam to the material to be sterilized. Pressure per se plays no role in sterilization
other than to ensure the increased temperature of the steam. “Flash” autoclaves, which are
widely used in operating rooms, often use saturated steam at a temperature of 134°C for
3 minutes. Air and steam are removed mechanically before and after the sterilization cycle
to ensure that metal instruments may be available rapidly.

B Gas

A number of articles, particularly certain plastics and lensed instruments that are damaged or
destroyed by autoclaving, can be sterilized with gases. Ethylene oxide is an inflammable and
potentially explosive gas. It is an alkylating agent that inactivates microorganisms by replacing
labile hydrogen atoms on hydroxyl, carboxy, or sulthydryl groups, particularly of guanine and
adenine in DNA. Ethylene oxide sterilizers resemble autoclaves and expose the load to 10%
ethylene oxide in carbon dioxide at 50 °C to 60 °C under controlled conditions of humidity.
Exposure times, usually, are approximately 4 to 6 hours and must be followed by a prolonged
period of aeration to allow the gas to diffuse out of substances that have absorbed it. Aeration
is essential, because absorbed gas can cause damage to tissues or skin. Ethylene oxide is an
effective sterilizing agent for heat-labile devices such as artificial heart valves that cannot be
treated at the temperature of the autoclave. Other alkylating agents such as formaldehyde
vapor can be used without pressure to decontaminate larger areas such as rooms.

B Ultraviolet Light and lonizing Radiation

Ultraviolet (UV) light in the wavelength range of 240 to 280 nm is absorbed by nucleic acids
and causes genetic damage, including the formation of the thymine dimers discussed previ-
ously. The practical value of UV sterilization is limited by its poor ability to penetrate. Its main
application has been in irradiation of air in the vicinity of critical hospital sites and as an aid in
the decontamination of facilities used for handling particularly hazardous organisms.
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Ionizing radiation carries far greater energy than UV light. It, too, causes direct dam-
age to DNA and produces toxic free radicals and hydrogen peroxide from water within the
microbial cells. Cathode and gamma rays from cobalt-60 are widely used in industrial pro-
cesses, including the sterilization of many disposable surgical spplies such as gloves, plastic
syringes, specimen containers, some foodstuffs, and the like, because they can be packaged
before exposure to the penetrating radiation.

DISINFECTION
B Physical Methods

Both live and dead microorganisms can be removed from liquids by positive- or negative-
pressure filtration. Membrane filters, usually composed of cellulose esters (eg, cellulose
acetate), are available commercially with variable pore sizes (0.005-1 pm). For removal of
bacteria, a pore size of 0.2 um is effective for disinfection of large volumes of fluid, espe-
cially fluid containing heat-labile components such as serum. Filtration is not considered
effective for removing viruses.

Pasteurization involves exposure of liquids to temperatures in the range 55°C to 75°C to
remove all vegetative bacteria. Spores are unaffected by the pasteurization process. Pasteuri-
zation is used commercially to render milk safe and to extend its storage quality. With the
outbreaks of infection due to contamination with enterohemorrhagic E coli (see Chapter 33),
this has been extended (reluctantly) to fruit drinks. To the dismay of some of his compatri-
ots, Pasteur proposed application of the process to wine-making to prevent microbial spoil-
age and vinegarization. Pasteurization in water at 70°C for 30 minutes has been effective and
inexpensive when used to render plastics, such as those used in inhalation therapy equip-
ment, free of organisms that may, otherwise, multiply in mucus and humidifying water.

The use of microwaves in the form of microwave ovens or specially designed units is another
method of disinfection. These systems are not under pressure, but they but can achieve tem-
peratures near boiling if moisture is present. In some situations, they are being used as a
practical alternative to incineration for disinfection of hospital waste. These procedures can-
not be considered sterilization only because heat-resistant spores may survive the process.

B Chemical Methods

Given access and sufficient time, chemical disinfectants cause the death of pathogenic veg-
etative bacteria. Most of these substances are general protoplasmic poisons and are not used
in the treatment of infections other than very sperficial lesions, having been replaced by
antimicrobial agents. Some disinfectants such as the quaternary ammonium compounds,
alcohol, and the iodophors reduce the sperficial flora and can eliminate contaminating
pathogenic bacteria from the skin surface. Other agents such as the phenolics are valuable
only for treating inanimate surfaces or for rendering contaminated materials safe. All are
bound and inactivated to varying degrees by protein and dirt, and they lose considerable
activity when applied to other than clean surfaces.

Chemical disinfectants are classified on the basis of their ability to sterilize. High-level
disinfectants kill all agents, except the most resistant of bacterial spores. Intermediate-level
disinfectants kill all agents, but not spores. Low-level disinfectants are active against most
vegetative bacteria and lipid-enveloped viruses.

The alcohols are protein denaturants that rapidly kill vegetative bacteria when applied as
aqueous solutions in the range of 70% to 95% alcohol. They are inactive against bacte-
rial spores and many viruses. Solutions of 100% alcohol dehydrate organisms rapidly but
fail to kill, because the lethal process requires water molecules. Ethanol (70-90%) and iso-
propyl alcohol (90-95%) are widely used as skin decontaminants before simple invasive
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procedures such as venipuncture. Their effect is not instantaneous, and the traditional alco-
hol wipe, particularly when followed by a vein-probing finger, is more symbolic than effec-
tive because insufficient time is given for significant killing. Isopropyl alcohol has largely
replaced ethanol in hospital use because it is somewhat more active and is not subject to
diversion to house/staff parties.

Iodine is an effective disinfectant that acts by iodinating or oxidizing essential compo-
nents of the microbial cell. Its original use was as a tincture of 2% iodine in 50% alcohol,
which kills more rapidly and effectively than alcohol alone. Tincture of iodine has now been
largely replaced by preparations in which iodine is combined with carriers (povidone) or
nonionic detergents. These agents, termed iodophors, gradually release small amounts of
iodine. They cause less skin staining and dehydration than tinctures, and are widely used in
preparation of skin before surgery.

Chlorine exists as hypochlorous acid in aqueous solutions that dissociate to yield free
chlorine over a wide pH range, particularly under slightly acidic conditions. In concentra-
tions of less than one part per million, chlorine is lethal within seconds to most vegetative
bacteria, and inactivates most viruses; this efficacy accounts for its use in rendering spplies
of drinking water safe and in chlorination of water in swimming pools. Chlorine is the
agent of choice for decontaminating surfaces and glassware that have been contaminated
with viruses or spores of pathogenic bacteria. For these purposes, it is usually applied as a
5% solution called hypochlorite.

Hydrogen peroxide is a powerful oxidizing agent that attacks membrane lipids and other
cell components. Although it acts rapidly against many bacteria and viruses, it kills bacteria
that produce catalase and spores less rapidly. Hydrogen peroxide has been useful in disin-
fecting items such as contact lenses, which are not susceptible to its corrosive effect.

Surfactants are compounds with hydrophobic and hydrophilic groups that attach to and
solubilize various compounds or alter their properties. Anionic detergents such as soaps
are highly effective cleansers, but have little direct antibacterial effect, probably because
their charge is similar to that of most microorganisms. Cationic detergents, particularly the
quaternary ammonium compounds (“quats”) such as benzalkonium chloride, are highly
bactericidal in the absence of contaminating organic matter. Their hydrophobic and lipo-
philic groups react with the lipid of the cell membrane of the bacteria, alter the membrane’s
surface properties and its permeability, and lead to loss of essential cell components and
death. These compounds have little toxicity to skin and mucous membranes and, thus, have
been used widely for their antibacterial effects in a concentration of 0.1%. They are inactive
against spores and most viruses. Care is needed in the use of quats because they adsorb to
most surfaces as well as cotton, cork, and even dust. As a result, their concentration may
be lowered to a point at which certain bacteria, particularly Pseudomonas aeruginosa, can
grow in the quat solutions and serve as a source of infection.

Phenol is a potent protein denaturant and bactericidal agent. Substitutions in the ring
structure of phenol have substantially improved activity and have provided a range of phe-
nols and cresols that are the most effective environmental decontaminants available for use
in hospital hygiene. Concern about their release into the environment in hospital waste
and sewage has created some pressure to limit their use. Phenolics are less “quenched” by
protein than are most other disinfectants, have a detergent-like effect on the cell membrane,
and are often formulated with soaps to increase their cleansing property. They are too toxic
to skin and tissues to be used as antiseptics, although brief exposures can be tolerated. They
are the active ingredient in many mouthwash and sore throat preparations.

Chlorhexidine is used as a routine hand and skin disinfectant and for other topical appli-
cations. It has the ability to bind to the skin and produce a persistent antibacterial effect. It
acts by altering membrane permeability of both Gram-positive and Gram-negative bacte-
ria. It is cationic and, thus, its action is neutralized by soaps and anionic detergents.
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Glutaraldehyde and formaldehyde are alkylating agents highly lethal to essentially all
microorganisms (Figure 3-3). Formaldehyde gas is irritative, allergenic, and unpleasant—
properties that limit its use as a solution or gas. Glutaraldehyde is an effective high-level
disinfecting agent for apparatus that cannot be heat-treated, such as some lensed instruments
and equipment for respiratory therapy. Formaldehyde vapor, an effective environmental
decontaminant under conditions of high humidity, is sometimes used to decontaminate
laboratory rooms that have been accidentally and extensively contaminated with pathogenic
bacteria.

INFECTION CONTROL AND NOSOCOMIAL INFECTIONS

Some risk of infection exists in all healthcare settings. Hospitalized patients are particularly
vulnerable, and the hospital environment is complex. Infection control is the proper match-
ing of the principles and procedures described here to general and specialized situations,
together with aseptic practices to reduce these risks. “Nosocomial” is a medical term for
“hospital-associated” Nosocomial infections are complications that arise during hospital-
izations. The morbidity, mortality, and costs associated with these infections are prevent-
able to a substantial degree. The purpose of hospital infection control is prevention of noso-
comial infections by application of epidemiologic concepts and methods.

B History: Semmelweis and Childbed Fever

The shining example of the fundamental importance of epidemiology in detection and control
of nosocomial infections is the work of Ignaz Semmelweis, which preceded the microbiologic
discoveries of Pasteur and Koch by a decade. Semmelweis was assistant obstetrician at the
Vienna General Hospital, where more than 7000 infants were delivered each year. Childbed
fever (puerperal endometritis), which we now know is caused primarily by group A strep-
tococci, was a major problem accounting for 600 to 800 maternal deaths per year. By careful
review of hospital statistics between 1846 and 1849, Semmelweis clearly showed that the death
rate in one of the two divisions of the hospital was 10 times that in the other. Division I, which
had the high mortality rate, was the teaching unit in which all deliveries were by obstetricians
and students. In division II, all deliveries were by midwives. No similar epidemic existed else-
where in the city of Vienna, and the mortality rate was very low in mothers delivering at home.

FIGURE 3-3. Action of glutaral-
dehyde. Glutaraldehyde polymerizes
and then interacts with amino acids

in proteins (left) or in bacterial pepti-
doglycan (right). As a result, they are
alkylated and inactivated. (Reproduced
with permission from Willey JM: Prescott,
Harley, & Klein’s Microbiology, 7 edition.
McGraw-Hill, 2008.)

Glutaraldehyde is useful for
decontamination of equipment

Childbed fever was associated with
obstetricians on teaching unit

Midwife and home births had
lower rates



TABLE 3-2

DIVISION | (TEACHING UNIT)

INFECTION

Childbed Fever at the Vienna General Hospital

DIVISION Il (MIDWIFE UNIT)

MATERNAL MATERNAL
YEAR BIRTHS DEATHS PERCENTAGE BIRTHS DEATHS PERCENTAGE
| 846° 4010 1.4 3754 105 2.7
| 848° 3556 1.3 3219 43 [.3

“No hand-washing.
bFirst full year of chlorine handwashing

Transmission from cadavers was
suspected

Disinfectant handwashing reduced
the infection rates

Community-acquired infections are
acquired before admission

Nosocomial infections are acquired
in hospital

Endogenous infections are part of
hospital risk

Cross-infection is usually by
direct contact

Infected medical attendants are
particularly dangerous

Semmelweis postulated that the key difference between divisions I and II was participa-
tion of the physicians and students in autopsies. One or more cadavers were dissected daily,
some from cases of childbed fever and other infections. Handwashing was perfunctory, and
Semmelweis believed this allowed the transmission of “invisible cadaver particles” by direct
contact between the mother and the physician’s hands during examinations and delivery.
In 1847, as a countermeasure, he required handwashing with a chlorine solution until the
hands were slippery and the odor of the cadaver was gone. The results were dramatic. The
full effect of the chlorine handwashing can be seen by comparing mortality rates in the two
divisions for 1846 and 1848 (Table 3-2). The mortality rate in division I was reduced to that
of division II, and both were lower than 2%.

Unfortunately, because of his personality and failure to publish his work until 1860,
Semmelweis contribution was not generally appreciated in his lifetime. As his frustration
mounted over lack of acceptance of his ideas, he became abusive and irrational, eventually
alienating even his early spporters. Some believe that he also suffered from Alzheimer’s
disease. He died in an insane asylum in 1865, unaware that his concept of spread via direct
contact would later be recognized as the most important mechanism of nosocomial infec-
tion, and that handwashing would remain the most important means of infection control
in hospitals.

NOSOCOMIAL INFECTIONS AND THEIR SOURCES

Infections occurring during any hospitalization could be either community acquired or
nosocomial. Community-acquired infections are defined as those present or incubating
at the time of hospital admission. All others are considered nosocomial. For example, a
hospital case of chickenpox could be community acquired if it erupted on the fifth hospital
day (incubating) or nosocomial if hospitalization was beyond the limits of the known incu-
bation period (20 days). Infections appearing shortly after discharge (2 weeks) are consid-
ered nosocomial, although some could have been acquired at home. Infectious hazards are
inherent to the hospital environment; it is there that the most seriously infected and most
susceptible patients are housed and often cared for by the same staff.

The infectious agents responsible for nosocomial infections arise from various sources,
including patients’ own microbiota. In addition to any immunocompromising disease or
therapy, the hospital may impose additional risks by treatments that breach the normal
defense barriers. Surgery, urinary or intravenous catheters, and invasive diagnostic pro-
cedures all may provide opportunistic microbes with access to usually sterile sites. Infec-
tions in which the source of organisms is the hospital rather than the patient include those
derived from hospital personnel, the environment, and medical equipment.

B Hospital Personnel

Physicians, nurses, students, therapists, and any others who come in contact with the
patient may transmit infection. Transmission from one patient to another is called cross-
infection. The vehicle of transmission is most often the inadequately washed hands of a
medical attendant. Another source is the infected medical attendant. Many hospital out-
breaks have been traced to hospital personnel, particularly physicians, who continue to care
for patients despite an overt infection. Transmission is usually by direct contact, although
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airborne transmission is also possible. A third source is the person who is not ill, but is car-
rying a virulent strain. For Staphylococcus aureus and group A streptococci, nasal carriage
is most important, but sites such as the perineum have also been involved in outbreaks. An
occult carrier is less often the source of nosocomial infection than a physician covering up
a boil or a nurse minimizing “the flu”

B Environment

The hospital air, walls, floors, linens, and the like are not sterile and, thus, could serve as
a source of organisms causing nosocomial infections, but the importance of this route has
generally been exaggerated. With the exception of the immediate vicinity of an infected
individual or a carrier, transmission through the air or on fomites is much less important
than that caused by personnel or equipment. Notable exceptions are when the environ-
ment becomes contaminated with Mycobacterium tuberculosis from a patient or Legionella
pneumophila in the water spply. These events are most likely to result in disease when the
organisms are numerous or the patient is particularly vulnerable (eg, after heart surgery or
bone marrow transplantation).

B Medical Devices

Much of the success of modern medicine is related to medical devices that spport or moni-
tor basic body functions. By their very nature, devices such as catheters, implants, and res-
pirators carry a risk of nosocomial infection because they bypass normal defense barriers,
providing microorganisms access to normally sterile fluids and tissues. Most of the recog-
nized causes are bacterial or fungal. The risk of infection is related to the degree of debili-
tation of the patient and various factors concerning the design and management of the
device. Any device that crosses the skin or a mucosal barrier allows microbes in the patient
or environment to gain access to deeper sites around the outside surface. Possible access
inside the device (eg, in the lumen) adds another and, sometimes, greater risk. In some
devices, such as urinary catheters, contamination is avoidable; in others, such as respirators,
complete sterility is either impossible or impractical to achieve.

The risk of contamination leading to infection is increased if organisms that gain access
can multiply within the system. The availability of water, nutrients, and a suitable tem-
perature largely determine which organism will survive and multiply. Many of the Gram-
negative rods such as Pseudomonas, Acinetobacter, and members of Enterobacteriaceae can
multiply in an environment containing water and little else. Gram-positive bacteria gener-
ally require more physiologic conditions.

Even with proper growth conditions, many hours are required before contaminating
organisms multiply to numbers sufficient to cause disease. Detailed studies of catheters and
similar devices show that the risk of infection begins to increase after 24 to 48 hours, and is
cumulative even if the device is changed or disinfected at intervals. It is, thus, important to
discontinue transcutaneous procedures as soon as medically indicated. The medical devices
most frequently associated with nosocomial infections are listed in the following text. The
infectious risk of others can be estimated from the principles discussed previously. New
devices are constantly being introduced into medical care, occasionally, without adequate
consideration of their potential to cause nosocomial infection.

Urinary tract infection (UTI) accounts for 40% to 50% of all nosocomial infections, and at
least 80% of these are associated with catheterization. The infectious risk of a single urinary
catheterization has been estimated at 1%, and indwelling catheters carry a risk that may be
as high as 10%. The major preventive measure is maintenance of a completely closed system
through the use of valves and aspiration ports designed to prevent bacterial access to the
inside of the catheter or collecting bag. Unfortunately, breaks in closed systems eventually
occur when the system is in place for more than 30 days. The urine itself serves as an excel-
lent culture medium once bacteria gain access.

Needles and plastic catheters placed in veins for fluid administration, monitoring vital func-
tions, or diagnostic procedures are a leading cause of nosocomial bacteremia. These sites

Infection from carriers can
transmit to patients

Environmental contamination is
relatively unimportant

M tuberculosis and Legionella are
risks

Equipment that crosses epithelial
barriers provides microbial access

Conditions for bacterial growth
increase risk

Transcutaneous and indwelling
devices should be changed as soon
as possible

Closed urinary drainage systems
are still violated
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should always be suspected as a source of organisms whenever blood cultures are positive
with no apparent primary site for the bacteremia. Contamination at the insertion site is
generally staphylococcal, with continued growth in the catheter tip. Organisms may gain
access somewhere in the lines, valves, bags, or bottles of intravenous solutions proximal to
the insertion site. The latter circumstance usually involves Gram-negative rods. Preventive
measures include aseptic insertion technique and appropriate care of the lines, including
changes at regular intervals.

Machines that assist or control respiration by pumping air directly into the trachea have a
great potential for causing nosocomial pneumonia if the aerosol they deliver becomes con-
taminated. Bacterial growth is significant only in the parts of the system that contain water;
in systems using nebulizers, bacteria can be suspended in water droplets small enough to
reach the alveoli. The organisms involved include Pseudomonas, Enterobacteriaceae, and a
wide variety of environmental bacteria such as Acinetobacter. The primary control measure
is periodic changing and disinfection of the tubing, reservoirs, and nebulizer jets.

Infections related to contact with blood and blood products are generally a risk for health-
care workers rather than patients. Manipulations ranging from phlebotomy and hemodi-
alysis to surgery carry varying risk of blood containing an infectious agent reaching mucous
membranes or skin of the healthcare worker. The major agents transmitted in this manner
are hepatitis B, hepatitis C, and HIV. Control requires meticulous attention to procedures
that prevent direct contact with blood, such as the use of gloves, eyewear, and gowns. Cuts
and needle sticks among healthcare workers carry a risk approaching 2%. Identification of
hepatitis virus and HIV carriers is a part of a protective process that must be balanced by
patient privacy considerations. Healthcare facilities all have established policies concerning
serologic surveillance of patients and the procedures to follow (eg, testing, prophylaxis)
when blood-related accidents occur. Similarly, products for transfusion undergo extensive
screening to protect the recipient.

INFECTION CONTROL

Infection control is the sum of all the means used to prevent nosocomial infections. Histori-
cally, such methods have been developed as an integral part of the study of infectious diseases,
often serving as key elements in the proof of infectious etiology. Semmelweis handwashing
is the first example. Later in the 19th century, Joseph Lister achieved a dramatic reduction
in surgical wound infections by infusion of a phenolic antiseptic into wounds. This local
destruction of organisms was known as antisepsis, and it sometimes included liberal appli-
cations of disinfectants, including sprays to the environment. As it became recognized that
contamination of wounds was not inevitable, the emphasis gradually shifted to preventing
contact between microorganisms and susceptible sites—a concept called asepsis. Asepsis,
which combines containment with the methods of sterilization and disinfection previously
discussed, is the central approach of infection control. The measures taken to achieve asep-
sis vary, depending on whether the circumstances and environment are most similar to the
operating room, hospital ward, or outpatient clinic.

B Asepsis

The surgical suite and operating room represent the most controlled and rigid application of
aseptic principles. The procedure begins with the use of an antiseptic scrub of the skin over
the operative site and the hands and forearms of all who will have contact with the patient.
The use of sterile drapes, gowns, and instruments serves to prevent spread through direct
contact, and caps and face masks reduce airborne spread from personnel to the wound. The
level of bacteria in the air is generally related more to the number of persons and amount of
movement in the operating room than to incoming air. The net effect of these procedures is
to draw a sterile curtain around the operative site, thus minimizing contact with microor-
ganisms. Surgical asepsis is also used in other areas where invasive special procedures such
as cardiac catheterization are carried out.
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Although theoretically desirable, strict aseptic procedures as used in the operating room are
impractical in the ward setting. Asepsis is practiced by the use of sterile needles, medica-
tions, dressings, and other items that could serve as transmission vehicles if contaminated.
A “no touch” technique for examining wounds and changing dressings eliminates direct
contact with any nonsterile item. Invasive procedures such as catheter insertion and lumbar
punctures are carried out under aseptic precautions similar to those used in the operat-
ing room. In all circumstances, hand-washing between patient contacts is the single most
important aseptic precaution.

The general aseptic practices used on the hospital ward are also appropriate to the outpa-
tient situation as preventive measures. The potential for cross-infection in the clinic or wait-
ing room is obvious, but has been little studied regarding preventive measures. Patients who
may be infected should be segregated whenever possible using techniques similar to those
of hospital ward isolation. The examining room may be used in a manner analogous to the
private rooms on a hospital ward. Although this approach is difficult because of patient
turnover, it should be attempted for infections that would require strict or respiratory isola-
tion in the hospital.

B Isolation Procedures

Patients with infections pose special problems because they may transmit their infections to
other patients either directly or by contact with a staff member. This additional risk is man-
aged by the techniques of isolation, which place barriers between the infected patient and
others on the ward. Because not every infected patient presents with suspect signs and/or
symptoms, some precaution should be taken with all patients. In the system recommended
by the Centers for Disease Control and Prevention, these are called standard precautions
and include the use of gowns and gloves when in contact with patient blood or secretions.
These are particularly directed at protecting healthcare workers from HIV and hepatitis
infection. For those with suspected or proven infection, additional precautions are taken,
the nature of which is determined by the known mode of transmission of the organism.
These transmission-based precautions are divided into those directed at airborne, droplet,
and contact routes. The airborne transmission precautions are for infections known to be
transmitted by extremely small (< 5 pm) particles suspended in the air. This requires that
the room air circulation be maintained with negative pressure relative to the surrounding
area and be exhausted to the outside. Those entering the room must wear surgical masks,
and in the case of tuberculosis, specially designed respirators. Droplet precautions are for
infections in which the organisms are suspended in larger droplets, which may be airborne,
but generally do not travel more than 3 feet from the patient who generates them. These
can be contained by the use of gowns, gloves, and masks when working close to the patient.
Contact precautions are used for infections that require direct contact with organisms on
or that pass in secretions of the patient. Diarrheal infections are of special concern because
of the extent to which they contaminate the environment. Details of the precautions and
examples of the typical infectious agents are summarized in Table 3-3.

B Organization

Modern hospitals are required to have formal infection control programs that include an
infection control committee, epidemiology service, and educational activities. The infec-
tion control committee comprises representatives of various medical, administrative, nurs-
ing, housekeeping, and spport services. The committee establishes the institution’s infection
control procedures, and regularly reviews information on the status of nosocomial infec-
tions in the hospital. When epidemiologic circumstances warrant it, the committee must be
empowered to take drastic action such as closing a hospital unit or suspending a physician’s
privileges.

The epidemiology service is the working arm of the infection control committee. Its
functions are conducted by one or more epidemiologists who usually have a nursing back-
ground. This work requires familiarity with clinical microbiology, epidemiology, infec-
tious disease, and hospital procedures, as well as immense tact. The main activities are

Hand-washing is the most
important measure

Waiting areas present a risk

Standard precautions protect
healthcare workers from HIV
infection

Transmission precautions block
airborne, droplet, and contact
routes

Infection control programs
determine and enforce policy
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TABLE 3-3 Precautions for Prevention of Nosocomial Infections
PRECAUTION ROOM HAND-WASHING* GLOVES GOWNS MASK® TYPICAL DISEASES
Standard After removing gloves, Blood, Blood, fluid During procedures Al

between patients fluid contact,  contact, during

Transmission-based

touching skin  procedures

Airborne Private, After removing gloves,  Room entry ~ Room entry Room entry or Measles, chickenpox,
negative between patients respirator? tuberculosis?
pressure*

Droplet Private® After removing gloves, Blood, fluid Blood, fluid Within 3 feet of Meningitis, pertussis,

between patients contact contact patient plague, influenza

Contact Private® After removing gloves, ~ Room entry  Patient contact = — Infectious diarrhea,

between patients S aureus wounds

“Using a disinfectant soap.
°Standard surgical mask, goggles.

‘Room pressure must be negative in relation to surrounding area and the circulation exhausted outside the building.
IFor patients with diagnosed or suspect tuberculosis, a specially filtered respirator/mask must be worn.

¢Door may be left open and patients with the same organism may share a room.

fParticularly Clostridium difficile, Escherichia coli O:157, Shigella, and incontinent patients shedding rotavirus or hepatitis A.

Epidemiologic surveillance and
outbreak investigation are required

surveillance and outbreak investigation. Surveillance is the collection of data documenting
the frequency and nature of nosocomial infections in the hospital to detect deviations from
the institutional or national norms. Although routine microbiologic sampling of the hos-
pital environment is of no value, programs to sample some of the medical devices known
to be nosocomial hazards can be useful. On-the-spot investigation of potential outbreaks
allows early implementation of preventive measures. This activity is probably the single
most important function of the epidemiology service. Suspicion of an increased number of
infections leads to an investigation to verify the facts, establish basic epidemiologic associa-
tions, and relate them to preventive measures. The primary concern is cross-infection, in
which a virulent organism is being transmitted from patient to patient.

B Prevention

The prevention of nosocomial infections is contingent on basic and applied knowledge
drawn from all parts of this book. Applied with common sense, these principles can both
prevent disease and reduce the costs of medical care.



Principles of Laboratory
Diagnosis of Infectious Diseases

The diagnosis of a microbial infection begins with an assessment of clinical and epide-
miologic features, leading to the formulation of a diagnostic hypothesis. Anatomic local-
ization of the infection with the aid of physical and radiologic findings (eg, right lower
lobe pneumonia, subphrenic abscess) is usually included. This clinical diagnosis suggests a
number of possible etiologic agents based on knowledge of infectious syndromes and their
courses. The specific cause is then established by the application of methods described in
this chapter. A combination of science and art on the part of both the clinician and labora-
tory worker is required: The clinician must select the appropriate tests and specimens to be
processed and, where appropriate, suggest the suspected etiologic agents to the laboratory.
The laboratory worker must use the methods that will demonstrate the probable agents, and
be prepared to explore other possibilities suggested by the clinical situation or by the find-
ings of the laboratory examinations. The best results are obtained when communication
between the clinician and laboratory is maximal.

The general approaches to laboratory diagnosis vary with different microorganisms and
infectious diseases. However, the types of methods are usually some combination of direct
microscopic examinations, culture, antigen detection, and antibody detection (serology).
Nucleic acid amplification (NAA) assays that allow direct detection of genomic compo-
nents of pathogens are now numerous, and are becoming more routinely conducted in
many clinical microbiology laboratories as they have become more automated and less
expensive. This chapter considers the principles of infectious disease laboratory diagnosis.
Details with regard to particular agents are discussed in their chapters and with regard to
clinical situations in the clinical tables at the back of the book. All diagnostic approaches
begin with some kind of specimen collected from the patient.

THE SPECIMEN

The primary connection between the clinical encounter and the diagnostic laboratory is
the specimen submitted for processing. If it is not appropriately chosen and/or collected,
no degree of laboratory skill can rectify the error. Failure at the level of specimen collection
is the most common reason for failing to establish an etiologic diagnosis, or worse, for sug-
gesting a wrong diagnosis. In the case of bacterial infections, the primary problem lies in
distinguishing resident or contaminating normal floral organisms from those causing the
infection. The three specimen categories illustrated in Figure 4-1A-C are discussed in the
text that follows.

B DirectTissue or Fluid Samples

Direct specimens (Figure 4-1A) are collected from normally sterile tissues (lung, liver)
and body fluids (cerebrospinal fluid, blood). The methods range from needle aspiration

Microscopic, culture, antigen, and
antibody detection are classic
methods

Genomic approaches are becoming
the new gold standard for specific
types of microorganisms and are
continuing to expand in
applications.

Quality of the specimen is crucial

55



FIGURE 4-1. Specimens for the
diagnosis of infection.A. Direct
specimen. The pathogen is localized in
an otherwise sterile site, and a barrier
such as the skin must be passed to
sample it. This may be done surgically
or by needle aspiration as shown.The
specimen collected contains only the
pathogen. Examples are deep abscess
and cerebrospinal fluid. B. Indirect

sample. The pathogen is localized as in A,

but must pass through a site containing
normal flora in order to be collected.
The specimen contains the pathogen,
but is contaminated with the nonpatho-
genic flora. The degree of contamination
is often related to the skill with which
the normal floral site was “bypassed” in
specimen collection. Examples are
expectorated sputum and voided urine.
C. Sample from site with normal flora.
The pathogen and nonpathogenic flora
are mixed at the site of infection. Both are
collected and the nonpathogen is either
inhibited by the use of selective culture
methods or discounted in interpretation
of culture results. Examples are throat
and stool.

Direct samples give highest quality
and risk

Bypassing the microbiota requires
extra effort

Results require interpretive
evaluation of contamination

Strict pathogens can be specifically
sought

Lack of normal viral flora simplifies
interpretation
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of an abscess to surgical biopsy. In general, such collections require the direct involve-
ment of a physician and may carry some risk for the patient. The results are always useful
because positive findings are diagnostic and negative findings can exclude infection at the
suspected site.

B Indirect Samples

Indirect samples (Figure 4-1B) are specimens of inflammatory exudates (expectorated spu-
tum, voided urine) that have passed through sites known to be colonized with the resident
microbiota. The site of origin is usually sterile in healthy persons; however, some assess-
ment of the probability of contamination with normal flora during collection is necessary in
interpretation of the results. This assessment requires knowledge of the potential contami-
nating flora as well as the probable pathogens to be sought. Indirect samples are usually more
convenient for both physician and patient, but carry a higher risk of misinterpretation. For
some specimens, such as expectorated sputum, guidelines to assess specimen quality have
been developed by correlation of clinical and microbiologic findings.

B Samples from Microbiota Sites

Frequently, the primary site of infection is in an area known to be colonized with many
organisms (pharynx and large intestine) (Figure 4-1C). This is primarily an issue with bac-
terial diagnosis because they dominate the makeup of the microbiota. In such instances,
examinations are selectively made for organisms known to cause infection that are not nor-
mally found at the infected site. For example, the enteric pathogens Salmonella, Shigella,
and Campylobacter may be selectively sought in a stool specimen or only B-hemolytic strep-
tococci in a throat culture. In these instances, selective media that inhibit growth of the
other bacteria are used or, if growing, they are simply ignored. Molecular assays that target
the specific pathogens in these specimens are becoming more widely used in place of the
selective cultures.

The selection of specimens for viral diagnosis is easier because there is usually little resi-
dent viral flora to confuse interpretation. This allows selection guided by knowledge of
which sites are most likely to yield the suspected etiologic agent. For example, enteroviruses
are the most common viruses involved in acute infection of the central nervous system.

Specimens that might be expected to yield these agents on culture or in molecular assays
include nasopharyngeal or throat swabs, stool, and cerebrospinal fluid.
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B Specimen Collection and Transport

The sterile swab is the most convenient and most commonly used tool for specimen col-
lection; however, it provides the poorest conditions for survival, can only absorb a small
volume of inflammatory exudate, and is easily contaminated with adjacent microbiota. The
worst possible specimen is a dried-out swab; the best is a collection of 5 to 10 mL or more
of the infected fluid or tissue. The volume is important because infecting organisms that are
present in small numbers may not be detected in a small sample.

Specimens should be transported to the laboratory as soon after collection as possible
because some microorganisms survive only briefly outside the body. For example, unless
special transport media are used, isolation rates of the organism that causes gonorrhea
(Neisseria gonorrhoeae) are decreased when processing is delayed beyond a few minutes.
Likewise, many respiratory viruses survive poorly outside the body. In contrast, some bac-
teria survive well and may even multiply after the specimen is collected. The growth of
enteric Gram-negative rods in specimens awaiting culture may, in fact, compromise speci-
men interpretation and interfere with the isolation of more fastidious organisms. Signifi-
cant changes are associated with delays of more than 3 to 4 hours.

Various transport media have been developed to minimize the effects of the delay
between specimen collection and laboratory processing. In general, they are buffered fluid
or semisolid media containing minimal nutrients and are designed to prevent drying,
maintain a neutral pH, and minimize growth of bacterial contaminants. Other features may
be required to meet special requirements, such as an oxygen-free atmosphere for obligate
anaerobes or specific (validated) collection-transport systems for molecular assays.

DIRECT EXAMINATION

Of the infectious agents discussed in this book, only some of the parasites are large enough
to be seen with the naked eye. Bacteria and fungi can be seen clearly with the light micro-
scope when appropriate methods are used. Individual viruses can be seen only with the
electron microscope, although aggregates of viral particles in cells (viral inclusions) may be
seen by light microscopy. Various stains are used to visualize and differentiate microorgan-
isms in smears and histologic sections.

B Light Microscopy

Direct examination of stained or unstained preparations by light (bright-field) micros-
copy (Figure 4-2A) is particularly useful for detection of bacteria, fungi, and parasites.
Even the smallest bacteria (1-2 um wide) can be visualized, although all require staining
and some require special lighting techniques. As the resolution limit of the light microscope
is near 0.2 pm, the optics must be ideal if small organisms are to be seen clearly by direct
microscopy. These conditions may be achieved with a X 100 oil immersion objective, a X 5
to X 10 eyepiece, and optimal lighting.

Bacteria may be stained by a variety of dyes, including methylene blue, crystal violet,
carbol-fuchsin (red), and safranin (red). The two most important methods, the Gram and
acid-fast techniques, use staining, decolorization, and counterstaining in a manner that
helps to classify as well as stain the organism.

The differential staining procedure described in 1884 by the Danish physician Hans Chris-
tian Gram has proved one of the most useful in microbiology and medicine. The procedure
(Figure 4-3A) involves the application of a solution of jodine in potassium iodide to cells
previously stained with an acridine dye such as crystal violet. This treatment produces a
mordanting action in which purple insoluble complexes are formed with ribonuclear pro-
tein in the cell. The difference between Gram-positive and Gram-negative bacteria is in
the permeability of the cell wall to these complexes on treatment with mixtures of acetone
and alcohol solvents. This extracts the purple iodine-dye complexes from Gram-negative
cells, whereas Gram-positive bacteria retain them. An intact cell wall is necessary for a
positive reaction, and Gram-positive bacteria may fail to retain the stain if the organisms
are old, dead, or damaged by antimicrobial agents. Rarely, a Gram-negative organism
(eg, Acinetobacter) will appear Gram positive. The stain is completed by the addition of red

Swabs limit volume, survival, and
may yield misleading results.

Viability may be lost if specimen is
delayed

Transport media stabilize
conditions and prevent drying

All but some parasites require
microscopy for visualization

Bacteria are visible if optics are
maximized

Bacteria must be stained

Gram-positive bacteria retain
purple iodine-dye complexes

Gram-negative bacteria do not
retain complexes when decolorized
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FIGURE 4-2. Bright-field, dark-field, and fluorescence microscopy.A. Bright-field illumina-
tion properly aligned. The purpose is to focus light directly on the preparation for optimal visualization
against a bright background. B. In dark-field illumination, a black background is created by blocking
the central light. Peripheral light is focused so that it will be collected by the objective only when it is
reflected from the surfaces of particles (eg, bacteria). The microscopic field shows bright halos around
some bacteria and reveals a spirochete too thin to be seen with bright-field illumination. C. Fluores-
cence microscopy is similar to dark-field microscopy, except that the light source is ultraviolet and the
organisms are stained with fluorescent compounds. The incident light generates light of a different
wavelength, which is seen as a halo (colored in this illustration) around only the organism tagged with
fluorescent compounds. For the most common fluorescent compound, the light is green.

counter-stain such as safranin, which is taken up by bacteria that have been decolorized.
Thus, cells stained purple are Gram positive, and those stained red are Gram negative. As
indicated in Chapter 21, Gram positivity and negativity correspond to major structural dif-
ferences in the cell wall.

In many bacterial infections, the etiologic agents are readily seen on stained Gram
smears of pus or fluids. The purple or red bacteria are seen against a Gram-negative (red)
background of leukocytes, exudate, and debris (Figures 4-3A and 4-4C). This information,
combined with the clinical findings, may guide the management of infection before cul-
ture results are available. Interpretation requires considerable experience and knowledge of
probable causes, of their morphology and Gram reaction, and of any organisms normally
present in health at the infected site.

Acid fastness is a property of the mycobacteria (eg, Mycobacterium tuberculosis) and related
organisms. Acid-fast organisms generally stain very poorly with dyes, including those used
in the Gram stain. However, they can be stained by prolonged application of more concen-
trated dyes, by penetrating agents, or by heat treatment. Their unique feature is that when
stained, acid-fast bacteria resist decolorization by concentrations of mineral acids and etha-
nol that remove the same dyes from other bacteria. This combination of weak initial staining
and strong retention once stained is related to the high lipid content of the mycobacterial
cell wall. Acid-fast stains are completed with a counterstain to provide a contrasting back-
ground for viewing the stained bacteria (Figure 4-3B).
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A. Gram stain B. Acid-fast stain

Steps

D Unstained
- Purple

1.
. Blue Staining

B Red

2.
Decolorization

Gram-positive
3.
Counterstain

Gram-negative

FIGURE 4-3. Gram and acid-fast stains. Four bacteria and a polymorphonuclear neutrophil
are shown at each stage. All are initially stained purple by the crystal violet and iodine of the Gram
stain (Al) and red by the carbol fuchsin of the acid-fast stain (Bl). After decolorization, Gram-positive
and acid-fast organisms retain their original stain. Others are unstained (A2, B2).The safranin of the
Gram counterstain stains the Gram-negative bacteria and makes the background red (A3), and the
methylene blue leaves a blue background for the contrasting red acid-fast bacillus (B3).

In the acid-fast procedure, the slide is flooded with carbol-fuchsin (red) and decolor-
ized with hydrochloric acid in alcohol. When counterstained with methylene blue, acid-fast
organisms appear red against a blue background (Figure 4-4B). A variant is the fluorochrome
stain, which uses a fluorescent dye (auramine, or an auramine-rhodamine mixture), followed
by decolorization with acid-alcohol. Acid-fast organisms retain the fluorescent stain, which
allows their visualization by fluorescence microscopy. The fluorochrome stain is more sen-
sitive and allows rapid screening and, therefore, has become the method of choice in most
laboratories performing testing for acid-fast organisms.

The smallest fungi are the size of large bacteria, and all parasitic forms are larger. This allows
detection in simple wet mount preparations, often without staining. Fungi in sputum or
body fluids can be seen by mixing the specimen with a potassium hydroxide solution
(to dissolve debris) and viewing with a medium power lens. The use of simple stains or the
fluorescent calcofluor white improves the sensitivity of detection. Another technique is to
mix the specimen with India ink, which outlines the fungal cells (Figure 4-4F). Detection
of the cysts and eggs of parasites requires a concentration procedure if the specimen is stool,
but once done they can be visualized with a simple iodine stain (Figure 4-5).

Acid-fast

There are multiple variants of the
acid-fast stain

Fungi and parasites visible with
simple stains
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Simple Stains Differential Stains Special Stains

A Crystal violet stain C Gram stain F India ink capsule stain of
of Escherichia coli Purple cells are Gram positive. Cryptococcus neoformans
Red cells are Gram negative.

B Methylene blue stain D Acid-fast stain G Flagellar stain of Proteus vulgaris.
of Corynebacterium Red cells are acid-fast. A basic stain was used to
Blue cells are nonacid-fast. build up the flagella.

E Endospore stain, showing endospores (red)
and vegetative cells (blue)

FIGURE 4-4. Types of microbiologic stains. (Reproduced with permission from Willey |M:
Prescott, Harley, & Klein's Microbiology, 7 edition. McGraw-Hill, 2008.)

Some bacteria, such as Treponema pallidum, the cause of syphilis, are too thin to be visu-
alized with the usual bright-field illumination. They can be seen by use of the dark-field
technique. With this method, a condenser focuses light diagonally on the specimen in such
a way that only light reflected from particulate matter, such as bacteria, reaches the eye-
piece (Figure 4-2 B). The angles of incident and reflected light are such that the organisms
are surrounded by a bright halo against a black background. This type of illumination is
also used in other microscopic techniques, in which a high light contrast is desired, and
for observation of fluorescence. Fluorescent compounds, when excited by incident light
of one wavelength, emit light of a longer wavelength and thus a different color. When the



PRINCIPLES OF LABORATORY DIAGNOSIS OF INFECTIOUS DISEASES

fluorescent compound is conjugated with an antibody as a probe for detection of a specific
antigen, the technique is called immunofluorescence, or fluorescent antibody microscopy
(Figure 4-6). The appearance is the same as in dark-field microscopy except that the halo
is the emitted color of the fluorescent compound (Figures 4-2C and 4-6 C and D). Immu-
nofluorescence stains are the most commonly used stains for detection of viruses though
these are being replaced by the more sensitive molecular assays. For improved safety, most
modern fluorescence microscopy systems direct the incident light through the objective
from above (epifluorescence).

B Electron Microscopy

Electron microscopy shows structures by transmission of an electron beam and has 10 to
1000 times the resolving power of light microscopic methods. For practical reasons, its
diagnostic application is limited to virology, where, because of the resolution possible at
high magnification, it offers results not possible by any other method. Using negative stain-
ing techniques for direct examination of fluids and tissues from affected body sites enables
visualization of viral particles. In some instances, electron microscopy has been the primary
means of discovery of viruses that do not grow in the usual cell culture systems. Molecular
assays are replacing electron microscopy for detection of many viruses.

CULTURE

Growth and identification of the infecting agent in vitro is usually the most sensitive and
specific means of diagnosis and is, thus, the method most commonly used. Theoretically,
the presence of a single live organism in the specimen can yield a positive result. Most
bacteria and fungi can be grown in a variety of artificial media, but strictly intracellular
microorganisms (eg, Chlamydia, Rickettsia, and viruses) can be isolated only in cultures
of living eukaryotic cells. The culture of some parasites is possible, but used only in highly
specialized laboratories.

B Isolation and Identification of Bacteria and Fungi

Almost all medically important bacteria can be cultivated outside the host in artificial
culture media. A single bacterium placed in the proper culture conditions multiplies to
quantities sufficient to be seen by the naked eye. Bacteriologic media are soup-like recipes
prepared from digests of animal or vegetable protein supplemented with nutrients such as
glucose, yeast extract, serum, or blood to meet the metabolic requirements of the organ-
ism. Their chemical composition is complex, and their success depends on matching the
nutritional requirements of most heterotrophic living things. The same approaches as well
as some of the same culture media used for bacteria are also used for fungi.

CHAPTER 4

FIGURE 4-5. lodine-stained para-
site eggs. Two eggs of the intestinal
fluke Clonorchis sinensis are present in
this stool specimen. (Reproduced with
permission from Connor DH, Chandler
FW, Schwartz DQ, et al: Pathology of
Infectious Diseases. Stamford CT: Apple-
ton & Lange, 1997.)

Dark-field creates a halo around
organisms too thin to see by
bright-field

Fluorescent stains convert

dark-field to fluorescence
microscopy

Viruses are visible only by electron
microscopy

Bacteria grow in soup-like media
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FIGURE 4-6. Direct and indirect immunofluorescence.A. In the direct fluorescent anti-
body (DFA), the specimen containing antigen is fixed to a slide. Fluorescently labeled antibodies that
recognize the antigen are then added, and the specimen is examined with a fluorescence microscope
for yellow-green fluorescence. B. The indirect fluorescent antibody technique (IFA) detects antigen on
a slide as it reacts with an unlabeled antibody directed against it. The original antigen—antibody com-
plex is detected with a second labeled antibody that recognizes any antibody. C. Three infected nuclei
in a cytomegalovirus-positive tissue culture. D. Several infected cells in a herpes simplex virus—positive
tissue culture. (Reproduced with permission from Willey JM: Prescott, Harley, & Klein's Microbiology, 7t
edition. McGraw-Hill, 2008.)

Growth in media prepared in the fluid state (broths) is apparent when bacterial numbers
are sufficient to produce turbidity or macroscopic clumps. Turbidity results from reflection
of transmitted light by the bacteria; depending on the size of the organism, more than 10°
bacteria per milliliter of broth are required. The addition of a gelling agent to a broth
medium allows its preparation in solid form as plates in Petri dishes. The universal gelling
agent for diagnostic bacteriology is agar—a polysaccharide extracted from seaweed. Agar
has the convenient property of becoming liquid at approximately 95°C but not returning
to the solid gel state until cooled to less than 50°C. This allows the addition of a heat-labile
substance such as blood to the medium before it sets. At temperatures used in the diag-
nostic laboratory (37°C or lower), broth—agar exists as a smooth, solid, nutrient gel. This
medium, usually termed “agar,” may be qualified with a description of any supplement (eg,
blood agar).

A useful feature of agar plates is that the bacteria can be separated by spreading a small
sample of the specimen over the surface. Bacterial cells that are well separated from others
grow as isolated colonies, often reaching 2 to 3 mm in diameter after overnight incuba-
tion. This allows isolation of bacteria in pure culture because the colony is assumed to arise
from a single organism (Figure 4-7). Colonies vary greatly in size, shape, texture, color,
and other features called colonial morphology. Colonies from different species or genera
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Note: This method only works if the spreading
tool (usually an inoculating loop) is resterilized
after each of steps 1-4.

o
=

A Steps in a Streak Plate

FIGURE 4-7. Bacteriologic plate streaking. Plate streaking is essentially a dilution procedure.
A. (1) The specimen is placed on the plate with a swab, loop, or pipette and evenly spread over
approximately part of plate surface with a sterilized bacteriologic loop (2-5).The loop is flamed to
remove residual bacteria, and a series of overlapping streaks are made flaming the loop between each
one. B. After overnight incubation, heavy growth is seen in the primary areas followed by isolated
colonies. More than one organism is present because both a red and a clear colony are seen.
(Reproduced with permission from Willey JM: Prescott, Harley, & Klein’s Microbiology, 7% edition.
McGraw-Hill, 2008.)

often differ substantially, whereas those derived from the same strain are usually consistent.
Differences in colonial morphology are very useful for separating bacteria in mixtures and
as clues to their identity. Some examples of colonial morphology are shown in Figure 4-8.

New methods that do not depend on visual changes in the growth medium or colony
formation are also used to detect bacterial growth in culture. These techniques include opti-
cal, chemical, and electrical changes in the medium, produced by the growing numbers
of bacterial cells or their metabolic products. Many of these methods are more sensitive
than classic techniques and, thus, can detect growth hours, or even days, earlier than tra-
ditional methods. Some have also been engineered for instrumentation and automation.
For example, one fully automated system that detects bacterial metabolism fluorometrically
can complete a bacterial identification and antimicrobial susceptibility test in 2 to 4 hours.

Over the last 100 years, countless media have been developed by microbiologists to aid in
the isolation and identification of medically important bacteria and fungi. Only a few have
found their way into routine use in clinical laboratories. These may be classified as nutrient,
selective, or indicator media.

Nutrient Media The nutrient component of a medium is designed to satisfy the growth
requirements of the organism to permit isolation and propagation. For medical purposes,
the ideal medium would allow rapid growth of all agents. No such medium exists; however,
several suffice for good growth of most medically important bacteria and fungi. These media
are prepared with enzymatic or acid digests of animal or plant products such as muscle, milk,
or soybeans. The digest reduces the native protein to a mixture of polypeptides and amino
acids that also includes trace metals, coenzymes, and various undefined growth factors. For
example, one common broth contains a pancreatic digest of casein (milk curd) and a papaic
digest of soybean meal. To this nutrient base, salts, vitamins, or body fluids such as serum
may be added to provide pathogens with the conditions needed for optimum growth.

Selective Media Selective media are used when specific pathogenic organisms are
sought in sites with an extensive microbiota (eg, Campylobacter species in fecal specimens).
In these cases, other bacteria may overgrow the suspected etiologic species in simple
nutrient media, either because the pathogen grows more slowly or because it is present in
much smaller numbers. Selective media usually contain dyes, other chemical additives, or
antimicrobial agents at concentrations designed to inhibit contaminating flora but not the
suspected pathogen.

Optical, chemical, and electrical
methods can detect growth

Media are prepared from animal or
plant products

Unwanted organisms are inhibited
with chemicals or antimicrobials
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FIGURE 4-8. Bacterial colonial morphology. The colonies formed on agar plates by three
different Gram-negative bacilli are shown at the same magnification. Each is typical for its species,
but variations are common. A. Escherichia coli colonies are flat with an irregular scalloped edge.
B. Klebsiella pneumoniae colonies with a smooth entire edge and a raised glistening surface.

C. Pseudomonas aeruginosa colonies with an irregular reflective surface, suggesting hammered metal.

Indicator Media Indicator media contain substances designed to demonstrate biochemical
or other features characteristic of specific pathogens or organism groups. The addition to
the medium of one or more carbohydrates and a pH indicator is frequently used. A color
change in a colony indicates the presence of acid products and thus of fermentation or
oxidation of the carbohydrate by the organism. The addition of red blood cells (RBCs) to
plates allows the hemolysis produced by some organisms to be used as a differential feature.
In practice, nutrient, selective, and indicator properties are often combined to various
degrees in the same medium. It is possible to include an indicator system in a highly nutrient
medium and also make it selective by adding appropriate antimicrobials. Some examples of
culture media commonly used in diagnostic microbiology are listed in Appendix 4-1, and
more details of their constitution and application are provided in Appendix 4-2.

Aerobic After inoculation, cultures of most aerobic bacteria are placed in an incubator
with temperature maintained at 35°C to 37°C. Slightly higher or lower temperatures are
used occasionally to selectively favor a certain organism or organism group. Most bacteria
that are not obligate anaerobes grow in air; however, CO, is required by some and enhances
the growth of others. Incubators that maintain a 2% to 5% concentration of CO, in air are
frequently used for primary isolation, because this level is not harmful to any bacteria and
improves isolation of some. A simpler method is the candle jar, in which a lighted candle
is allowed to burn to extinction in a sealed jar containing plates. This method adds 1% to
2% CO, to the atmosphere. Some bacteria (eg, Campylobacter) require a microaerophilic
atmosphere with reduced oxygen (5%) and increased CO, (10%) levels to grow. This can be
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achieved by using a commercially available packet that is placed in a jar which is then sealed
similar to the anaerobic system described further.

Anaerobic Strictly anaerobic bacteria do not grow under the conditions just described,

and many die when exposed to atmospheric oxygen or high oxidation-reduction potentials.

Most medically important anaerobes grow in the depths of liquid or semisolid media

containing any of a variety of reducing agents, such as cysteine, thioglycollate, ascorbic

acid, or even iron filings. An anaerobic environment for incubation of plates can be achieved ~ Anaerobes require reducing

by replacing air with a gas mixture containing hydrogen, CO,, and nitrogen and allowing ~ conditions and protection from
the hydrogen to react with residual oxygen on a catalyst to form water. A convenient  OXygen

commercial system accomplishes this chemically in a packet that is added before the jar is

sealed. Specimens suspected to contain significant anaerobes should be processed under

conditions designed to minimize exposure to atmospheric oxygen at all stages.

Routine laboratory systems for processing specimens from various sites are needed because

no single medium or atmosphere is ideal for all bacteria. Combinations of broth and solid-

plated media and aerobic, CO,, and anaerobic incubation must be matched to the organ- ~ Routine systems are designed
isms expected at any particular site or clinical circumstance. Examples of such routines are ~ to detect the most common
shown in Table 4-1. In general, it is not practical to routinely include specialized media for ~ ©rganisms

isolation of rare organisms such as Corynebacterium diphtheriae or Legionella pneumophila.

For detection of these and other uncommon organisms, the laboratory must be specifically

informed of their possible presence by the physician. Appropriate media and special proce-

dures can then be included.

When growth is detected in any medium, the process of identification begins. Identifica-
tion involves methods for obtaining pure cultures from single colonies, followed by tests
designed to characterize and identify the isolate. The exact tests and their sequences vary
with different groups of organisms, and the taxonomic level (genus, species, subspecies, etc)
of identification needed varies according to the medical usefulness of the information. In
some cases, only a general description or the exclusion of particular organisms is important.
For example, a report of “mixed oral flora” in a sputum specimen or “No Salmonella, Shigella,
or Campylobacter isolated” in a fecal specimen may provide all the information needed.

Extent of identification is linked to
medical relevance

Routine Use of Gram Smear and Isolation Systems for Selected Clinical Specimens®
SPECIMEN
MEDIUM (INCUBATION) BLOOD CEREBROSPINAL WOUND, GENITAL, THROAT SPUTUM URINE STOOL
FLUID PUS CERVIX
Gram smear X X X X
Soybean—casein digest broth (CO,) x
Selenite F broth (air) X
Blood agar (CO,) X X X X
Blood agar (anaerobic) X D&
MacConkey agar (air) X X X X
Chocolate agar (CO,) X X x PCR
preferred
Martin—Lewis agar (CO,) x PCR
preferred
Hektoen agar (air) X
Campylobacter agar (CO,, 42°C)¢ X

“The added sensitivity of a nutrient broth is used only when contamination by normal flora is unlikely. Exact media and isolation systems may vary between laboratories.
Anaerobic incubation used to enhance hemolysis by B-hemolytic streptococci.
‘Incubation in a reduced oxygen atmosphere.
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B Features Used to Classify Bacteria and Fungi

Cultural characteristics include the demonstration of properties such as unique nutritional
requirements, pigment production, and the ability to grow in the presence of certain sub-
stances (sodium chloride, bile) or on certain media (MacConkey, nutrient agar). Demon-
stration of the ability to grow at a particular temperature or to cause hemolysis on blood
agar plates is also used. For fungi, growth as a yeast colony or a mold is the primary separa-
tor. For molds, the morphology of the mold structures (hyphae, conidia, etc) are the pri-
mary means of identification.

The ability to attack various substrates or to produce particular metabolic products has
broad application to the identification of bacteria and yeast. The most common properties
examined are listed in Appendix 4-3. Biochemical and cultural tests for bacterial identifi-
cation are analyzed by reference to tables that show the reaction patterns characteristic of
individual species. In fact, advances in computer analysis have now been applied to identi-
fication of many bacterial and fungal groups. These systems use the same biochemical prin-
ciples together with computerized databases to determine the most probable identification
from the observed test pattern.

Direct evidence of virulence in laboratory animals is rarely needed to confirm a clinical diag-
nosis. In some diseases caused by production of a specific toxin, the toxin may be detected in
vitro through cell cultures or immunologic methods. Neutralization of the toxic effect with
specific antitoxin is the usual approach to identify the toxin. Toxin testing is conducted only
in specialized laboratories. Molecular assays have been developed for some toxins.

Viruses, bacteria, fungi, and parasites possess many antigens, such as capsular polysaccharides,
surface proteins, and cell wall components. Serology involves the use of antibodies of known
specificity to detect antigens present on whole organisms or free in extracts (soluble antigens).
The methods used for demonstrating antigen-antibody reactions are discussed in “Antibody
Detection (Serology)”

Nucleic acid-sequence relatedness as determined by homology and direct sequence com-
parisons have become a primary determinant of taxonomic decisions. They are discussed
later in the section on nucleic acid methods.

B Isolation and Identification of Viruses

Living cell cultures that can support their replication are the primary means of isolating
pathogenic viruses. The cells are derived from a tissue source by outgrowth of cells from a
tissue fragment (explant) or by dispersal with proteolytic agents such as trypsin. They are
allowed to grow in nutrient media on a glass or plastic surface until a confluent layer one
cell thick (monolayer) is achieved. In some circumstances, a tissue fragment with a special-
ized function (eg, fetal trachea with ciliated epithelial cells) is cultivated in vitro and used
for viral detection. This procedure is known as organ culture.

Three basic types of cell culture monolayers are used in diagnostic virology. The primary
cell culture, in which all cells have a normal chromosome count (diploid), is derived from
the initial growth of cells from a tissue source. Redispersal and regrowth produce a second-
ary cell culture, which usually retains characteristics similar to those of the primary cul-
ture (diploid chromosome count and virus susceptibility). Monkey and human embryonic
kidney cell cultures are examples of commonly used primary and secondary cell cultures.

Further dispersal and regrowth of secondary cell cultures usually lead to one of two out-
comes: the cells eventually die, or they undergo spontaneous transformation, in which the
growth characteristics change, the chromosome count varies (haploid or heteroploid), and



PRINCIPLES OF LABORATORY DIAGNOSIS OF INFECTIOUS DISEASES

the susceptibility to virus infection differs from that of the original. These cell cultures have
characteristics of “immortality”; that is, they can be redispersed and regrown many times
(serial cell culture passage). They can also be derived from cancerous tissue cells or pro-
duced by exposure to mutagenic agents in vitro. Such cultures are commonly called cell
lines. A common cell line in diagnostic use is the Hep-2, derived from a human epithelial
carcinoma. A third type of culture is often termed a cell strain. This culture consists of
diploid cells, commonly fibroblastic, that can be redispersed and regrown a finite num-
ber of times; usually, 30 to 40 cell culture passages can be made before the strain dies out
or spontaneously transforms. Human embryonic tonsil and lung fibroblasts are common
cell strains used in clinical virology laboratories that are continuing to perform cultures.
Molecular assays that are faster, more sensitive, and more cost-effective are replacing the
standard viral culture techniques in many laboratories.

Shell vial techniques using coverslips with monolayers of cell lines have been developed
for some viruses (eg, cytomegalovirus, respiratory viruses) to provide a more rapid culture
method. Virus is amplified in the cell culture vials after low-speed centrifugation. Then
fluorescent staining techniques using monoclonal antibodies for the specific virus are used
to detect early viral antigens prior to the development of cytopathic effect (CPE).

B Cells from cancerous tissue may grow continuously

Viral growth in susceptible cell cultures can be detected in several ways. The most com-
mon effect is seen with lytic or cytopathic viruses; as they replicate in cells, they produce
alterations in cellular morphology (or cell death), which can be observed directly by light
microscopy under low magnification (30 or x100). This CPE varies with different viruses
in different cell cultures. For example, enteroviruses often produce cell rounding, pleomor-
phism, and eventual cell death in various culture systems, whereas measles and respiratory
syncytial viruses cause fusion of cells to produce multinucleated giant cells (syncytia). The
microscopic appearance of some normal cell cultures and the CPE produced in them by
different viruses are illustrated in Figure 4-9.

Primary cultures either die out or
transform

Cell strains regrow a limited num-
ber of times

Viral CPE is due to morphologic
changes or cell death

CPE is characteristic for some
viruses

FIGURE 4-9. Viral cytopathic
effect (CPE).A. Normal human
diploid fibroblast cell monolayer.

B. CPE caused by infection with adeno-
virus. €. CPE caused by infection with
herpes simplex virus. (Reproduced with
permission from Willey JM: Prescott,
Harley, & Klein's Microbiology, 7* edition.
McGraw-Hill, 2008.)
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Other viruses may be detected in cell culture by their ability to produce hemagglutinins.
These hemagglutinins may be present on the infected cell membranes, as well as in the cul-
ture media, as a result of release of free, hemagglutinating virions from the cells. Addition
of erythrocytes to the infected cell culture results in their adherence to the cell surfaces—a
phenomenon known as hemadsorption. Another method of viral detection in cell culture
is by interference. In this situation, the virus that infects the susceptible cell culture pro-
duces no CPE or hemagglutinin, but can be detected by “challenging” the cell culture with
a different virus that normally produces a characteristic CPE. The second, or challenge,
virus fails to infect the cell culture because of interference by the first virus, which is thus
detected. This method is obviously cumbersome, but has been applied to the detection of
rubella virus in certain cell cultures.

For some agents, such as Epstein-Barr virus (EBV) or human immunodeficiency virus
(HIV), even more novel approaches may be applied. Both EBV and HIV can replicate in vitro
in suspension cultures of normal human lymphocytes such as those derived from neonatal
cord blood. Their presence may be determined in several ways; for example, EBV-infected B
lymphocytes and HIV-infected T lymphocytes express virus-specified antigens and viral
DNA or RNA, which can be detected with immunologic or genomic probes. In addition,
HIV reverse transcriptase can be detected in cell culture by specific assay methods. In addi-
tion, immunologic and nucleic acid probes (see further text) can also be used to detect virus
in clinical specimens or in situations in which only incomplete, noninfective virus replica-
tion has occurred in vivo or in vitro. An example is the use of in-situ cytohybridization,
whereby specific labeled nucleic acid probes are used to detect and localize papillomavirus
genomes in tissues where neither infectious virus nor its antigens can be detected.

In-vivo methods for isolation, although carried out only in highly specialized laboratories,
are also sometimes necessary. The embryonated hen’s egg is still often used for the initial
isolation and propagation of influenza A virus. Virus-containing material is inoculated on
the appropriate egg membrane, and the egg is incubated to permit viral replication and
recognition. Animal inoculation is now only occasionally used by highly specialized labo-
ratories for detecting some viruses. The usual animal host for viral isolation is the mouse;
suckling mice in the first 48 hours of life are especially susceptible to many viruses. Evi-
dence of viral replication is based on the development of illness, manifested by such signs
as paralysis, convulsions, poor feeding, or death. The nature of the infecting virus can be
turther elucidated by histologic and immunofluorescent examination of tissues or by detec-
tion of specific antibody responses. Many arboviruses and rabies virus can be detected in
this system.

Viral isolation from a suspect case involves a number of steps. First, the viruses that are
believed to be most likely involved in the illness are considered, and appropriate specimens
are collected. Centrifugation or filtration and addition of antimicrobials are frequently
required with respiratory or fecal specimens to remove organic matter, cellular debris, bac-
teria, and fungi, which can interfere with viral isolation. The specimens are then inoculated
into the appropriate cell culture systems. The time between inoculation and initial detection
of viral effects varies; however, for most viruses positive cultures are usually apparent within
5 days of collection. With proper collection methods and application of the diagnostic tools,
as discussed further, many infections can even be detected within hours. In contrast, some
viruses may require culture for a month or more before they can be detected.

On isolation, a virus can usually be tentatively identified to the family or genus level by its
cultural characteristics (eg, the type of CPE produced). Confirmation and further identi-
fication may require enhancement of viral growth to produce adequate quantities for test-
ing. This result may be achieved by inoculation of the original isolate into fresh culture
systems (viral passage) to amplify replication of the virus, as well as improve its adaptation
to growth in the in vitro system.

Neutralization and Serologic Detection Of the several ways of identifying the isolate,
the most common is to neutralize its infectivity by mixing it with specific antibody to
known viruses before inoculation into cultures. The inhibition of the expected viral effects
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on the cell culture such as CPE or hemagglutination is then evidence of that virus. As in
bacteriology, demonstration of specific viral antigens is a useful way to identify many agents.
Immunofluorescence and enzyme immunoassay (EIA) are the most common methods.

Cytology and Histology In some instances, viruses produce specific cytologic changes
in infected host tissues that aid in diagnosis. Examples include specific intranuclear
inclusions seen in neuronal infections due to herpes simplex (Cowdry type A bodies) and
due to intracytoplasmic inclusions in rabies (Negri bodies), and cell fusion, which results
in multinucleated epithelial giant cells (eg, measles and varicella zoster). Although such
findings are useful when seen, their overall diagnostic sensitivity and specificity are usually
considerably less than those of the other methods discussed.

Electron Microscopy When virions are present in sufficient numbers, they may be
further characterized by specific agglutination of viral particles on mixture with type-
specific antiserum. This technique, immune electron microscopy, can be used to identify
viral antigens specifically or to detect antibody in serum using viral particles of known
antigenicity.

Some viruses (eg, human rotaviruses and hepatitis A and B viruses) grow poorly or not
at all in the laboratory culture systems currently available. However, they can be efficiently
detected by immunologic or molecular methods (described later in this chapter).

IMMUNOLOGIC SYSTEMS

Diagnostic microbiology makes great use of the specificity of the binding between antigen
and antibody. Antisera of known specificity are used to detect their homologous antigen
in cultures, or more recently, directly in body fluids. Conversely, known antigen prepara-
tions are used to detect circulating antibodies as evidence of a current or previous infection
with that agent. Many methods are in use to demonstrate the antigen-antibody binding.
The greatly improved specificity of monoclonal antibodies has had a major impact on the
quality of methods where they have been applied. Before discussing their application to
diagnosis, the principles involved in the most important methods are discussed.

Bl Methods for Detecting an Antigen—-Antibody Reaction

When antigen and antibody combine in the proper proportions, a visible precipitate is
formed. Optimum antigen—antibody ratios can be produced by allowing one to diffuse into
the other, most commonly through an agar matrix (immunodiffusion). In the immuno-
diffusion procedure, wells are cut in the agar and filled with antigen and antibody. One or
more precipitin lines may be formed between the antigen and antibody wells, depending
on the number of different antigen—antibody reactions occurring. Counterimmunoelec-
trophoresis (CIE) is immunodiftfusion carried out in an electrophoretic field. The net effect
is that antigen and antibody are rapidly brought together in the space between the wells to
form a precipitin line.

The amount of antigen or antibody necessary to produce a visible immunologic reaction
can be reduced if either is on the surface of a relatively large particle. This condition can be
produced by fixing soluble antigens or antibody onto the surface of RBCs or microscopic
latex particles suspended in a test tube or microtiter plate well (Figure 4-10). Whole bacte-
ria are large enough to serve as the particle if the antigen is present on the microbial surface.
The relative proportions of antigen and antibody thus become less critical, and antigen-
antibody reactions are detectable by agglutination when immune serum and particulate
antigen, or particle-associated antibody and soluble antigen, are mixed on a slide. The pro-
cess is termed slide agglutination, hemagglutination, or latex agglutination depending on
the nature of the sensitized particle.

Neutralization takes some observable function of the agent, such as cytopathic effect of
viruses or the action of a bacterial toxin, and neutralizes it. This is usually done by first
reacting the agent with antibody and then placing the antigen-antibody mixture into the
test system. The steps involved are illustrated in Figure 4-11. In viral neutralization, a single

Neutralization of biologic effect
with specific antisera confirms
identification

Inclusions and giant cells suggest
viruses

Immune electron microscopy
shows agglutinated viral particles

Not all viruses grow in culture

Antisera detect viral antigens

Viral antigens detect immune
response

Both the speed and the sensitivity
of immunodiffusion are improved
by CIE

RBCs and latex particles coated
with antigen or antibody enhance
demonstration

Simple mixing on slide causes
agglutination



FIGURE 4-10. Agglutination. A
microtiter plate demonstrating hemag-
glutinating antibody. Test sera (antibody)
are placed in the wells (1-10) at the
dilutions shown across the top. Positive
controls (row | |) and negative controls
(row 12) are included. Red blood cells
are added to each well. If sufficient
antibody is present to agglutinate the
cells they sink as a mat to the bottom of
the well. If insufficient antibody is present
they sink to the bottom as a pellet. The
endpoints for A-H can be read from left
to right for each specimen. (Reproduced
with permission from Willey JM: Prescott,
Harley, & Klein's Microbiology, 7" edition.
McGraw-Hill, 2008.)
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antibody molecule can bind to surface components of the extracellular virus and inter-
fere with one of the initial events of the viral multiplication cycle (adsorption, penetration,
or uncoating). Some bacterial and viral agents directly bind to RBCs (hemagglutination).
Neutralization of this reaction by antibody blocking of the receptor is called hemagglutina-
tion inhibition (Figure 4-12).

Complement fixation assays depend on two properties of complement. The first is fixation
(inactivation) of complement on formation of antigen-antibody complexes. The second is
the ability of bound complement to cause hemolysis of sheep (RBCs coated with anti-sheep
RBC antibody (sensitized RBCs). Complement fixation assays are conducted in two stages:
The test system reacts the antigen and antibody in the presence of complement; the indica-
tor system, which contains the sensitized RBCs, detects residual complement. Hemolysis
indicates that complement was present in the indicator system and, therefore, that antigen-
antibody complexes were not formed in the test system. Primarily used to detect and quan-
titate antibody, complement fixation has been largely replaced by simpler methods that can
be readily automated.

Detection of antigen—antibody binding may be enhanced by attaching a label to one (usu-
ally the antibody) and detecting the label after removal of unbound reagents. The label may
be a fluorescent dye (immunofluorescence), a radioisotope (radioimmunoassay, or RIA),
or an enzyme (enzyme immunoassay, or EIA). The presence or quantitation of antigen—
antibody binding is measured by fluorescence, radioactivity, or the chemical reaction cata-
lyzed by the enzyme.

Immunofluorescence The most common labeling method in diagnostic microbiology is
immunofluorescence (Figure 4-6), in which antibody labeled with a fluorescent dye, usually
fluorescein isothiocyanate (FITC), is applied to a slide of material that may contain the
antigen sought. Under fluorescence microscopy, binding of the labeled antibody can be
detected asa bright green halo surrounding bacterium or, in the case of viruses, as a fluorescent
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N N A

Virus grown in
cell culture

and infectivity
titer determined

Antibody to Antibody to No antibody in
virus A virus B serum (control)

Virus aliquot added to tubes containing antibody to known
viruses and to control, incubated for 1 h, then each
inoculated into cell culture tubes, incubated, and observed daily

Antibody to A + virus: Antibody to B + virus: Serum control + virus:
Cytopathic effect No cytopathic effect Cytopathic effect in
(not virus A) (confirms virus B) control

FIGURE 4-1|. Identification of a virus isolate (cytopathic virus) as “virus B."

clump in or on an infected cell. The method is called “direct” if the FITC is conjugated directly ~ Light halo enhances microscopic
to the antibody with the desired specificity. In “indirect” immunofluorescence, the specific ~  visualization

antibody is not labeled, but its binding to an antigen is detected in an additional step using

an FITC-labeled antiimmunoglobulin antibody that binds to the specific antibody. Choice  Indirect methods use a second
between the two approaches involves purely technical considerations. antibody

RIA and EIA The labels used in RIA and EIA are more suitable for liquid phase assays

and are used par'tlcula'rly in Vl'I‘Ol.OgY. They are als“o used.m”dlrect and indirect methods Liquid phase RIA and EIA methods
and many other ingenious variations such as the “sandwich” methods, so called because
the antigen of interest is “trapped” between two antibodies (Figure 4-13). These extremely
sensitive techniques are discussed further with regard to antibody detection.

have many variants
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B Serologic Classification

For most important antigens of diagnostic significance, antisera are commercially available.

The most common test methods for bacteria are agglutination and immunofluorescence,

and, for viruses, neutralization. In most cases, these methods subclassify organisms below
Antigenic systems classify below the species level and, thus, are primarily of value for epidemiologic and research purposes.
the species level The terms “serotype” and “serogroup” are used together with numbers, letters, or Roman
numerals with no apparent logic other than historical precedent. For a few genera, the most
fundamental taxonomic differentiation is serologic. This is the case with the streptococci,
in which an existing classification based on biochemical and cultural characteristics was
superseded because a serologic classification scheme developed by Rebecca Lancefield cor-
related better with disease.

Before these techniques can be applied to the diagnosis of specific infectious diseases,
considerable study of the causative agent(s) is required. Antigen—antibody systems may
vary in complexity from a single epitope to scores of epitopes on several macromolecular
antigens, whose chemical nature may or may not be known. The cause of the original 1976
outbreak of Legionnaires disease (caused by Legionella pneumophila) was proved through
the development of immune reagents that detected the bacteria in tissue and antibod-
ies directed against the bacteria in the serum of patients. Now, more than 35 years later,
there are more than a dozen serotypes and many additional species, each requiring specific
immunologic reagents for antigen or antibody detection for diagnosis.

Serologic classification is primarily
of epidemiologic value

Proof of etiologic relationship
depends on antigen detection

Bl Antibody Detection (Serology)

During infection—viral, bacterial, fungal, or parasitic—the host usually responds with the
formation of antibodies, which can be detected by modification of any of the methods used
for antigen detection. The formation of antibodies and their time course depend on the
antigenic stimulation provided by the infection. The precise patterns vary depending on the
antigens used, the classes of antibody detected, and the method. An example of temporal
patterns of development and increase and decline in specific antiviral antibodies measured
by different tests is illustrated in Figure 4-14. These responses can be used to detect evi-
dence of recent or past infection. The test methods do not inherently indicate immunoglob-
ulin class, but can be modified to do so, usually by pretreatment of the serum to remove IgG
to differentiate the IgM and IgG responses. Several basic principles must be emphasized:

Antibodies are formed in response
to infection

Antibodies may indicate current,
recent, or past infection
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. In an acute infection, the antibodies usually appear early in the illness, and then rise
sharply over the next 10 to 21 days. Thus, a serum sample collected shortly after the onset
of illness (acute serum), and another collected 2 to 3 weeks later (convalescent serum)
can be compared quantitatively for changes in specific antibody content.

. Antibodies can be quantitated by several means. The most common method is to dilute
the serum serially in appropriate media and determine the maximal dilution that will still
yield detectable antibody in the test system (eg, serum dilutions of 1:4, 1:8, and 1:16). The
highest dilution that retains specific activity is called the antibody titer.

. The interpretation of significant antibody responses (evidence of specific, recent
infection) is most reliable when definite evidence of seroconversion is demonstrated;
that is, detectable specific antibody is absent from the acute serum (or preillness serum,
if available) but present in the convalescent serum. Alternatively, a fourfold or greater
increase in antibody titer supports a diagnosis of recent infection; for example, an acute
serum titer of 1:4 or less and a convalescent serum titer of 1:16 or greater would be
considered significant.

. In instances in which the average antibody titers of a population to a specific agent
are known, a single convalescent antibody titer significantly greater than the expected
mean may be used as supportive or presumptive evidence of recent infection. However,
this finding is considerably less valuable than those obtained by comparing responses
of acute and convalescent serum samples. An alternative and somewhat more complex
method of serodiagnosis is to determine which major immunoglobulin subclass

FIGURE 4-13. The ELISA or EIA
test.A. The direct or double antibody—
sandwich method for the detection

of antigens. B. The indirect assay for
detecting antibodies. (Reproduced with
permission from Willey JM: Prescott,
Harley, & Klein's Microbiology, 7" edition.
McGraw-Hill, 2008.)
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demonstrating activity

Seroconversion or fourfold rise in
titer most conclusive



FIGURE 4-14. Examples of patterns
of antibody responses to an acute
infection, measured by three different
methods.
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constitutes the major proportion of the specific antibodies. In primary infections, the
IgM-specific response is often dominant during the first days or weeks after onset,
but is replaced progressively by IgG-specific antibodies; thus, by 1 to 6 months after
infection, the predominant antibodies belong to the IgG subclass. Consequently,
serum containing a high titer of antibodies of the IgM subclass would suggest a recent,
primary infection.

The immunologic methods used to identify bacterial or viral antigens are applied to sero-
logic diagnosis by simply reversing the detection system: that is, using a known antigen
to detect the presence of an antibody. The methods of serologic diagnosis to be used are
selected on the basis of their convenience and applicability to the antigen in question. As
shown in Figure 4-14, the temporal relationships of antibody response to infection vary
according to the method used. Of the methods for measuring antigen—antibody interaction
discussed previously, those now used most frequently for serologic diagnosis are agglutina-
tion, RIA, and EIA.

The Western blot immunoassay is another technique that is now commonly used to detect
and confirm the specificity of antibodies to a variety of epitopes. Its greatest use has been
in the diagnosis of HIV infections (see Chapter 18), in which virions are electrophoresed
in a polyacrylamide gel to separate the protein and glycoprotein components and then
transferred onto nitrocellulose. This is then incubated with patient serum, and antibody
to the different viral components is detected by using an antihuman globulin IgG antibody
conjugated with an enzyme label. Newer EIA assays that detect the P24 antigen as well as
antibodies to HIV obviate the need for the Western Blot assay in those laboratories using
these assays.

B Antigen Detection

Theoretically, any of the methods described for detecting antigen-antibody interactions
can be applied directly to clinical specimens. The most common of these is immunofluo-
rescence, in which antigen is detected on the surface of the organism or in cells present
in the infected secretion. The greatest success with this approach has been in respiratory
infections in which a nasopharyngeal, throat washing, sputum, or bronchoalveolar lavage
specimen may contain bacteria or viral aggregates in sufficient amount to be seen micro-
scopically. Although the fluorescent tag makes it easier to find organisms, these methods
are generally not as sensitive as culture. With some genera and species, the immunofluores-
cent detection of antigens in clinical material provides the most rapid means of diagnosis,
as with Legionella and respiratory syncytial virus.
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Another approach to detecting antigens is to detect free antigen released by the organism
into body fluids. This offers the possibility of bypassing direct examination, culture, and
identification tests to achieve a diagnosis. Success requires a highly specific antibody, a sen-
sitive detection method, and the presence of the homologous antigen in an accessible body
fluid. The latter is an important limitation, because not all organisms release free antigen in
the course of infection. At present, diagnosis by antigen detection is limited to some bacte-
ria and fungi with polysaccharide capsules (eg, Haemophilus influenzae), to Chlamydia, and
to certain viruses. The techniques of agglutination with antibody bound to latex particles,
CIE, RIA, and EIA are used to detect free antigen in serum, urine, cerebrospinal fluid, and
joint fluid. Live organisms are not required for antigen detection, and these tests may still
be positive when the causative organism has been eliminated by antimicrobial therapy. The
procedures can yield results within 1 or 2 hours, sometimes within a few minutes. This
feature is attractive for office practice because it allows diagnostic decisions to be made
during the patient’s visit. A number of commercial products detect group A streptococci in
sore throats with over 90% sensitivity; however, because these tests are less sensitive than
culture, negative results must still be confirmed by culture.

NUCLEIC ACID ANALYSIS

As with the human genome, the genome sequence of the major human pathogens has or
soon will be determined. These data are placed in widely available computer databases and
have already been used for applications ranging from taxonomy to detection of antimi-
crobial resistance genes. Some of the methods and applications relevant to the study of
infectious diseases are briefly summarized below. The student is referred to textbooks of
molecular biology for more complete coverage.

B Methods of Nucleic Acid Analysis

If the DNA double helix is opened, leaving single-stranded (denatured) DNA, the nucleo-
tide bases are exposed and, thus, available to interact with other single-stranded nucleic acid
molecules. If complementary sequences of a second DNA molecule are brought into physical
contact with the first, they hybridize to it, forming a new double-stranded molecule in that
area. A probe is a cloned DNA fragment that has been labeled so that it can be detected if it
hybridizes to complementary sequences in such a test system (Figure 4-15). The probe may
be derived from the gene for a known protein of the pathogen or be empirically derived just
for diagnostic purposes. The methods that allow the hybridization to take place include those
that immobilize the single-stranded target DNA on a membrane, as in the Figure, or liquid-
phase assays, which can be rapid and automated. A variant in which the DNA is separated by
agarose gel electrophoresis before binding to the membrane is called Southern hybridization.

Nucleic acids may be separated in an electrophoretic field in an agarose (highly purified
agar) gel. The speed of migration depends on size, with the smaller molecules moving faster
and appearing at the bottom (end) of the gel. This method is able to separate DNA frag-
ments in the range of 0.1 to 50 kilobases, which is far below the size of bacterial genomes
but includes some naturally occurring genetic elements such as bacterial plasmids. This
analysis can be refined by the use of restriction endonucleases, which are enzymes derived
from bacteria that recognize specific nucleotide sequences in DNA molecules and digest
(cut) them at all sites where the sequence appears. Thus, plasmids of the same size may
be differentiated by the size of fragments generated by endonuclease digestion of DNA as
shown in Figure 4-16A-C. Agarose gel electrophoresis, endonuclease digestion, and the
specificity of a probe may all be combined in searches for the source specific genes as shown
in Figure 4-17A-E.

Nucleic acid amplification methods such as the polymerase chain reaction (PCR) allow the
detection and selective replication of a targeted portion of the genome. The basic PCR tech-
nique uses synthetic oligonucleotide primers and special DNA polymerases in a way which
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Rapid detection can replace culture
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DNA from different sources to
combine

Agarose gel electrophoresis
separates DNA fragments or
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Restriction endonuclease digestion
analysis

Probes detect sequences in
fragments



FIGURE 4-15. DNA probe hybrid-
ization.A. A single-stranded (dena-
tured) target nucleic acid is bound to a
membrane. A DNA probe with attached
enzyme (E) is also employed. B. If the
probe finds complementary sequences,
it hybridizes to the target DNA forming
a double-stranded hybrid. C. A colorless
substrate is added, which in the pres-
ence of the enzyme is converted to a
colored substrate. Measuring the color
development quantitates the amount of
probe bound to the original target.
(Reproduced with permission from
Willey JM: Prescott, Harley, & Klein’s
Microbiology, 7" edition. McGraw-Hill,
2008.)
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allows repeated cycles of synthesis of only a segment of a targeted DNA molecule that may
be as large as an entire genome. The specificity is provided by the sequence of approximately
20 nucleotides in each primer pair, which are crafted to flank the desired segment of the
genome. The DNA polymerases used are ones that operate at unusually high temperatures.
This allows the use of temperature to control shifts between separation of the complemen-
tary DNA strands (so primers can bind) and replication of the DNA sequence that lies
between the two primers. Because each strand generates a new fragment, the increase is
exponential. In a machine called a thermocycler, the targeted DNA can be amplified 1 mil-
lion to 1 billion times in 20 to 30 cycles (Figure 4-18A-D). Other NAA methods use the
same principles.

B Application of Nucleic Acid Methods to Infectious Diseases

The only intact genetic elements of infectious agents that are small enough to be directly
detected and sized by agarose gel electrophoresis are bacterial plasmids. Not all bacterial
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FIGURE 4-16. Plasmid fingerprinting. Agarose gel electrophoresis of plasmid DNA. A-C.
Lanes show whole plasmids of various sizes indicated by extent of migration in the gel. a-c. The same
plasmids after digestion with a restriction endonuclease, which produces many fragments depending
on the frequency of the sequence it cuts in the DNA.The whole plasmids in A and B are the same
size, but their endonuclease digests (a, b) reveal that they are different. (Reproduced with permission
from Willey JM: Prescott, Harley, & Klein's Microbiology, 7" edition. McGraw-Hill, 2008.)

species typically harbor plasmids, but those that do may carry one or a number of plasmids
ranging in size from less than 1 to more than 50 kilobases. This diversity makes the pres-
ence or absence, number, and sizes of plasmids of considerable value in differentiating strains
for epidemiologic purposes. Because plasmids are not stable components of the bacterial
genome, plasmid analysis also has the element of a timely “snapshot” of the circumstances of
a disease outbreak. The specificity of these results can be improved by digesting the plasmids
with restriction endonucleases before electrophoresis. Two plasmids of the same size from
different strains may not be the same, but if an identical pattern of fragments is generated
from the digestion, they almost certainly are. These principles are illustrated in Figures 4-16
and 4-17.

Because of their larger size, the chromosomes of bacteria must be digested with endo-
nucleases to resolve them on gels. For viruses, the outcome is much like that with plasmids,
depending on the genomic size and the endonuclease used. Digested bacterial chromo-
somes can be compared in this manner, but the number of fragments is very large and the
patterns complex. The combined use of endonucleases, which make infrequent cuts, and
electrophoretic methods able to resolve large fragments can produce a comparison compa-
rable to that possible with plasmids. This approach is also used for analysis of the multiple
chromosomes of fungi and parasites.

Probes may be recovered from NAA procedures or more commonly synthesized as a single
chain of nucleotides (oligonucleotide probe) from known sequence data. They may contain
a gene of known function or simply sequences empirically found to be useful for the
application in question. When labeled with a radioisotope or other marker and used in

Number and size of plasmids
differentiate strains

Endonuclease digestion of plasmids
refines their comparison

Bacterial chromosomes must be
digested before electrophoresis
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FIGURE 4-17. Molecular diagnostic methods. Three bacterial strains of the same species are
shown each with chromosome and plasmid(s). A. The chromosomal DNA of each strain is isolated,
digested with a restriction endonuclease, and separated by agarose gel electrophoresis. An almost
continuous range of fragment sizes is generated for each strain, making them difficult to distinguish.
B. The restriction fragments in A are transferred to a membrane (Southern transfer) and hybrid-
ized with a probe. The probe binds to a single fragment from each strain, but the larger size of the
fragment from strain 3 indicates variation in restriction sites and, thus, a genomic difference between
it and strains | and 2. C. Plasmids from each strain are isolated and separated in the same manner as
A. The results show a plasmid of the same size from | and 2. Strain 3 has two plasmids, each of a dif-
ferent size than strains | and 2. D. The same plasmids are restriction digested before electrophoresis.
The plasmids from strains | and 2 show three fragments of identical size, proving they are identical.
The plasmids of strain 3 appear unrelated. E. The fragments in D are transferred and reacted with a
probe.The positive result with the largest of the strain | and 2 fragments confirms their relatedness.
The positive hybridization with one of the strain 3 fragments suggests that it contains at least some
DNA that is homologous to the plasmid from strains | and 2.

Probes may be cloned or hybridization reactions, they can detect the homologous sequences in unknown speci-
synthesized from known sequences mens (Figure 4-15) or further refine gel electrophoresis findings (Figure 4-17).
The diagnostic use of DNA probes is to detect or identify microorganisms by hybridiza-
tion of the probe to homologous sequences in DNA extracted from the entire organism.
A number of probes have been developed that can quickly and reliably identify organ-
Probes can detect DNA of isms already isolated in culture. The application of probes for detection of infectious agents
pathogen directly in clinical directly in clinical specimens such as blood, urine, and sputum is more difficult because
specimens only a small number of organisms may be present. This problem of sensitively can be over-
come by combining probes with NAA methods (see further text). This approach offers the
potential for rapid diagnosis and the detection of characteristics not possible by routine
methods. For example, a bacterial toxin gene probe can demonstrate both the presence of
the related organism and its toxigenicity without the need for culture.
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FIGURE 4-18. Diagnostic applications of the polymerase chain reaction (PCR).A. A clinical specimen (eg, pus, tissue) contains DNA
from many sources as well as the chromosome of the organism of interest. If the DNA strands are separated (denatured), the PCR primers can bind
to their target sequences in the specimen itself. B. Amplification of the target sequence by PCR. (1) The target sequence is shown in its native state.
(2) The DNA is denatured, allowing the primers to bind where they find the homologous sequence. (3) In the presence of the special DNA poly-
merase, new DNA is synthesized from both strands in the region between the primers. (4-6) Additional cycles are added by temperature control of
the polymerase with each new sequence acting as the template for another. The DNA doubles with each cycle. After 25 to 30 cycles, enough DNA
is present to analyze diagnostically. C. Internal probe. The amplified target sequence is shown. A probe can be designed to bind to a sequence located
between (internal to) the primers. D. Analysis of PCR amplified DNA. (1) The amplified sequence can be cloned into a plasmid vector. In this form,

a variety of molecular manipulations or sequencing may be carried out. (2) Direct hybridizations usually make use of an internal probe. The example
shows three specimens, each of which went through steps A and B. After amplification, each was bound to a separate spot on a filter (dot blot). The
filter is then reacted with the internal probe to detect the PCR-amplified DNA.The result shows that only the middle specimen contained the target
sequence. (3) The amplified DNA may be detected directly by agarose gel electrophoresis. The example shows detection of amplified fragments in
two of three lanes on the gel. (4) The sensitivity of detection may be increased by use of the internal probe after Southern transfer. The example
shows detection of a third fragment of the same size that was not seen on the original gel because the amount of DNA was too small.
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B Applications of Polymerase Chain Reaction

The amplification power of the PCR offers a solution for the sensitivity problems inherent
in the direct application of probes in clinical specimens. The nucleic acid segment ampli-
fied by PCR can be detected by direct hybridization with the probe (Figure 4-18D2) or
for greater specificity after electrophoresis and Southern transfer (Figure 4-18D3,4). This
approach has been successful for a wide range of infectious agents and awaits only further
resolution of practical problems for wider use.

Another creative use of PCR has been in the study of infectious agents seen in tissue but
not grown in culture. PCR primers derived from sequences known to be highly conserved
among bacteria, such as ribosomal RNA, have been applied to tissue specimens. The ampli-
fication produces enough DNA to clone and sequence. This sequence can then be compared
with sequences published for other organisms using computers. Thus, taxonomic relation-
ships can be inferred for an organism that has never been isolated in culture.

B Ribotyping

Ribotyping also makes use of the conserved nature of bacterial ribosomal RNA and of the
ability of RNA to hybridize to DNA under certain conditions. Labeled ribosomal RNA of
one organism can be hybridized with restriction endonuclease-digested chromosomal
DNA of another. In this case, ribosomal RNA is being used as a massive probe of restriction
fragments separated by electrophoresis. Hybridization to multiple fragments is common,
but if the organisms are genetically different, the restriction fragments, which contain the
ribosomal RNA sequences, will vary in size. The pattern of bands produced by epidemio-
logically related strains can then be compared side by side.

SUMMARY

The application of some combination of the principles described in this chapter is appropri-
ate to the diagnosis of any infectious disease. The usefulness of any individual method dif-
fers among infectious agents as a result of biologic variation and uneven study. In general,
for agents that can be grown in vitro, culture remains the “gold standard” as both the most
sensitive and specific method. Molecular methods have the potential to replace culture and
have in some areas. Aside from cost, their broader application in infectious disease diag-
nosis must deal with their highly specific nature. Depending on the clinical situation, the
specimen introduced at the beginning of this chapter could be directed at a very narrow or
very broad question. If the question is only the diagnosis of a short list of diseases (AIDS,
gonorrhea, tuberculosis, malaria), a DNA probe approach can be rapid, sensitive, and prac-
tical. Very often, however, the question is “almost anything” or at least a wide range of pos-
sibilities. In this instance, culture is difficult to replace because it offers sure detection of the
common together with a reasonable chance of catching the uncommon and even the rare
infection.
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APPENDIX 4-1
MEDIUM

General-purpose Media

Nutrient broths (eg, soybean—casein digest broth)

Thioglycolate broth

Blood agar
Chocolate agar

Selective Media
MacConkey agar

Hektoen enteric agar
Selenite F broth
Sabouraud agar
Special-purpose Media

Léwenstein—Jensen medium, Middlebrook agar
Martin—Lewis medium

Fletcher medium (semisolid)

Tinsdale agar

Charcoal agar

Buffered charcoal—yeast extract agar
Campylobacter blood agar
Thiosulfate-citrate-bile-sucrose agar (TCBS)

USES

Most bacteria, particularly when used for
blood culture

Anaerobes, facultative bacteria

Most bacteria (demonstrates hemolysis) and
fungi

Most bacteria, including fastidious species
(eg Haemophilus) and fungi

Nonfastidious Gram-negative rods
Salmonella and Shigella
Salmonella enrichment

Isolation of fungi, particularly dermatophytes

Mycobacterium tuberculosis and other
mycobacteria (selective)

Neisseria gonorrhoeae and N meningitidis
(selective)

Leptospira (nonselective)
Corynebacterium diphtheriae (selective)
Bordetella pertussis (selective)
Legionella species (nonselective)
Campylobacter jejuni (selective)

Vibrio cholerae and V parahaemolyticus
(selective)

CHAPTER 4
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APPENDIX 4-2 Characteristics of Commonly Used Bacteriologic Media

1. Nutrient broths. Some form of nutrient broth is used for culture of blood and all direct
tissue samples from sites that are normally sterile to obtain the maximum culture sensi-
tivity. Selective or indicator agents are omitted to prevent inhibition of more fastidious
organisms.

2. Blood agar. The addition of defibrinated blood to a nutrient agar base enhances the
growth of some bacteria, such as streptococci. This often yields distinctive colonies
and provides an indicator system for hemolysis. Two major types of hemolysis are
seen: B-hemolysis, a complete clearing of red cells from a zone surrounding the col-
ony; and o-hemolysis, which is incomplete (ie, intact red cells are still present in the
hemolytic zone), but shows a green color caused by hemoglobin breakdown products.
The net effect is a hazy green zone extending 1 to 2 mm beyond the colony. A third
type, o-hemolysis, produces a hazy, incomplete hemolytic zone similar to that caused
by o-hemolysis, but without the green coloration.

3. Chocolateagar.Ifbloodisadded tomoltennutrientagaratapproximately80°Cand main-
tained atthistemperature, thered cellsare gentlylysed, hemoglobin productsarereleased,
and the medium turns a chocolate brown color. The nutrients released permit the growth
of some fastidious organisms such as Haemophilus influenzae, which fail to grow on
blood or nutrient agars. This quality is particularly pronounced when the medium is
further enriched with vitamin supplements. Given the same incubation conditions, any
organism that grows on blood agar also grows on chocolate agar.

4. Martin-Lewis medium. A variant of chocolate agar, Martin-Lewis medium is a solid
medium selective for the pathogenic Neisseria (N gonorrhoeae and N meningitidis).
Growth of most other bacteria and fungi in the genital or respiratory flora is inhibited
by the addition of antimicrobial agents. One formulation includes vancomycin, colis-
tin, trimethoprim, and anisomycin.

5. MacConkey agar. This agar is both a selective and an indicator medium for Gram-
negative rods, particularly members of the family Enterobacteriaceae and the genus
Pseudomonas. In addition to a peptone base, the medium contains bile salts, crystal
violet, lactose, and neutral red as a pH indicator. The bile salts and crystal violet inhibit
Gram-positive bacteria and the more fastidious Gram-negative organisms, such as Neis-
seria and Pasteurella. Gram-negative rods that grow and ferment lactose produce a red
(acid) colony, often with a distinctive colonial morphology.

6. Hektoen enteric agar. The Hektoen medium is one of many highly selective media de-
veloped for the isolation of Salmonella and Shigella species from stool specimens. It has
both selective and indicator properties. The medium contains a mixture of bile, thio-
sulfate, and citrate salts that inhibits not only Gram-positive bacteria, but members of
Enterobacteriaceae other than Salmonella and Shigella that appear among the normal
flora of the colon. The inhibition is not absolute; recovery of Escherichia coli is reduced
1000- to 10,000-fold relative to that on nonselective media, but there is little effect on
growth of Salmonella and Shigella. Carbohydrates and a pH indicator are also included
to help to differentiate colonies of Salmonella and Shigella from those of other enteric
Gram-negative rods.

7. Anaerobic media. In addition to meeting atmospheric requirements, isolation of some
strictly anaerobic bacteria on blood agar is enhanced by reducing agents such as L-cysteine
and by vitamin enrichment. Sodium thioglycolate, another reducing agent, is often used
in broth media. Plate media are made selective for anaerobes by the addition of amino-
glycoside antibiotics, which are active against many aerobic and facultative organisms but
not against anaerobic bacteria. The use of selective media is particularly important with
anaerobes because they grow slowly and are commonly mixed with facultative bacteria in
infections.

8. Highly selective media. Media specific to the isolation of almost every important
pathogen have been developed. Many allow only a single species to grow from speci-
mens with a rich normal flora (eg, stool). The most common of these media are are
listed in Appendix 4-1; they are discussed in greater detail in following chapters.
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APPENDIX 4-3 Common Biochemical Tests for Microbial Identification

1.

10.

11.

12.

13.

Carbohydrate breakdown. The ability to produce acidic metabolic products, fermen-
tatively or oxidatively, from a range of carbohydrates (eg, glucose, sucrose, and lac-
tose) has been applied to the identification of most groups of bacteria. Such tests are
crude and imperfect in defining mechanisms, but have proved useful for taxonomic
purposes. More recently, gas chromatographic identification of specific short-chain
fatty acids produced by fermentation of glucose has proved useful in classifying many
anaerobic bacteria.

. Catalase production. The enzyme catalase catalyzes the conversion of hydrogen per-

oxide to water and oxygen. When a colony is placed in hydrogen peroxide, liberation
of oxygen as gas bubbles can be seen. The test is particularly useful in differentiation of
staphylococci (positive) from streptococci (negative), but also has taxonomic applica-
tion to Gram-negative bacteria.

. Citrate utilization. An agar medium that contains sodium citrate as the sole carbon

source may be used to determine ability to use citrate. Bacteria that grow on this me-
dium are termed citrate-positive.

Coagulase. The enzyme coagulase acts with a plasma factor to convert fibrinogen to a
fibrin clot. It is used to differentiate Staphylococcus aureus from other, less pathogenic
staphylococci.

. Decarboxylases and deaminases. The decarboxylation or deamination of the amino

acids lysine, ornithine, and arginine is detected by the effect of the amino products on
the pH of the reaction mixture or by the formation of colored products. These tests are
used primarily with Gram-negative rods.

Hydrogen sulfide. The ability of some bacteria to produce H_S from amino acids or
other sulfur-containing compounds is helpful in taxonomic classification. The black
color of the sulfide salts formed with heavy metals such as iron is the usual means of
detection.

Indole. The indole reaction tests the ability of the organism to produce indole, a ben-
zopyrrole, from tryptophan. Indole is detected by the formation of a red dye after
addition of a benzaldehyde reagent. A spot test can be done in seconds using isolated
colonies.

Nitrate reduction. Bacteria may reduce nitrates by several mechanisms. This ability is
demonstrated by detection of the nitrites and/or nitrogen gas formed in the process.

O-Nitrophenyl-B-D-galactoside (ONPG) breakdown. The ONPG test is related to
lactose fermentation. Organisms that possess the B-galactoside necessary for lactose
fermentation but lack a permease necessary for lactose to enter the cell are ONPG-
positive and lactose-negative.

Oxidase production. The oxidase tests detect the ¢ component of the cytochrome-
oxidase complex. The reagents used change from clear to colored when converted
from the reduced to the oxidized state. The oxidase reaction is commonly demon-
strated in a spot test, which can be done quickly from isolated colonies.

Proteinase production. Proteolytic activity is detected by growing the organism in
the presence of substrates such as gelatin or coagulated egg.

Urease production. Urease hydrolyzes urea to yield two molecules of ammonia and
one of CO,. This reaction can be detected by the increase in medium pH caused by
ammonia production. Urease-positive species vary in the amount of enzyme pro-
duced; bacteria can thus be designated as positive, weakly positive, or negative.

Voges—Proskauer test. The Voges—Proskauer test detects acetylmethylcarbinol (acet-
oin), an intermediate product in the butene glycol pathway of glucose fermentation.
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Emergence and Global
Spread of Infection

pidemiology, the study of the distribution of determinants of disease and injury in

human populations, is a discipline that includes both infectious and noninfectious

diseases. Most epidemiologic studies of infectious diseases have concentrated on
the factors that influence acquisition and spread, because this knowledge is essential for
developing methods of prevention and control. Historically, epidemiologic studies and the
application of the knowledge gained from them have been central to the control of the great
epidemic diseases, such as cholera, plague, smallpox, yellow fever, and typhus.

An understanding of the principles of epidemiology and the spread of disease is essen-
tial to all medical personnel, whether their work is with the individual patient or with the
community. Most infections must be evaluated in their epidemiologic setting. For example,
what infections, especially viral, are currently prevalent in the community? Has the patient
recently traveled to an area of special disease prevalence? Is there a possibility of nosoco-
mial infection from recent hospitalization? What is the risk to the patients family, school-
mates, and work or social contacts?

The recent recognition of emerging infectious diseases has heightened appreciation of
the importance of epidemiologic information. A few examples of these newly identified
infections are cryptosporidiosis, hantavirus pulmonary syndrome, and severe acute respi-
ratory syndrome (SARS) coronavirus disease. In addition, some well-known pathogens
have assumed new epidemiologic importance by virtue of acquired antimicrobial resis-
tance (eg, penicillin-resistant pneumococci, vancomycin-resistant enterococci, carbapenem-
resistant enterobacteraciae, and multiresistant Mycobacterium tuberculosis).

Over the past two decades, powerful new molecular methods have been developed that
have greatly enhanced the ability to even more clearly understand the origins, evolution and
spread of a wide variety of infectious agents. This discipline is called molecular epidemiology.
The fundamental methodologies are described in Chapter 4, and their specific applications
are discussed in many other chapters throughout this book.

Factors that increase the emergence or reemergence of various pathogens include:

o Population movements and the intrusion of humans and domestic animals into new
habitats, particularly tropical forests

o Deforestation, with the development of new farmlands and exposure of farmers and
domestic animals to new arthropods and primary pathogens

o Irrigation, especially primitive irrigation systems, which fail to control arthropods and
enteric organisms

o Uncontrolled urbanization, with vector populations breeding in stagnant water

o Increased long-distance air travel, with contact or transport of arthropod vectors and
primary pathogens

o Social unrest, civil wars, and major natural disasters, leading to famine and disruption of
sanitation systems, immunization programs, etc.
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FIGURE 5-1. Infectious disease
mortality rates in the United States
decreased greatly during most of the
20th century. The insert is an enlarge-
ment of the right-hand portion of the
graph, and the death rate has shown a
rising trend since 1982. (Reproduced
with permission from Willey JM: Prescott,
Harley, & Klein's Microbiology, 7" edition.
McGraw-Hill, 2008.)
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 Microbial evolution, leading to natural selection of multiresistant agents (eg, methicillin-
resistant staphylococci; new; highly virulent strains of influenza A virus). In some instances,
these changes can be accelerated considerably by indiscriminate use of antiinfective agents.

There are other factors, of course, and all of these are discussed here as to their relative
impacts on the specific infectious agents described in subsequent chapters.

The major general concerns for the future are that new, often unexpected, infectious
diseases emerge (or in many cases simply reemerge) for any of the reasons detailed earlier.
Although mortality rates declined dramatically during much of the 20th century (Figure 5-1),
an alarming upward trend has been occurring over the last 24 years. The general global
nature of the problem is illustrated in Figure 5-2.

Cryptosporidiosis Multidrug-resistant tuberculosis
Drug-resistant malaria

E coli O157:H7

Human monkeypox

Cholera Lassa fever Ebola hemorrhagic fever Plague

FIGURE 5-2. Examples of emerging and reemerging infectious diseases. Although infections such as HIV are shown in a few locations
here, they are indeed widespread and a threat in many regions. (Reproduced with permission from Willey JM: Prescott, Harley, & Klein's Microbiology,

7™ edition. McGraw-Hill, 2008.)
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SOURCES AND COMMUNICABILITY

Infectious diseases of humans may be caused by exclusively human pathogens such as Shigella;
by environmental organisms such as Legionella pneumophila; or by organisms that have
their primary reservoir in animals such as Salmonella.

Noncommunicable infections are those that are not transmitted from human to human
and include: (1) infections derived from the patient’s normal flora, such as peritonitis after
rupture of the appendix; (2) infections caused by the ingestion of preformed toxins, such as
botulism; and (3) infections caused by certain organisms found in the environment, such
as clostridial gas gangrene. Some diseases transmitted from animals to humans (zoonotic
infections), such as rabies and brucellosis, are not transmitted between humans, but oth-
ers such as plague may be transmitted at certain stages. Noncommunicable infections may
still occur as common-source outbreaks, such as food poisoning from an enterotoxin-pro-
ducing Staphylococcus aureus—contaminated chicken salad or multiple cases of pneumonia
from extensive dissemination of Legionella through an air-conditioning system. Because
these diseases are not transmissible to others, they do not lead to secondary spread.

Communicable infections require an organism to be able to leave the body in a form
that is directly infectious or to be able to become so after development in a suitable environ-
ment. The respiratory spread of the influenza virus is an example of direct communicability.
In contrast, the malarial parasite requires a developmental cycle in a biting mosquito before
it can infect another human. Communicable infections can be endemic, which implies that
the disease is present at a low but fairly constant level, or epidemic, which involves a level of
infection higher than that usually found in a community or population. In some infections,
such as influenza, the infection can be endemic, persisting at a fairly low level from season
to season. Introduction of a new strain, however, may result in epidemics, as illustrated in
Figure 5-3. Communicable infections that are widespread in a region, sometimes world-
wide, and have high attack rates are termed pandemic.

INFECTION AND DISEASE

An important consideration in the study of the epidemiology of communicable organisms
is the distinction between infection and disease. Infection involves multiplication of the
organism in or on the host and may not be apparent, for example, during the incubation
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Infection can result in little or no
illness
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period, or latent when little or no replication is occurring (eg, with herpesviruses). Disease
represents a clinically apparent response by, or injury to, the host as a result of infection.
With many communicable microorganisms, infection is much more common than disease,
and apparently healthy infected individuals play an important role in disease propagation.
Inapparent infections are termed subclinical, and the individual is sometimes referred to
as a carrier. The latter term is also applied to situations in which an infectious agent estab-
lishes itself as part of a patient’s flora or causes low-grade chronic disease after an acute
infection. For example, the clinically inapparent presence of S aureus in the anterior nares
is termed carriage, as is a chronic gallbladder infection with Salmonella serotype Typhi that
can follow an attack of typhoid fever and result in fecal excretion of the organism for years.

With some infectious diseases such as measles, infection is invariably accompanied by
clinical manifestations of the disease itself. These manifestations facilitate epidemiologic
control, because the existence and extent of infection in a community are readily apparent.
Organisms associated with long incubation periods or high frequencies of subclinical infec-
tion, such as human immunodeficiency virus (HIV) or hepatitis B virus, may propagate and
spread in a population for long periods before the extent of the problem is recognized. This
makes epidemiologic control more difficult.

INCUBATION PERIOD AND COMMUNICABILITY

The incubation period is the time between the exposure to the organism and the appear-
ance of the first symptoms of the disease. Generally, organisms that multiply rapidly and
produce local infections, such as gonorrhea and influenza, are associated with short incuba-
tion periods (eg, 2-4 days). Diseases such as typhoid fever, which depend on hematogenous
spread and multiplication of the organism in distant target organs to produce symptoms,
often have longer incubation periods (eg, 10 days to 3 weeks). Some diseases have even
more prolonged incubation periods because of slow passage of the infecting organism to
the target organ, as in rabies, or with slow growth of the organism, as in tuberculosis. Incu-
bation periods for one agent may also vary widely depending on route of acquisition and
infecting dose; for example, the incubation period of hepatitis B virus infection may vary
from a few weeks to several months.

Communicability of a disease in which the organism is shed in secretions may occur
primarily during the incubation period. In other infections, the disease course is short but
the organisms can be excreted from the host for extended periods. In yet other cases, the
symptoms are related to host immune response rather than the organism’s action and, thus,
the disease process may extend far beyond the period in which the etiologic agent can be
isolated or spread. Some viruses can integrate into the host genome or survive by replicat-
ing very slowly in the presence of an immune response. Such dormancy or latency is exem-
plified by the herpesviruses, and the organism may emerge long after the original infection
and potentially infect others.

The inherent infectivity and virulence of a microorganism are also important determi-
nants of attack rates of disease in a community. In general, organisms of high infectivity
spread more easily, and those of greater virulence are more likely to cause disease than
subclinical infection. The infecting dose of an organism also varies with different organisms
and, thus, influences the chance of infection and development of disease.

ROUTES OF TRANSMISSION

Various transmissible infections may be acquired from others by direct contact, by aero-
sol transmission of infectious secretions, or indirectly through contaminated inanimate
objects or materials. Some infections, such as malaria, involve an animate insect vector.
These routes of spread are often referred to as horizontal transmission, in contrast to ver-
tical transmission—from mother to fetus. The major horizontal routes of transmission of
infectious diseases are summarized in Table 5-1 and discussed in the following text.

B Respiratory Spread

Many infections are transmitted by the respiratory route, often by aerosolization of respira-
tory secretions with subsequent inhalation by other persons. The efficiency of this process
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Common Routes of Transmission of Infection®

ROUTE OF EXIT ROUTE OF TRANSMISSION EXAMPLE

Respiratory Aerosol droplet inhalation Influenza virus; tuberculosis
Nose or mouth — hand or object — nose Common cold (rhinovirus)

Salivary Direct salivary transfer (eg, kissing) Oral-labial herpes; Epstein-Barr virus, cytomegalovirus
Animal bite Rabies

Gastrointestinal Stool — hand — mouth and/or stool — object, Enterovirus; hepatitis A
water or food — mouth
Stool — water or food — mouth Salmonellosis; shigellosis

Skin Skin discharge — air — respiratory tract Varicella, smallpox, or monkeypox
Skin to skin Human papillomavirus (warts); syphilis

Blood Transfusion or needle prick Hepatitis B; cytomegalovirus infection; malaria; HIV
Mosquito bite Malaria; arboviruses

Genital secretions Urethral or cervical secretions Gonorrhea; herpes simplex; Chlamydia
Semen Cytomegalovirus

Urine Urine — hand — catheter Hospital-acquired urinary tract infections

Eye Conjunctival Adenovirus

Zoonotic Animal bite Rabies
Contact with carcasses Tularemia
Tick bite Rickettsia; Lyme disease

“The examples cited are incomplete, and, in some cases, more than one route of transmission exists.

depends, in part, on the extent and method of propulsion of discharges from the mouth and
nose, the size of the aerosol droplets, and the resistance of the infectious agent to desicca-
tion and inactivation by ultraviolet light. In still air, a particle 100 um in diameter requires
only seconds to fall the height of a room; a 10 m particle remains airborne for about
20 minutes, smaller particles even longer. When inhaled, particles with a diameter of 6 pm
or more are usually trapped by the mucosa of the nasal turbinates, whereas particles of 0.6 to
5.0 um attach to mucous sites at various levels along the upper and lower respiratory tract
and may initiate infection. These “droplet nuclei” are most important in transmitting many
respiratory pathogens (eg, M tuberculosis).

Respiratory secretions are often transferred on hands or inanimate objects (fomites) and
may reach the respiratory tract of others in this way. For example, spread of the common
cold may involve transfer of infectious secretions from nose to hand by the infected indi-
vidual, with transfer to others by hand-to-hand contact and then from hand to nose by the
unsuspecting victim.

B Salivary Spread

Some infections, such as herpes simplex and infectious mononucleosis, can be transferred
directly by contact with infectious saliva through kissing. Transmission of infectious secre-
tions by direct contact with the nasal mucosa or conjunctiva often accounts for the rapid
dissemination of agents, such as respiratory syncytial virus and adenovirus. The risk of
spread in these instances can be reduced by simple hygienic measures such as handwashing.

B Fecal-Oral Spread

Fecal-oral spread involves direct or finger-to-mouth spread, the use of human feces as a
fertilizer, or fecal contamination of food or water. Food handlers who are infected with an
organism transmissible by this route constitute a special hazard, especially when their per-
sonal hygienic practices are inadequate. Some viruses disseminated by the fecal-oral route
infect and multiply in cells of the oropharynx and then disseminate to other body sites to
cause infection. However, organisms that are spread in this way commonly multiply in the
intestinal tract and may cause intestinal infections. They must, therefore, be able to resist

Droplet nuclei are usually less than
6 um in size

Handwashing is especially
important
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the acid in the stomach, the bile, and the gastric and small intestinal enzymes. Many bacte-
ria and enveloped viruses are rapidly killed by these conditions, but members of the Entero-
bacteriaceae and unenveloped viral intestinal pathogens (eg, enteroviruses) are more likely
to survive. Even with these organisms, the infecting dose in patients with reduced or absent
gastric hydrochloric acid is often much smaller than in those with normal stomach acidity.

B Skin-to-Skin Transfer

Skin-to-skin transfer occurs with a variety of infections in which the skin is the portal of
entry, such as the spirochete of syphilis (Treponema pallidum), strains of group A strepto-
cocci that cause impetigo, and the dermatophyte fungi that cause ringworm and athlete’s
foot. In most cases, an unapparent break in the epithelium is probably involved in infec-
tion. Other diseases may be spread through fomites such as shared towels and inadequately
cleansed shower and bath floors. Skin-to-skin transfer usually occurs through abrasions of
the epidermis, which may be unnoticed.

B Bloodborne Transmission

Bloodborne transmission of infection through insect vectors requires a period of multipli-
cation or alteration within an insect vector before the organism can infect another human
host. Such is the case with the mosquito and the malarial parasite. Direct transmission
from human to human through blood has become increasingly important in modern medi-
cine because of the use of blood transfusions and blood products and the increased self-
administration of illicit drugs by intravenous or subcutaneous routes using shared nonster-
ile equipment. Hepatitis B and C viruses, as well as HIV, were frequently transmitted in this
way before the institution of blood screening tests.

B Genital Transmission

Disease transmission through the genital tract has emerged as one of the most common
infectious problems, and reflects changing social and sexual mores. Spread can occur
between sexual partners or from the mother to the infant at birth. A major factor in these
infections has been the persistence, high rates of asymptomatic carriage, and frequency of
recurrence of organisms such as Chlamydia trachomatis, cytomegalovirus (CMV), herpes
simplex virus, and Neisseria gonorrhoeae.

B Eye-to-Eye Transmission

Infections of the conjunctiva may occur in epidemic or endemic form. Epidemics of ade-
novirus and Haemophilus conjunctivitis may occur, and are highly contagious. The major
endemic disease is trachoma, caused by Chlamydia, which remains a common cause of
blindness in developing countries. These diseases may be spread by direct contact via oph-
thalmologic equipment or by secretions passed manually or through fomites such as towels.

B Zoonotic Transmission

Zoonotic infections are spread from animals, where they have their natural reservoir, to
humans. Some zoonotic infections such as rabies are directly contracted from the bite of the
infected animal, whereas others are transmitted by vectors, especially arthropods
(eg, ticks, mosquitoes). Many infections contracted by humans from animals are dead-
ended in humans, whereas others may be transferred between humans once the disease is
established in a population. Plague, for example, has a natural reservoir in rodents. Human
infections contracted from the bites of rodent fleas may produce pneumonia, which may
then spread to other humans by the respiratory droplet route.

B Vertical Transmission

Certain diseases can spread from mother to fetus through the placental barrier. This mode
of transmission involves organisms such as rubella virus that can be present in the mother’s
bloodstream and may occur at different stages of pregnancy with different organisms.
Another form of transmission from mother to infant occurs by contact during birth with
organisms such as group B streptococci, C trachomatis, and N gonorrhoeae, which colonize
the vagina. Herpes simplex virus and CMV can spread by both vertical methods, as it may
be present in blood or may colonize the cervix. In addition, CMV may be transmitted by
breast milk, a third mechanism of vertical transmission.
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EPIDEMICS

The characterization of epidemics and their recognition in a community involve several
quantitative measures and some specific epidemiologic definitions. Infectivity, in epidemi-
ologic terms, equates to attack rate and is measured as the frequency with which an infec-
tion is transmitted when there is contact between the agent and a susceptible individual.
The disease index of an infection can be expressed as the number of persons who develop
the disease divided by the total number infected. The virulence of an agent can be estimated
as the number of fatal or severe cases per total number of cases. Incidence, the number of
new cases of a disease within a specified period, is described as a rate in which the number
of cases is the numerator and the number of people in the population under surveillance is
the denominator. This is usually normalized to reflect a percentage of the population that is
affected. Prevalence, which can also be described as a rate, is primarily used to indicate the
total number of cases existing in a population at risk at a point in time.

The prerequisites for propagation of an epidemic from person to person are: (1) a suf-
ficient degree of infectivity to allow the organism to spread; (2) sufficient virulence for an
increased incidence of disease to become apparent; and (3) sufficient level of susceptibility
in the host population to permit transmission and amplification of the infecting organ-
ism. Thus, the extent of an epidemic and its degree of severity are determined by complex
interactions between parasite and host. Host factors such as age, genetic predisposition,
and immune status can dramatically influence the manifestations of an infectious disease.
Together with differences in infecting dose, these factors are largely responsible for the wide
spectrum of disease manifestations that may be seen during an epidemic.

The effect of age can be dramatic. For example, in an epidemic of measles in an isolated
population in 1846, the attack rate for all ages averaged 75%; however, mortality rate was
90 times higher in children less than 1 year of age (28%) than in those 1 to 40 years of age
(0.3%). Conversely, in one outbreak of poliomyelitis, the attack rate of paralytic polio was
4% in children 0 to 4 years of age, and 20% to 40% in those 5 to 50 years of age. Gender may
be a factor in disease manifestations; for example, the likelihood of becoming a chronic car-
rier of hepatitis B is twice as high for males as for females.

Prior exposure of a population to an organism may alter immune status and the fre-
quency of acquisition, severity of clinical disease, and duration of an epidemic. For example,
measles is highly infectious and attacks most susceptible members of an exposed popula-
tion. However, infection gives solid lifelong immunity. Thus, in unimmunized populations
in which the disease is maintained in endemic form, epidemics occur at approximately
3-year intervals when a sufficient number of nonimmune hosts has been born to permit
rapid transmission between them. When a sufficient immune population is reestablished,
epidemic spread is blocked and the disease again becomes endemic. When immunity is
short-lived or incomplete, epidemics can continue for decades if the mode of transmission
is unchecked, which accounts for the present epidemic of gonorrhea.

Prolonged and extensive exposure to a pathogen during previous generations selects for a
higher degree of innate genetic immunity in a population. For example, extensive exposure
of Western urbanized populations to tuberculosis during the 18th and 19th centuries con-
ferred a degree of resistance greater than that among the progeny of rural or geographically
isolated populations. The disease spread rapidly and in severe form, for example, when it
was first encountered by Native Americans. An even more dramatic example concerns the
resistance to the most serious form of malaria that is conferred on people of West African
descent by the sickle cell trait. These instances are clear cases of natural selection—a process
that accounts for many differences in racial immunity.

Occasionally, an epidemic arises from an organism against which immunity is essentially
absent in a population and that is either of enhanced virulence or appears to be of enhanced
virulence because of the lack of immunity. When such an organism is highly infectious, the
disease it causes may become pandemic and worldwide. A prime example of this situation
is the appearance of a new major antigenic variant of influenza A virus against which there
is little, if any, cross-immunity from recent epidemics with other strains. The 1918 to 1919
pandemic of influenza was responsible for more deaths than World War I (>20 million).
Subsequent but less serious pandemics have occurred at intervals because of the devel-
opment of strains of influenza virus with major antigenic shifts (see Chapter 9). Another
example, acquired immunodeficiency syndrome (AIDS), illustrates the same principles but
also reflects changes in human ecologic and social behavior.

Incidence and prevalence rates are
usually expressed as number of
cases per 100, 1000, or

100, 000 population

Interaction between host and para-
site determines extent and severity
of an epidemic

Attack rates and disease severity
can vary widely by age

Immune status of a population
influences epidemic behavior

Immunity in population influences
spread

Sudden appearance of “new” agents
can result in pandemic spread



Social and ecologic factors deter-
mine aspects of epidemic diseases

Nosocomial = hospital-acquired

Surveillance is the key to recogni-
tion of an epidemic

Control measures can vary widely

INFECTION

A major feature of serious epidemic diseases is their frequent association with poverty,
malnutrition, disaster, and war. The association is multifactorial and includes overcrowd-
ing, contaminated food and water, an increase in arthropods that parasitize humans, and
the reduced immunity that can accompany severe malnutrition or certain types of chronic
stress. Overcrowding and understaffing in day-care centers or institutions for the mentally
impaired can similarly be associated with epidemics of infections.

In recent years, increasing attention has been given to hospital (nosocomial) epidemics
of infection. Hospitals are not immune to the epidemic diseases that occur in the commu-
nity; and outbreaks result from the association of infected patients or persons with those
who are unusually susceptible because of chronic disease, immunosuppressive therapy, or
the use of bladder, intratracheal, or intravascular catheters and tubes. Control depends on
the techniques of medical personnel, hospital hygiene, and effective surveillance.

Hl Control of Epidemics

The first principle of control is recognition of the existence of an epidemic. This recognition
is sometimes immediate because of the high incidence of disease but, often, the evidence
is obtained from ongoing surveillance activities, such as routine disease reports to health
departments and records of school and work absenteeism. The causative agent must be
identified, and studies to determine route of transmission (eg, food poisoning) must be
initiated.

Measures must then be adopted to control the spread and development of further
infection. These methods include: (1) blocking the route of transmission, if possible
(eg, improved food hygiene or arthropod control); (2) identifying, treating, and, if neces-
sary, isolating infected individuals and carriers; (3) raising the level of immunity in the
uninfected population by immunization; (4) making selective use of chemoprophylaxis for
subjects or populations at particular risk of infection, as in epidemics of meningococcal
infection; and (5) correcting conditions such as overcrowding or contaminated water
supplies that have led to the epidemic or facilitated transfer.

GENERAL PRINCIPLES OF IMMUNIZATION

Immunization is the most effective method of providing individual and community pro-
tection against many epidemic diseases. Immunization can be active, with stimulation of
the body’s immune mechanisms through administration of a vaccine, or passive, through
administration of plasma or globulin containing preformed antibody to the agent desired.
Active immunization with living attenuated organisms generally results in a subclinical or
mild illness that duplicates, to a limited extent, the disease to be prevented. Live vaccines
generally provide both local and durable humoral immunity. Killed or subunit vaccines,
such as influenza vaccine and tetanus toxoid, provide immunogenicity without infectivity.
They generally involve a larger amount of antigen than live vaccines, and must be admin-
istered parenterally with two or more spaced injections and subsequent boosters to elicit
and maintain a satisfactory antibody level. Immunity usually develops more rapidly with
live vaccines, but serious overt disease from the vaccine itself can occur in patients whose
immune responses are suppressed. Live attenuated virus vaccines are generally contrain-
dicated in pregnancy because of the risk of infection and damage to the developing fetus.
Recent developments in molecular biology and protein chemistry have brought greater
sophistication to the identification and purification of specific immunizing antigens and
epitopes, and to the preparation and purification of specific antibodies for passive protec-
tion. Thus, immunization is being applied to a broader range of infections.

Prophylaxis or therapy of some infections can be accomplished or aided by passive
immunization. This procedure involves administration of preformed antibody obtained
from humans, derived from animals actively immunized to the agent, or produced by
hybridoma techniques. Animal antisera induce immune responses to their globulins that
result in clearance of the passively transferred antibody within approximately 10 days, and
carry the risk of hypersensitivity reactions such as serum sickness and anaphylaxis. Human
antibodies are less immunogenic and are detectable in the circulation for several weeks
after administration. Two types of human antibody preparations are generally available.
Immune serum globulin (gamma globulin) is the immunoglobulin G fraction of plasma
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from a large group of donors that contains antibody to many infectious agents. Hyperim-
mune globulins are purified antibody preparations from the blood of subjects with high
titers of antibody to a specific disease that have resulted from natural exposure or immuni-
zation; some examples include hepatitis B immune globulin, rabies immune globulin, and
human tetanus immune globulin. Details of the use of these globulins can be obtained from
the chapters that discuss the diseases in question. Passive antibody is most effective when
given early in the incubation period.

CONCLUSIONS

Epidemiology is, clearly, the cornerstone for understanding all infectious diseases. The
principles, when applied wisely, serve to understand the nature and spread of pathogens,
facilitate their recognition, and suggest means of control. The latter may variously involve
direct therapeutic maneuvers, prevention through selective chemoprophylaxis or immuni-
zation, implementation of environmental controls, and public education. These approaches
vary among specific agents, but knowledge of their usefulness is highly important, whether
dealing with a single ill patient or an entire community.

Passive immunization has a tempo-
rary effect
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Viruses—Basic Concepts

(A virus is) “a piece of bad news wrapped in a protein coat.”
—Peter Medawar

virus is a set of genes, composed of either DNA or RNA, packaged in a protein-

containing coat called a capsid. Some viruses also have an outer lipid bilayer mem-

brane external to the coat called an envelope. The resulting complete virus particle
is called a virion. Viruses have an obligate requirement for intracellular growth and a heavy
dependence on host cell structural and metabolic components. Therefore, viruses are also
referred to as obligate intracellular parasites. Viruses do not have a nucleus, cytoplasm, mito-
chondria, or other cell organelles. Viruses that infect humans are called human viruses, but
are considered along with the general class of animal viruses; viruses that infect bacteria
are referred to as bacteriophages (phages for short), and viruses that infect plants are called
plant viruses.

Virus reproduction requires that a virus particle infect an appropriate host cell and pro-
gram the cellular machinery to synthesize the viral components required for the assembly
of new virions, generally termed progeny virions or daughter viruses. The infected host
cell may produce hundreds to hundreds of thousands of new virions, usually accompanied
by cell death. Tissue damage as a result of cell death accounts for the pathology of many
viral diseases in humans. Many of these viruses cause acute viral infection followed by viral
clearance. In some cases, the infected cells survive, resulting in persistent virus production
and a chronic infection that can remain asymptomatic, produce a chronic disease state, or
lead to relapse of an infection.

In some circumstances, a virus fails to reproduce itself and, instead, enters a latent state
(called lysogeny in the case of bacteriophages), from which there is the potential for reac-
tivation at a later time. A possible consequence of the presence of viral genome in a latent
state is a new genotype for the cell. Some determinants of bacterial virulence and some
malignancies of animal cells are examples of the genetic effects of latent viruses. Apparently,
vertebrates have had to coexist with viruses for a long time because they have evolved the
special nonspecific interferon system, which operates in conjunction with the highly spe-
cific immune system to combat virus infections.

Two classes of infectious agents exist that are structurally simpler than viruses, namely,
viroids and prions. Viroids are infectious circular RNA molecules that lack protein shells;
they are responsible for a variety of plant diseases. Prions, which apparently lack any genes
and are composed only of protein, are agents that appear to be responsible for some trans-
missible and inherited spongiform encephalopathies, such as scrapie in sheep; bovine
spongiform encephalopathy in cattle; and kuru, Creutzfeldt-Jakob disease, and Gerstmann-
Straussler-Scheinker syndrome in humans.

A virus is an intracellular parasite
composed of DNA or RNA and a
protein coat called capsid and, in
some cases, an outer lipoprotein
envelope

Some viruses following acute
infection cause a chronic infection
with little to no symptoms but
damage accumulates over time

Some viruses, instead of
reproducing, enter into a latent
state from which they can later be
reactivated

Plant viroids are infectious RNA
molecules

Prions are protein molecules

that may cause spongiform
encephalopathies
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Viruses range in size from
20 to 300 nm in diameter

Naked capsid viruses have a nucleic
acid genome within a protein shell
(capsid)

Enveloped viruses have a
nucleocapsid (nucleic acid-
protein complex) packaged into a
lipoprotein envelope

Viruses often have surface
protrusions called spikes

Two basic shapes: cylindrical
(helical) and spherical (icosahedral)

Outer shell is protective and aids
in entry and packaging

Nucleic acid must be
condensed during virion
assembly

The genomes of viruses can be
either RNA or DNA, but not both

DNA or RNA genomes may be
single- or double-stranded

RNA genomes could be (+)
positive sense, negative (—) sense
or ambisense (1)

Genomes may be linear or circular

Some genomes are segmented

PATHOGENIC VIRUSES

VIRUS STRUCTURE

Viruses are approximately 100- to 1000-fold smaller than the cells they infect. The smallest
viruses, virion size (parvoviruses), are approximately 20 nm in diameter (1 nm = 10~ m),
whereas the largest human viruses (poxviruses) have a diameter of approximately 300 nm
(Figure 6-1) and overlap the size of the smallest bacterial cells (Chlamydia and Myco-
plasma). Therefore, viruses generally pass through filters designed to trap bacteria, and this
property can, in principle, be used as evidence of a viral etiology.

The basic structure of all viruses places the nucleic acid genome (DNA or RNA) on the
inside of a protein shell called a capsid. Some human viruses are further packaged into a
lipid membrane, or envelope, which is usually acquired from the cytoplasmic membrane of
the infected cell during release from the cell. Viruses that are not enveloped have a defined
external capsid and are referred to as naked capsid viruses. The genomes of enveloped
viruses form a protein complex and a structure called a nucleocapsid, which is often sur-
rounded by a matrix protein that serves as a bridge between the nucleocapsid and the
inside of the viral membrane. Protein or glycoprotein structures called spikes, which often
protrude from the surface of virus particles, are involved in the initial contact with receptor
on host cells. These basic design features are illustrated schematically in Figure 6-2 as well
as in the electron micrographs in Figures 6-3A-C and 6-4.

The protein shell forming the capsid or the nucleocapsid assumes one of two basic shapes:
cylindrical (helical) or spherical (icosahedral). Some of the more complex bacteriophages
combine these two basic shapes. Examples of these three structural categories can be seen
in the electron micrographs in Figure 6-3.

The capsid or envelope of viruses functions (1) to protect the nucleic acid genome from
damage during the extracellular passage of the virus from one cell to another, (2) to aid in
the process of entry into the cell, and (3) in some cases, to package enzymes essential for the
early steps of the infection process.

In general, the nucleic acid genome of a virus is hundreds of times longer than the longest
dimension of the complete virion. It follows that the viral genome must be extensively con-
densed during the process of virion assembly. For naked capsid viruses, this condensation
is achieved by the association of the viral nucleic acid with basic proteins encoded by the
virus to form the core of the virus (Figure 6-2). For enveloped viruses, the formation of the
nucleocapsid serves to condense the viral nucleic acid genome. The virion may also contain
certain virus encoded essential enzymes and/or accessory/regulatory proteins.

GENOME STRUCTURE

Viral genomes can be made of either RNA or DNA and also can be either single-stranded
or double-stranded. The RNA viruses can be either positive sense (indicated by a +) (polar-
ity of mRNA) or negative sense (—) (complementary to or antisense of mRNA), double-
stranded (one strand + and the second strand —) or ambisense (both + and — polarity on
the same strand). Although the RNA genomes of most viruses are linear, some RNA viruses
may also have segmented genomes (several segments or pieces of RNA), with e