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Preface

This three volume set of books includes the proceedings of the 2017 38th
International Conference on Information Systems Architecture and Technology
(ISAT), or ISAT 2017 for short, which will be held on September 17-19, 2017, in
Szklarska Poreba, Poland. The conference was organized by the Department of
Computer Science and Department of Management Systems, Faculty of Computer
Science and Management, Wroctaw University of Technology, Poland.

The International Conference on Information Systems Architecture has been
organized by the Wroctaw University of Technology from the seventies of the last
century. The purpose of the ISAT is to discuss a state of the art of information
systems concepts and applications as well as architectures and technologies sup-
porting contemporary information systems. The aim is also to consider an impact of
knowledge, information, computing and communication technologies on managing
the organization scope of functionality as well as on enterprise information systems
design, implementation, and maintenance processes taking into account various
methodological, technological, and technical aspects. It is also devoted to infor-
mation systems concepts and applications supporting the exchange of goods and
services by using different business models and exploiting opportunities offered by
Internet-based electronic business and commerce solutions.

ISAT is a forum for specific disciplinary research, as well as for multi-
disciplinary studies to present original contributions and to discuss different sub-
jects of today’s information systems planning, designing, development, and
implementation. The event is addressed to the scientific community, people
involved in a variety of topics related to information, management, computer and
communication systems, and people involved in the development of business
information systems and business computer applications.

This year, we received 180 papers. The papers included in the three proceedings
volumes published by Springer have been subject to a thoroughgoing review
process by highly qualified peer reviewers. At least two members of Program
Committee or Board of Reviewers reviewed each paper. The final acceptance rate
was 56%. Program Chairs selected 101 best papers for oral presentation and
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publication in the 38th International Conference on Information Systems
Architecture and Technology 2017 proceedings.

The papers have been grouped into three volumes:

Part I—discoursing about topics including, but not limited to, Artificial
Intelligence Methods, Knowledge Discovery and Data Mining, Big Data,
Knowledge Discovery and Data Mining, Knowledge Based Management, Internet
of Things, Cloud Computing and High Performance Computing, Distributed
Computer Systems, Content Delivery Networks, Service Oriented Computing, and
E-Business Systems, Web Design, Mobile and Multimedia Systems.

Part II—addressing topics including, but not limited to, System Modelling for
Control, Recognition and Decision Support, Mathematical Modeling in Computer
System Design, Service Oriented Systems and Cloud Computing and Complex
process modelling.

Part III—dealing with topics including, but not limited to, Modeling of
Manufacturing Processes, Modeling an Investment Decision Process, Management
of Innovation, Management of Organization.

We would like to thank the Program Committee and external reviewers, essential
for reviewing the papers to ensure a high standard of the ISAT 2017 conference and
the proceedings. We thank the authors, presenters, and participants of ISAT 2017;
without them, the conference could not have taken place. Finally, we thank the
organizing team for the efforts in bringing the conference to a successful scientific
event.

We devote ISAT 2017 to our friend and former ISAT Chair, Professor Adam
Grzech.

September 2017 Leszek Borzemski
Jerzy Swiatek
Zofia Wilimowska



In Memory of Our Friend and Past ISAT Chair

Professor Adam Grzech

November 2016

Professor DSc. Adam Grzech was born in 1954 in Debica (Poland). He was
graduated at the Wroclaw University of Technology 1977—M.Sc. Electronic
Engineering. He did his PhD at the Institute of Technical Cybernetics in 1979 and
D.Sc. in technical sciences in the field of computer science in 1989 and received the
title of full Professor in 2003 from Wroclaw University of Technology.

He was an Assistant Professor at the Institute of Technical Cybernetics (1979—
1982), an Assistant Professor at the Institute of Control and Systems Engineering
(1982-1989), Associate Professor at the Institute of Control and Systems Engineering
(1989-1993), a Professor at the Institute for Technical Informatics (1993-2006), and
a Full Professor at the Institute of Computer Science, Faculty of Computer Science
and Management at Wroclaw University of Technology (since 2006).

He was an author and co-author of over 350 published research works. His areas of
research were as follows: analysis, modeling, and design information and commu-
nication systems and networks. Since 2002, he was a Chief of Telecommunication
Department. He was a leader of Scientific School on Information and Communication
Systems and Networks. He was a promoter of the 10 completed Ph.D. theses.

During the years 1991-1993 and 1999-2002, he was a Director of the Institute
of Control and Systems Engineering. Since 2002, he was a delegate of the Rector
for Information Technology, and then during the years 2003-2005, he was a Vice
President for Development at the Wroclaw University of Technology and in 2002—
2008 a member of the Senate of the Wroclaw University of Technology. During the
years 2005-2012, he was a Vice Dean of Computer Science and Management
Faculty.

vii



viii In Memory of Our Friend and Past ISAT Chair

He was active in the work at the national, international committees of confer-
ences and scientific journals. He was Co-chair of Information Systems Architecture
and Technology (ISAT) and Systems Science International Conferences. Since
1982, he served as Scientific Secretary, and since 2006 Editor-in-Chief of the
Science Systems journal published quarterly.

Professor Adam Grzech was a member of the Wroclaw Scientific Society, the
Polish Informatics Society, the Council of Information Technology, the Committee
on Informatics of the Polish Academy of Sciences, and Technical Committee TC6
(Communication Systems) IFIP.
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Modeling an Investment Decision
Process



Intelligent ALMM System for Discrete
Optimization Problems — The Idea
of Knowledge Base Application

Ewa Dudek—Dyduch(%)

Department of Automatics and Biomedical Engineering,
AGH University of Science and Technology,
al. Mickiewicza 30, 30-059 Krakow, Poland
edd@agh. edu. pl

Abstract. The paper introduces the concept of intelligent information system
for solving discrete optimization problems, named Intelligent ALMM System.
The system is a new version of the software tool named ALMM Solver [8, 13].
The paper propose new idea of functioning the solver and its new, essentially
extended structure. Presented in the paper Intelligent ALMM System not only
solves discrete optimization problems, but also: assists its users in the selection
of an appropriate solving method, helps configure algorithms and helps the
development of problem model software representations. In order to implement
this new idea the author proposes the use of a Knowledge Base linked with the
Intelligent User Interface. Both ALMM Solver and Intelligent ALMM System
utilize a modeling paradigm named Algebraic-Logical Meta-Model of Mul-
tistage Decision Processes (ALMM) and its theory both developed by
Dudek-Dyduch E. ALMM enables a unified approach to creating discrete
optimization problem models, representing knowledge about these problems and
presenting solving methods and algorithms.

Keywords: Intelligent solver - Optimizer * Intelligent decision technology -
Knowledge base - Algebraic-logical meta-model - ALMM - Discrete
optimization problems - Intelligent software tool - Artificial intelligence tool -
Intelligent User Interface -+ ALMM technology

1 Introduction

The paper introduces the concept of intelligent information system for solving discrete
optimization problems (including NP-hard ones). The system is based on modeling
paradigm named Algebraic- Logical Meta-Model of Multistage Decision Processes
(ALMM) [6, 7], hence its name ALMM System. Using ALMM paradigm, it is possible
to develop so called algebraic logical (AL) models for a large class of discrete opti-
mization problems as well as combinatorial ones [5-7, 9, 11, 14]. Methods and
algorithms used for solving as well as various problem properties can be presented in a
uniform, ALMM based terminology too. This fact is of key importance. What is more,
relationships between problem properties and the suitability (and feasibility) of

© Springer International Publishing AG 2018
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4 E. Dudek-Dyduch

applying certain methods can be recorded in the knowledge base. This particular fact
was used for development of the Intelligent ALMM System.

The very first idea of the ALMM based software tool for solving discrete opti-
mization problems, named ALMM Solver, was described in [8, 16]. Then the idea of
functioning and the architecture of solver was developed by introducing a new module
Problem Model Library [3, 13]. The solution methods provided in the all former
versions [3, 8, 13], however, were only limited to those based on state graph searches.
This paper introduces a new idea of the solver functioning together with its essentially
modified and extended structure. The relatively simple software tool is replaced by
extended information system. The tasks of the system, called Intelligent ALMM
System by the author, are much more extensive. The ALMM System is not only
supposed to solve discrete optimization problems utilizing a broader spectrum of
methods than merely those based on state graph searches, but it is also supposed to:

assist its users in the selection of an appropriate solving method,

e help configure algorithms based on the method selected,

e help and to a certain extent automate the development of software models of
problems to be solved by the Solver.

In order to implement this new idea, the author proposes the use of a Knowledge
Base (KB) linked with the Intelligent User Interface (IUI). Thanks to these two new
modules, the Intelligent ALMM System will not only solve discrete optimizations
problems, but also perform certain expert and creative functions to date reserved for
humans [10].

The idea of developing software tools capable of solving certain classes of prob-
lems is not new. The most popular such tools are based on CLP approach [17]. The
problems are modeled there by a finite, predetermined number of variables, their
domains and relations between them. The models are introduced with the use of
declarative languages [2]. There are also software tools based on agent approach and
the ones dedicated to some chosen methods e.g. evolutionary programming [18] as well
as discrete programming. None of these applications, however, according to the author,
have sufficient intelligence to be able to tackle Intelligent ALMM System tasks.

The paper is organized as follows. Section 2 presents an ALMM based modeling
paradigm. The structure of Intelligent ALMM Solver, proposed by the author, is
described in Sect. 3 together with its functional background. Section 4 presents the
idea and general structure of the proposed KB or more specifically the Knowledge Base
of Problems. It describes the Library of Problem Models and the Problem Properties
Knowledge Base with definitions of criteria important for automated procedure con-
figuration and intelligent support of solving method selection included therein.
Examples of such properties used for automated configuration of criteria’ procedures
are provided as well.

2 Algebraic-Logical Meta-Model

ALMM is the general model development paradigm for deterministic problems for
which the solutions can be presented as a sequence or a set of complex decisions. The
idea of system modelling, that uses both algebraic and logical formulas, comes from Z.
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Bubnicki. The author of herein has adopted this general idea for create Algebraic
Logical Meta Model of Multistage Decision Processes.

ALMM paradigm was proposed and developed by Dudek-Dyduch in [6, 7, 9] and
recalled in many papers among others [3, 4, 13, 14]. It is also put to use in multiple
cases [5, 7, 12, 14]. Based on ALMM the formal AL models may be established for a
very broad class of discrete optimization problems from a variety of application areas
(especially for modeling and control of discrete manufacturing processes) [4—6, 9-12,
14], thus yielding to the meta-model designation. ALMM provides a structured way of
recording knowledge of the goal and all relevant restrictions that exist within the
problems modeled. Using this paradigm, the author has provided, i.e. in [6] and recall
in [3, 4] the definitions of two base types of multistage decision processes: a common
process (cMDP) and a dynamic process (MDDP). Both types imply two basic classes
of AL models and may frequently determine divergent solving methods (and algo-
rithms). The definition of MDDP quoted below refers to processes wherein both the
constraints and the transition depend on time. Therefore, the concept of the so called
“generalized state” has been introduced, defined as a pair containing both the state and
the time instant.

Definition 1. “Multistage dynamic decision process is a process that is specified by
the sextuple MDDP = (U, S, sy, f, Sn» Sg) where U is a set of decisions, S = X x T'is
a set named a set of generalized states, X is a set of proper states, T C R + U {0} isa
subset of non-negative real numbers representing the time instants, f: U x §—S is a
partial function called a transition function, (it does not have to be determined for all
elements of the set U X §), sp = (xp, tp), Sy C S, Sg C § are respectively: an initial
generalized state, a set of not admissible generalized states, and a set of goal gener-
alized states, i.e. the states in which we want the process to take place at the end.
Subsets S and Sy are disjoint i.e. Sg NSy = 0.

The transition function is defined by means of two functions, f = (f,, f;) where f,, f;
determine the next state and the next time instant respectively.”

The ¢cMDP is obtained by reducing a generalized state to a proper state with a
transition function f = f,. For both defined types of the multistage decision processes,
in the most general case, sets U and X may be presented as a Cartesian product
U=U xUx .. x U X=X'xXx .. x X ieeu=@" .., u"), x=(x,
x2, ..., X"). In particular, W, i=12..m represent separate decisions that must or may be
taken simultaneously and relate to particular objects. Values of particular coordinates of
a state or a decision may be names of elements (symbols) as well as some objects (e.g.
finite set, sequence etc.). A sequence of consecutive states from the initial state to a
final state (goal, nonadmissible or blind one), computed by transition function form a
process trajectory. One can define a large class of constructive algorithms by means of
proper control over the generation of particular trajectories or their parts, as the tra-
jectories are defined with use of AL model. The concept of ALMM Solver is based on
this noticing. AL model of optimization problem is denoted as a (P, Q) pair where P is
a suitable multistage decision process and @, is a criterion. An optimization task is
denoted as a (P, Q), where P, Q are the individual process and individual criterion
respectively.
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3 Structure of Intelligent ALMM System

Intelligent ALMM System is to provide solutions (exact or approximate) for combi-
natorial and discrete optimization problems or indicate that no solution has been found.
A solution has form of a sequence (or set) of decisions (very often the complex ones).
As mentioned, the initial structure of ALMM Solver [8, 16] has been modified
essentially in [3], where then new Library of Problem Models module was introduced
and described. Figure 1 presents quite new, extended architecture. The new modules
are: Intelligent User Interface (IUI), Knowledge Base, Solution Creator module and
Solution Creator Control module.

KNOWLEDGE BASE

KNOWLEDGE OF PROBLEMS

KNOWLEDGE ON
LIBRARY OF PROPERTIES SOLVING METHODS [
PROBLEM OF AND ALGORITHMS

MODELS PROBLEMS

1
i
|
. T
: INTELLIGENT USER INTERFACE
<« : ALM
1| MODELER
USER :
v
SOLUTION CREATOR
SOLUTION CREATOR CONTROL <«

Fig. 1. Architecture of intelligent ALMM system

The main computation module is Solution Creator carrying out operations aimed at
finding solutions for problem instances. In the current solver version, the Solution
Creator consists of a few parallel submodules called Solving Method Engines (SME).
The functioning of each SME is based on a strictly defined solving method (or class of
algorithms). These methods, both well established and newly developed ones [4, 7], are
defined by the so called ALMM technology, i.e. ALMM based modelling paradigm
and terminology. The methods will be implemented in a component based technology.
Each Solving Method Engine implements an algorithm class based on its own method.
The Control of Solution Creator module launches and configures the appropriate
Solution Method Engine so that the appropriate algorithm is executed.

In earlier papers [3, 8, 13] only one module named SimOpt was used instead of the
Solution Creator. The SimOpt module was designed for implementation of a class of
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constructive algorithms based on state tree searches and specially developed local
optimization tasks (see [4]). The SimOpt module task is to intelligently construct the
state transition tree (either in its entirety, or only a part of it) by generating one or more
trajectories (parts of trajectories). The structure of the SimOpt module and its detailed
description is given in [3, 8]. (Due to limited length of the article, the description
cannot be included herein.) From this point the module (following appropriate modi-
fications) will constitute a part of the Solution Creator module as one of its Solving
Method Engines. The Solution Creator operating paradigm and architecture will be laid
out in a separate paper.

The role of the Intelligent User Interface (IUI) is threefold.

Its first task is to initiate and forward information about the problem model and its
instance to the Solution Creator module. The model needs to take a form under-
standable to the Solution Creator module and other modules, i.e. it should have a
software form called the software representation of the AL model (software model).
There are three base manners of creating AL models and their software representations,
proposed in [3]. A user can download a ready model from Problem Model Library or
build a model from Problem Model Library components. Obviously, a user can develop
a new model from scratch and implement it in a proper programming language. IUI
processes the first task together with the Problem Library module and for the last two
cases it can also use its submodule ALM Modeler.

The second task consists of intelligent method selection (supported by ALMM
System) and configuration of its solving algorithm. In this task, the IUI works together
with the Knowledge Base parts: Problem Properties (located in the Knowledge Base of
Problems) and the Knowledge Base on Solving Methods & Algorithms.

The third task consists in returning a solution (one or many) or information that no
solution was found. Additional information on the solution and solving processes may
be also presented.

4 Knowledge Base

The Knowledge Base consists of two main mutually joined parts. First part contains the
knowledge of problems while second part contains knowledge on solving methods and
algorithms (see Fig. 1). This paper presents the idea and general structure of the first
part, named Knowledge Base of Problems. This part consists of two further parts:
Library of Problem Models and Properties of Problems.

4.1 Library of Problem Models

Library of Problem Models provides software models to various Solver modules and is
supposed to serve two objectives. The first of these is storage of AL models together
with their software representations. Models of problems belonging to specific,
well-known areas such as scheduling, graph problems etc. will be stored in matching
subareas of the library. The second objective is storage of components that can be used
to develop new AL models and their software representations. For that reason, the
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library has a component based structure. The library must be designed the way it
enables to easily seek out appropriate models and necessary components. Moreover, its
structure must be flexible in order to enable its gradually extension. The library is
implemented with the use of C# because of its object-oriented character, capacities,
ease of use and availability of multiple class libraries for various purposes, as well as its
reliability.

The most important issue is to adopt an appropriate way for implementing the
problem models, that is to design a software representation of AL models. As men-
tioned earlier, process P represents all problem constraints and is the formal model of
admissibility problem, while a (P, Q) correspond to optimization problem. The soft-
ware model of process P is implemented as a class named cProblem. Problem instances
are represented by objects from that class. The AL model indicates and defines ele-
ments of the process that need to be implemented in the cProblem class.

Both the idea and basic structure of the Problem Model Library and the software
representation of AL models concept have been proposed and presented in [3]. Then,
the extended and detailed description of process P implementation is given in [13]. The
library also contains the components used for creating the procedures for the criteria.
The paper gives basic rules of creating these procedures for the classes of most popular
criteria.

4.2 Knowledge Base of Problem Properties

The knowledge of problems’ properties stored in the Knowledge Base part referred to
as Problem Properties will be used directly by the Intelligent User Interface. On the
current stage, this part of the Knowledge Base is established with two basic objectives
in mind. The first is related to model searches carried out in the Library of Problem
Models and developing new models using existing components. The verification of
whether a model or its components is already included in the Library of Problem
Models is an important task. Such check may be carried out based on the problem
name, but in case of ambiguous names it can also be executed based on certain selected
properties of elements defining the model (e.g. properties of state or decision structures
or others). The second objective is related to the Solution Creator Control module
performance, touching on the issues of method selection and configuration of algorithm
based on that method. Problems tackled by the Solver have certain common properties
enabling the use of a relevant method and/or the determination of which out of
interchangeable procedures (within that method) should be applied. They also have
certain specific properties significant for an algorithm based on a selected solving
method. The Intelligent User Interface supports method selection and communicates
information regarding such choice (executed by an appropriate Solution Method
Engine) to the Solution Creator Control module. Furthermore, it communicates
information enabling the configuration of an algorithm based on the selected method by
setting appropriate subroutines for execution. The interchangeable procedures con-
tained in the procedure library are determined depending on the model as well as
problem properties. Obviously, the interchangeable procedures can also be developed
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on purpose and input by the user. Properties stored in the knowledge base will be
divided into groups related to:

multistage process type that is a base for the given model (MDDP or cMDP),
properties of individual elements defining the P process,

properties of the P process trajectories,

properties of individual criteria,

other properties.

4.2.1 Properties of Criteria
The example below presents cooperation of the Intelligent User Interface with the
Knowledge Base of Problem Properties, aimed at selection and configuration of an
algorithm calculating any criterion. The example utilizes criteria properties given in
Definitions 2—4. The Problem Model Library will contain, alongside software repre-
sentation of processes P, certain procedures enabling the computation of various cri-
teria occurring frequently in some problem domain [1]. A broad class of criteria can be
defined by recurrence and computed in parallel to the calculations of trajectories. The
author named the said class as “separable criterions” (see Definition 2) [6, 9]. It is
worth remembering, though, that these are not the only criterion class that may be used.
Vast majority of methods and algorithms described in literature use (with or
without overt declaration) some properties of criteria that facilitate the solving process.
Some of these, defined by Dudek-Dyduch and based on ALMM paradigm in [6, 7, 9]
and then recalled in [14], are presented below. Let us denote: P — a fixed multistage
decision process, S” — set of all states of trajectory of the process, d (5) — number of the
last state of a finite trajectory 3, U — set of all decision sequences of the process P, R —
set of real numbers.

Definition 2. “Criterion Q is a separable for the process P, iff for every decision
sequence u € U can be recursively calculated as follows:
Qp = const., in particular @y =0

Qi+l :fQ(Qi,u,-,si) for l:071,,d(§)71 (1)

where: Q; for i > 0 denotes partial value of criterion Q calculated for i—th state of the
considered trajectory, defined as follows:

Q; = Q('), where i/ = (ug,uy...u;—1) is the initial part of the sequence i, fj is
some partial function fp : R x U xS — R such that: Domfy = {(a,u,s) € Xx
UxS: seS’ ueUps), aecR}

Separability is a property of an algorithm which calculates quality criterion for a
sequence of decisions u, and thus for designated by it the trajectory 5. Criterion is
separable if we can calculate its value for the next state of trajectory knowing its value
in the previous state and the decision taken at that time. Particularly useful are the
property of additive separability of criterion. Let Q be separable criterion and a function
AQ(u, s) denotes the increase (decrease) of criterion in the s state (of a fixed trajectory
of the process P) as a result of decision u.
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Definition 3. “Separable criterion Q is additive iff for each trajectory s of process P:

Fo(Onuisi) = 0 +AQ(uy,s;) for i=0,1,...,d(5) —1 (2)

(AQ(u, s;) is usually denoted as 4Q;)”.

Definition 4. Separable criterion Q changes multiplicatively iff for each trajectory s of
process P:

fQ(Qhuhsi) :Qi'Q(uhSi) for l:Oala7d(§)_ 1 (3)

where g(u,s) is a certain function depending on the decision and the state (in particular
q(u,s) = const.).

Taking into account the widespread use of separable criterion class, its computation
pattern will be implemented in the Solution Creator module. The Solution Creator
module will execute various criterion calculation procedures depending on properties
the individual criteria will meet. The AQ and g procedures may be stored in the Library
of Problem Models or be entered by the user.

The Intelligent User Interface asks a series of question (see Fig. 2). The first of
these concerns criterion separability. For affirmative answer it executes a default pro-
cedure compliant with Definition 2 (formula (1)) and checks in sequence if the criterion

Is the criterion separable?

YES NO

Choose default procedure Q
compliant with formulae (1)

l

Is the criterion additive?

Input user procedure Q

YES NO

Use fo(Q,u;s) in line with def. 3

- Y
(input AQ or read it from the Library) Is the criterion multiplicative?

YES NO

Use fo(Q,u;s)) in line with def. 4

(input g or read it from the Library) Input user procedure fo(Q;u;s)

Fig. 2. Criterion algorithm configuration diagram
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is additive or multiplicative, using functions fo(Q, u;si) with formulas given in Defi-
nition 3 or 4, respectively, depending on the user’s answer. The relevant part of the
Jo(Q;u;s;) formula (that is AQ or g) can be read from the library or input by the user.
For nonseparable criterion, the Interface requests definition of the criterion calculation
algorithm from the user.

The next, very valuable criterion properties is monotonicity. It is use in many
method and individual algorithms, thus it is verified by IUI too.

Definition 5. “Separable criterion Q is monotonically ascending along each trajectory
of the process P if Q;,; > O, for each decision sequence u# € U.If Q; 1 < Q; for each
it € U we say that Q is monotonically descending.”

The criterion properties provided above are used in branch & bound (or pruning)
method, dynamic programming, reinforcement learning, A* algorithms and the con-
struction algorithm class based on the so called three stage method and in particular
learning method based on ALMM [4, 6, 9]. Thus IJI may offer possible solution
methods to a user’s problem based on criterion properties and the P process. Once a
method is selected by the user, the Intelligent ALMM Solver uses more detailed
problem properties and its software model to configure individual algorithm
components.

5 Conclusion

The paper introduces concept of Intelligent ALMM System for solving large class of
discrete optimization problems. The system is a new, essentially changed and devel-
oped version of the software tool named ALMM Solver. The author proposes the new
idea of functioning and the new, extended structure. Intelligent ALMM System is
supposed not only to solve discrete optimization problems, but also: assist its users in
selection of an appropriate solving method, help configure algorithms and aid the
development of problem model software representations. In order to implement this
new idea, the author proposes the use of a Knowledge Base linked with the Intelligent
User Interface. The paper presents the first part of the knowledge base, namely the
Knowledge Base of Problems. Its next part, the Knowledge on Solving Methods linked
with Solution Creator Control module will be covered in another paper to follow. The
team under the supervision of Dudek-Dyduch E. is currently working on the imple-
mentation project of Knowledge Base.
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Abstract. The purpose of this article is to present the use of the inverse test in
investment funds based on historical data. Kendall’s coefficient is the known
factor used to test rank correlations. As a measure of dependency is used at any
sample size. Its distribution (except asymptotic distribution) is rarely used
because of the rather difficult analytical form of the statistics used to test the
hypotheses. This work will use the inversion test, which is a variant of the test
based on correlation Kendall rank. In the case of a moderate sample, it is more
convenient to consider the amount of inversion. It is equal to the number of
incompatible pairs (in the sense described below) for variables with a contin-
uous distribution (binding pairs are not possible). It turns out that the language
of inversion is often more comfortable. This is particularly noticeable in case of
second type error analysis. In the paper are presented the results of the test of the
Sharpe and Treynor measures ability for investment rate of return prediction of
Polish investment funds.

Keywords: Investment funds - Inversion test - Efficiency - Predictability

1 Introduction

Investing in the capital market allows individual and institutional investors to make
money without contributing the work by investing their previously earned cash surplus.
However, the risk is an inherent part of investing. According to the definition of
investment, today are incurred expenditures, for future benefits. The future in a
changing environment creates uncertainty for future benefits, and uncertainty creates
risk. Investor makes an investment decision and expects that future cash flows gen-
erated by the investment will earn money. All investors like the idea of achieving high
returns on the investment, most tend to dislike the high risks that are associated with
anticipated high returns. The investor in the decision-making process must constantly
make choices (trade off) between the rate of return and risk. Understanding the trade-off
that have to be made between investment risk and expected rate of return is a base to
investment decision making. Uncertainty and risk which are associated with capital
investment require a special instrument supporting process of the investor’s decision
making.
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Risk understood as uncertainty, possibility that expected benefits will not be
achieved, that benefits deviate from expected benefits follows the decision making
process. Managers recognize that the expected return from risky activity tends to be
higher than the expected return from less risky activities.

Investment funds allow reduce the risk of investment in the financial market by risk
diversification building the portfolio of financial instruments. The individual investor
must devote a lot of effort, and when he has small amount of capital simply is not able
to effectively diversify his portfolio. The investment fund deposit gathering many
participants may choose securities such a way that potential large drops, or even
bankruptcy of one of the issuers, it was compensated by increases in the prices of
shares in other companies, thus reducing the investment risks and giving it greater
stability.

Evaluation of the efficiency of investment is always carried out in relation to the
accepted reference point (benchmark). As a criterion for assessing the effectiveness of
the funds shall be the rate of return, which is determined on the basis of changes in the
value of shares, the level of risk incurred and the additional profits that it compensate.
The most commonly used indicators to evaluate investment funds are indicators:
Sharpe (Sp), Treynor (Tr) and Jensen (Je) [10]. These measures are risk-adjusted
capital, as their design takes into account both the rate of return reached by the
investment fund as well as the accompanying investment risk. These indicators are
calculated based on the results of the estimation model (CML) Capital Market Line and
the Capital Asset Pricing Model (CAPM).

Sharpe ratio is the ratio of the average additional rate of return, which is the surplus
profit that comes from the fund over a risk-free rate to the standard deviation of the
additional rate of return which is a derivative of total risk. A positive index value
indicates the profit worked out by the fund is higher than the benchmark, which lets
you choose a fund with the highest rate of return with minimal risk. If the index value is
negative, it means that the profit of the fund is lower than the market risk-free rate for
which is usually assumed profitability of T-bills.

_ R, — Ry

Op

Sp

where:

R, - the average rate of return of the investment fund at time t
Ry - the average rate of return on risk-free instruments at time t
G, - standard deviation of the returns of the investment fund at time t

The counter of this expression is the so-called risk premium, a kind of reward for
the investor, that is additional income above the risk-free rate. The higher the Sharpe
ratio, the higher is the efficiency of the tested fund.

Construction of Treynor’s Ratio is similar to Sharpe ratio, Treynor ratio, however,
takes into account two types of risks. One result of the general situation on the whole
market and is called systematic risk (coefficient ), and the second, the specific risk is
characteristic of the assets in the portfolio. Through appropriate diversification of assets
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portfolio, reducing the risk unsystematic it manages to reduce the total risk to the level
of systematic risk.

R, — Ry
Tp __P f
By

where:

Rp - the average rate of return of the investment fund at time t
Rf - the average rate of return on risk-free instruments at time t
Bp - systematic risk (coefficient B) of investment fund at time t

This indicator reflects the sensitivity to changes in the value of the instrument to
changes in benchmark.

2 The Inversion Test

The coefficient T-Kendall (Magiera R. 2002) is used to describe the correlation between
order variables. In order to calculate t-Kendall, the observations in the sample should
be compiled into all possible pairs and classified into three categories.

Compatible pairs — either variable or in the first observation both are larger than the
second or both smaller, the number of such pairs will be marked as P,.

Incompatible pairs — the variables change in the opposite direction, one of them is
greater for the observation in pair for which the second one is smaller, the number of
such pairs is marked as P,,.

Bonded pair — in both observations one variable has the same value, the number of
such pairs — P,,.

Estimator of t-Kendalla can be calculated from the formula

pP,—P,
T=——
P,+P,+P,
This coefficient is contained in the interval (—1, 1).
Because
n nn—1
PZ+Pn+Pw:<2>: (2 )
then
=2 PZ - Pn
nn—1)
where:

n — sample size.
P, — number of compatible pairs.
P,, — number of incompatible pairs.
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A permutation tool is a convenient tool for analyzing variables in the order scale.

Permutation is a function that transforms the set of natural numbers {1, 2,..., n}
into oneself. Observations of any real random variable can be ordered according to the
natural order if there are no equal ones. This happens if the assumed random variable is
assumed to be continuous.

Let

n(n—1

N, =1
2

will be the maximum number of inversions in permutation with n arguments

Let { ]Z" } will be the number of permutations having exactly k inversion.

If Ny = 1, then from definition {A(l)l } =0

. | N . [ N
ForN22,1s{02}11{12}1.
L N3 )3 L 31 _ 31 _ 31 _
ForN3—31s{0}—{0}_1,{1}—2,{2}—2,{3}—1

Similary for Ny = 6:

ORISR

In the general case:

3 Inversion Test for Investment Funds

The study was conducted for 36 investment funds with legal form of mutual funds or
expertly open, operating on the Polish market. These are different types of funds:
Money Funds, Debt Funds, Mixed Funds and Stock Funds, Table 1. The study period
covers the years 2012-2016.

The following theorem [1] will be used to test hypotheses about inversions.

Theorem
Let p be a probability of inversion and
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p([n:k):({ }an /Zko{ }kzv,,k

= (pux - P ") /Zk o Pk P (2)

Table 1. Tested investment funds

Type

Investment fund (TFI)

Money funds

Debt funds

Mixed funds

INVESTOR Gotowkowy SFIO (Investors TFI)

KBC Pieni¢zny (KBC TFI)

MetLife Pienigzny (MetLife TFI)

NN Lokacyjny Plus FIO (NN Investment Partners TFI)
UniKorona Pieni¢zny FIO (Union Investment TFI)

Aviva Investors Obligacji Dynamiczny FIO (Aviva Investors Poland TFI)
ALLIANZ Obligacji Plus FIO (Allianz Polska S.A. TFI)
KBC Papierow Dluznych FIO (KBC TFI)

NN Obligacji FIO (NN Investment Partners TFI)

PZU Ochrony Majatku FIO (PZU S.A. TFI)

PZU Papieréw Dhuznych POLONEZ FIO (PZU S.A. TFI)
Skarbiec Depozytowy DPW FIO (Skarbiec TFI)
ALLIANZ Aktywnej Alokacji FIO (Allianz Polska S.A.)
Investor Zabezpieczenia Emerytalnego FIO (Investors TFI)
Investor Zrownowazony FIO (Investors TFI)

KBC Stabilny FIO (KBC TFI)

MetLife Ochrony Wzrostu SFIO (MetLife TFI)
MILLENNIUM Cyklu Koniunkturalnego FIO (Millennium TFI)
NN Zroéwnowazony FIO (NN Investment Partners TFI)
Noble Fund Mieszany FIO (Noble Funds TFI)

Noble Fund Timingowy FIO (Noble Funds TFI)

PKO Stabilnego Wzrostu FIO (PKO TFI)

UniKorona Zréwnowazony FIO (Union Investment TFI)

Stock funds

AVIVA Nowoczesnych Technologii FIO (Aviva Investors Poland TFI)
BPH Akcji FIO (BPH TFI)

KBC Akcji Matych i Srednich Spotek FIO (KBC TFEI)

KBC Akcyjny FIO {KBC TFI)

Millennium Dynamicznych Spoétek FIO (Millennium TFI)

NN Akgcji FIO (NN Investment Partners TFI)

NN Srednich i Matych Spotek FIO (NN Investment Partners TFI)
Noble Fund Akcji FIO (Noble Funds TFI)

NOBLE FUND Akcji Matych i Srednich Spotek FIO (Noble Funds TFI)
Novo Akcji FIO (Opera TFI)

PKO Akcji Matych i Srednich Spotek FIO (PKO TFI)

PZU Akcji Matych i Srednich Spétek FIO (PZU S.A. TFI)

Source: [11]
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For selected funds were calculated: the expected rate of return, standard deviation,
coefficient of variation, coefficient B and the efficiency measures of Sharpe and
Treynor. In Table 2 there are shown expected value of rate of return, standard devi-
ation, B coefficient, Sharpe and Traynor’s coefficients for selected investment funds.

Table 2. Statistic for selected funds

Fund | Selected fund Date 2012 2013 |2014 |2015 |2016

type

Money | MetLife Pienigzny R* 0.093| 0.023| 0.038| 0.018| 0.012
c 0.048| 0.057| 0.015| 0.010| 0.018
B 0.009| 0.042| 0.015| 0.001| 0.002

Sharpe | 1.936| 0.395| 2.454| 1.685| 0.508
Treynor | 10.490 | 0.539| 2.545| 11.622| 3.923

Debt Aviva Investors Obligacji R* 0.151] 0.053| 0.101| 0.022| 0.025
Dynamiczny c 0.098| 0.221| 0.103| 0.115| 0.087
B 0.080| 0.105| 0.127| 0.045| 0.002

Sharpe | 1.531| 0.236| 0.974| 0.190| 0.261
Treynor| 1.889| 0.495| 0.794| 0.482| 9.302

Mixed | MetLife Ochrony Wzrostu R* 0.144 | —0.070 | —0.044 | —0.076 | —0.027
c 0.224| 0.287| 0.193| 0.140| 0.076
B 0.325| 0.462| 0.467| 0318 0.113

Sharpe | 0.641 —0.246 |-0.231 | —0.542 | —0.393
Treynor | 0.441|—0.153 | —0.095 | —0.239 | —0.264

Stock | AVIVA Nowoczesnych R* 0.112| 0.247|-0.026| 0.029| 0.103
Technologii c 0.442| 0415, 0.222| 0.292| 0.339
B 0.569| 0.523| 0.416| 0.272| 0.285

Sharpe | 0.252| 0.595|-0.120| 0.100| 0.297
Treynor| 0.196| 0.471|-0.064| 0.107| 0.353

Source: own work

The basis for the fund’s ranking is the Sharpe and Traynor’s measure [10]. This is a
commonly used methods for evaluating the quality of investment for investment funds,
Table 3.

Calculating the number of inversions requires several comparisons of rankings
from two consecutive years. In the penultimate line of the No. 4 table, the number of
inversions was calculated, and in the last line the probability of inversion was estimated
by frequency (Table 4).

The size of sample is 36. Value of p is the frequency of inversion. Maximal value of
inversions equals 630 = (36-35)/2. NI- is the number of inversions. Thus
p = NI/630.

In Table 5 chosen values of distribution function are presented. They are calculated
using formulas (1) and (2). In Table 5, the values used for testing are bolded.
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Table 3. Ranking by Sharpe and Treynor’s measure

Ranking by Sharpe’s measure

Ranking by Treynor’s measure

Rank | 2012 | 2013 | 2014 | 2015 | 2016 | Rank | 2012 | 2013 | 2014 | 2015 | 2016
1 31 10 1 1 16 1 1 |31 1 |30 4
2 |34 |31 16 |16 5 2 |35 |10 |35 1 1
3 1 (25 35 |31 |35 3 16 |16 |16 |18 5
4 10 (28 [10 |35 9 4 31 |35 10 |31 16
5 13 (22 |31 10 1 5 10 |25 |31 16 |35
6 4 |35 4 |26 8 6 34 22 4 |10 9
7 18 (20 (34 |25 |15 7 30 |28 |30 4 8
8 30 132 |30 |22 |14 8 18 1 18 |35 15
9 16 3 18 |18 |32 9 4 4 |15 |34 |34

10 5 14 |15 |23 3 110 13 |20 |34 |25 10

11 17 9 5 |15 |10 |11 5 3 13 |23 14

12 |26 8 |13 |30 |22 |12 15 |32 5 122 |22

13 27 |23 |27 8 |36 |13 17 |14 |27 (26 |13

14 9 |16 9 |28 |28 |14 |26 |15 9 8 3

15 23 15 |12 9 4 |15 23 9 |12 9 |25

16 2 1 17 4 |12 |16 |27 8 17 |15 32

17 12 4 8 |32 (34 |17 9 |23 8 |28 |20

18 15 (27 |36 (34 |25 |18 2 134 |36 3128
19 36 |19 (33 |14 |26 |19 |20 5 |33 |32 |26

20 (35 (24 |11 |20 (27 |20 12127 |11 14 |36

21 11 17 |14 3 |11 |21 36 |13 14 |20 |12

22 (24 26 |19 |13 |29 |22 |25 |24 |19 |13 17

23 8 129 |21 17 |20 |23 24 |19 |21 17 |27

24 |20 7 |28 5 |19 |24 |32 |17 7 124 29

25 19 |11 7 124 |17 |25 8 126 |28 5 19

26 |21 12 (20 |27 |13 |26 11 129 |20 |27 |11

27 32 |36 3 112 |24 |27 |28 7 3 11 |24

28 25 |34 6 |19 7 |28 22 |11 6 |12 7

29 29 5 2 |11 |21 |29 19 |12 2 |19 18

30 (22 |13 |24 7 |18 |30 |21 |36 |24 7 21

31 28 |21 |22 |29 |33 |31 29 |30 29 6 33

32 30 |23 6 6 |32 7 |21 |23 |29 6

33 3 18 (26 (21 |31 |33 3 18 |25 |21 |23

34 (33 |33 129 |36 |23 |34 14 |33 |26 |36 |31

35 14 6 |25 |33 |30 |35 33 6 |22 |33 2

36 6 2 |32 2 2 36 6 2 |32 2 130

Source: own work
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Table 4. Comparisons of ranking
Rank 2012|2013 |Rank 2013 | 2014 |Rank 2014 | 2015 | Rank 2015 | 2016
1 2 1 4 1 1 1 5
2 28 2 5 2 2 2 1
3 16 3 35 3 4 3 33
4 1 4 24 4 5 4 3
5 30 5 31 5 3 5 11
6 17 6 3 6 16 6 19
7 33 7 26 7 18 7 18
8 32 8 36 8 12 8 12
9 14 9 27 9 9 9 30
10 29 10 21 10 11 10 34
11 21 11 14 11 24 11 7
12 22 12 17 12 22 12 35
13 18 13 32 13 26 13 6
14 11 14 2 14 15 14 14
15 13 15 10 15 27 15 4
16 36 16 1 16 23 16 15
17 26 17 6 17 13 17 9
18 15 18 13 18 34 18 17
19 27 19 22 19 35 19 8
20 6 20 30 20 29 20 23
21 25 21 16 |21 19 |21 10
22 20 |22 33 22 28 |22 26
23 12 |23 34 |23 33 23 25
24 7 24 25 24 14 |24 2
25 19 |25 20 |25 30 |25 27
26 31 26 15 26 20 |26 20
27 8 27 18 27 21 27 16
28 3 28 7 28 32 |28 24
29 23 29 11 29 36 |29 21
30 5 30 12 |30 25 30 28
31 4 31 23 31 8 31 22
32 24 |32 8 32 10 |32 32
33 9 33 33 6 33 29
34 34 |34 19 |34 31 34 13
35 10 35 28 35 7 35 31
36 35 36 29 |36 17 |36 36
NI 339 320 222 213
p 0.538 0.508 0.352 0.338

Source: own work
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Table 5. Distribution of inversions. Chosen values.

NI (p = 0.05) | 213 214 215 216 217
Distr function | 0.0026 | 0.0028 | 0.0031 | 0.0033 | 0.0036
NI (p = 0.05) | 218 219 220 221 222
Distr function | 0.0040 | 0.0043 | 0.0047 | 0.0051 | 0.0055
NI (p = 0.05) | 251 252 253 254 255
Distr function | 0.0418 | 0.0444 | 0.0470 | 0.0498 | 0.0527
NI (p = 0.05) | 337 338 339 340 341
Distr function | 0.7287 | 0.7376 | 0.7464 | 0.7550 | 0.7634
NI (p = 0.05) | 372 373 374 375 376
Distr function | 0.9411 | 0.9443 | 0.9473 | 0.9502 | 0.9530

Source: own work

We wish to test hypotheses for years 2012 and 2013 firstly. We begin by identi-
fying the null (P means probability of inversion, NI- number of inversions) and
alternative hypotheses.

Hy:PI=05
versus

H;:PI>05

Our Test is Right-Tailed

Assuming significance level 0.05 and using tables of distribution for PI = 0.5 (under
null hypothesis) we find the critical NI value of 374 from Table 5. P(NI >375) <0.05
but P(NI >374) > 0.05. So we fail to reject Hy. Using p-value approach we obtain for
NI = 339, p-value of 0.2536.

At the usual levels of significance hypothesis Hy should not be rejected.

For years 2013 and 2014 we consider right tailed hypothesis too. Because
320 < 339 we fail to reject Hy. Therefore for these years the ranking by Sharpe
measure seems to irrelevant.

To have significance of a ranking we expect PI <0.5. In this case, the probability of
inversion is lower than in a random situation. In addition, in such a situation, the
ranking has a predictive value.

We will consider such case in following example related years 2014 and 2015
firstly. Let us consider the following hypotheses:

Ho:PI=05

versus

H, : PI<0.5
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Our Test is Left-Tailed

Let us assume the significance level as usual 0.05. In considered case NI = 222, (see
Table 5) but the critical value (according Table 5) equals (left-tailed test) 254 because
P(NI <255) > 0.05 but P(NI <254) <0.05. Therefore Hy should be rejected.

Using p-value approach we obtain for NI =222, p-value of 0.005506. (see
Table 5). At the usual levels of significance hypothesis Hy should be rejected. It seems
that in this case, the 2014 ranking is predictive for 2015.

The last case concerns the years 2015 and 2016. We will consider the following
hypotheses:

H() :PI=0.5
versus

H, : PI<0.5

As before for significance level 0.05 the critical value is 254. The test statistic NI
calculated from the sample is 213. Therefore H, should be rejected. Using p-value
approach we obtain for NI = 213, p-value of 0.0026. At the usual levels of significance
hypothesis H, should be rejected.

For the second time the classification based on the Sharpe measure seems to be
non-random.

An analogous classification can be made using the Treynor measure, Table 6. In
this case, the results of the sample suggest that the probability of inversion is less than
0.5 in the given years. Samples values range from about 0.29 to about 0.42. In all cases
considered, both hypotheses will have the same form

Hy:PI =05
versus
H, : PI<0.5

This time we will use the p-value approach firstly.

In the penultimate line of 6 table, the number of inversions was calculated, and in
the last line the probability of inversion was estimated by frequency. The distribution of
inversion is shown in Table 7.

The calculation results are in Table 8 for chosen number of inversions. The deci-
sions are presented in Table 8 (assuming significance level 0.05).

None of the suggested methods did not bind into the power test problem. This will
be the last part of the work.

Power of the Test
Using the cited theorem, the distribution of the number of inversions can be found. On
Fig. 1. distribution functions for chosen values of p.
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Table 6. Comparisons of ranking by Treynor’s measure.

Rank 2012|2013 |Rank 2013 | 2014 |Rank 2014 | 2015 | Rank 2015 | 2016
1 8 1 5 1 2 1 2
2 4 2 4 2 8 2 29
3 3 3 3 3 5 3 34
4 1 4 2 4 6 4 4
5 2 5 33 5 4 5 10
6 18 6 35 6 7 6 1
7 31 7 25 7 1 7 5
8 33 8 1 8 3 8 9
9 9 9 6 9 16 9 15
10 21 10 26 10 9 10 33
11 19 11 27 11 22 11 12
12 14 12 36 12 25 12 19
13 24 13 21 13 26 13 7
14 25 14 9 14 15 14 6
15 17 15 14 15 28 15 8
16 20 16 17 16 23 16 18
17 15 17 32 17 14 17 14
18 36 18 10 18 34 18 16
19 10 19 12 19 35 19 11
20 29 20 13 20 27 20 17
21 30 21 11 21 20 21 13
22 5 22 30 22 29 22 22
23 22 23 22 23 33 23 27
24 12 24 16 24 30 24 3
25 16 25 34 25 17 25 23
26 28 26 31 26 21 26 26
27 7 27 24 27 18 27 21
28 6 28 20 28 31 28 25
29 23 29 15 29 36 29 28
30 32 30 18 30 24 30 32
31 26 31 7 31 32 31 24
32 27 32 23 32 11 32 30
33 11 33 8 33 10 33 20
34 13 34 19 34 13 34 31
35 34 35 28 35 12 35 35
36 35 36 29 36 19 36 19
NI 234 266 211 183
p 0.371 0.422 0.334 0.290
0.429 0.222 0.921 0.476

Source: own work
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Table 7. Distribution of inversions. Selected values.

NI (p = 0.05) | 181 182 183 184 185
Distr function | 0.00009 | 0.00010 | 0.00012 | 0.00013 | 0.00015
NI (p = 0.05) | 209 210 211 212 213
Distr function | 0.0018 | 0.0020 |0.0021 |0.0023 |0.0026
NI (p = 0.05) | 232 233 234 235 236
Distr function | 0.0119 |0.0128 |0.0138 |0.0148 |0.0159
NI (p = 0.05) | 264 265 266 267 268
Distr function | 0.0768 | 0.0809 |0.0850 |0.0894 |0.0939

Table 8. Results for chosen number of inversions.

Years |p-value | Decision
2012/13 10.01378 | REJECT
2013/14 | 0.08505 | FAIL TO REJECT
2014/15|0.00214 | REJECT
2015/16 | 0.00012 | REJECT

Source: own work
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Fig. 1. Distribution function of the number of inversions (chosen values of p) Source: own work

In the case of Sharpe measure, simple hypotheses were considered:
Hy:PI=0.5

(a) Hy : PI = 0.508
(b) H, : PI = 0.538
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(c) Hy : PI = 0.352
(d) H, : PI = 0.338

Four pairs of simple hypotheses will be considered, & = 0.05. Let /3 be type II error.

P(acceptHy|p = 0.508

( ) = P(PI <374/p = 0.508) = 0.677
P(acceptHy|p = 0.538)

( )

( )=

( )
P(PI <374/p = 0.538) = 0.0002
P(PI>255/p = 0.352) ~
P(PI>255/p = 0.338) ~

P(acceptHy|p = 0.352
P(acceptHy|p = 0.338

p=
B
B
p

Probability of type II error is very small except the case of p = 0.508. This result is
not surprising since the value of 0.508 is very close to the value 0.5. In other cases, the
B value is close to zero which indicates a high power of the test.

In the case of Treynor’s measure, simple hypotheses were considered.

In all the cases we have left-tailed tests.

For o« = 0.05 critical value is 255.

= P(PI >255]p = 0.29) ~
5 = P(PI>255]p = 0.33) =
B = P(PI>255]p = 0.37) ~

B = P(PI>255]p = 0.42) ~ 0

4 Conclusions

The Treynor measure seems to be more useful. In the examples presented above, it was
more often distinguishable from randomness, although the studies concerned the same
sample using different indicators. In the case of the Sharpe measure, it even occurred
that the reverse predicted ranking seemed more likely (estimate probability of inversion
greater than 0.5). The problem requires further investigation, but the analysis attempted
to favor the measure of Treynor. In both cases the test showed great power. For the
inversion probability values analyzed, the test showed practically zero probability of
type II error.
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Abstract. Exchange rate of a currency pair can be visualized in a binary rep-
resentation. Binarization algorithm transforms the course trajectory represented
by tick data into an appropriate binary string. This kind of representation allows
for a far more precise analysis and can be applied in HFT systems. In the
following article a state model for exchange rate in binary representation with
use of wave relations is proposed. In the model, states corresponding to par-
ticular price change patterns and wave types were defined. The wave detection
process uses respective algorithms of wave detection in binary representation. In
the article, research was performed for EUR/SEK currency pair with main focus
on the possible application of abovementioned model in creating a HFT system
with a positive rate of return.

Keywords: Foreign exchange market - High frequency econometric
Technical analysis - Currency market investment decision support - Exchange
rate modeling

1 Introduction

The exchange rates usually show a high variability in time (the trajectory changes every
few seconds) and therefore are traditionally presented by broker platforms in form of
candlestick charts. This kind of data representation is also used in appointing respective
indicators and in visual methods of technical analysis of given currency pair exchange
rate trajectory [1-5]. The candlestick representation (in which the parameters are
dependent on the assumed time interval) leads to a loss of vital information about the
dynamic and range of each change happening “inside” the candle. This information
could have been used in more precise course prediction. In the following article the
concept of tick data representation based on relative absolute price value is introduced.
This approach allows for easier analysis of trajectory changes and is characterized by
higher accuracy as compared to the candlestick representation, which is highly
encouraged while creating High Frequency Trading (HFT) systems.

In order to model the course trajectory an assumption about the wave structure of the
market is introduced. As suggested in the existing wave theory (e.g. Eliott’s Theory), the
direction of a future change of a price trajectory is dependent on the direction and
parameters of a current wave [1, 2, 6, 7]. In this paper, two wave detection algorithms are
described, which register waves based on binary representation along with the means of
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constructing the latter. Proposed state model of binary-wave representation (SMBWR)
allows for precise approximation of probabilities calculated for future trajectory change
direction. In the article an analysis of possible application in HFT systems is also
performed.

The paper consists of following parts. In Sect. 2 a binary representation of an
exchange rate is proposed. Section 3 introduces wave detection algorithms and means
of constructing a wave-binary representation. Section 4 contains main assumptions
about the state model of binary-wave representation (SMBWR) and results of
EUR/SEK (Euro/Swedish krona) course modeling. In Sect. 5 performed research and
highlight main conclusions are summarized.

All research performed in the following article was carried out using 6 year-period
tick data for EUR/SEK currency pair form Ducascopy broker from 01.01.2011 to
01.01.2017.

2 Binary Representation of Exchange Rate Trajectory

In order to eliminate possible loss of information about the exchange rate trajectory in
candlestick representation, a binary representation was proposed in [8]. The concept of
exchange rate binarization was known since 30’ of XX century and used to create and
analyze charts in so called point and figure method [9]. Yet, this kind of representation
was soon replaced by the candlestick chart representation.

The basis of a binary representation is the discretization of exchange rate with a
given discretization unit. Figure 1 presents an example of a discretization algorithm
applied to an exchange rate. The algorithm appoints a value of ‘0’ is the course
decreases and ‘1’ if the course increases one discretization unit and this way creates a
binary string. As an effect of the algorithm performance, the course trajectory can be
represented by such a binary string. The use of binary representation eliminates periods
of no course variability (e.g. nights) and registers all changes of given range in periods
of a high investor activity.

Price

Binary 0
representation

Fig. 1. Binary representation of an exchange rate trajectory
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The binary representation can be used in constructing HFT systems. If in the
considered HFT system the Take Profit (TP) and Stop Loss (SL) parameters are equally
distanced from the opening price by 100 pips, used algorithm will assign the following
binarization values for purchase transaction. With binarization unit 100, value ‘1’ will
be connected with achieving a positive revenue and value ‘0’ with a registering a loss
(opposite for sell transaction).

The quality of course trajectory modeling is dependent on the chosen discretization
unit. Appointing too low discretization unit would result in algorithm registering random
fluctuations (noise [10-12]). On the other hand, too high discretization unit can lead to a
loss of information about smaller changes and causes a smaller number of changes being
registered. A decision about the value of a discretization unit should consider its possible
applications in HFT systems. In this article and for the researched currency pair the
discretization unit of 130 pips have been chosen. This unit is 10 times higher than the
spreads offered by brokers (e.g. ICMarket). Appointing a lower discretization unit would
mean a high influence of spreads on achieved profit/loss from a given transaction.

3 Wave Structure of an Exchange Rate

A lot of technical analysis methods highly popular among analysts and investors
assume a wave structure of quotations. In example, in the visual analysis of a chart,
ensuing waves of given parameters create a formation, etc. [1-4] Thus, wave existence
does not rise any doubts and can be explained by investors’ behavior [13]. The major
movements on a market are usually caused by publication of important macroeconomic
data, e.g. percentage rates, or unexpected political changes, e.g. dismisses in the
government. In such situations, investors who make transaction decisions use obtained
information even a long time after the actual announcement, in effect creating a wave of
a particular range and duration. Ralph Elliot in 1930° formulated a theory regarding a
wave structure of the market and dependences between parameters of ensuing waves.
Technical analysis methods (as well as Eliott’s theory [6]) assume a visual wave
detection on a candlestick chart (Fig. 2). Even despite the loss of information quality of
the candlestick chart, the effectiveness of this method relies highly on the subjective
and individual analysis performed by a specialist. Without any precisely determined,
clear rules of wave detection, a reliable statistical analysis and objective verification of
any possible wave dependencies is impossible. Therefore, in this paper, a new method
for wave detection in binary representation is proposed.

f|

Ly, | 4 W “{Eﬂl}_ma
Sy it N
i N iy

| N

Fig. 2. Three different possibilities of appointing a wave for the same exchange rate trajectory
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3.1 Wave Detection Algorithm in Binary Representation (WDABR)

The basis of wave detection algorithms in a binary representation is exceeding of
respective thresholds for average values of increases and decreases. Wave Detection
Algorithm in Binary Representation (WDABR) is the simplest model in this group. It
assigns each i-th course trajectory change (z;) a value representing the type of current
market wave W; (0 for falls and 1 for increases). It is generally assumed, that a wave
continues until a new one is detected. This way — analogously as in Elliot’s theory —
each course change in binary representation we assign the type of the wave

The algorithm uses two input parameters which determinate its precision: the
number of analyzed historical changes (/) and average number of increases/decreases in
[ previous course trajectory changes starting a new wave (p).

In the Fig. 3 a block diagram for WDABR is presented. The algorithm takes the
following steps: after detecting a new i-th course trajectory change it calculates the

START
i > 1
»  Newchange |_
> i=i+1
4
Wave type of i-th Wave type of i-th Z z Wave type of i-th
change change = change
u=
W.=0 W, =1 / W =W,
A A d A

Continuation
actual wave

A

Begin decrease Begin increase
wave wave

A

Fig. 3. Block diagram for WDABR
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average number of increases (1) and decreases (d) in previous changes determined by
(i-1). Next, the algorithm checks if a detection threshold (p) was reached for an increase
wave when under a decreasing one or the other way round. If yes, then WDABR
assigns a new wave type to the i-th change. If not, the current wave is continued.

3.2 Wave Detection Algorithm in Binary Representation
with Consolidation (WDABRC)

In the WDABR it is assumed, that the course trajectory can be placed on an increasing
or a decreasing wave. This method of detection causes the consolidation periods to be
automatically classified as a continuation of the previous wave. This approach leads to
deterioration of the precision and quality of course modeling with the use of waves. In
order to increase the modeling accuracy a new wave detection algorithm in binary
representation, WDABRC, is introduced. This algorithm includes the consolidation
periods. The algorithm uses three input parameters:

[-the number of analysed previous trajectory changes,

n—average number of increased/decreases in [ previous trajectory changes, starting a
neutral wave,

p—-average number of increases/decreases in [ previous trajectory changes, starting
an increasing or decreasing wave.

In the Fig. 4 a block diagram for WDABRC is presented. The algorithm uses the
following procedure: after detecting a new, i-th course change it calculates the average
number of increases (¢#) and decreases (d) in (i-]) previous changes. Next, the algorithm
checks, if the detection threshold (p) of an increasing wave was reached during a
decreasing wave (or the other way round). If it was, then WDABRC assigns the i-th
change a new type of wave. If not, the algorithm checks whether the average number of
increase/decrease occurrences in the increase/decrease wave has fallen below n. If yes,
then it assigns the current trajectory change to the neutral wave

3.3 Wave-Binary Representation

A wave-binary representation can be created with use of wave-detection algorithms
(both WDABR and WDABRC). In the wave-binary representation, each i-th course
trajectory change is assigned a value representing the type of current market wave (0
for falls, 1 for increases, 2 for neutral wave). The form of wave-binary representations
is therefore dependent on the type and parameters of applied wave detection algorithm.
Based on the wave-binary representation it is possible to analyze and model the
exchange rate trajectory while taking into account wave relations.
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Fig. 4. Block diagram for WDABRC

4 State Modelling for an Exchange Rate

The main idea of state modeling is appointing states which depicts the investors’
behavior and calculating probabilities of transitions between those states. The simplest
state model, described in detail in [8], is State Model of Binary Representation
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(SMBR). In this model a state is defined as m previous exchange rate trajectory
changes. In [14] a State Model of Binary-Temporal Representation was presented
(SMBTR), which is extended by including the duration of a change. In the article a
State Model of Wave-Binary Representation is proposed. This model stands as a
generalization of SMBR and corresponds to the most popular technical analysis method
that is wave analysis.

4.1 State Model of Wave-Binary Representation (SMBWR)

SMBWR allows for calculating the probabilities of future trajectory change direction in
the binary representation, based on the relations occurring in wave-binary represen-
tation. The concept of the model is to define such market states that would correspond
to respective decrease/increase patterns of given order (analogously as in SMBR) and
to assign membership to a respective wave type. The model is characterized by fol-
lowing parameters:

m —number of analyzed previous trajectory changes,
my —number of changes in which the membership to the particular wave type is
analyzed.

A state in SMBWR is defined as an ordered pair: first parameter is defined as a
pattern described by m previous course trajectory changes. The second one is the wave
type of registered m, previous changes (value 0,1 for WDABR or 0,1,2 for WDABRC).
Figure 5 depicts an example of state (01,1) in SMBWR{m = 2, m;= 1, WDABR
(I=35, p=0.6)} in a wave-binary representation.

wave-binary representation

i |72|73|74|75|76

zi|1][1]1]0]1 <>
o1 [1)1]1

Fig. 5. State (01, 1) in wave representation

State space in SMBWR can be calculated with following formulas:
§=2""" for WDABR algorithm, (1)
S =2"%3" for WDABRC algorithm. (2)

Consider now a model SMBWR{m =2, m;=1, WDABR (I =5, p = 0.6)}. A state
diagram for this model was presented in Fig. 6. The diagram depicts all possible states
and transitions between them. In order to present the idea of state model in the clearest
possible way, the values of respective transition possibilities are not included in the
figure. Let us now analyze the algorithm performance. First, let’s assume that the
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exchange rate dropped in the change before the previous one, and then it increases by
one discretization unit. The wave detection algorithm has registered a decrease wave
for the last change (the model being in state (01,0)). Next, the course increased and the
algorithm detected a Direction change and assigned it an increase wave. Therefore, the
model registered a transition from state (01,0) to (11,1).

'GQ& oS OWO
<>
OEROWONS0)

Fig. 6. State model diagram in wave-binary representation with parameters m =1, n =1,
WDABR( =5, p = 0.3).

The most important parameters characterizing a model for a given currency pair are
the respective probabilities of transitions between given states. They can be appointed
heuristically based on historical data. For the investor or HFT system it is most
important to assess the probabilities of future trajectory change direction. The exchange
rate can both increase or decrease in either an increasing or decreasing wave (the waves
stand only as a kind of indicator). Thus, the probability of an increase/decrease of a
price is actually a sum of transition probabilities for respective states. Therefore the
probability of an increase in this state Pipcrease(01,0) can be calculated as follows:

Pincrease (01,0) = P[(01,0) — (11,0)] +P[(01,0) — (11, 1)], (3)

where P((state I)—(state II)) symbolizes transition from state I to state II. Analogously,
the probability of a fall in state (00,0) is equal to:

Paecrease(01,0) = P[(01,0) — (10,0)] +P[(01,0) — (10, 1)]. 4)
The sum of all output probabilities from a given state equals 1, so:

Pincrease (017 O) + Pdecrease<01 ) 0) =1. (5>
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4.2 Currency Pair Exchange Rate Modeling with Use of SMBWR

The quality of Exchange rate trajectory modeling depends mostly on the appropriate
appointment of wave detection algorithms. In order to optimize the parameter choice a
dedicated software, written in C++ language, was created. This software allows sim-
ulating the model performance for different parameter sets. For verifying obtained
results an approach native for testing algorithms connected with neural systems is used.
The data used for verification comes from a 6-year time period if EUR/SEK quotations
and was divided into a two-year teaching period and a four-year test period. Wave
detection algorithm parameters were appointed based on data from the teaching period.
Figure 7 presents modeling results in the test period for optimal parameter set for
WDABR and WDABRC, obtained for SMBWR(@m = 2, m;=1,...) in state (01,1).
Each chart also depicts results achieved for SMBR(m = 2). It can be concluded, based
on described analysis, that SMBWR, which includes the wave dependencies in
exchange rate trajectory analysis, is more precise.

State (10) State (10,1) State (10,1)
0.7 0.7 0.7 0.66
0.61 0.63
0.6 0.6
0.5 0.5 0.5
0.39
0.37

0.4 0.4 0.34
0.3 0.3 0.3

M Increase Decrease

Fig. 7. Probability of next change in (a) SMBR(m = 2), (b) SMBWR{m = 2, m;= 1,WDABR
(=5,p=006)}, (c) SMBWR {m =2, my=1, WDABRC(l =8, p = 0.9, n = 0,4)}.

Many technical analysis methods are characterized by a high prediction efficiency
in periods of strong trends and by fairly low efficiency in consolidation periods (or the
other way round). In order to describe the influence of trends, a five-year period of
research was divided into 10 equal parts. In each of them respective transition prob-
abilities and a 95% confidence interval, calculated based on t-Student distribution, are
appointed. For each states the confidence intervals do not exceed 0.06. Presented
results confirm an existence of relations between the wave type and the probabilities of
future change direction.

4.3 Application of SMBWR in HFT Systems

Let us now consider a HFT [15] system ma king transactions for which the TP and SL
parameters are equally distanced from the current price. The direction of single
transaction is appointed based on the SMBWR. Potential profit or loss form a single
transaction can be calculated with:
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Profit = (J — spread) * Lot, (6)
Loss = (J + spread) * Lot, (7)

where J in the discretization unit and Lot is an unit describing the transaction size
(equal to 100000 units of base currency). Assuming an equal value of each position the
parameter only scales the position value and has no influence in the context of per-
formed considerations. Based on formulas (6) and (7) and after some elementary
operations we can MapPoint the limit value of a future change probability assess-
mentP, which guarantees a positive return rate in the system:

(J + spread)

Py = 2J ’

(8)
The value P, for applied discretization unit and spread offered by ICMarket broker
equals 0.55. The probability assessment fir future trajectory change direction in
SMBWR exceeds 0.66. This means that constructed HFT system will be characterized
by a positive rate of return. The exact return for an investor is dependent on applied
Money Management and preferred risk. The high stability of the assessment in time
(small confidence interval) for used discretization unit stands as additional argument for
using abovementioned model in HFT systems.

5 Summary

In this paper, a wave-binary representation state model was proposed for modeling an
exchange rate trajectory of EUR/SEK currency pair. The model uses wave relations in
binary representation in order to approximate the probability of future course change
direction. Regarding wave detection, the Author has suggested two algorithms:
WDABR which registers increasing and decreasing waves, and WDABRC which
allows for detecting additional, so called “neutral” wave, corresponding to the con-
solidation period on the market.

Analysis of 6-year period quotations of EUR/SEK currency pair confirmed the
existence of wave dependences. Based on SMBWR it is possible to predict the future
trajectory change direction with 66% success level. This allows for constructing HFT
systems with positive rate of return.
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Abstract. The purpose of this article is to study the potential of the reference
sectors, creating the fundamental basis for the implementation of the strategy of
sustainable development of regional economic systems and attracting invest-
ment. The authors’ position is based on the capacity assessment of the regional
transport infrastructure, ensuring the implementation of its strategy for sus-
tainable development. The study presents a model of transport infrastructure
capacity assessment in the region — Republic of Tatarstan (Russia) for the
formation on its territory of the transport cluster (Eurasian hub), planned within
the framework of the Strategy for socio - economic development of the Republic
until 2030.

1 Introduction

The search for new ways and methods of attracting investments in transport infras-
tructure, which is the basis of dynamic development of economy of any country today,
becomes one of the fundamental issues of management science and economic practice.

Active consolidation of the countries and their individual regions on the basis of the
innovation process necessitates a comprehensive in-depth theoretical and practical
study of the instruments of investment support for transport infrastructure. In modern
conditions it becomes obvious that the only fundamentally new approaches to the
creation of mechanisms of investment support for transport infrastructure is able to
provide a level of development sufficient to meet the needs of a dynamically devel-
oping society and prospects for sustainable development [1, p. 171].

Investment support for the transport infrastructure today is influenced by such
processes as the flow of the credit resources outside the banking system; strengthening
the role of regional economies as platforms for the interaction of investment institutes
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and real sectors of the economy; transformation of the assets of the economic entities in
the market tools, promoting expanded reproduction of economic systems of regions;
restoring the role of technological mode as a basis for the development of the economy
[2, p. 711].

The analysis of investment provision efficiency of the transport industry have
shown that existing resources are used inefficiently: there is a shortage of long-term
investment, there are no effective mechanisms of interaction of institutions in the
investment industry and transport companies, attractive conditions for the private
investment involvement in transport infrastructure are not developed. In addition,
special attention should be paid to the specific features of transport infrastructure,
adversely affecting its investment attractiveness: the inability to establish adequate
tariffs for use of infrastructure objects, leading to the complexity of assessing the effects
of infrastructure on other sectors of the economy; the involvement of natural
monopolies in many infrastructure projects; the absence of the generation of financial
flows at the stage of initiation of infrastructure projects; low liquidity of investments in
transport infrastructure because of the uniqueness of its services.

Besides, there are difficulties connected with the formation of mutually beneficial
long-term cooperation of subjects of transport infrastructure and institutions investment
sphere [3, p. 129]. This leads to a growing importance of measures on transformation of
the organizational systems of the countries and regions, whose main purpose is the
creation of a space for inter-institutional interaction of the participants of this coop-
eration [4, p. 115].

One of the institutional formations that serve as the basis for the formation of a
space for interaction between transport infrastructure operators and institutions in the
investment industry at the meso-level, can be regional or inter-regional (transboundary)
transport cluster, in which will be organized by the successful interaction of actors from
government, business and society. Cluster activation in the area of transport infras-
tructure on regional level will contribute to the growth of the scale of the spatial effects
and competitiveness of the economy as a whole, innovation in the field of transport and
logistics services, attracting additional investment resources for development of
regional transport infrastructure and accelerate economic turnover, creation of
resources to ensure sustainable development.

Thus, the problem of improving and implementation of the tools of investment
provision of transport infrastructure with the aim of providing innovative variant of
development is complex and multidimensional and must be considered in the system of
complex interaction of the supporting sectors of the economy (transport and investment
infrastructure).

2 Literature Review

The problem of attracting the necessary volume of investments into development of
regional transport infrastructure is of particular importance in the context of global-
ization and integration of economic processes. Russian and foreign experts considered
its various aspects.
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The etymological basis of the study of investment provision of infrastructure
development of the region were laid in the works of A.V. Bazhenov, John Baldwin, V.
Bour, V.G. Varnavskiy, A. Vining, L. Goryainova, E. Gramlich, P. Groot, M.A.
Deryabina, J. Jacobs, J. Dixon, R. Jochemsen, A.V. Klimenko, R. Prudom, John
Richards, J. Sterm, N. Hansen, etc.

The questions of influence of infrastructure on economic growth, the level and
quality of life of the population were mentioned by: D. Aschauer, D. Canning, and G.
Karras, P. Pedroni, P. Evans.

Research of the infrastructure projects risks and their investment support are rep-
resented in the research interests of scientists: N. Bruzelius, R. Bain, E. Molina, D.
Pickrell, V. Rothengatter, D. Strambach, B. Flyvbjerg, K. Purnell, K. Shantal.

Research of effective tools for investment development of the real sector of the
economy is contained in the works of scientists: E.F. Avdokushin, E.A. Baklanov, G.
N. Beloglazova, 1.Y. Belyaeva, E.A. Isaeva, I.G. Levina, P. Polukhina, A.A. Por-
okhovsky, E.V. Rybina, V.V. Ryazanov, O.S. Sukharev, M.A. Eskindarov, etc.

Methodical fundamentals of implementation of public-private partnerships to
attract private investment in infrastructure are set out in the papers of: M. Bult-Spiring,
John Hamilton, L.K. Gilroy, D. Grimes, G. Dewolf, John Delmon, M.B. Gerrard, G.E.
Klein, V. Katari, S.K. Lee, S. Linder, M.K. Lewis, R.-W. Pool, G. Segal, P. Nelson, G.
B. Tismana, S. Harris, J. Holies.

The problem of applying the cluster approach to investment to ensure economic
development of the region is carried out in the works of: E.M. Bergman, K. Morgan, A.
A. Migranyan, S.I. Parinova, M.E. Porter, G.R. Hasayev, M. Enright.

Issues associated with the advantages of cluster-type development of the economy
are engaged in the works of: K. Burzynski, D. Dickinson, L. Wives, D. Liu, S. Min,
J. Sigurdson, T. Xiaoyan, G. Turner, N. Teng, L. Wendon, John Angang, etc.

The formation of inter-firm linkages in sectoral and intersectoral aspects, and the
development of clusters at the regional and interregional levels are in the works of: E.
M. Isaeva, T.V. Kolesnikova, V.V. Kuznetsova, A.G. Kulikov, E.G. Kulikova, T.S. the
Speranskaya, E.A. Yagafarova, M.V. Puchkov, S.P. Savinsky, D.A. Smaktin, O.K.
Tsapieva, E.B. Lenchuk, O.A. Romanova, Y.M. Berger, Y.I. Treschevsky.

Methodical bases of use of infrastructure bonds for investment in infrastructure
projects is reflected in the following works: D. Platz, John Legland, V. Glushkov, S.
Pakhomov.

Despite the considerable amount of research on efficient investment on trans-
portation systems and infrastructure projects, there are no systematic approaches to the
development and implementation of tools involving the investment of infrastructure in
the implementation of promising infrastructure projects. This study presents a study of
the prospects of the transport cluster as a mechanism to attract private investment in
transport infrastructure.
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3 Assessment of Sustainable Development Potential
of the Transport Infrastructure of the Republic
of Tatarstan

One of the regions on whose territory in the framework of the Transport strategy of the
Russian Federation it is planned to create transport clusters (Eurasian Hub) till 2030, is
the Republic of Tatarstan [5, p. 200]. Herewith in the strategy of socio-economic
development of the Republic of Tatarstan till 2030 it is necessary to consider the
prospect of forming cross-border clusters formation, focused on the effective interaction
of investment institutes and actors in the real sector of the economy. Their formation
must take into account the problems that have developed in the investment of infras-
tructure projects, particularly transport [4, p. 115].

We have performed an integrated assessment of the development potential of
transport infrastructure of the Republic of Tatarstan as a tool for sustainable devel-
opment. According to the study, it has a positive trend (Table 1).

Table 1. Integrated assessment of the potential for accelerated development of transport
infrastructure of the Republic of Tatarstan

2009 2010 2011 2012|2013 2014|2015
The contribution of transport infrastructure entities in the GRP

6129.60 |6275.63 |7062.73 |6037.37 |24467.64 | 23572.87 | 26334.34
The demand for transport services

8333.29 |8920.68 | 10091.75|10533.00 | 11251.46 | 11909.21 | 12704.55
The logistics of regional transport infrastructure

6632.38 |7010.56 |6983.43 |7953.49 |8028.48 |8131.62 |8590.40
The financial sustainability of regional transport infrastructure

1460.87 |2512.17 |3286.83 |2657.02 |3803.44 |1744.78 |3043.87

Socio - demographic conditions of the development of regional transport
infrastructure

6068.81 | 6971.04

7721.54 |8794.14 |9801.01 11684.44
10804.76

Investments in regional transport infrastructure

14966.56 | 23924.38 | 39612.43 | 36632.18 | 40059.37 | 39317.21 | 43648.18
The potential for the development of transport infrastructure of the region

6539.07 |7627.91 |9102.17 |9286.03 |11896.51 | 11742.33 |26334.34

Sectoral diagram (Fig. 1) showed that, despite the fluctuations in values of the ratio
of investment in transport infrastructure, it has a relatively high impact on the devel-
opment of transport infrastructure of the Republic of Tatarstan. This suggests the need
to improve the efficiency of the investment support of the development of infrastructure
projects instruments, used in the region, which will contribute to the implementation of
the sustainable development strategy of the Republic of Tatarstan. One of the effective
ways to achieve this goal is to build system of transport clusters with the participation
of investment institutions on the territory of the Republic.
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Fig. 1. The coefficients of integral evaluation of the potential accelerated development of
transport infrastructure of the Republic of Tatarstan

4 Research Methodology

With the use of cross-border cluster technologies, the approach to the assessment of
potential transport of the clusters formation in regional economic systems, which
allows to obtain a quantitative estimate of any region of the Russian Federation, and on
the basis of gradation data estimates to obtain an idea about the necessity and possi-
bility of formation of transport cluster in its territory is proposed. It is based on a
systematic classification of important indicators in the following groups: main char-
acteristics of transport infrastructure in the region; the provision of regions with
transport infrastructure; the intensity of use of transport infrastructure; the adequacy of
investment in transport infrastructure in the region; addressing the needs of interre-
gional and foreign trade turnover (Table 2).

Each indicator, based on the analysis of the degree of its connection with the
indicator “Gross regional product”, has a weight within the group of indicators in
which it is included.

The degree of connection is evaluated by constructing a series of models analyzing
correlations between the indicator “Gross regional product of the Republic of Tatar-
stan” and groups of indicators to assess the potential of transport infrastructure of the
region for the formation of the transport cluster on its territory, and in each model has
no more than three factors included.

According to the results of computer simulation the correlation coefficients (K), the
value of which varies from (—1) to 1 were defined. Based on these factors, the weight
of the indicators is calculated by the formula:
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Table 2. The assessment of potential transport infrastructure of the region for the formation on
its territory of the transport cluster

Figure Bec
The main characteristics of the transport infrastructure of the region (OH) 0.1483
Products transport in the gross regional product (OX;) 0.2905
The ratio of the volume of transport services (OX,) 0.7095
The provision of regions with transport infrastructure (OO) 0.5054
The Engel coefficient (the security of the region’s transport network) (OO;) 0.2014
The ratio of population roads (00,) 0.2082
The ratio of the population of the train tracks (OO3) 0.1854
The provision of vehicles (OO,4) 0.2060
Fixed assets of transport infrastructure in the total amount of fixed assets in the 0.1985
economy (OOs)
The intensity of use of transport infrastructure (IU) 0.1496
The density ratio of cargo mass (IU;) 0.4722
The ratio of the density of passenger traffic (IU,) 0.3369
The coefficient of depreciation of fixed assets of transport infrastructure (CDF) 0.1909
The adequacy of investment in transport infrastructure in the region (Al) 0.0186
The volume of investments in transport infrastructure in the total investment 1.0000
volume in the region (Al;)
The needs of interregional and foreign-trade turnover (NIFT) 0.1781
The ratio of development of inter-regional turnover (NIFT,) 0.4179
The factor of development of foreign trade turnover (NIFT,) 0.5821
. 1
weight; e (1)

733
1

where weight; is the weight rating of the indicator;

K; is the “i” indicator, with the indicator “Gross regional product of the Republic of
Tatarstan”;

>, K - the sum of the linkages of indicators of the j-th group with index “Gross
regional product of the Republic of Tatarstan” on the module.

Weight groups of indicators are calculated according to the formula:

m
m K,
weight; = it (2)

Z}]:l Kj

where weight; - the weight rating of the j-th group of indicators;

>, K - the sum of the linkages of indicators of the j-th group with index “a Gross
regional product of the Republic of Tatarstan” on the module;

Z}‘: 1 Kj - the sum of the relationships of all groups of indicators with the index of
“Gross regional product of the Republic of Tatarstan”.

The final value of the transport infrastructure potential of the region for the for-
mation on its territory of the transport cluster is calculated by the formula:
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FV = Z value j x weight;

=1

where value; - the total value of the estimations of the j-th group;
weight; - the weight rating of the j-th group of indicators.

In order to assess the adequacy of transport infrastructure capacity of a region for
formation of the transport cluster on its territory it is proposed to use the scale

developed on the basis of the scale of Chaddok (Table 3).

Table 3. Assessing the potential of transport infrastructure of the region for the formation of the

transport cluster on its territory

Gradation values of the outcome indicator of | The potential of transport infrastructure of the
the potential of transport infrastructure of the | region for the formation of the transport
region cluster on its territory

0-0.1 Missing

0.1-0.3 Low

0.3-0.5 Moderate

0.5-0.7 Noticeable

0.7-0.9 High

0.9-0.99 Very high

5 Results

The potential of transport infrastructure of the Republic of Tatarstan for the formation
of the transport cluster on its territory for the period 2000-2015 has positive dynamics

(Table 4).

Table 4. Potential of transport infrastructure of the Republic of Tatarstan for the sustainable

development of the region

Weight

Year

2000 2005 2010 2011 (2012 |2013 |2014 2015

0.1483

0.5054

0.1496

The main characteristics of the transport infrastructure of the region
MC)

009 |0.10 |05 |016 |0.16 [0.18 [0.18 |0.18
The provision of regions with transport infrastructure (PT)

034 [038 |060 062 [071 [073 [072 [073
The intensity of use of transport infrastructure (IU)

057 (048 (059 |061 |0.61 [0.60 |0.56 |0.57

(continued)
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Table 4. (continued)

Weight | Year

2000 2005 2010 |2011 |2012 |2013 |2014 |2015
The adequacy of investment in transport infrastructure in the region
(A

0.0186 0.12 [0.14 [0.09 [0.13 |00 |0.10 [0.10 [0.10
The needs of interregional and foreign-trade turnover (NIFT)
0.1781 [0.11 015 [0.19 [0.19 [020 [020 [021 |0.22
The capacity of the transportation infrastructure in the region
0.2923 | 0.3080 | 0.3480 | 0.4646 | 0.5113 | 0.5229 | 0.5136 | 0.5220

Thus, the capacity of the transport infrastructure of the Republic of Tatarstan for the

formation of the transport cluster on its territory for the period 2000-2015 increased
from low to visible, which proves the accuracy of the feasibility of formations transport
and logistics cluster “Eurasian hub” on the territory of the Republic of Tatarstan.

6

Conclusion

Transport cluster with the participation of investment institutions is by far the best
mechanism of attracting private investment in transport infrastructure projects. For
optimal results, its implementation required the implementation of effective tools for
improving cluster policy of the Republic of Tatarstan, under which the following
should be carried out [6, p. 455]:

improvement of the tax system (tax incentives to companies that invest on a long
term basis in the development of transport infrastructure) and the complex use of
tools of tax, financial and customs policy [7, p. 250];

increasing the transparency of the financial market of the region on the basis of
uniform information base on regional issuers and professional market participants;
the introduction of a preferential order of formation of reserve for possible losses on
loans provided for investment purposes for the real sector of the economys;
accommodation on a competitive basis of means of the Federal budget and means of
budgets of subjects of the Russian Federation for financing of investment projects;
development of institution of state guarantees;

development of specialized banks, the purpose of which will be the development
priority and lagging sectors of the economys;

monitoring of investment activity in the region which facilitates the identification of
areas attractive for investment and creating attractive conditions for investment in
promising infrastructure projects;

stimulating domestic demand to revive the production and strengthening of cred-
itworthiness of the enterprises;

creation on the basis of the existing productive capacity of the capacities, capable to
satisfy the need of transport infrastructure in the equipment;
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enhancing private financing of the transport cluster through: ensuring the legal
security of private investors, the provision of tax benefits on regional and local
taxes;

promotion of foreign investments in transport infrastructure by creating different
incentives for investors and a new policy of openness of the economy;

ensuring political stability, continuity and predictability of economic policy.

The performance of the proposed tools and activities aimed at creating an effective

transport cluster with the participation of investment institutions will determine the
future of institutional support for sustainable development of the region.
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Abstract. There are two kinds of uncertainty the one which arises from the lack
of knowledge (ignorance) and the other, which is due to randomness (vari-
ability). The majority of researchers agree that different types of uncertainty
should be treated separately in risk analysis. This means that each type of
uncertainty should be propagated through computation using an appropriate
calculation method. If both types of uncertainty are present in a problem, then
the appropriate methods must be combined into a single framework in order to
obtain a single risk measure. Usually, as a result of such approach, a probability
box (p-box) is obtained, which may be difficult to interpret for economic
practitioners. In order to make a p-box useful from the practical point of view, in
this article we propose methods to aggregate a p-box into a single cumulative
distribution function. We demonstrate our approach on the example of the
appraisal of an investment, where the distinction between different types of
uncertainty is of great importance.

Keywords: Risk of investment projects + Fuzzy random variable - Stochastic
simulation - Interval regression

1 Introduction

The choice between tangible investment opportunities is one of most challenging tasks
that business executives must made. This kind of decisions is so demanding, because it
requires to make assumptions which strongly impact the results of an analysis. Each
assumption involves its own degree of uncertainty, which combined together are trans-
formed into calculable risk. It means that elicitation of uncertainty is an important aspect
of risk analysis. Distinction between various sources of uncertainty plays very important
role in an adequate description of uncertain parameters. In general, we can distinguish
two kinds of uncertainty: epistemic uncertainty, which comes from the lack of or
incomplete information and aleatory (stochastic), which has its sources in irreducible
variability of historical data. In modern approach to risk analysis various uncertainties are
modelled using different mathematical theories. In many problems only one type of
uncertainty is present. In such case, we can use pure probability or possibility theory in
parameter estimation. However, in some cases, such as tangible investment appraisal,
uncertainty of parameters comes from both variability and ignorance. Then we must use a
hybrid approach, which combines probability and possibility theory.
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In this article, we discuss the choice of tangible investment opportunities. We use
the Net Present Value Ratio (NPVR) to compare efficiency of different investments.
We assume that some model parameters are described by probability distributions,
whereas the remaining one are described by possibility distributions. We use a hybrid
simulation to evaluate the risk of an investment. — Within this framework, a nonlinear
programming and a stochastic simulation are utilized to propagate uncertainty through
a risk model. As a result of the risk analysis, we obtain a set of cumulative distribution
functions (CDF) called a p-box or a probability box.

The described above approach is still new and far from mature. There are still many
problems, which must be solved in order to use the proposed approach in practice. One
of them is how to present the results of the hybrid simulation, so that they can be
utilized to compare investment alternatives. In the literature, there are only few
propositions to solve this problem [4, 10, 12]. In this article, we propose a method
which aggregates the bounds of a p-box into a cumulative distribution function, which
allows us to compare various alternatives using stochastic dominance.

The article is organized as follows. First, we present the advantages of hybrid
approach to risk analysis. Next, we show how to conduct risk analysis using a p-box
structure and we present several strategies of aggregation of a p-box into a cumulative
distribution function. Then, using a practical example of the appraisal of an in-vestment
we show how to utilize this approach and how to combine it with stochastic domi-
nance. The article ends with concluding remarks.

2 Benefits of Using Hybrid Simulation in Investment
Appraisal

In numerous decision-making situations, the nature of the uncertainty of economic
parameters does not satisfy the assumptions of the probability theory. Most real-world
problems of investment project analysis involve a mixture of quantitative and quali-
tative data and the conventional probabilistic approach appears to be insufficient to
analyze the efficiency of investment project. Therefore, many researchers have come up
with alternative ways of describing uncertainty, among which the possibilistic (fuzzy)
approach deserves particular attention [2, 3, 8, 9]. The usefulness of possibilistic and
probabilistic approaches in decision-making analysis is viewed in different ways. Many
researchers voice the opinion that in every single case one needs to decide whether the
possibilistic or probabilistic approach will be more appropriate. The selection of the
approach should be conditioned mostly by the degree of subjectivity of the available
information. On the other hand, Gupta [7] and Smets [13] claim that in decision-
making, a probabilistic description of uncertainty is more effective than a possibilistic
one. According to [9], selection of the method of representing uncertainty depends
mainly on the experience and habits of the decision-maker. Choobineh and Behrens [2]
claim that maintaining a probabilistic approach stems more from tradition than from
conscious selection. Ferson and Ginzburg [6] suggest that distinct methods are needed
to adequately represent variability and im-precision. Baudrit et al. [1] state that ran-
domness and imprecise or missing information are two sources of uncertainty.
Therefore, in the process of assessment of the efficiency of investment projects it is
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necessary to take into account both types of uncertainty. Making no distinction between
them, may seriously bias the outcome of economic analysis in a non-conservative
manner [2]. For example, in the case of partial ignorance, the use of a single probability
measure introduces information that is in fact not available. Therefore, we claim that
the use of hybrid data, i.e. data partially described by probability distributions, and
partially by possibility distributions [1, 5, 6], allows us to reflect more properly our
knowledge on economic parameters.

3 Risk Analysis with Hybrid Simulation

Risk analysis entails the representation of uncertainty of model parameters as distri-
butions taking into consideration associations and interdependency between them. In
the case of tangible investment project efficiency assessment, Monte Carlo simulation
is performed, where all uncertainty parameters are described by probability distribu-
tion. Due to the hybrid uncertainty elicitation in this article, risk analysis is conducted
here using the hybrid simulation (for detailed description with reference to efficiency of
investments see [11]). Below, we present the short description of the hybrid simulation:

— Formulating an investment decision problem, which involves selection of input
parameters and identification of the dependency between them. In the case of hybrid
simulation, a decision problem usually takes the form of a linear programming
model. In the examples, which are discussed in this article, an investment decision
problem is solved to obtain efficiency measure (NPVR in case of example of this
article).

— Selection of appropriate uncertainty representation for all parameters based on
the origin of uncertainty. In hybrid simulation, stochastic parameters are described
by probability distribution and epistemic parameters are described by possibility
distribution.

— Propagation of aleatory and epistemic uncertainty through model. The prop-
agation of uncertainty is performed by combining the Monte Carlo technique with
the extension principle of fuzzy set theory [1]. Each run of simulation consists of the
following steps. First, all possibility distributions are divided into o-cuts [1, 19]
(each o-cut represents an interval of all possible values of possibilistic variables).
Then, the upper and lower bounds of the a-cuts are converted into constraints in a
decision problem. This means that each fuzzy parameter becomes an additional
variable, in our decision problem, and each o-cut imposes a new constraint. This
step usually causes that decision problem becomes a nonlinear programming
problem. All probability distributions are sampled in order to obtain the values of
stochastic parameter. Finally, two nonlinear programming problems are solved to
obtain the worst and the best value of NPVR for a given set of parameters. We

denote those values as [npvri, npvri]. The indices mean o-cut and i-th simulation

run.
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As a result of the hybrid simulation, we obtain m realizations of the intervals

[npvri, npvri]. Those intervals can be then transformed into a probability box (p-box)

or possibility distribution (detailed description may be found in [1]).

When we conduct risk analysis with Monte Carlo simulation we know exact values
of cumulative distribution function F(npvr). In case of hybrid simulation we only have
a partial information about probability distribution, so for every npvr we have interval

[F(npvr), F(npvr)] of possible values of F(npvr). Bounds of such intervals are lower
and upper cumulative distribution functions - also called probability box or p-box.
A p-box [F(npvr),F(npvr)] is a set of cumulative distribution functions F(npvr)

bounded between two functions, i.e.: F(npvr) < F(npvr) < F(npvr),npvr CR.

Figure 1 compares two approaches: the classical Monte Carlo simulation (dotted
line), where variability and ignorance are described by probability distributions and the
hybrid simulation, and (solid line) the. As we can see, in addition to the information
given by the Monte Carlo simulation, the p-box expresses different kinds of uncer-
tainty. Epistemic uncertainty is represented by the spread between lower and upper
bound of the p-box and aleatory uncertainty is represented by the overall curve of the
p-box. This is a very important information for a decision maker, because it shows
whether the risk comes from expert opinions, which can be biased, or from the irre-
ducible variability of historical data.

(242,00) (241,00) 210,00 211,00 212,00 213,00 214,00

——Bel ——Pl  eeeees Monte Carlo = = = Pignistic — - - Ambiguity = - = Credibility

Fig. 1. The comparison of the output of risk analysis conducted by using different methods:
Monte-Carlo simulation (dotted line) and hybrid simulation (solid line)

The main barrier to the practical use p-box in risk assessment are difficulties in its
interpretation by a decision maker. When risk analysis is made using a Monte Carlo
simulation, then as a result we obtain a precise cumulative distribution function. In this
case, conclusions about possible values of NPVR can be drawn from the shape and
position of a distribution function. The position of is used to determine, e.g., the value
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at risk (loss probability). In our example P(Fyc(nprv)<0) = 0.22. In the case of a
p-box, we obtain an interval [0, 0.75], which may baffle a decision maker.

When comparing investment alternatives, besides the described above likelihood
that investment will be unprofitable, also relative profitability of investment is taken
into consideration. This criterion is based on the comparison of the slant of F’s using
stochastic dominance. The concept of stochastic dominance allows us to rank the
results of risk analysis represented by F’s. Stochastic dominance gives only partial
ordering. In terms of F’s of the risk of two investment alternatives, the first alternative
dominates the second one if at least equals at every cumulative probability and exceeds
it at least once. It is called first order stochastic dominance. The first alternative exhibits
a second-degree stochastic dominance over the second alternative if the area that is
constituted by cumulating the differences between F’s is either always positive, or
never negative and positive at least once. In the case of a p-box, there are two pairs of
F’s, so it is difficult to build the stochastic dominance.

It’s important to stress that described above difficulties in analyzing p-boxes result
from more adequate description of risk with hybrid approach. P-boxes play a very
important role in communication impact of different kinds of uncertainty to a decision
maker. But it is only beginning to understand the risk. As it described below, the p-box
allows a decision maker to make more informed decisions.

In classical risk analysis, decisions are made in three situations—certainty, risk and
uncertainty. Ellsberg experiments show [14] that in real decision problems decision
maker is faced with mix of risk and uncertainty environment, which is called ambi-
guity. In contrast to risk analysis, where a probability can be assigned to each possible
outcome of a situation, the ambiguity applies to a situation where the probabilities of
outcomes are not known exactly and are described by intervals. So, the p-box is one of
the mathematical representation of ambiguity. Decision maker tries to reduce ambi-
guity, which corresponds to choosing one arbitrary F from a p-box. There are three
strategies that will help a decision maker to choose the best F.

First strategy is called pignistic transformation. It was proposed by Smets [13] and
is based on Laplace principle of insufficient reason, where the hybrid simulation results
in S, which is a set of possible and indistinguishable from the utility point of view

values of npvr. So, each interval s', = [npvri, npvri], s’ CS may be converted into the
uniform probability distribution fm (npvr., npvri). The value of F;, is calculated
as:

Fpary = 3 2 ) = 1)

npvresi, CS |glﬁ(, mk
where k is the number of o-cuts, and m is a number of simulation runs in the hybrid
simulation. The main deficiency of this approach is that it does not take into consid-
eration the risk aversion.

The second strategy is based on Hurwicz criterion. In this approach, we use the
aforementioned definition of ambiguity. Upper and lower bounds of a p-box defines

extreme scenarios. For each npvr we can define probability interval [F(npvr), F(npvr)].
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Using a Hurwicz criterion and treating the upper and lower bounds of a p-box as
extreme scenarios, ambiguity distribution may be defined as follows [15]:

Funs(k) = 7 F~'(K) + (1 = 2) - F1(R),k € [0, 1], (2)

where A takes values from O to 1, and is called the indicator of the pessimism (opti-
mism) of a decision maker. Optimism index may be treated as a simple measure of
belief in expert’s opinion.

The third approach is a generalization of the credibility theory proposed by Liu
[16]. Dubois and Guyonnet [17] extends the measure proposed by Liu with the
coefficient of risk aversion f:

Ferea(npvr) = B F(npvr) + (1 — ) - F(npvr) (3)
For f = 0.5 F_q is equal to the credibility distribution.
Generally speaking, ambiguity may be treated as a security interval [npvr, ipvr| for
a given probability 0. Credibility is a probability interval [Q,@] for a given npvr. This
distinction is very important in the process of investment appraisal as we will show
below. Figure 1 presents pignistic, ambiguity and credibility distributions for a given
investment. Optimism index and risk aversion are set to 0.5.
Table 1 presents comparison of strategies for two decisions:

— Decision I Value at risk (probability loss) P(npvr<0) = 6
— Decision II npvry such as P(npvr <npvry) = 0.9.

Table 1. The comparison of VaR and npvr0 for different approaches in risk analysis

Value at risk (loss probability) | npvry (.000 USD)
Monte Carlo simulation 0.2 1.58
Fig 0.16 1.45
Fomp 0.42 0.33
Ferea 0.45 1.45
Hybrid simulation (p-box) | [0,0.75] [0.08, 1.7]

As we may see, there are significant differences in the results of the strategies, so it
is very important to define situation where each of approaches should be applied.

4 Numerical Example

In order to illustrate the effectiveness of the proposed approach, we present the results
of calculations performed for three investment projects. We consider the following
investment projects:
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— [Option I] Construction of new department of OC sheet, production capacity
200 thousand tonnes

— [Option II] Construction of new department of OC sheet, production capacity
300 thousand tonnes

— [Option III] Construction of new department of HDG sheet, production capacity
400 thousand tonnes.

The effectiveness of the project was measured by net present value ratio (NPVR):

zr: NCF,

1=0
U NP
NPVR — 00" _ NPV 4)
., PV
Z(:) (1+7)

where:

NCF,; — net cash flow in year ¢

r — discount rate,

T — economic life of investment project,
I, — investment outlays in year ¢,

NPV — net present value,

PVI — discounted investment outlays.

In the computational experiment, we have taken into consideration the uncertainty
of selected parameters. The sales of products (Hot-dip galvanizing sheet — HDG sheet,
Organic coated Sheet — OC sheet) were defined by normal probability density func-
tions. The prices of these products, prices of cold rolled sheet — CR sheet (being a batch
material for production HDG sheet and OC sheet), consumption per unit indicators for
all products and investment outlays for project were defined by possibility distribu-
tions. The remaining parameters of the effectiveness calculations were assumed to be
deterministic. So, in the efficiency evaluation process, data are partially expressed by
possibility distribution and partially defined by probability distribution.

Figure 2 presents the results of the hybrid simulation for each alternative. Let’s
assume that decision maker follows the strategy. First, he wants to reject all investment
options with the value at risk greater than zero, and then to choose the most profitable
one. From the figure, we can see that all investment options have non-zero probability
of failure, but the probability interval of third option is the widest and ranges from O to
1. So, one of the possible options for an investor is to decide that the distance between
the upper and lower probability bounds is too big, and thus the epistemic uncertainty
should be reduced by performing additional measures. Sometimes, time and budget
constraints cause that this option is not possible. So, in second step decision maker
should choose one of the strategies described above to aggregate a p-box into the CDF.
His choice should be determined by the following rules:

— If risk aversion of a decision maker is not known and we don’t know anything about
assumption about parameters, the safest way will be to choose pignistic
transformation.
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Probability

NPVR, 000 USD
= — — OptionIII — — = OptionIII Option IT
OptionIl ~ eeeeeees OptionI ~ eeeeeeens Option I

Fig. 2. Output of simulation for each investment alternative

— If only risk aversion or “expert aversion” (belief in expert assumption) is known,
ambiguity or credibility should be chosen accordingly.

— If we know the risk aversion and expert aversion, the decision depends on what we
want to measure — probability or efficiency parameter. In case of probability, the
ambiguity distribution should be chosen.

In this example, we stress on the last rule. The decision maker wants to compute
probability loss or P(npvr<0) = ¢. Let’s assume that the decision maker is neutral to
risk (f = 0.5) and has more conservative approach to model assumption than experts
(2 =0.25). To compute the probability of loss, we have built the credibility distri-
bution for each investment option and have obtained the following results: option I —
0,38, option II — 0, option IIT - 0.

005 | _otlanr

(241,00) (10,50) 710,00 740,50 741,00 741,50 42,00 42,50 213,00

Option Il =sess=s Option 11l

Fig. 3. Comparison between Option II and Option III
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This means that the decision maker should reject Option I and compare profitability
of Options II and III. To find a more profitable investment, stochastic dominance is
used, but in this case we compare two ambiguity distributions which is presented in
Fig. 3. We choose ambiguity distribution because now we focus on the value of
efficiency parameter not probability. As a result, the DM should choose Option II,
because it stochastically dominates Option III.

This simple analysis of three tangible investment options is based on the
assumption that arbitrary selection of the CDF by decision maker makes more sense at
the end of risk analysis. In our opinion this is true, because we divide risk analysis into
two parts. Hybrid analysis faithfully propagates available information and uncertainty
up to a p-box. Then, the decision maker analyzes the results and makes a decision. If
information about parameter value is considered to be insufficient, he may decide to
collect more information. If the information is incomplete, but no data collection is
possible, then a judgment must take place with strategies described above.

5 Conclusions

In this article, we stress on the importance of the consistency between different types of
uncertainty and adequacy of the description of uncertainty of parameters. We present
the hybrid simulation as well, which allows to perform computation on hybrid data. We
show how to make a decision when the risk is described by a p-box, which is obtained
as a result of the hybrid simulation. We describe three strategies of converting a set of
cumulative distribution function into one CDF. Using the presented approach, we are
trying to eliminate one of the shortcomings of the existing methods for joint hybrid
propagation of uncertainty in context of investment appraisal, i.e. the problem of
interpretation of the results. Using a practical example, we present how decision maker
can benefit from to use the presented approach.

The main weaknesses of presented approach is the problem with computing the
optimism index. In practice, is very hard to assess the quality of experts. Very good
explanation, called “megaproject paradox”, of this problem was presented by Flyvbieg
in [18] in the case of megaprojects. Flyvbieg states that the number of tangible
investments made in company does not translate into accuracy of risk analysis of a new
one. This is because risk analysis is built on a collective belief in a firm which is
usually biased. So, the next step should incorporate stochastic dominance defined on
p-box instead of ambiguity theory as it is presented in work [10].
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Abstract. In the paper, results of quality assessment of investment recom-
mendations issued by Polish brokerage houses are presented. A hundred
investment recommendations were examined, coming from seven different
brokerage houses, issued in years 2015-2016. Only income approach and DCF
model valuation were analyzed. The research indicates low quality of valuations
presented in the Polish investment recommendations. The level of disclosures
and assumptions used in the financial models underlying financial forecasting
and valuations is not sufficient. Significant objections raises the methodology of
discount rate calculation. The risk premium does not cover the local bonus, the
assumptions are not revealed, beta is not individually chosen, and beta at level 1
is abused. Problems concerning lack of information about cash flows used for
residual value calculation were identified. The study reveals numerous examples
of gross methodological errors in investment recommendations, however,
common mistakes identified in other studies, like for example the excessive
optimism for cash flow forecasting or overvaluation of the long-term cash flow
growth rate, were not observed.

Keywords: Business valuation - Investment recommendation - Income
approach

1 Introduction

Investment recommendations are reports, analyses or other information sources that
suggest investment behavior regarding investment instruments or their issuers. They
include opinions concerning the current or future value/price of financial instruments.
Investment recommendations are an important part of the capital market and, as the
research suggests, can actually shape it by affecting company valuations and behavior
of investors, clients and the management. Therefore, investment recommendations are
widely pursued by researchers worldwide.

One of the first studies on investment recommendations showed that their imple-
mentation can in the short term bring abnormal returns for investors (Groth et al. [11]).
Subsequent research confirmed that investment recommendations had caused changes in
market valuation, especially buying recommendations that have a positive impact on
stock prices and allow higher average market returns both in the short term and up to 90
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days after their publication (Bjerring et al. [1]). The conclusions drawn from these studies
suggest that investment recommendations provide important information to investors.

On the other hand, Jegadeesh and Kim [14], as well as many others, showed that
significant number of investment recommendations was preceded by companies’ good
performance. Jegadeesh et al. [13] also indicated that stock recommendations are
mainly prepared for companies with superior return, the so called “glamour stocks”.
Analysts make favorable reports for some firms and they select superior stocks for
which recommendations will be positive.

Research on investment optimism has a long history. In some papers optimism was
measured by comparing the analyst’ forecast for a particular stock to the average
forecast for the company made by other analysts in comparable forecast horizon [2].
Several studies showed that most of published recommendations are “buy” rather than
“sell” recommendations (Ertimur et al. [7]). Morgan and Stocken [17] introduced
analyst’s objective function, which is able to assess if the stock price was overvalued
due to analyst’s lack of objectivity. Kowalski and Praznikéw [15] suggested that
analysts are more likely to announce higher valuation than the historical value drivers
and fixed growth model suggests. In all of the analyzed databases the average rec-
ommendation optimism indicator was positive.

The potential impact of analysts on the results of valuations can be traced back to
numerous studies of their professional careers. Hong and Kubik [12] analyzed opti-
mism forecast from analyst’s carrier perspective, and they tried to explain differences
between experienced and beginner analysts [6, 16, 18]. The authors showed that the
accuracy of the analyses for a particular analyst had a significant impact on their carrier.
According to Hong and Kubik [12], analysts were rewarded for optimistic forecasts
that support profitable trading strategy of purchasing stocks with the most favorable
recommendations. Similar research was performed by Ertimur et al. [7] on the sample
of 97 000 recommendations.

Research on the Polish capital market does not confirm the above-mentioned
conclusions about the positive correlation between the recommendations and market
reactions. Dabrowski [5] analyzed the results of investing in stocks, based on portfolio
composite from stocks, which had the highest analysts’ recommendations. In most
cases, the price of securities did not achieve the target price indicated in analysts’
reports — the effective price calculation was only in 44.63%. More than 70%
announcements recommend purchasing direct stocks though recommendations were
issued during bear trend in stock market, i.e. when the prices of securities were falling.
Zaremba and Konieczko [19] documented overoptimism among analysts, measure
efficiency of stock recommendations in the Polish capital market, by examining returns,
after investing in securities, based on suggestions from stock recommendations. They
studied 128 companies for which stocks were evaluated as negative but achieved the
highest returns. Trading strategy of purchasing (buying long) stocks with the most
favorable recommendations by analysts achieved abnormal negative returns.

Such reports indicate low utility of investment recommendations for Polish inves-
tors. The investment recommendations issued by Polish brokerage houses do not have
fixed structure. Typically, they include description of the company’s activities, historical
performance, description of key value drivers, market position, risks affecting future
performance, company evaluation, disclaimers and legal notes. The most common
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valuation methods are income approach and multiples approach. The recommendation
report typically contains detailed results and valuation calculations. In Poland, the scope
of disclosure of the content of the recommendation is not regulated at all. There are no
formal standards or procedures indicating which methods or models of valuation should
be used. The analysts have a free hand in taking decisions about choosing methods,
making assumptions, sources of information, disclosures and presenting results.

The literature on valuation methods indicates a number of errors and omissions that
often arise in valuation procedures. Fernandez and Bilan [10] indicated collection and
classification of 119 errors encountered in business valuations, classified into six main
categories. In particular, the income methods are subjected to errors or manipulations.
Principles of applying valuation procedures are regulated by business valuations
standards, but in Poland there is not one common binding regulation in this respect.

The purpose of the article is to assess the quality of practices used in the analysts’
estimates of investment recommendations based on income approach. The article is
organized as follows: Introduction, Materials and methods, Results and Conclusions. In
Materials and methods, a database of investment recommendations issued by Polish
brokerage houses is presented and the research sample is characterized. The Results
section shows the results of the research on the methods and practices used in
investment recommendations. Results are presented according to the analyzed valua-
tion areas: cash flow forecasting, discount rate, terminal value and other parameters. At
the end of the article, summarized conclusions are presented.

2 Methods and Materials

2.1 Research Design

A database dedicated to the project was established with information including
(1) general data, (2) information about cash flows forecast, (3) data about terminal
value, (4) data about discount rate, (5) information about debt and bonus/discounts, and
(6) results of valuations. In all, 81 information pieces were collected for each
recommendation.

Each valuation was analyzed in terms of (1) forecasting the expected cash flows,
(2) terminal value, (3) discount rate, and (4) others parameters. Financial forecasts were
investigated from the point of view of the forecast period, and I assessed compound
annual growth rate (CAGR) for crucial value drivers, e.g. sales, EBIT, EBITDA.
Additionally, I analyzed if the forecast covers the whole period of growth and the
dynamics of value drivers in last forecasted year. Additionally I analyzed the level of
capital expenses and the sum of delta working capital in the whole predicted period. To
check obtained results I compared them with analogical parameters calculated for
Polish market in years 2004-2014. For this purpose the data form StockGround
Database by Notoria was used.

The key element of income approach is the residual value (terminal value), which
calculates the value of cash flows to perpetuity. Errors in this area can have a major
impact on the results and the quality of the valuation. Therefore, I also assessed expected
free cash flows used in terminal value and the level of expected growth of cash flows.
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Errors in the discount rate calculation and the ones concerning the risk of the
company were indicated by Fernandez [9] as the most common. I exanimated
parameters of calculated cost of capital taking into account: risk-free rate, beta, market
risk premium used for the valuation, and value of tax shields.

The field 4 (other parameters) concerns additional factors of valuation as the value
of debt, usage of the specific premium (odd small-cap, odd illiquidity premium) as well
as comparing the results of valuation of income approach with current market value and
multiples methods.

2.2 Sample Selection

The research was performed on the stock recommendations sample issued by the Polish
brokerage houses. Summary 100 investment recommendations were examined, coming
from seven different brokerage houses, issued in years 2015 and 2016. The final sample
contained 84 companies divided into 22 sectors. 98 recommendations used Discounted
Cash Flow Model and they were included in further analyses. In two cases Dividend
Discount Model was applied, and they were excluded from the analyses. The
description statistics of crucial parameters for the sample are presented in Table 1.

Table 1. Characteristics of the sample

AVG |Ql |MED | Q2 Max Min StDev
Revenue [mPLN] 2460|276 | 781 |1583|24 685 |10 5 300
EBIT [mPLN] 248 |24 |66 242 3484 | —1010 645

EBITDA [mPLN] 437 |32 93 431 5198 |-1 979

Market value [mPLN] |3 786 |397 |1 152 4 014 |42 260 | 16 7 050
Issue price [PLN] 137.8 3.9 |29.1 |56.8 |7580.2/0.0 824.9
ROS [%] 10.75 |5.589.28 |12.05|53.16 |53.16 |10.28

Table presents the value of parameters of the first year before forecast. AVG is
average, MED-median, Q1 and Q3 the first and third quartile, StDev — standards
deviation, in bracket the units are presented.

3 Results

3.1 Cash Flow Forecasting

Errors in forecasting the expected cash flows are often mentioned in literature, espe-
cially exaggerated optimism causing low quality of valuation in income approach. The
most frequently indicated errors in cash flow forecasting are too short a period of the
detailed forecast, not sufficient increase in working capital requirements, and under-
valued capital expenses [8]. The analysts of brokerage houses in Poland set the length
of the detailed forecast period for 10 years. Of the 98 recommendations, up to 74
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analyzed DCF models covered the 10-year forecast period. The observed results show
that only some brokerage houses differentiate the length of the forecast period
depending on the company under valuation.

To evaluate financial forecasts, I looked into the average change of major forecast
drivers, the level of investment in working capital, the net capital expenditures (Capex
less amortization), and the last forecast period. The results are presented in Table 2.

Table 2. Evaluation of cash flow forecasting

AVG|Ql |MED Q2 StDev | Market t-stat
Panel A: CAGR in the whole forecast [%]

Revenue 3.0 14| 2.7 45| 24 0.17
EBIT 3.5 19| 34 /50| 41 |-0.02
EBITDA 6.1 1.7 2.8 |52]12.1 0.12

Panel B: Appropriate investment assumption [nd]
NetCapex/Sales | —1.0 |—6.0(—1.1 |1.0 11.1 0.08
dWCR/Sales -2.6 |—7.1|-24 105139 |-0.29
Panel C: Last year dynamics of value drivers [%]

Revenue 1.9 1.0/ 2.0 [2.8] 1.5 |—8.85*
EBIT 0.7 | 0.0 1.5 |3.5]/10.0 |—4.79*
EBITDA 03| 00| 1.3 |29]| 85 |—4.43*

Abbreviations as in Table 1, last column presents results of t-statistic by compar-
ison results for investment recommendations and the market, sign * indicates results
statistically significant at p = 0.05. Panel A presents compound annual growth rate in
the whole forecast. Panel B presents sum of net capital expenses (Net Capex) and
change in working capital (dAWCR) in all years of forecast. The sums are scaled by
dividing sales of companies in the first year of forecast. Negative number means
decrease of free cash flow, positive increase of free cash flow. Panel C presents change
in value drivers in the last year of forecast. Two last years are compared.

Compound annual growth of sales as well earnings are comparable with the
average for the whole Polish market recommended by Damodaran [4]. The results of
t-statistic show that the average growth of value drivers in investment recommenda-
tions does not differ from the average for the whole market in years 2004-2014.
Similarly, the level of investment included in cash flow forecasting is without reser-
vations. On average, the difference in capital expenses and amortization over the whole
forecast period amounted to one-year sale, while the total amount of working capital
over the whole forecast period was more than 2.5 times the annual sale. There were not
any significant differences found for these parameters compared to the market average.

3.2 Discount Rate

In 63.27% of DCF valuations, there was information in assumptions that the risk-free
rate equaled the yield on 10-year government bonds. Such information was not
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mentioned in 36.73% cases. The market risk premium used in the investment recom-
mendations assumed only three different values. In 73.47% recommendations, market
risk premium was used at 5% while in 24.49% at 5.50%. Only two recommendations
had a 4.5% risk premium. All the indicated values were significantly lower than the
recommended risk premiums in the Damodaran databases [4], which suggested market
risk premium at 6.08% and 6.43%. Neither of the investment recommendations indi-
cated the sources of information from which the risk premium was taken.

The investment recommendations do not use formal procedures concerning beta
factor calculation. More than half of the recommendations used beta amounting to 1
without any justification. Another 32% did not indicate the source of information for
the made assumptions. In 80.61% of the models, when calculating the cost of equity,
beta was set at a constant level throughout the forecast period. In 19.39% cases, beta
took different values in different years. In 28% cases, the calculation concerning
information about process of unlevering beta was mentioned. In the rest cases lever and
unlever beta process were not conducted. Some brokerage houses used lever and
unlever beta process in all their recommendations, some occasionally and others never.

In 52% investment recommendation, effective tax rate is used, the rest used
nominal tax rate. In 26.53% cases assumed tax rate was variable in time.

For 10 recommendations, for calculation of cost of equity, classical capital assets
pricing model (CAPM) was not used but additional corrects were applied, however
there is lack of any information about the assumptions taken.

3.3 Terminal Value

Residual value has a major impact on valuation. The most common errors in this area
are: the use of unstable cash flow and the wrong choice of expected growth [3, 9].
Table 3 shows the results of the analyses in the residual value area.

Table 3. Parameters of terminal value
AVG Q1 |MED.|Q2 |Min |Max | StDev
Panel A: Share of terminal value in results of valuation [%]

PV(TV)/Eq | 72.5 |334 |56.6 |67.0 |353 [81.3 |27.8
PV(TV)EV 594 (354 508 |558 | 9.6 |647 |14.0
Panel B: Expected growth [%]

g-rate | 135 1.00] 1.00 | 2.00 —0.04] 3.00| 0.8

The results obtained confirmed significant influence of residual value on business
valuation in investment recommendations. I analyzed the share of present value of TV
in equity value and enterprise value. As presented in Table 3, Panel A the former is
equal on average to almost 60% and the latter to 72.5%. This results may suggest that
period of detailed forecast is too short.

High volatility of long-term cash flow growth rate used in investment recom-
mendations is observed. The most commonly used rate of free cash flow in the residual



Quality of Investment Recommendation 63

period (43.88% of all observations) is the rate of 2%. In 32.65% recommendations, the
rate is equal to 1%. The highest rate used in the analyzed valuations is the rate of 3%,
which occurred only twice in the investigated sample. Growth rate of 0% occurred in
3.06% of observations. One recommendation used a negative growth rate of —0.04%.
The used growth rates do not raise any objections and they are in line with standards
and good valuation practices (Damodaran [4]).

PV(TV) — present value of terminal value, EV — enterprise value; Eq — value of
equity calculated in valuation (Eq = EV — net debt), g-rate — long-term cash flow
growth rate, consistent with Gordon Growth Model, others abbreviations as in Table 1.

There are reservations from the point of view of quality, raised by the scope of
residual value information. For only 3 recommendations, the residual value is calcu-
lated based on the last year of the detailed forecast. In 15 DCF models, there is a
separate column with financial data for the residual period. In contrast, 81.63% of the
analyzed valuations did not provide any data on the basis of which the residual value
was determined. The method of calculating cash flow for terminal value raises reser-
vations. In 16 recommendations for which residual value data were disclosed, there are
3 that assumed in the residual period the depreciation greater than the investment in
fixed assets, which should be considered as a significant methodological error.

3.4 Others Parameters

The DCF valuation results do not differ from those presented using the multiples
approach and are on average above average market valuation by 20%. In 73 cases, the
valuation was higher than the current price and the buy recommendation was given, in
other cases the value was lower than the current price and the recommendation was to
sell or hold. Table 4 provides detailed results comparing valuations.

Table 4. Comparison of valuation results

AVG | Q1 |MED. Q2 |Min |Max | StDev
DCF/multi | 72.5 |33.4|56.6 |67.0/353|81.3|27.8
DCF/MV 594 |354/50.8 |55.8| 9.6|64.7|14.0

Adjustments in valuations include: short-term financial assets, factoring, associates,
non-controlling interests, liabilities to employees, non-operating assets, cash position
adjustments, foreign exchange differences, minority interests, dividends and other
assets. The most common corrects are minority capitals (22 cases) and dividends (17
cases). Adjustments for liabilities to employees appeared in 4 valuations.

The Table presents surplus of valuation by DCF model with multiples approach
(row DCF/multi) and current market value (row DCF/MV). Numbers are presented in
percentages. The abbreviations as in Table 1.
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4 Conclusions

The conducted research indicates that the quality of valuations presented in the Polish
investment recommendations is low.

Restrictions are primarily a result of the low level of disclosures and assumptions
used in the financial models underlying financial forecasts and valuations.

The excessive optimism was not identified for cash flow forecasting in investment
recommendations. The average value drivers used in the forecasts do not differ from
historical market data. The forecast period is not individually adjusted to the situation
of the valuated entity. Significant objections raises the methodology of discount rate
calculation. The risk premium does not cover the local bonus, the assumptions are not
disclosed, beta is not individually chosen, and beta at level 1 is abused. Long-term cash
flow growth rate used in the recommendations does not leave any doubts. However, a
significant problem is the lack of information about cash flows used for residual value
calculation.

Additional performed studies reveal numerous examples of gross methodological
errors. Table 5 summarizes statistics of lack of disclosures and methodological errors
(Table 6).

Table 5. Lack of disclosures and methodological errors

Panel A: Lack of disclosures of information [number of cases]

Lack of revenue forecasts 17
Lack of source of information about free risk rate 37
Assumption of beta amounting to 1 without explanation 52
Lack of information about lever and unlever beta process 71
Lack of information about cash flow used for terminal value 81
Lack of information about calculation of the cost of equity, cases when CAPM model is | 10
not used

Table 6. Lack of disclosures and methodological errors (cont.)

Panel B: Methodological errors [number of cases]

Inconsistent forecast, wrong period of detailed forecast® 7
Assuming that a perpetuity starts a year before it really starts 1
Not considering the country risk 92

Using discount rates lower than the risk free rate
Sum of debt share and equity share when WACC calculated is not equal 100% | 3
Using the statutory tax rate, instead of the effective tax rate 41
Depreciation > Capex in cash flow forecast used in terminal value 3

#As inconsistent were pointed cases where the change in revenue in the last forcastet
year differs from previous year more than 10%
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The research has several contributions to knowledge. First of all it has a practical
application, it can be treated as guidelines for brokerage houses, issuers, exhibitors and
investors. The findings from this empirical evidence can be useful for practitioners and
researchers involved in work on valuation standards. They can also have impact on
research concerning investment recommendations, their publication and how they
influence the market and market valuation. It should be emphasized that the presented
results come from the Polish capital market, which it is classified as a young and
emerging market. The survey concerns a market where the experiences of brokerage
houses as well as investors are small, and the usage of valuation methods, issuance of
investment recommendations have short history. Form this point of view the results can
be important for explanation of differences in findings concerning investment recom-
mendation obtained for Polish and other more developed markets.
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Abstract. This paper deals with the optimal growth model in the finite time
horizon and the Epstein-Zin-Weil aggregator function. We formulate the
dynamic recursive optimality equation, find the value function and the optimal
policy of a consumer. Our results are illustrated by examples.
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1 Introduction

This paper is devoted to an application of recursive utility to optimal growth model.
Most of literature on optimal growth proceeds on the assumption that preferences are
represented by a functional which is time additive, see [7, 8]. The class of recursive
utility functions has been proposed as a generalisation of time additive utilities. It
permits dynamic programming techniques for optimal growth model and enjoys time
consistency property. One of the reasons which makes the recursive preferences
popular is that it resolves the timing problem of resolution of uncertainty. For instance,
let us consider two-stage model with the standard time additive utility function given
by E[u(c,) + Pu(cr), where ct is the consumption in period t, u is felicity function in
period t; and f ¢ [0, 1) denotes the subjective discount coefficient. If we flip a fair coin
at time zero. If it comes up heads, the consumption levels at time 0 and 1 are ¢y and c},
respectively. If it comes up tails, they are ¢ and ¢ (#c}): Now suppose that the
consumption level at time point zero is still ¢y; but we flip a coin at date 1 with the
same outcome cj, ci. Then the expected utility of two experiments is identical
u(c0) + 1 =2[u(c}) +u(c?)]. However, as it is emphasised in [1-3, 6], the timing of
resolution of uncertainty is relevant in economics, especially in asset pricing. Yet, the
time additive expected utility implies that the marginal rate of substitution between
consumption today and tomorrow for a constant consumption sequence c is the inverse

Wie) _

~1

"B (ee) A
Hence, MRS is unaffected by the level of consumption. This constant marginal rate of
substitution leads to an extreme behaviour of a consumer. A consumer facing a fixed
interest rate will try either to save without limit or borrow without limit, except the case
when the subjective interest rate equals to the interest rate.

In this paper, we focus on studying the optimal growth model in a finite time
horizon. The recursive utility is defined with the aid of conditional certainty equivalent

of the subjective discount factor. More precisely, MRS;,;.(c)
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proposed by Kreps and Porteus [5] and the aggregator function suggested by Epstein
and Zin [3] and Weil [9]. It turns out that such defined recursive utility is a remedy for
the aforementioned drawbacks, but still mathematically attractive, because we are able
to use dynamic programming methods that lead to the so-called optimality equation.
We find the value function and the optimal policy. We illustrate our results by various
examples concerning both deterministic and stochastic models.

2 The Model and Recursive Equation

2.1 Certainty Equivalent

First we introduce the notion of certainty equivalent. Note that any number o can be
viewed as a random variable taking only one value o. Consider a preference order = in
the set of random variables. Assume that for a random variable X we can find a number
o = a(X) such that ¢ ~ X with respect to the order =. In other words, an agent is
indifferent between choosing X and o. The number o(X) so defined is called certainty
equivalent.

For the expected utility maximiser with the utility u the relation ¢ ~ X is equivalent
to Eu(X) = u(a). If u is one-to-one function, then there exists the inverse function 1!
and

o(X) = u' (Eu(X))
Further, we shall consider the power utility function
u(x) = x";y¢€(0;1];x>0.

The coefficient reflects in some sense averse towards to risk. To see this, let us
assume that X has a uniform distribution on [0; 1]: Then,

%= (EX")).

Since it follows

1 1+y 1
EWU:/ﬁﬁ:r }:__
0 L+v], 1+7

we obtain

)
o= =
L) (149
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Note that if y — 17, then

1
— = EX.
OC—>2

This indicates that averse to risk disappears. From the other side, if y — 0" ; then
0= % — o0 and consequently

1 1 1

o= = — =

(1497 (1400 ¢

Hence, if y decreases to 0; then the certainty equivalent decreases to ﬁ This means
that for a lack of uncertainty, we agree to be less paid. Hence the smaller 7 is, the risk
aversion becomes greater. Observe that for y = 1/2; we obtain

o= (EXVZ)Z: (E\/)_()Z: </01 \/)_cdx> = (%)2;

2

2.2 Optimal Growth Model

We shall consider a model in discrete time, i.e., # € T := N. In period ¢ € T a consumer
faces a single good xt>0. The agent decides how much to consume, i.e., he/she
chooses ct € A(xr) := [0;xz]. The remaining part yt = xt — ct is invested for the next
period. The satisfaction of consumption ct is measured by one-period utility u(ct) = ¢/
with p € (0; 1]. Moreover, a production function that relates output to input is of the

following form
xt+1=~¢&+ 1yt =&+ 1(xt — c1), (1)

where (&) is a sequence of independent random variables. Usually, it is assumed that
t4+1=1+4rt+1; and rt+ 1 denotes the interest rate from time point t to time point
t + 1. Clearly, rt+ 1 can be either deterministic or stochastic.

Let Jt(xz) be the value function, i.e., the optimal utility in a model with N — 7+ 1
steps, if the level of a good at time point t is xt > 0. Making use of a dynamic
programming principle [6] and assuming that the consumer applies the Epstein and Zin
[3] and Weil [9] aggregator,' we can write the following recursive optimality equation

o\ P /e
i) = max (1= B)ef + BE (i (1)) 7

(2)

! This aggregator is of the form W(x;y) = ((1 — f)x” +/3y")1/” where f € [0;1) is a subjective
discount factor.
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The term (Et(Jt + 1(xt + 1)"*’)1/ " is known as a conditional certainty equivalent of
Kreps and Porteus [5]. Here, Et denotes the conditional expected value of a random
utility given x;. It is not difficult to guess that both the value function and the optimal
consumption policy are linear in x,. Therefore, we set J;(x;) = A;x; and ¢; = x;a,, where
A; and at € [0; 1] are some numbers, which we find. Plugging these formulas in (2) and
using (1), we get

/] 1P
Ax, = max [(1 — B)aPxf + B(E:(Ars lxt+1),)ﬂ/,}

Arefo,1]

= max| (1 = B)afaf + BAL. (E(E 1 (x — ax)')"| "

Arelo,1]
,11/p
= 21[2;)1(]{(1 — p)alxf +ﬁAr+1( a,)’x (Ef(éwl))p/’}
Thus, we obtain
L11/p
A= 52[%7](] {(1 —ﬂ)a”+ﬁA,+l( a)’ (Ef<ét+l))p/'} 3)

Since the functions @, — a! and a,— (1 —a,)” are concave, then the first order
condition yields

(1= pal~ 1 =(1 —a,)p— K, where K := ,BAIH(l a)’ (Ez( Hl))ﬂ/v @)
Consequently, the quantity
1

“= ., 1/(=p) (5)
Ut [l (B8 )

attains the maximum on the right-hand side in (3). Now we provide formula for At.
Observe that AN + 1 = 0 and aN = 1: Note that from (3) and (4) it follows that

A= ((1=B)af + (1 —a)) "

- <(1 — B)af + (1 —a,)’ (1 - ﬁ)(l a,g{)/)l) e

) 6
(1— ﬁ)l/l)(atp_’_(l _at)pfl)l/t (6)

(A=) (a+a —ap)”
(1— ﬁ)l/pa[(pfl)/p

Thus, we conclude that A, = (1 — ﬁ)l/ﬂagﬁfl)/p'
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3 Examples

3.1 Deterministic Case
Putﬂ:ﬁzo,% and & =1+rforr=1,...,N—1, wherer > 0.

The number 74 is called a subjective discount rate. Moreover, set N = 50 and
o1 = 0,3 (the blue colour) and p, = 0,8 (the red colour). We will draw the optimal
consumption policies.

The quantity EIS = ﬁ is known as the elasticity of intertemporal substitution and

it reflects how strong is the reaction of a consumer with respect to changing prices from
period to period. If p increases, then EIS increases as well. If f(1+r) <1, then r <rp.
This implies that the consumer is willing to increase his consumption level in the
current period at cost of decreasing his consumption in the next period. This is because
the price of consumption in the consecutive period will increase, since the resources
decrease. Figure 1 reflects this situation for » = 0,03. Since p, < p,, the blue curve is
below the red one.

03 03

01 T / 1%t //

00 v

p=023 p=0.3

Fig. 1. The optimal consumption policy: the left-hand side for » = 0,03 and the right-hand side
for r =0,1.

If, on the other hand, we assume that r = 0,1, then (1 +r) > 1, and we deal with
opposite case, i.e., it pays off to invest more and to postpone consumption for next
periods. This implies that the blue curve is now above the red one as in Fig. 1.

3.2 Stochastic Case

Suppose that &, follows log-normal distribution LN (y,, 6*s? 4 o*) where 5 € (0, 1)
and ¢ > 0 are some given numbers. Moreover, assume that the sequences (i,) and (s,)
are defined as follows:
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w=0=-n)u,  si1=/o*s;+0% with ne(0,1), p>0.

From Appendix we have

o2 srz +02

E(Gn) = T Var(g ) = @it (oo ).

Note that the expected value and the volatility of &, | increase in t. Moreover,
formula (8) yields that

B(,) = &),

Plugging the above expression and (6) into (5), we obtain

1
- E )
1+ ﬁlfxrAtlJr’fexp (2(&;;) (5253 +0?) + %)

a

We calculate and plot the optimal policy at for the following cases.

(i) Figure 2 (the left-hand side): u = 0,0Z,S% = 0,06,y =0,5,1=0,5, 6 = 0,9,
6 = 0,006, f = 0,95 and the time horizon N = 50. As in the deterministic case, we
consider two values p; = 0,3 (the blue curve) and p, = 0,8 (the red curve). It is

.« . 0,06
worth noticing that E¢,, | <e%2+7 = 005 ~ 1,05.

T )
J

Zan 4

a1 >
—

p=0.3 p=028 Y:l y=0.1

Fig. 2. The optimal consumption policy: the left-hand side for case (i) and the right- hand side
for case (ii).

(i1) Figure 2 (the right-hand side): ¢ = 0,02, s% =0,06,p =0,5,#=0,5, 6 = 0,9,
¢* = 0,006, f = 0,95 and the time horizon N = 50. In this example, we wish to
observe the influence of the risk parameter y on the optimal policy at. Therefore, we
draw two curves for y; =1 (the blue colour) and y, = 0,1 (the red colour). As
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we can see in this case there is no significant difference, because the variance of
&4 is relatively small, i.e.,

Var(é,.1) < £004+0,06 (30’06 — 1) ~ 0,07

From the picture, we can see that the risk neutral consumer is willing to consume
less and invest more for future. On the other hand, the consumer who is risk averse
towards uncertain future prefers to consume more and invest less. The outcome is
consistent with real-life attitude of decision-makers.

The subsequent examples illustrate the importance of the risk coefficient 7.

(i1) The left-hand side in Fig. 3 presents the optimal consumption policy for the
following data: y, = 0,1 and s = 1,5 — 1/t forallt€T,0>=1,6=1,p=0,5p=
0,95 and the time horizon N = 5. As in the previous case the blue curve presents the
strategy for y; = 1 and the red curve for y, = 0,1. The right-hand side in Fig. 3 shows
the aforementioned case, but for f = 0,5.

e — y 0s
__.-/

| | y=1 7:01

Fig. 3. The optimal consumption policy: the left-hand side for case § = 0,95 and the right-hand
side for § =0,5.

The main difference in Fig. 3 is concerned with the values of ar. Indeed, the values
of at for initial t’s at the first picture are smaller than in second case. This is because of
different values of 5. If f = 0,5 then it pays off to consume more. If = 0,95 or is
close to 1, then there is no such a big difference between today and next periods, since
the consumptions in the consecutive periods are not too much discounted.

Appendix

Assume that the random variable X follows the log-normal distribution LN (,s?).
Then, the density function of X (see [4]) is as follows
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fx) = {xs lzn exp (7(1"2);;”)2), forx >0

0, otherwise.

We find EX® for b > 0. We have that

b oo xb —(Inx—p)?
EX® = e 22 dx.
0

xsvV 2w

By changing variable ¢ = Inx in the above integral, we obtain dt = ‘ii‘ and x> = e
Hence,

* 1] R (
EX? = / — " d
—o0 SV2T

Observing that

p G0 == (ut b)) 4 2bps” + b
252 252

we get

22 00 l—(;t+bx2 )2 22
EX’ = e”’”bTS/ ! ef%dx =t
—00 S 27[

The above formula allows us to conclude that
EX? — e(2,u+2s2)

Var(X) = EX? — (EX)*= e(127) _ o(2ut%) _ p(2++) (esz _ 1).

Moreover, if X has the log-normal distribution LN (,,6°s> + 62) and b = y then

1
EX" = exp (u,y + 5“/2 (52‘912 + 62)> . (8)
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Abstract. Application of the proposed methods of defining cost drivers values,
depending on the possessed information about the product at the stage of its
design, enables to estimate total costs with good precision before starting its
production. Cost drivers are variables of the function defining costs components
of the designed element and its manufacturing process. The proposed methods
base on the assumed features of the designed product, current values of cost
parameters and are adjusted to unit and small lot production systems.

Keywords: Cost estimation * Activity based costing : Production process
design

1 Introduction

Situations like a need for an earlier launch of a new product and looking for methods
decreasing total costs force unit and small series production enterprises to integrate the
design processes and the processes necessary for products manufacturing with iden-
tification of the related costs [7, 16]. The process should take into consideration the
information about previous and current production, procurement, production organi-
zation processes, at the same time maintaining a proper level of products quality [1, 6].
Consequently, the processes of design and processing new products should, if possible,
be supported by a relatively quick and accurate estimation of total production costs in
order to avoid excessive expenses during production start-up [8, 9]. A significant
influence on the cost consumption of the production process is exaggerated by
designers on the stage of product development, in which the concept and functional
structure of a product is made, materials, technology and production process param-
eters are chosen [3, 13].

The aim of the research is to develop methods of cost estimation of designed
products on the stage of constructional production preparation, which would be based
on proper selection of cost drivers related to activity based costing in order to optimally
estimate the cost of a designed element, depending on constructional information.
Thanks to simulating the influence of alternative decisions on the stage of production
processes design, it is possible to estimate the level of own costs before the decisions
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are taken, and the necessary resources are purchased [2, 11]. Solving the above
problem in enterprises with unit and small series production requires:

— assuming a proper description of the features related to the designed element basing
on the elementary object method, including constructional, manufacturing and
organizational features,

— determining activity costs for an exemplary production system with accuracy cor-
responding to the description of features of the designed elements,

— developing a set of cost drivers, depending on the assumed cost estimation method,

— determining the volume of cost drivers on the basis of the obtained values from the
assumed description of the designed elements’ features,

— designing a calculation model for cost estimation which takes into account the
available sets of cost drivers and actual activity rates.

2 The Proposed Methods of Estimating Machine Elements
Costs

In order to estimate total production costs on the stage of designing and processing new
products in unit and small-series production depending on the available information
about the designed product, a model (Fig. 1) of conduct has been proposed.

Costs estimation
Cax system
ERP system

kl——

~

—
i
)

\_System of cost accounting according to method of activity based costing

Fig. 1. A general model of procedure in the proposed method.

The starting point is to appropriately apply activity costing which considers as
many accounting bases as there are separated kinds of activities [15]. However, activity
costs should be properly settled on each level of product structure (sets, sub-sets,
elements, or elementary objects), and the account should show the differences in costs
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for different design concepts, with detail up to particular technological operations. On
the basis of the information available in financial-accounting systems about the costs
encumbered, and the information on the presence of separate activities in the sample
production system, costs of direct activities have been determined, as shown in
Table 1. After calculating the cost of direct activities and determining the measures of
throughput for these activities, it is possible to calculate the cost rate for particular
activities (RateAct).

Table 1. Costs of direct activities — a fragment.

No | Activity Activity costs Costs of indirect Total activity
by type in PLN | activity in PLN cost in PLN

1 Adopting orders 14 600.93 35 743.59 50 344.53

2 Preparing documentation — 3416.04 960.76 4 376.80
typical product

3 Preparing documentation — 5 607.96 1 587.39 7 195.34
modified product

4 Preparing documentation — 10 318.59 2 828.41 13 147.01

new product

20 | Activity performed on 2 269.07 2 366.56 4 635.63

universal milling machines
21 Activity performed on gear 5 699.12 4 740.10 10 439.22
hobbers
22 Activity performed on 3 898.12 3493.83 7 391.95
multiradial drilling
machines
31 Co-operation 1 346.65 365.63 1712.27
32 Storing elements 1451.11 309.62 1 760.73
33 Control of elements 30 041.32 6 216.49 36 257.81
34 Sale ... 16 796.87 2 677.45 19 474.32
Total cost of activities 516 146.44

The methods of cost estimation described in literature [5, 12] can be used if all
characteristic features of a product are known, and the designed manufacturing process
is similar to previously produced elements, which causes limitations to using such
methods from the point of view of accuracy of the obtained results [4]. These methods
are also based on fixed, often outdated cost data, which, in a situation of constantly
changing structure of encumbered expenses by an enterprise, cause that the estimated
costs significantly differ from the actually borne production costs. A problem of cost
estimation on the stage of product design occurs when elements are not definitely
designed, or considerably differ from previously manufactured products, which is
characteristic and frequently met in case of unit or small series production. The
methods which operate on an incomplete set of information necessary to determine



The Influence of the Methods of Determining Cost Drivers Values 81

total production cost of a designed product are called cost estimation methods [4, 14].
Depending on the amount of available information about the designed product, it is
possible to use the proposed fast, more or less precise cost estimation methods. Esti-
mating particular cost components makes it possible for a designer to select a proper
constructional solution from many options on the basis of economic criteria [12].

The basis of cost estimation of machine elements is to assume (Table 2) an
appropriate description of the features of the designed elements, which, apart from
constructional features, will additionally include the description of materials features
and organizational features related to the manufacturing process for more compre-
hensive cost estimation. The description is based on the assumptions given in literature
[17]. Depending on the information generated on different stages of production process
design aided by the CAx system (computer aided ...), or the information stored in
databases [10], the procedure follows the possibility of determining a set of cost
drivers. Hence, it is necessary to settle such manufacturing process parameters for
particular product structure levels (elementary objects, elements...), which unam-
biguously determine the values of the variables defining cost components together with
the way of their estimation.

Table 2. Division of features describing machine elements [17].

Geometrical features (determine the external structure):
- type of shape (disks, shafts, bushings...)
- external shapes (cylindrical elements, flat conical sur-

Constructional elemen-
tary objects, which
directly create construc-

tional shape of the de- faces-, )
signed-there can be - additional external shapes (keyways, threats, under-
simple surfaces: cham- . cuts.,. ) . . .
Constructional |- internal shapes (opening, centring holes, multi-

fer, undercut, complex
ones: toothed ring,
threat

features describ-| grooves,...)
ing the designed | - additional internal shapes (flat surfaces, threats, teeth,...)
elements

Input material features for production (determine the mate-

rial, its internal properties, form of raw material):

- half-product (bars, pipes, casts...)

- raw material (steel, iron, non-metal materials)

- thermal and thermo-chemical treatment (annealing,
tempering, hardening...), and others...

DESIGNED ELEMENT

Features describing the

designed elements Manufacturing |- variant of the manufacturing process (disc process with-
features describ-| out thermal treatment, with heat improver, with carburiz-
ing the elements ing and tempering,...), and others...

Organisational |- production series type ( unit, series, large-scale)
features describ-| - organization of the manufacturing process
ing the elements |- -

The costs are determined on the basis of cost drivers values which, depending on
the available information about the designed element, are settled according to different
algorithms related to: determination of a variant set of cost drivers; determination of a
corrected variant set of cost drivers; determination of a generative set of cost drivers;
determination of a hybrid set of cost drivers. Basing on current rates of activity costs
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determined in a given accounting period, estimated costs of the designed elements are
calculated, which, depending on the method of generating the value of a cost drivers
set, are called variant costs, corrected variant costs, generative costs and hybrid costs.

3 Determining a Variant Set of Cost Drivers

The proposed method of cost estimation is based on a formalised description of
in-formation about features of construction, manufacturing and organisation related to
the designed element, automation method of technological processes design (variant
design) using methods of group technology and a model of production costs of
machine elements based on Activity Based Costing. The first step is related to sepa-
rating from the elements base, the elements which are possibly closest to the designed
element from the point of view of common features describing the elements. The first
level of identification arbitrarily determines the kind of production object that the
designed element belongs to. Next, on the basis of a set of features describing the
elements from a given kind of production object, and a set of characteristics describing
the designed element, an attributive code of features is created in form of a zero-one
vector. An example of the gathered information about the designed element’s features
in form of a FP vector, automatically generated during construction records is presented
in part a) of Fig. 2, whereas part b) includes an example of a model element together
with a FP vector (in the authorial module functioning in the SolidWorks software).

2.2) 2.b)
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Fig. 2. The feature description of (a) a new and (b) a previously designed machine element
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On the basis of the assumed similarity measure, which is the sum of the product of
the common feature with binary value 1 and the assumed weight for a given feature
determining the influence of the value of the parameters describing a given feature on
actual production costs, the elements with the biggest measure are selected, as they are
characterized by the highest similarity with the designed element. There can be a few or
even about o dozen of such elements (for the above example the sum amounts to 11
and 9 model elements were selected). Next, for the common features of the designed
and model elements, it is necessary to compare pairs of common features and the
parameters together with their values describing the given features, e.g. for the feature
F713_k01 (internal shapes/internal keyway) the related parameters and values are
keyway width — 18 mm, length — 38 mm, depth — 4.4 mm, roughness — 2.5. For such
pairs the similarity measure is determined on the basis of the Canberra distance. The
element with the smallest Canberra distance value is the closest to the designed
element.

weh —wey,
mC = E _—r
r=1|wc —|— we

m,

(1)

where:

wc,‘;ij - feature value of the designed element ep by the n-th occurrence for parameter

p;

wc%p- feature value of the model element w by the m-th occurrence for parameter p.

The next step is to search the exiting CAPP system’s base of the manufacturing
processes in terms of feature similarity in order to find a technological process route for
a previously designed element, and specifically a set of information about technological
processes in different variants, semi-product — its shape, dimensions, kind of materials,
machining time standards, tools, production means, production workstations organi-
zation, etc. Each element of this set has some ascribed values which characterize the
parameters of model element processing. On the basis of these values and a set of cost
drivers of the variant model of cost estimation (Table 3), a variant set of cost drivers’
values is determined, which, taking into consideration current rates for activity costs,
allows to estimate variant cost of the designed element according to cost data from a
current period, not historical cost. The method allows to estimate costs for a new
product relatively fast and with less workload, which is sometimes connected with
accepting limited accuracy of the obtained results.

Values of a Corrected Variant Set of Cost Drivers

The next stage of bringing the estimated costs closer to the actual costs of the designed
element is to correct variant values of cost drivers on the basis of parameter values of
the features describing the designed element in relation to the parameter values of the
features related to the variant element. The most frequently corrected values of variant
cost drivers are parameters of the features describing the designed element related to
materials, semi-product, dimensions and organizational features. The costs which
undergo changes on the basis of correcting the values of cost drivers include:
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Table 3. A set of cost drivers for the variant costing model.

Name Symbol

Unit time; Set-up and break-down time tu_op, tsb_op,
Grade gr_emp,
Storage item index id_stor
Standard materials usage SM

Standard number of semi-product no_sprod
Production position id_posit,

Type of documentation (typical, modified, new) |t_doc

Type of product (finished product, semi-product) | t_prod

Size of a production batch s_batch

— costs of direct materials (CDM) may change as a result of other kind of assumed
raw material (r_mat), a different half-product (no_sprod) and different dimensions
of the designed element (x_brut, z_brut) and the variant element. These changes
may influence the choice of storage item (st_it), and the change of material unit
price, and, above all, the change of standard materials usage (SM) — an example in
Fig. 3,

- Corrected

Designed elementindex | x_brut | z_brut | r_mat | no_sprod | dmat | den_mat| SM price | CDM CStor N
variant costs of
4AR8)2 179.36 | 50.8 | 18HGT | H-93200 | 180 7.85 |10.255| 4.2 | 43.0734 | 16.7212 | direct material

> q
Correfted variant cost: 286,53 PLN
Direct costs: Activities costs:
Material costs Costs of procesging actions (activities): CProc Act.: _
COM clem: ————— 1 puanning costs: et

Direct labour costs

Costs of storage materials:  C Stor Mater : 16,72 PLN
CDL elem: 83,20 PLN

Storage costs of finished products: Costs of sale: Costs of the order: Costs of preparing documentation:
Cstor: CSale: com: CP{epDoc:
© D.Wigcek
Corrected variant costs of processing activities == I
Name Op.code No Stand t RateAct CProcAct -F
> | TS [ 5z ) |[ ! |[ 1568 min |[ 25,1cevn][ 5,28PLN]
turning bore 25 5| 2 || 7,54mn | 2,6  2,75PIN|
turn roughly 21 5 3 31,26 min 21,8€PLN/h 11,39PLN
pull broach splineway [19A10503[ 4 || 1,7Smin |[ 20,94uvm|[ 0,61PIN
turn contour 22 5 S 19,35 min 21,8€PIN/h 7,05PLN
hobbing T6vICaEE]| 6 || 87,99 min || 23,25em/m|| 34,09PLN
carburizing while hardening (177193209 7 |[ 6,34 min |[ 102,2zetvn|[ 10,80PLN
lgrind internally 51 S 8 23,60 min 23,2€PLN/h] 9,15PLN i
grind exerrally 41 5 |[ 9 |[ 849min |[ 22,9zew/m|[ 3,24PIN
grind generation 1991A1CQ][ 10 |[106,64 min || 23,25wm|[ 41,31PLN
Sum Proc Act Y
Rekord: 14| <[ 1 »[mp+|z10 i

Fig. 3. Estimated corrected variant costs of the designed element.
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— costs of direct labour (CDL) resulting from different time consumption standards as
a result of changing the machining parameters between the material of variant
element and designed element, which is also influenced by unit time (tu_op,),
set-up and break-down time (tsb_op,), changing worker’s grading (gr_emp,) and
changing the size of a production batch (s_batch),

— activity costs of the procurement process resulting from changing the storing
position - CStor (id_stor),

— activity costs of processing (CProcAct), which are influenced by changing time
consumption standards Stand_t (tu_op,,, tsb_op,) and changing a production batch
(s_batch) — Fig. 3.

The corrected variant costs for the exemplary element are presented in Fig. 3.

4 Determining a Generative Set of Cost Drivers

A generative cost is determined on the basis of values of the cost drivers (Table 4)
related only to parameter values of the features describing the designed element.
Consequently, it is necessary that all features which describe the given element are
clearly determined.

Table 4. A set of cost drivers for generative costing model.

Name Symbol

Dimension of starting material - x; - y; - z x_brut; y_brut; z_brut
Raw material type r_mat

Main dimension of starting material dmat

Material density den_mat

Lead time related to technological treatment tl_treat,

Auxiliary time related to technological treatment ta_treat,

Employees’ grading for technological treatment gr_emp,

Production workstation related to technological treatment | id_work,

+ variant set of cost drivers

Generating cost drivers was divided into a few levels according to the levels of cost
aggregation:

— into factors of the level of features describing an element, in order to get con-
structional parameters according to constructor’s assumption and the settled variant
of the manufacturing process. These factors concern a set of the required techno-
logical treatments (tl_treat,, ta_treat,) related to direct labour costs and processing
sub-activities. A basic tool on this level is an assumed dedicated expert system, in
which a base of technological knowledge has been separated. This knowledge
relates to the information about sets of technological treatments for the given fea-
ture, achieving the assumed parameter values in the adopted variant of the
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manufacturing process, the information about production workstation (id_work,)
and employees’ grading (gr_emp,) for the desired technological treatment,

— into factors related to the dimensions (x_brut, y_brut, z_brut), features of materials
(r_mat, den_mat), selection of semi-product (id_stor, dmat) for the designed ele-
ment, which allows to determine direct material costs,

— into factors determining completion of technological operations on the level of cost
aggregation related to the element, influencing the cost of direct labour and pro-
cessing activities. Adoption of a framework technological process takes place with
the use of an advisory system, which, on the basis of the determined features of the
designed element, proposes a given variant of the technological process with
standard working time for particular operations (tu_op,, tsb_op,, s_batch, gr_emp,,
id_posit,),

— into factors determining activity costs of the procurement processes which are
dependent on the type of semi-material (no_sprod, SM), activity costs of planning
on the production batch size (s_batch) and other costs on the basis of the kind of the
designed documentation (t_doc), information if the element will be re-sold, if it will
be a product component (t_prod), etc.

With determined values for the required set of cost drivers and current rates of
activity and sub-activity costs, it is possible to estimate generative costs of the designed
element by means of proper algorithms.

5 Determining a Hybrid Set of Cost Drivers

The hybrid approach finds application when a set of features describing the designed
element has not been fully determined. In such a case it is not possible to use only
generative approach to creating cost drivers, as the settled estimated costs on an
incomplete set would significantly differ from actual costs. The hybrid approach applies
the rules of selecting a variant set of cost drivers and creating a generative set of cost
driver values (Table 5). Hybrid cost is an estimated cost whose important components
are generative sets of cost drivers’ values composed on the basis of the values of
parameters clearly determined for the features describing the designed element, and
generative parameter values for analogical features describing a variant element.
Therefore, hybrid cost value is the value of corrected variant decreased by the value of
generative costs determined for a variant element, and increased by the value of
generative costs determined by the designed element. The cost decrease and increase
concern only clearly determined features: costs of direct labour (CDL) and processing
costs (CProcAct).

The remaining costs — direct material costs (CDM), costs of order acceptance
(COrder), material storing costs (CStorMater), planning costs (CP1), costs of preparing
documentation (CDoc) - are settled according to corrected variant cost. Connecting
these two methods allows to avoid getting insufficient amount of information in case of
the generative method, and conditions cost estimation accuracy on the similarity level
to the closest element in case of the variant method.
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Table 5. A sample hybrid cost of a designed element.

Costs Corrected | Generative cost of | Generative cost of | Hybrid cost of designed element
variant exemplary element - | designed element - | (PLN)
cost for unambiguously | for unambiguously
(PLN) described features described features
(PLN) (PLN)
CDL 83.20 72.98 69.34 83.20-72.98 + 69.34 = 79,56
CProcAct | 125.67 110.96 104.27 125.67-110.96 + 104.27 = 118,98
CDM 43.07 43.07
COrder 11.12 11.12
CStorMater | 16.72 16.72
CPI 0.69 0.69
CDoc 17.16 17.16
Total 297.63 Decrease of 183.94 | Increase of 173.61 | 287.30

6 Conclusions

Particular cost components are dependent on the variables called cost drivers, so we
can say that the value of a given cost component is a function of a certain set of cost
drivers related to a given cost component. Sets of cost drivers created on the basis of
variant, generative and hybrid approaches allow to determine different estimated costs
for the designed element. These costs, depending on the stage of creating production
documentation for a given element, that is the amount of information about the
element’s features, are characterized by a higher of lower level of cost calculation
accuracy. The proposed method bases on the required sets of cost drivers and on
proper value estimation of these factors, which allows to, adequately to a given
period, estimate costs possibly similar to actual costs on the basis of appropriate
algorithms and by using current rates (activity costs in previous periods are not
considered).

Cost drives make it possible to understand what influences the cost of a particular
activity or direct cost, and how we can minimize the resources used to perform this
activity or to manufacture a given element. Knowledge about these factors allows to get
better results in the area of cost-cutting and provide designers with valuable infor-
mation about costs (both direct and indirect) in the moment when they have the highest
possibility to influence them.

The proposed methods require full implementation of activity based costing in an
enterprise, operation of the CAPP system with an up-to-date base of technological
possibilities of the production system and an analysis of constructional documentation
in order to create a base of features describing the designed elements. The proposed
solutions were adapted to production systems operating in conditions of unit and small
series production.
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Abstract. This paper presents results from an experimental investigation of lead
time distributions. The focus is on the order crossover phenomenon where slower
orders are overtaken by faster orders and the impact of this on the structure of the
observed lead time distribution. The natural conclusion is that the likelihood of
order crossover occurring strongly depends on the skewness and variance of the
lead time distribution. Furthermore, the conclusion is that while lead times may
be i.i.d. random variables, when crossover occurs lead times observed in the
sequence orders are received are in fact mutually dependent. This has a signifi-
cant impact on how supply chain members should estimate lead times and lead
time distributions. That lead times are in fact mutually dependent is a major
finding and has implications for both practice and academia.

Keywords: Stochastic lead times * Supply chain management * Bullwhip
effect + Order crossover

1 Introduction and Background

Order crossover is a phenomenon that has been studied for many years [1, 2], but has
received increased attention in recent years especially in the context of supply chain
management. Order crossover occurs (as illustrated in Fig. 1) when orders due to
stochastic lead times are received in another sequence than that in which they are placed.
In practice Riezebos [3] argues that there are three real causes for order crossover to occur
and that there is a real risk of systems exhibiting this kind of behavior. Bagchi et al. [4]
show that lead time variation is a major source of uncertainty in inventory management
and argue that a compounded lead time demand distribution is used. Robinson et al. [5]
argue that order crossover is increasingly important and suggest using shortfall distri-
butions rather than lead time demand to calculate inventory positions. Bradley and
Robinson [6] argue that when faced with order crossover the normal methods for esti-
mating lead time demand are insufficient and especially the assumption of normality of
the lead time demand distribution are violated. In the contexts of supply chains Disney
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et al. [7] recently investigated order crossover. However, what seems to be lacking in
current state is an analysis of how lead time distributions behave when crossover occurs.
Bischak et al. [8] state that the majority of supply chain literature ignores order crossover
and as a consequence overestimates the lead time variance. Hayya et al. [9] similar argue
that order crossover can lead to reduced lead time variance. This is highly relevant as we
from Michna et al. [10] and Chatfield et al. [11] know that lead time variation is in fact a
major cause of bullwhip effect. Chopra et al. [12] argue that reducing lead time variability
has a larger influence on performance than reducing lead times, but also argue that there is
a complex relationship between lead times and lead time variability. Michna et al. [10]
underline that the need to estimate the lead time distribution (more particularly the mean
and variance of the lead time distribution), are in fact highly significant in determining the
bullwhip effect. When lead times are in fact treated as stochastic rather than deterministic
the need to predict their behavior as one would e.g. predict demand becomes relevant. In
current supply chain literature lead times are (when not considered deterministic)
assumed to be i.i.d. random variables. In practice a member of a supply chain must
estimate the lead time distribution using the lead time observations that are available [10].
The need for estimating the lead time distribution is under-researched and the impact of
order crossover has not been studied. For future reference we denote the original lead time
distribution LT and the distribution as the orders are received LT . In this research we aim
to demonstrate that this lead time estimation is significantly influenced by whether one
observes LT or LT . Especially if one has a limited number of observations available for
the estimation. This is supported by Nielsen et al. [13], who argue that this may be the
case, due to the potential unstable nature of lead times.

Let us assume that LT in fact consists of i.i.d. random variables, then it becomes
interesting to consider whether LT retain this attribute. For order crossover to occur a
few prerequisites must be in place: the order frequency must be high enough compared
to the variation of the lead time distribution to allow orders to crossover. It follows that
“slow” orders will be overtaken by “fast” orders. Let us consider the following
example: we place orders at a fixed interval once every four time units, we sample lead
times from a discrete exponential distribution (with rate i) and get the lead times as
seen in Fig. 1 and then orders are received.

One can notice from Fig. 1 that only three orders (1, 2 and 10) are actually received
in the same sequence as placed. Twice orders are received at the same time (orders 4 &

Order placed
1 2 3 4 5 6 7 8 9
T v O .
BEEEEEEEEEEEEEEEEEEEEEEEEEEREERE G
1 2 53 )

7 Order received
Order placed attime 0 4 8 12 16 20 24 28 32 36
LT i 8 aal)|dif 2 1 © | 2 |ad| i | S
Received at time 1 7 19 26 18 29 26 39 33 39
LT 18| 2 i) 2 | © )i fail] 8
Sequence LT* I 7N 50 B A B/ RCH RON REN H

Fig. 1. overview of orders, lead times and order receipt.
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7 and 8 & 10). Of special interest is the fact that while LT are random i.i.d. variables the
observations from LT appear to have some structure, i.e. fast orders (e.g. order 5) have
overtaken slow orders (e.g. orders 3 and 4). So it appears that LT is mutually
dependent in its structure. This phenomenon has not previously been addressed
experimentally in literature. It is of particular relevance for the situations (as argued in
Michna et al. [10]) where the lead time distributions must be estimated based on a
limited number of observations. Estimating the mean and variance of the lead time
distribution will under limited information availability be influenced by whether or not
the observations can be considered to be i.i.d..

The remainder of the paper is structured as follows. First, we conduct an experi-
mental study of lead time distributions and investigate the behavior of LT". Second,
implications from the results are discussed. Finally conclusions and avenues of further
research are presented.

2 Experimental Investigation

Having determined that there is a likelihood that lead times will in fact exhibit
non-randomness when order crossover occur and lead times are observed in the
sequence orders are received, we set about investigating two critical questions
experimentally:

1. What is the likelihood of order crossover occurring?
2. What kind of structure does LT exhibit?

First, we must determine which lead time distributions are relevant to investigate.
Bagchi et al. [4] use Gamma, Exponential, Gaussian and Geometric distributions in
their study of the impact of stochastic lead times on the lead time demand distribution
and consider them representative lead time distribution. Nielsen et al. [13] demonstrates
at least one case where lead times (for 50 different products) are in fact distributed close
to the exponential distribution. Hayya et al. [14] investigate the unbounded Gaussian
and Gamma distributions, while Chatfield et al. [11] and Bischak et al. [8] use the
Gamma distribution, Hayya et al. [14] use the exponential distribution and Wensing
and Kuhn [1] use a discrete uniform distribution (but only allow for pair-wise crossover
to occur). For this reason we limit our investigation to the discrete versions of the:
Exponential, Gaussian, Uniform and Gamma distributions. The characteristics of the
tested distributions are shown in Table 1. These values are chosen as they ensure a
limited need for truncation (for the normal distribution) and still allow for significant
variance to be present in the data. All distributions are truncated at 0 and we allow zero
lead times to occur (i.e. instantaneous delivery).

The experiments are run with varying time between orders for all distributions
shown in Table 1, starting with an order frequency of one order per time unit incre-
mentally increasing by one time unit between orders until 30 time units between orders.
We denote the time between orders as n. The shape of the distributions (as seen in
Table 1) will ensure that they will have a likelihood of crossover occurring for low
values of n. For each of these order frequencies 50.000 lead times are generated and
placed at intervals of n time units. The experiments are run in R [15] an open source
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Table 1. Lead time distribution characteristics.

Mean (y;7) | Median | Variance (glzj) Skewness | Kurtosis
LT,y 10.0 7 100 2.0 8.9
LT, |10.0 10 6.3 0.0 3.0
LT yuma | 10.0 10 5.1 —0.43 3.3
LT, 10.0 10 27.1 0.0 1.8

statistical software. Initial experiments on the structure of the L7 indicate that it is only
the first 3 lags in observations that are in fact significant and that the first lag is always
strongest correlated. To limit the investigation only these will be investigated in the
following as they will aptly underline if observations from LT" are in fact mutually
dependent or independent.

Figure 2 shows the likelihood of crossover occurring. As expected the likelihood
depends on both the time between orders (n) and the shape of the distributions. Of
course for some of the distributions this likelihood decreases sharply as the time
between orders increases above a given threshold. For LT,,, the likelihood of crossover
occurring is still above 7% when n is three times the mean of the distribution (n = 30).
It is also worth noting that LT yqmq and LTy, behave very similar with respect to the
likelihood of order crossover. With the Gaussian distributed lead times exhibiting
slightly higher likelihood of crossover.

Figure 3 shows the 1st, 2nd and 3rd lag autocorrelations for the LT distributions
for n € {1;30}. The mutual dependent structure of LT" naturally depends very much
on the initial LT distribution and on n (time between orders).

Percentage of orders received out of sequence

1.0

h * EXP ¢ UNI
* NORM ¢ GAMMA

0.8

Orders out of sequence

0.0

I 1 I 1 I

0 5 10 15 20 25 30

Time between orders

Fig. 2. Likelihood of order crossover occurring for the four distributions as a function of the
time between orders.
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In Fig. 3 the horizontal lines indicate a 0.01 significance level for 50.000 obser-
vations. From Fig. 3(a) it is clear that the structure of LT}, , is in fact mutual depen-
dence for most values of n. It is interesting to note that although the likelihood of
crossover occurring is non-zero for all the order intervals, LTe*Xp is in fact only behaving
mutually independent for time between orders above 29 and the strength of the cor-
relation is rather weak for values of n larger than 15. For the shorter order frequencies,
where time between orders is low compared to the mean there is a high degree of
dependency in LT, and the structure is more complex than just a first order model.

LT, mq @nd LT, exhibit similar behavior with rather strong dependencies between
observations for n up to 5, to the extent that both lag 2 and 3 are in fact also significant.
The strength of the dependency is much stronger than the ones observed for LT, ,. It
would be logical to conclude that while order crossover in general is a problem for
supply chains with exponentially distributed lead times, it is more so a problem in
supply chains with Gaussian and Gamma distributed lead times and high order fre-
quency (low values of n compared to mean lead time). LT;,; exhibit characteristics of
all the other three distributions. First, for n less than 10 there is a strong dependence
between observations. Second, the maximum strength of the dependence is on level of
that observed for both the Gaussian and Gamma distributions. It seems that LT}, ; have
the worst characteristics of all the three distributions.

In general it appears as the following holds true. The larger the variance of LT, the
higher likelihood of order crossover occurring for even high values of n. The lower the
variance, the stronger the mutual dependency in the observations from LT" for high
order frequencies compared to the mean of LT.

3 Discussion

Some important findings can be inferred from the above experimental study. First, the
likelihood of crossover occurring as expected depends on the shape of the original lead
time distribution and the time between orders. It is interesting to note that regardless of
the original lead time distribution’s shape, given a sufficiently high order frequency (i.e.
low ”/HLT ratio) there is a large likelihood of order crossover occurring. Second, this

high likelihood of order crossover occurring directly results in LT" being mutually
dependent, despite LT being i.i.d random variables. This dependence is the same across
all four investigated distributions and the conclusion is that the first lag is always (when
significantly correlated) negative. Third, the strength of dependency seems to be a bit
counter-intuitive in the sense that the distributions with the lowest variance exhibit the
strongest dependency between observations for low values of n. Reversely the distri-
butions with largest variance have dependencies between observations for much larger
values of n. This strongly suggests that in practice one must consider both the shape of
the lead time distribution and the time between orders when evaluating whether or not
order crossover is going to pose real challenge in managing the supply chain. Fourth,
there seems to be a critical level of likelihood of crossover above which LT are
mutually dependent. Further studies seem to be warranted to determine specifically
how large the order crossover likelihood should be before the observations from LT"
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are in fact mutually dependent. This would be a good indicator for when the estimate of
the mean and variance of the lead time distribution will be influenced by whether one
observers LT or LT". For illustrative purposes the likelihood of crossover is plotted
against the first order autocorrelation in Fig. 4 for all four distributions. The vertical
line in Fig. 4 indicates the 0.01 significance level for 50.000 observations.

Likelihood of crossover vs. lag 1 autocorrelation
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Fig. 4. Lag 1 autocorrelation plotted as a function of the likelihood for crossover occurring.

Although the graphs in Fig. 4 indicates that LT" are mutually dependent for even
low likelihoods of crossover, the strength of the correlations are relative low and it may
be that in practice the crossover likelihood can be higher than indicated by the sig-
nificance level. It is also interesting to note that the strength of the dependence between
observations remains rather constant for likelihoods of order crossover below 0.3.
Correspondingly the strength of the dependency quickly decreases for likelihoods of
crossover below c. 0.3.

For the Gamma, Gaussian and Uniform distributions it is obvious that there is a
”/'uLT value above which crossover cannot occur. For the uniform distribution this is

clear as the distribution is bounded. For the Gaussian and Gamma distributions it is
equally clear, even if they are not bounded the likelihood of observing lead time values
above/below a certain value is in practice zero and there for they can in practice be
considered bounded. For the exponential distribution this is not the case and the
structure of LT7,, is as a consequence mutual dependence even for large values of

n. This is interesting as empirical investigations of lead times by both Disney et al. [7]
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and Nielsen et al. [13] seem to indicate that lead times may in practice follow distri-
butions with characteristics such as the exponential distribution. In practice this means
that not only is it likely that crossovers will occur, but it is also likely that observations
from LT are in fact mutually dependent. However, what is of equal interest is perhaps
that the bounded distributions exhibit very non-random behavior for low n/:uLT values.

4 Conclusions and Further Research

Order crossover is potentially critical in determining the performance of supply chains
with stochastic lead times. Michna et al. [10] demonstrate that lead time estimation is
critical in determining the bullwhip effect in a supply chain. However, as demonstrated
in this research while lead time may be mutually independently distributed random
variables they must under certain circumstances be considered mutually dependent if
order crossover occurs. The conclusion is therefore that given limited information to
estimate the lead time distribution, this mutual dependence/ordering of lead time
observations is in fact significant for the estimation process. This means that academia
must critically review the current state. It also implies that order crossover will result in
nervous supply chains at least if managers are not aware of how order crossover
impacts their chain. Here we must emphasis that crossover can influence the depen-
dence structure between lead times (independent to dependent) and the estimation of
their distribution.

Future work will focus on two streams of research. One will elaborate on the impact
of the dependency on estimates of the lead time distribution. One will focus on the
impact on the bullwhip effect in supply chains given crossover occurs.
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Abstract. The article attempts to assess the stability of the financial indicators
in the period of ten years (2006-2015). Nearly 1600 companies have been
examined within the manufacturing sector — including 800 bankrupt companies.
For each enterprise the five selected ratios were calculated for each year. The
stability of calculated variables during the research period was measured by
(1) the standard deviation and normal distribution, (2) the correlation matrix, and
(3) the discriminant ability (by using the t-Student test). The results indicated a
substantial degree of instability of analyzed indicators over the last decade.

Keywords: Stacjonarity of ratios - Standard deviation - Correlation matrix -
Discriminant ability

1 Introduction

The number of ratios in the literature is enormous. So far, there have been done many
research studies on the usefulness of indicators (mostly financial indicators) of eval-
uating the business financial standing [4, 5, 13]. The studies very often are performed
by the authors who create models for assessment financial condition of a company
[1, 3, 26] in order to select those ratios, which are characterized by the predictive and
discriminant abilities [16—-19, 21-23] as well as have a normal distribution [7, 24].
Sometimes, the ratios are coped in various models [16], which may mean that they are
useful in evaluating financial condition of enterprises.

One of the disadvantages of the models of assessing financial condition of a
company is the decrease in their correct classification of a company with the passage of
time since the construction of the model [8, 11, 16, 20]. It is worth adding that one of
the assumptions of the models is the stability of ratios over time. However, not every
ratio can be stable over time. Therefore, there were attempts to study the stability of
ratios [2, 6, 9, 15]. The results showed that some of ratios are instable over time.

The article also presents the study of variability of selected ratios over the last
decade. The variability of the indicators was examined based on the analysis of stan-
dard deviation, normal distribution, correlation coefficients as well as discriminant
ability.

© Springer International Publishing AG 2018

Z. Wilimowska et al. (eds.), Information Systems Architecture and Technology:

Proceedings of 38th International Conference on Information Systems Architecture and Technology —
ISAT 2017, Advances in Intelligent Systems and Computing 657, DOI 10.1007/978-3-319-67223-6_10



The Stability of the Financial Indicators over Time 99

2 Research Methodology

2.1 Sample

One has analyzed nearly 1,600 companies, including 800 companies that had gone
bankrupt in the period of ten years (2007-2016). Firstly, the financial statements of failed
businesses were selected, that were available within a year before bankruptcy. The source
of financial reports is the Serwis EMIS (A Euromoney Institutional Investor company)'.
The access to reports in a year prior to bankruptcy of enterprises was as follows:

there was access to 42 reports of companies that went bankrupt in 2016
there was access to 72 reports companies that went bankrupt in 2015
there was access to 58 reports companies that went bankrupt in 2014
there was access to 28 reports companies that went bankrupt in 2013
there was access to 129 reports companies that went bankrupt in 2012
there was access to 106 reports companies that went bankrupt in 2011
there was access to 57 reports companies that went bankrupt in 2010
there was access to 38 reports companies that went bankrupt in 2009
there was access to 50 reports companies that went bankrupt in 2008
there was access to 7 reports companies that went bankrupt in 2007

A total of 597 failed businesses have been covered by the analysis. The equivalents of
failed businesses were chosen that are still running a business and have not undergone
any bankruptcy process. In the selection of these enterprises, the following criteria were
used: industry, the period of time, the good financial standing and size of the company.

2.2 Financial Ratios

The financial indicators that were chosen for the research study are indicators that have
been used and classified as useful in several past studies [16, 25]. The ratios are
presented below:

currentassets

" shorttermliabilities

equity 2)

" totalassets

netsales revenue(n)

3= (3)

 netsales revenue(n — 1)

(shorttermliabilities * 365 days)
netsales revenue

X4 =

! www.emis.com.
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(net sales revenue — costs of goods sold)

X5 = (5)

netsales revenue
These ratios represents different type of groups. The first one current liquidity ratio
stands for liquidity ratios. The second one equity to assets ratio represents the debt
ratios. The third one income dynamics ratio is used in the initial analysis. The four one
payables turnover stands for turnover ratios. The last one ratio gross margin represents
profitability ratios.

2.3 Statistical Analysis

The author assesses the stability of financial indicators over time. First, the standard
deviation and normal distribution were estimated for bankrupt and non-bankrupt com-
panies and the results were compared in ten-year time. Second, the correlation coefficients
among the variables for each year in the period were calculated and analyzed. Third, in
order to analyze the discriminant ability of financial ratios t-Student test for independent
samples has been used. The t-Student test was performed with Statistica.

3 Results

3.1 Standard Deviation and Normal Distribution Chosen Ratios

The standard deviation is a method that is used to measure the volume of variation or
diffusion of a data set. A low value of standard deviation points out that the values in
data set are similar to the average, while a high value of standard deviation means that
the values in data set are broaden. This method appears to be the strongest measure of
index stability [6]. The Figs. 1, 2, 3, 4 and 5 present the results of the standard
deviation of chosen indexes for bankrupt and non-bankrupt businesses as well as for
whole sample.

The research results presented in figure from 1 to 5 indicate that there were sig-
nificant differences in the values of bankrupt companies for all analyzed indicators. The
greatest variation in the period was characterized by current liquidity ratio. Whereas the
lowest fluctuation of data during the period was marked by income dynamics ratio. It is
worth pointing out that the values of non-bankrupt businesses for all analyzed indi-
cators were more stable than the values for bankrupt businesses. In the last decade, the
values of equity to assets ratio, income dynamics ratio as well as gross margin ratio
were most stable.

Next, the test for normal distribution of the five chosen ratios was carried out for
each year separately, keeping division on the bankrupt and the non-bankrupt busi-
nesses”. A total distribution of 100 ratios has been tested (2 groups of companies, 5
indicators for 10 years). The summary results of the Kolmogorov - Smirnov test are
presented in Table 1.

2 See [10].
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Fig. 1. The standard deviation of current liquidity ratio
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Fig. 2. The standard deviation of equity to assets ratio

Analyzing the results of the Kolmogorov - Smirnov test for chosen ratios, it can be
observed that the values of income dynamics had a normal distribution for both
companies with bad and good standing with some exceptions. The values of equity to
assets ratio and payables turnover were also similar to a normal distribution but only for
non-bankrupt companies with some exceptions. The rest of analyzed values of indi-
cators were not characterized by a normal distribution. The results are consistent with
the results presented by [16].
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Fig. 4. The standard deviation of gross margin ratio

3.2 The Correlation Among Chosen Indicators

In turn, the correlation between variables determines which variables possess similar
information capacity’. The higher correlation among variables the more similar
information they possess. Table 2 presents only correlation higher than 0.5 [12] among
the analyzed indicators in each year as well as mean in the period of 2015-2006.

By analyzing the above Table 2, it can be concluded that the relationship among
variables was varied, for example, income dynamics ratio was not correlated with other
indicators. Although in 2013, 2012 and 2006 there was strong correlation between

3 See [14].
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Table 1. Kolmogorov - Smirnov for bankrupt companies and non-bankrupt companies.

Ratio 2015|2014 12013 1 2012|2011 | 2010 | 2009 | 2008 | 2007 | 2006
Current liquidity |[No |No |No |Yes No |No |[No |Yes |[No |Yes*
No |[No |No [No |[No |[No [No |No |Yes | Yes**
Equity to assets |[No |No |No |No |No |[No |No |No |No |No*

Yes | Yes |Yes | Yes |Yes |Yes |Yes |Yes |Yes | Yes**
Income dynamics |[No |Yes |No |Yes |Yes |Yes |Yes |[No |Yes |Yes*
Yes |[No |No |Yes [ Yes [No |Yes |Yes |Yes |No**
Gross margin No |[No [No No |[No |[No |[No |No ' No |No*

No |Yes No |[No |[No |[No |[No |Yes |No |No**
Payables turnover No |No |No |Yes No |No |[No |[No |[No |Yes*
Yes [No |Yes [ Yes No |No |Yes |Yes |Yes |Yes**

Legend: *bankrupt companies, **non-bankrupt companies

income dynamics ratio and gross margin ratio. Generally, there was only one moderate
linear relationship between variables namely payables turnover and equity to total
assets by analyzing the mean in the research period. Perhaps if one used liabilities
turnover ratio instead of payables turnover the correlation between the indicators would
be reduced. The difference between the rates is in the denominator. The denominator in
the first rate is the cost of product sold and net sales in the second. The liabilities
turnover ratio can be considered as useful indicator [26].
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Table 2. The correlation between the chosen indicators within 10 years.

Ratios Current Equity to Income Gross Payables
liquidity assets dynamics margin turnover
Current 1 0.51 (2007) | —0.01 0.04 —0.51 (2008)
liquidity 0.67 (2006) | (Mean) (Mean) —0.57(2006)
0.38 (Mean) —0.34 (Mean)
Equity to 0.51 (2007) 1 0.06 (Mean) 0.06 —0.60(2014)
assets 0.67 (2006) (Mean) —0.64 (2011)
0.38 (Mean) —0.52 (2010)
—0.54 (2009)
—0.65 (2008)
—0.58 (Mean)
Income —0.01 0.06 1 —0.65 —0.57 (2006)
dynamics (Mean) (Mean) (2015) —0.14 (Mean)
—0.73
(2013)
0.72
(2006)
—0.03
(Mean)
Gross 0.04 (Mean) | 0.06 —0.65 1 —0.56 (13)
margin (Mean) (2015) —0.19 (Mean)
—0.73 (2013)
0.72 (20006)
—0.03 (Mean)
Payables -0.51 —0.60 -0.57 —0.56 1
turnover (2008) (2014) (2006) (2013)
—0.57(2006) | —0.64 —0.14 (Mean) |—0.19
-0.34 (2011) (Mean)
(Mean) —0.52
(2010)
—0.54
(2009)
—0.65
(2008)
-0.92
(2006)
—0.58
(Mean)

Source: Own work.

3.3 The Discriminant Ability of Chosen Ratios

In order to verify the discriminant ability of selected indicators the t-Student test was
applied. The test is a commonly used method for evaluating dissimilarities between the
means in the two groups (failed and non-failed companies). This test one can assess
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Table 3. The results of the t-Student test for failed businesses and non-failed businesses.

Ratio 201512014 12013 12012 | 2011 | 2010 | 2009 | 2008 | 2007 | 2006
Current liquidity [No |No |No |No |[No |Yes |Yes |Yes |Yes |Yes
Equity to assets | Yes |Yes |Yes |[No |Yes |Yes |Yes |Yes |Yes |Yes
Income dynamics |[No |Yes |[No |No |Yes |Yes |Yes |Yes |[No |Yes
Gross margin Yes [No |Yes [ Yes No |[No |Yes |[No |Yes |Yes
Payables turnover [No |Yes |Yes |[No |[No |Yes |Yes |Yes |Yes |Yes
Legend: No — differences between the average of failed and non-failed companies are
statistically insignificant; Yes — differences between the average of failed and non-failed
companies are statistically significant.

whether the existing difference in means of examined groups is statically significant®.
The summary results of the test are presented in Tables 3.

Carrying out analysis of the results presented in Table 3, it can be observed that
none of analyzed indicators had the stable discriminant ability over last decade.
However, the differences between the values of failed and non-failed companies for
equity to assets ratio only in 2012 were statistically irrelevant. Based on the research,
this indicator is the most stable one in the analyzed period. The result considering the
current ratio may be surprising. The discriminant power of this ratio is only in the
period of 2010-2006. In the rest of analyzed period this ratio did not have such a
power. It is worth noting that the indicator occurs in many predicting corporate
bankruptcy models [16].

4 Conclusions

The article deals with an important topic that is the stability of variables over time. The
stability of indicators was verified based on the standard deviation, the normal distri-
bution, the correlation coefficients as well as the discriminant ability. The analysis of
standard deviation and the normal distribution showed that there is serious variation in
the values in data set. Most of ratios were not characterized by normal distribution with
one exception of equity to assets ratio but only for non-bankrupt companies. In last
decade also the correlation coefficients among variables were diverse. However, only
two indicators were highly correlated payables turnover and equity to total assets. The
results on discriminant ability was shocking because the ability was not stable over
time for all analyzed indicators. Concluding the results obtained, it should be said that
the indicators were characterized by high variation during the period considered. The
next step in the research will be to analyze much more indicators than only the five as
well as to assess their predictive and discriminant powers over time.

4 See [10].
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Abstract. Using Internet in open and networked innovation processes has
transformed people from consumers of products, services to active prosumers
(producers and consumers). They take part in creating value, knowledge,
innovations in open (web-based) innovation platforms (OPIs) on the Internet,
also as participants of crowdsourcing platforms. The purpose of this paper is to
propose the model of developing open, networked innovation process thanks to
creation of knowledge based relationships (cooperation) among its participants,
and to describe application of this model on crowdsourcing platforms on the
Internet, also in the economic practice. Using collaborative networks of open
communities on crowdsourcing platforms enable companies to learn new values,
innovative solutions from the crowd on the Internet. Organizing effective
knowledge based cooperation with and among active members of the crowd,
and motivating them make easier development of open innovations on crowd-
sourcing platforms. Companies can successfully innovate by using comple-
mentary resources of knowledge, innovative competencies and creative abilities
of the crowd during execution of open innovation process activities on
crowdsourcing platforms.

Keywords: Open innovation process *+ Crowdsourcing * Prosumer

1 Introduction

Contemporary companies are under pressure to reinvent their business models as
company borders are dissolving and the value and innovation creation processes are
changing from linear to networked, from closed to open, from centralized to decen-
tralized [4]. In the closed innovation model, internal R&D activities enable the com-
pany to produce own new products are bring them to innovation markets by the
company itself. Open innovators employ a systematic strategy for motivating the
creation and utilization of external sources of knowledge or innovations, such as
universities, R&D entities, laboratories, competitors, and engaged consumers, also
open innovation platforms (OIPs) on the Internet [6].

OIPs are designed for contribution and collaboration of one or two typologies of
members: individuals and companies in open innovations. OIPs can be a means for
companies to accelerate the open innovation process [1]. The following types of OIPs
are developed on the Internet: crowdsourcing, peer production and open source soft-
ware platforms.
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The emergence of crowdsourcing platforms is driven by new technology, active
users, and the move towards open innovation. The goal for any crowdsourcing platform
is to engage a crowd that has both the willingness and capacity to create value,
knowledge, innovation solutions [14].

The purpose of the paper is to present the model developing of open and networked
innovation process thank to creation of knowledge based relationships (cooperation)
among its participants, and to describe application of this model on crowdsourcing
platforms on the Internet, also in the economic practice.

This paper presents an idea of developing open and networked innovation process,
and characterizes types of OIPs (crowdsourcing, peer production and open source
software platforms). It determines assumptions of using crowdsourcing by innovative
companies and the role of active members of the crowd (prosumers) and their moti-
vation in creation of innovative solutions on the Internet. The paper presents devel-
opment of knowledge based relationships between the crowd and partner-companies
during execution of activities in open and networked innovation process on crowd-
sourcing platforms, also on the example of the platforms that are managed efficiently on
the Internet.

2 Development of Open, Networked Innovation Processes
also on the Internet

Open innovation is the use of purposive inflows and outflows of knowledge to
accelerate internal innovation of a company [4]. Open innovation is an emerging
innovation management model comprised of two dimensions: (1) unbound open
innovation, which is the practice of establishing relationships with external organiza-
tions or individuals with the purpose of accessing their knowledge and technical,
scientific competences for improving internal innovation performance and (2) out-
bound open innovation, which is the practice of establishing relationships with external
organizations with the purpose of commercially exploiting technological knowledge
[15]. Contemporary companies evaluate from close (firm-centric) innovations and
using internal resources of knowledge towards open innovations that are centered on
external resources of knowledge, innovations and development of them in outside
networks, also by communities on the Internet.

Innovations are results and knowledge products of innovation processes accom-
plishment by innovative companies and their external collaborators within the frame-
work of innovation networks, also on the Internet [5]. Implementing open innovation
process by a company in practice requires establishing knowledge based relationships
(cooperation) with a variety of partners (suppliers, consumers, co-creators of knowl-
edge) and managing complementary, internal and external innovation networks to
enable efficient creation, development and application of innovations.

Innovation networks are defined as business network structure within which actors
are intensively interacting to develop and implement innovations through adaptation,
cooperation and coordination [20]. Such networks aim at improving the effectiveness of
innovation performance and at linking firms with different assets and competences
together in response to new market opportunities [11]. Firms no longer innovate in
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isolation but through a complex set of interactions and knowledge based relationships
with external collaborators, also users of OIPs during execution of open innovation
processes on the Internet.

In OIPs, stakeholders contribute to and collaborate on ideas, propose new concepts
and trends, present innovative solutions, take part in their commercialization to win
contests and to answer companies’ needs [1]. Innovation networks on the Internet
establish users of OIPs (companies or their employees, consumers). They are engaged
in execution of one, a few or all the following activities of open innovation process:
foresight, generation of new ideas, screening of new concepts, innovation elaboration,
testing, application, development, innovation commercialization (promotion, sale),
diffusion [1, 18].

External knowledge of the innovative company derives from its partners and/or
competitors within the innovation network, and is generated in its environment i.e. the
area of their microenvironment (innovation markets) and macroenvironment [7].
Assimilation, diffusion and development of external knowledge, innovative solutions
depends on the company’s capacities of co-creating effective knowledge based rela-
tionships with participants of open innovation processes within the framework of
outside innovation networks, also on the Internet. The model of creating knowledge
based relationships by the innovative companies with outside collaborators, also par-

ticipants of OIPs in open and networked innovation process activities is proposed in
this paper (see Fig. 1).

Macroenvironment
economics, cultural, demografic, ecological, geographical, technical conditions; innovation politics of the country, the region;
scientific, tech nological echievements

o Generation of new ideas, \\
screening of new concepts AN
N\
. . Partners, \
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: y company also on the Internet: \\\
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Fig. 1. Open and networked innovation process Source: own elaboration

The innovative companies may create knowledge based relationships with fol-
lowing partners within external innovation networks:
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e companies and their customers and/or suppliers/distributors of knowledge, value,
information, innovative solutions, also in OIPs on the Internet,

e R&D institutions, universities, laboratories, clusters, technology and science parks,
innovation transfer institutions, consulting firms, innovation sale and/or promotion
service firms, associations of innovators.

The following three forms of participation and cooperation in OIPs are developed:
crowdsourcing, peer production, and open source software. Crowdsourcing is defined
as the act of a company taking a function once performed by employees and out-
sourcing to an undefined (large) network of people in the form of open call. The
process of crowdsourcing is sponsored by an organization that directly manages the
crowd. Peer production refers to a new model of socio-economic production where a
large number of people is coordinated into large projects without traditional hierar-
chical organization. Peer production is an organizational innovation along three
dimensions: (1) decentralized conception and execution, (2) diverse motivations,
including a range of non-monetary motivations, are central, (3) organization (gover-
nance and management) is separated from property and contract. Open source software
is software that is developed collaboratively by different and independent geographi-
cally distant program developers. All three share the notion of openness and the use of
the Internet as a collaboration platform [2, 13].

The active role of customers in OIPs is accompanied by evolving global trend of
social communities representing innovative abilities and economic possibilities of
engaged prosumers (producers and consumers) as executors of open and networked
innovation process activities on the Internet.

3 Creation of Open Innovations on Crowdsourcing Platforms

Crowdsourcing platform is the initiative of a single company and is used by the
company’s employees and/or stakeholders. Crowdsourcing is defined as “the act of a
company or institution taking a function once performed by employees and outsourcing
it to an undefined (and generally large) network of people in the form of an open call.
This can take the form of peer-production (when the job is performed collaboratively),
but is also often undertaken by sole individuals” [12]. Crowdsourcing is a form of
IT-enabled open innovation and as the connection of open and networked innovation
processes enable companies to learn and/or to receive innovative solutions from the
crowd.

Crowdsourcing-based open innovation model consists of three elements. First,
companies building their business upon the crowd need to adopt an open business
model. Second, opening up certain processes and resources to external creators can
make a significantly greater set of resources available to the company and allows it to
share social networks, user-generated content, and mobile connectivity to invite users
to participate in value creation activities. Third, these business models transfer value
creating activities to crowd members. The co-create value with the platform provider or
by interacting with other groups of users, partners [21].
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Today, users of crowdsourcing platforms not only contribute ideas and input to
product development, but they also share goods, services, space, and money to deliver
solutions that traditionally have been performed strictly by the companies themselves
[14]. Users of OIPs can be involved in all activities of the innovation process,
beginning with the acquisition of weak signals and future needs, continuing up to
sharing user experiences and further developing ideas, innovative solutions, and pre-
senting concepts how, when, where use the final products and services [1]. Moderators
and/or community managers on crowdsourcing platforms manage and monitor inter-
actions, disputes, knowledge based relationships of their users during accomplishment
of open innovation process activities.

Different levels of concreteness during open innovation process activities execution
may be analyzed. Open innovation process on crowdsourcing platforms may consists
of different activities and each platform may serve one or more, or all of these activities.
The platforms offer participants of the crowd the opportunity to resolve the presented
challenges, problems and issues, and/or to propose, design and create products, ser-
vices, and/or innovative technological solutions. Members of the crowd may participate
and/or collaborate in execution of the following activities of open innovation process in
accordance with the proposed model in this paper: (1) foresight, (2) generation of new
ideas, screening of new concepts, (3) innovation elaboration, testing, application,
development, (4) innovation commercialization (promotion, sale), diffusion. Descrip-
tion of open innovation process activities, which may be executed on the crowd-
sourcing platforms is presented in Table 1.

The crowd can intervene at different activities of the innovation process, con-
tributing to idea generation, technical problem solving, product or service design, sale.
The contribution of individual consumers to the development of innovative solutions
varies strongly. Therefore, the identification and selection of the right customers play a
critical role [3, 8].

Only when consumers are qualified and motivated to contribute promising ideas
and relevant know-how they are able to add value to a producer’s open innovation
process [8]. Being motivated means being encouraged to act. The motivations attri-
butable to different people can differ significantly and can be differentiated not only by
the degree of motivation required (i.e. how much motivation) but the reasons (i.e. type
of motivation) [1].

The literature on crowd motivation suggests that users of crowdsourcing platform
can be motivated by [1, 18]:

e extrinsic motivation factors, which are subdivided into - economic motivations
(include monetary rewards, free final products, services, cash bonuses, price
reductions), - individual (growth of professional status, career benefits, personal
learning, higher reputation) and - social motivations (establishing relationships with
other professionals of the community, for the purpose of knowledge exchange,
sharing with others, building social capital),

e intrinsic motivation factors (not monetary rewards), that is - individual (opportunity
to express individual creativity, sense of membership, enjoyment, fun, entertain-
ment, altruism) and - social (social identity, sense of cooperation, sensible and
creative work during collaborative innovation) motivations,
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Table 1. Activities of open, networked innovation process on crowdsourcing platforms

Activity

Of the crowd

Of the company

Foresight

Generation of new
ideas, screening of
new concepts

Innovation
elaboration, testing,
application and
development

Innovation
promotion, sale,
diffusion

- Learning how to be prepared to
face an uncertain markets, create
new knowledge

Presenting new values,
determining new needs,
expectations of customers

Generating new ideas, concepts
of new products and/or services,
submitting them online

Users evaluate the design ideas,
they comment, discuss, and vote
on design ideas, describe
opinions, comments on proposed
designs, - members of the crowd
decide which of the design ideas,
concepts seem most suitable for
the market

- Active (co-)creating, developing
designs for new products and/or
services, collaborating during
problem solving, innovation
application, development,
testing and evaluating innovative
solutions (also products and/or
services) using proper software

Innovation promotion by the
crowd usually took place via
own community and users’
social media channels,
participating with the company
in sale of innovations via online
and/or physical channels,
diffusion of innovative solutions

- Engaging the crowd in
identifying weak signals from
macro- and/or
microenvironments, anticipating
emerging markets, evolution of
markets

- Organizing contests for ideas,
design concepts testing in
collaboration with the crowd

- Harvesting new ideas, designs,
which helps the company to
improve or innovate activity,
create new products and/or
services

- The wisdom, experiences of the
crowd, analysis of financial and
marketing aspects of innovations
enable the company to choose
accurate, profitable solutions
quickly

- Developing design ideas of users
into new products and/or
services and/or technological
solutions

- The company pays only for
profitable solutions hence designs
are cost effective, having large
number of testers make possible
to test innovative solutions by
members of the crowd

- Connection of innovation (also
product, service) design with its
viral marketing

- Cooperation with the crowd

acting as a company’s promotion,

sale, diffusion advisor and force

Activating and motivating users

in profitable selling of

innovations

Source: own elaboration

The crowdsourcing platform managers must understand how to motivate the crowd and
stimulate users and companies’ mutual collaboration, knowledge effective development
and using in open innovation process activities.
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4 Examples of Using Crowdsourcing Platforms

Execution of open innovation process activities and creating knowledge based relations
among users on crowdsourcing platforms are presented for the following platforms:
LEGO Cuusoo, Dell IdeaStorm and CrowdSpirit.

LEGO is an example of a large and established manufacturing company that
successfully implemented crowdsourcing with foreign partner-firm Cuusoo (technol-
ogy company based in Tokyo). Cuusoo provides IT-enabled crowdsourcing services
for such firms as LEGO, Muji, and Nissan.

The LEGO Cuusoo crowdsourcing platform allowed users to submit LEGO-related
ideas for crowd evaluation and LEGO’s consideration for implementation of product
design. Users used actual bricks, software, or any combination to prepare their design
ideas before submitting them to LEGO Cuusoo platform. They had various options to
interact and to comment, discuss, and vote on design ideas. Receiving support via votes
was most crucial on the platform because design ideas were considered by LEGO only
when reaching a 10,000-vote threshold. Cuusoo passed all designs that met the vote
threshold on to LEGO on a quarterly base [16, 19]. This crowdsourcing solution
automatically provided an effective market test of new product design for LEGO.

A LEGO expert panel reviewed the winning ideas and determined which ideas
were the best candidates for implementation and sale. The engaged users of Cuusoo
crowdsourcing platform would be a product designers, that would be an artwork
designer, looking at what the packaging would be and that would be people on the
different markets looking at the positioning of the product idea in the US, Europe, and
in Asia. And there would be financial control of the LEGO company in looking into the
financial aspects of a product implementation and commercialization. Design ideas that
survived both the crowd voting and the LEGO review then became part of LEGO’s
product offerings. LEGO listed the new models in catalogues and sold the models via
its online and physical channels [19].

LEGO activates users in actually selling the product. The platform promises to offer
both fame and financial gain to an originator of a successful idea approved by the
LEGO Review Board. The owner of the idea will receive 1% of the net revenue from
that particular model sold but also opportunities to work with professional LEGO
designers, who create the final set based on the originator’s idea, to be featured in set
materials, and to be recognized as the product creator. LEGO aimed to involve users in
commercialization the product after launch, moving directly from crowdsourced pro-
duct design to viral marketing. This form of promotion by the users usually took place
via users’ social media channels [16]. LEGO crowdsourcing in en example of effective
knowledge based cooperation the LEGO company and Cuusoo as its crowdsourcing
platform manager with the crowd in accomplishment of open innovation process.

Dell introduced IdeaStorm crowdsourcing platform to its customers in 2007.
Within the first five months, IdeaStorm users worldwide submitted over 6,200 ideas to
help Dell become a better, more innovative organization. Several hundred of these
gained immediate popularity, and Dell initially implemented them. These user ideas
covered a wide variety of areas, such as preinstalling the Linux operating system to
introducing a new tablet. As of August 2010, over 14,500 ideas with roughly 730,000
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votes and almost 90,000 user comments were posted to IdeaStorm, and 417 ideas,
approximately 3% of all ideas, were marked as implemented by Dell [9]. Through
IdeaStorm, users can submit, vote, and comment on ideas. Users must create a user-
name and account to post their ideas about new innovations. They provide an idea title
and description and have the option to classify the idea from over 30 categories (e.g.,
Linux, Desktops, Sales Strategies). Once posted, other users in the IdeaStorm com-
munity are able to promote or demote the idea (vote), signaling whether it should or
should not be adopted by Dell. Users are not given a financial incentive for partici-
pating, but they can benefit in other ways. Top users are honored on the Top Idea
Makers list [10]. Dell and IdeaStorm have received many public acknowledgements
from IT news magazines, professional bloggers for effective introducing crowd-
sourcing platform and adopting a user-driven open innovation process.

CrowdSpirit is a crowdsourcing platform launched in France (Grenoble). Its aim is
to apply crowdsourcing to new electronic products development. In the initial
CrowdSpirit business model, users submitted ideas for innovative electronic products
that they would like to own, the community voted on the ideas, and the best ideas were
worked on by a community of designers who developed and drafted the specifications.
Following this, investors provided financing, development partners made the proto-
types and the manufacturing was done by ad-hoc subcontractors in China. The business
model was based on the idea that CrowdSpirit would sell the products designed by the
community on the CrowdSpirit website. It became clear, however, that the original
model was not viable and CrowdSpirit abandoned it. CrowdSpirit then turned to a more
classical innovation intermediary model, whilst continuing with the concept of col-
lective work done by the crowd. The following concept was adopted: the solutions of
collective created goods could be negotiated directly by the community leader with a
corporate firm (without any transaction fees) and CrowdSpirit would earn revenue on
additional services for firms such as the use of the platform for open innovation [3].
CrowdSpirit platform manages R&D activity and its crowd participates in activities
from idea generation to the design of new high-tech products development in open
innovation process.

The success or failure of crowdsourcing platform is connected with its manager’s
ability to motivate the crowd to active, engaged participation and knowledge, designs
development in open innovation process activities. It is also connected with building
relationships with external partners of the platform.

Crowdsourcing relationships with external partners of the platform can take three
forms [14]:

e Partnerships to grow and support creative members of the crowd - tapping into the
user base of partners is a quick way to grow a platform community. Zooppa is
building relationships with creative media programs at universities to bring in tal-
ented designers and filmmakers. Local Motors partners with established car com-
panies such as BMW to bring in additional revenue and creates opportunities for the
crowd to engage in creative problem solving.

e Extend the value of platform - particularly in the product platform, collaboration
with partners becomes a central source of value creation. Companies pursuing this
model actively search for novel ways of working together with customers or
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complementors to extend their business. By creating partnerships with device
manufacturers, Leap Motion extends the value of their platform.

e Partnerships to grow consumers - integrators partner with distribution channel
companies to get the crowd’s creation in front of consumers. Arcbazar reported that
the first year of their partnership with AngelList (the startup-listing site) accounted
for half of their clients.

Companies have much to learn from crowds. They empower members of crowd to
leverage their innovative creativity (Zooppa’s community creates advertisements for
leading brands), share creativity (Threadless’s community submits designs), or use
their product domain (Innocentives’s community tackles these challenges), also dif-
ferentiate themselves in the marketplace and sustain their competitive edge [14, 17].

5 Conclusions

The paper describes using crowdsourcing by innovative companies, creation knowl-
edge and innovations by the crowd, also during cooperation between engaged members
of the crowd and partner-companies in open innovation process activities on crowd-
sourcing platforms. It presents the accomplishment of open and networked innovation
process activities on the economic practice on the example of the chosen crowd-
sourcing platforms.

The creation of collaborative networks of open communities on the Internet plays
an important role in effective innovation development on crowdsourcing platforms. By
means of collaborations, companies can successfully innovate by sharing comple-
mentary resources of knowledge, innovative competencies and creative abilities of the
crowd, and learning innovative solutions on crowdsourcing platforms.
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Abstract. The paper addresses optimization issues in inventory management
networks organized in an arbitrary — mesh — topology. The stock at a network
node, depleted according to uncertain, external demand and internal transship-
ments, is replenished with positive lead-time delay from other nodes and
exogenous sources. The replenishment process is governed by the order-up-to
policy, implemented in a distributed way. The objective is to ensure maximum
customer service rate while minimizing the overall holding costs. In order to
answer the computational challenges arising from the complexity of system
structure a simple heuristic to tune the policy parameters is proposed and
evaluated in numerical experiments.

Keywords: Logistic networks - Order-up-to policy * Optimization

1 Introduction

In the current literature, the articles concerning the problems of efficient goods dis-
tribution in inventory management systems, although already challenging from the
analytical and numerical viewpoint, cover relatively simple structures [1-3]. The most
common topologies cover:

e single-echelon systems [4, 5], in which external sources are connected directly to
the distribution node via a single link;

e serial [0, 7], where all the nodes are linked to each other in sequence;

e tree-like ones [8, 9], wherein the node connections merge to form groups with
parallel linkage.

The growth of goods distribution industry demands development of more complex
and sophisticated inventory management systems. By using the processing power of
modern computers, the design, implementation, and performance optimization of
logistic networks is possible. The subject of this work is examination of mesh-type,
multi-echelon networks using order-up-to inventory policy to control the stock
replenishment process at the nodes. In this policy, the key factor behind the optimal
network performance is proper selection of the reference stock level (reorder point) at
the nodes.
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For a specific sequence of demands imposed on the nodes, a numerical study may
be conducted to determine the reference levels. However, this operation requires use of
sophisticated numerical tools (due to intricate interdependencies in the networked
construct), which may not be immediately available to the industry practitioners. It is
therefore advisable to formulate rules for the reference level selection that would not
require advanced computing mechanisms. For that purpose, in this work, an easily
implementable heuristic is proposed. The presented tuning rule allows one to obtain
maximum service rate, as verified in extensive simulation study for different network
sizes and topologies and using various numerical algorithms, yet with much relieved
computational effort as compared to the simulation-based optimization.

2 System Setting

2.1 Entities in Logistic Processes

The goods distribution in the considered class of systems takes place in a network of
logistic nodes (stores, retailers, etc.). Each node has finite warehouse space allocated
for goods storage. The node interconnections form a mesh topology. Each connection
is characterized by two attributes: delivery delay time (DTT) which represents the time
since an order for goods acquisition is placed until the goods appear at the issuer and
supplier fraction (SF) that reflects the percentage of goods quantity to be retrieved from
a particular supply source chosen by the ordering node. By assumption, the network is
connected — there are no isolated nodes without linkage to any other node or to an
external supplier. Apart from the initial reservoir at the nodes, the goods in the network
are provided by the external suppliers. They feed the network with a certain DTT. The
fact that the network is connected ensures that there exists a finite path between each
network node in and at least one external source. The system driving factor is the
external (customer) demand imposed on the nodes. The demand can be placed at any
node and its future value is not known at the moment of issuing an order. The business
objective is to satisfy the entire external demand, which excludes the customer dis-
appointment due to unfulfilled requests and ensures a 100% service level, at the same
time avoid unnecessary increase of operational costs. Thus, the optimization purpose is
to obtain the full service level at the lowest possible cost of goods storage at the nodes,
i.e., minimizing the total network holding cost (HC).

The logistic network under consideration consist of N nodes n;, where index
i€ Oy={1, ..., N}, and M external sources m;, j € @y = {1, ..., M}. All the entity
indices are included in the set ® = {1, ..., N + M}. Let [,(¢) and di(f) denote, respec-
tively, the on-hand stock level (the amount of goods already stored) and the external
demand imposed on node i in period ¢, =0, 1, 2, ... An example of such
mesh-topology network is shown in Fig. 3. The network does not contain any sepa-
rated nodes, neither nodes that would supply the stock for themselves. There also exists
a finite path between each internal node in the network and at least one external source.
Each connection between nodes i and j is directed (not bilateral) and characterized by
two attributes (o, V), where:
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e o, — SF between entities i and j, o; € [0, 1];
e 7v;;—delivery delay time at the connection between entities i and j, v;; € [1, I'], with
I' — the maximum delay between any two linked entities.

2.2 Entity Interaction

The operation sequence at a given network node in each period is illustrated in Fig. 1.

Fulfilling external demand

Register incoming shipments Satisfying internal orders

Fig. 1. Node operational sequence.

For the sake of compactness only major aspects are treated here. The derivation
details for a similar model are given in [10]. Let us introduce the following notation:

e QF(t) — amount of goods sent by node i in period ¢,
o OF(r) — amount of goods received by node i in period 1.

The stock level dynamics at node i can then be expressed by
W+ 1) = (b0 +Qf () - di(r) " - 2}(0), (1)

where (f)* is the saturation function (f)* = max{f, 0}. Representing s,(r) — the satisfied
external demand at node i in period 7 — by

si(t) = min{};(t) + QF (1), di(1) }, (2)
formula (1) may be transformed into
L(t41) = L;(2) + QR (1) — 5:(r) — X (¢). (3)

Denoting by o,(¢) the total quantity of goods to be ordered by node i in period ¢, both
from the external sources as well as other cooperating nodes in the network, the goods
quantity sent by node i,

Qi (1) =" a(1)o;(1). 4)

Jj€EON
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In turn, the amount of goods acquired by node i in period ¢ may be calculated as

= a(t = )oilt — ;). (5)

jeoO

The nodes attempt to answer both the external and internal demand. In case of
insufficient stock level to fulfill the requests, the fraction of total quantity is reduced
accordingly, yet

¥0< Zaﬂ <1. (6)

jeO

When a node receives a request from another node in the network and is able to fulfill
it, then oy;(¢) = a;. Otherwise, o,;/(f) < o;. The external sources are assumed to have an
infinite reservoir of goods, and thus they are able to satisfy every order originating from
the network.

2.3 State-Space Model

For the purpose of convenience of further study, a state-space model of the considered
logistic network will be introduced. The dynamic dependencies are grouped into

r
[e+1) =10+ Y Myt = )5t - 7) +Mo(0)a (1) - 5(0), (7)
=1

where the applied symbols denote:

e I(1) — vector of stock levels (system state)

11) = [0, b(0), - (O], (8)

e (1) — vector of stock replenishment orders

6(1) = [o1(1), 02(1), ..., on(1)]", ©)

e §(r) — vector of satisfied (external) demands

§(1) = [s1(1), 52(0), ..., sw ()], (10)

e M, (1) — matrices specifying the node interconnections; for each y € [1, I'],
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B Z OC,'l(I) 0

i:Ty=y
0 > ap(t)
i:Tpn=y
0 0
M, (1) =
0 0

e M, () — matrix describing stock depletion due to the internal shipments

0 a2 (t)
o1 (1) 0
My() = — | 21(1) o2(0)
an(t) oa()

2.4 Order-Up-To Inventory Policy

0613(2‘)
0623(1‘)

OC]N(I)
OCZN(Z)
OC3N(Z)

O(NS.(t) O

One of the popular stock replenishment policies applied in logistic systems is the
order-up-to (OUT) inventory policy. It attempts to keep the current stock at a prede-
fined — reference — level. A new order is issued by the node if the sum of the on-hand
stock and goods quantity in the pending replenishment orders is below the reference
level. The reference level should be chosen so as to maintain constant readiness to
satisfy the external demand, yet avoid excessive goods accumulation. Figure 2 illus-

trates the operational sequence of the OUT policy.

Receiving

Receiving

the previously sent orders |
1 Satisfying i

the previously sent orders |

Satisfying

external demands

i Placing internal
i replenishment orders |

v v¢ A 28

external demands

Placing internal

replenishment orders ' |

rv¢

—

»

t time

Fig. 2. Order-up-to policy operational sequence.

From the technical perspective, the network optimization procedures discussed in a
latter part of this work provide guidelines for the reference stock level selection under
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uncertain demand, i.e., the demand that is not known exactly while issuing the
replenishment orders. According to [10] and [11], for the OUT policy implemented
classically in a fully distributed way, the quantity of the replenishment order placed by
node i in period  may be calculated as

oi(t) = I — Li(t) — Di(1), (13)
where:

e [’ — the reference stock level set at node i, i € [1, N],
e ®@;(r) — the quantity of goods in the pending orders issued by node i.

For convenience of further discussion in the context of distributed implementation
of policy (13) the order quantity computation is summarized into a vector form

N N I -1
=T - T0)=) > Mo, (14)

k=1 y=t—k

where I” denotes the vector of reference stock levels.

According to the assumed objectives, the logistic network should retain a high
service level. It will be quantified through the fill rate, i.e., the percentage of satisfaction
of the external customer demand imposed on the nodes. The optimization objective is
to indicate such reference level for each node so as to preserve the lowest holding cost
while keeping a 100% fill rate. As initial approximation, using only the knowledge
about the highest expected demand in the system d,,,.., the 100% fill rate (for arbitrary
demand pattern) can be obtained if the reference stock level is selected according to the
following inequality [10]

I
r > <1N n ZyMy>M17max, (15)
=1

/

where Iy is an identity matrix of size N X N.

However, if the average demand differs significantly from the maximum value,
inequality (15) overestimates the safety stock thus leading to increased holding costs.
In such circumstances, it is reasonable to apply another formula, incorporating the
fundamental statistical parameters of demand — mean and standard deviation. Inspired
by the classical inventory theory applied previously to simpler, single-echelon con-
structs [11], in this work, it is proposed to assign the reference stock level for the
networked, multi-echelon system according to

r
= <1N+ ZyMy>M_1(_i, (16)
=1

where

‘_i = ‘_imean +DC‘_isd (17)
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with

—

e d,.an — vector of demand mean values,

. Jsd — vector of demand standard deviations,
e D¢ — safety factor,

DC :diag{DC”DCga-“;DCN}- (18)

The safety factor allows for determining the safety stock, i.e., the stock level needed
to cover all the customer demands [11]. It grows rapidly with increasing the service
level to be attained. Based on the numerous simulations performed for various network
topologies and system parameters, a dependence between the safety factor and demand
standard deviation has been established to follow

D¢ = pdy. (19)

Table 1 shows the number of topologies with maximum fill rate and associated cost
increase with respect to the optimal solution for different p.

Table 1. Effect of x4 on holding cost.

u % of topologies with max fill rate | Holding cost increase
0.04| 1% 1.37-1.53
0.05| 13% 1.51-1.87
0.06 | 43% 1.55-2.30
0.07 | 68% 1.92-2.67
0.08 | 84% 1.99-3.10
0.09| 92% 2.65-3.44
0.10 | 96% 2.73-3.75
0.11| 97% 2.96-4.24
0.12| 99% 3.30-4.74
0.13 | 100% 3.55-5.03

In the examined scenarios, the value of u falls in the range [0.04, 0.13] with
u = 0.09 covering more than 92% of the cases when the 100% fill rate was achieved
with minimum holding costs.

3 Numerical Study

For the purpose of conducting a thorough numerical investigation of heuristic (16), a
specialized, MATLAB®-based application was created. The simulations for different
topologies and systems settings involved exhaustive search (fundamental topologies)
and an evolutionary method — random mutation hill climbing algorithm [12] (more
complex configurations).
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One of the considered topologies is depicted in Fig. 3. It encompasses three
external sources (M = 3) and six internal nodes (N = 6). The external demand, imposed
on each node, has been generated using Gamma distribution with shape parameter = 5
and scale parameter = 10.

Fig. 3. Logistic network scheme.

The summary of heuristically determined reference stock levels vs. those obtained
from the optimization process for the safety factor u = 0.06 is given in Table 2. It
indicates that the RSLs of controlled nodes connected directly to external sources have
been overstated. The proposed value of safety factor is better suited for the nodes that
process smaller distribution of goods. It follows that the longer the path from the node
to external sources, the bigger p should be applied. Figures 4 and 5 display the cor-
responding stock evolution at the nodes. Both the heuristic and simulation-based
approaches result in the maximum service rate. Although the stock level is close to the
horizontal axis, the heuristic tends to overestimate the safety stock. Figure 4 illustrates
that the stock level at the nodes which are closer to external sources may be too high.
The readiness to fully satisfy customer demand and internal replenishment requests
from other nodes is ensured, yet with some redundancy. Taking a single value of the
safety factor for the entire network may be justified in the situations of balanced node
localization and should serve as first approximation. In case of large structural differ-
ences in various network fragments ¢ should be adjusted separately for each node.

Table 2. Results of reference stock level (RSL) calculations.

Node | Heuristic RSL [units] | Optimal RSL [units] | Ratio
n 1100 885 1.24
ny 913 753 1.21
ns 2187 1653 1.32
ny 1583 1398 1.13
ns 1350 1182 1.11
ng 839 779 1.08
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Fig. 5. Stock level at the nodes for optimal reference level selection.

4 Conclusions

The paper explores the use of order-up-to inventory policy for goods distribution in
mesh-type logistic networks. The optimization objective is to reduce the overall system
holding cost while ensuring full customer satisfaction. For that purpose, the key point is
adjusting the reference stock level. In the paper, a heuristic selection rule which
depends solely on basic demand statistical parameters — mean and standard deviation —
is proposed. The tests executed for different network topologies, sizes, and structural
parameters show that the presented approach allows one to achieve reasonable network
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performance without recurring to sophisticated numerical tools. Although straightfor-
ward to apply, the heuristic would need further adjustment in case of networks with
disparate architecture to mitigate the holding cost increase.

References

10.

11.
12.

. Sarimveis, H., Patrinos, P., Tarantilis, C.D., Kiranoudis, C.T.: Dynamic modeling and

control of supply chain systems: a review. Comput. Oper. Res. 35(11), 3530-3561 (2008)

. Fahimnia, B., Farahani, R.Z., Marian, R., Luong, L.: A review and critique on integrated

production-distribution planning models and techniques. J. Manuf. Syst. 32(1), 1-19 (2013)

. Janssen, L., Claus, T., Sauer, J.: Literature review of deteriorating inventory models by key

topics from 2012 to 2015. Int. J. Prod. Econ. 182, 86-112 (2016)

. Hoberg, K., Bradley, J.R., Thonemann, U.W.: Analyzing the effect of the inventory policy

on order and inventory variability with linear control theory. Eur. J. Oper. Res. 176(3),
1620-1642 (2007)

. Ignaciuk, P., Bartoszewicz, A.: Linear-quadratic optimal control of periodic-review

perishable inventory systems. IEEE Trans. Control Syst. Technol. 20(5), 1400-1407 (2012)

. Boccadoro, M., Martinelli, F., Valigi, P.: Supply chain management by H-infinity control.

IEEE Trans. Autom. Sci. Eng. 5(4), 703-707 (2008)

Movahed, K.K., Zhang, Z.-H.: Robust design of (s, S) inventory policy parameters in supply
chains with demand and lead time uncertainties. Int. J. Syst. Sci. 46(12), 2258-2268 (2015)
Ignaciuk, P.: Nonlinear inventory control with discrete sliding modes in systems with
uncertain delay. IEEE Trans. Industr. Inf. 10(1), 559-568 (2014)

Kim, C.O., Jun, J., Baek, J.K., Smith, R.L., Kim, Y.D.: Adaptive inventory control models
for supply chain management. Int. J. Adv. Manuf. Technol. 26(9-10), 1184-1192 (2005)
Ignaciuk, P.: State-space modeling and analysis of order-up-to goods distribution networks
with variable demand and positive lead time. In: Information Systems Architecture and
Technology: Proceedings of 37th International Conference on Information Systems
Architecture and Technology — ISAT 2016 — Part IV, pp. 55-65 (2017)

Axsiter, S.: Inventory Control. Springer International Publishing, Heidelberg (2015)
Simon, D.: Evolutionary Optimization Algorithms. Wiley, Hoboken (2013)



Dimensions of Business Ecosystem Efficiency

Aldona Matgorzata Dereﬁl(g), Arkadiusz Gérskiz,
Agnieszka Parkitna', and Jan Skonieczny'

! Management Infrastructure Department,
Faculty of Computer Science and Management,
Wroctaw University of Technology, Wroctaw, Poland
{Aldona. Deren, Agnieszka. Prkitna,
Jan. Skonieczny}@pwr. edu. pl
2 Systems Management Department,

Faculty of Computer Science and Management,
Wroctaw University of Technology, Wroctaw, Poland
Arkadiusz. Gorski@pwr. edu. pl

Abstract. The research paper refers to the complexity of the business
ecosystem’s efficiency by attempting to describe the dimensions of organiza-
tional efficiency of the business ecosystem. The paper presents a business
ecosystem as a set of organizations that interact with one another by creating
various correlations and relationships of a symbiotic character - from competing
to cooperative. Eight models of measurement of organizational efficiency were
identified and systematized following the subject literature. Their analysis and
own research allowed the authors to point out another model of measuring the
efficiency of business ecosystems, which was named relational.

Keywords: Determinant - Efficiency * Business ecosystem

1 Introduction

Ecosystem is a concept from ecology that has been borrowed to describe the dynamic
relations between a given organization and other organizations functioning in its business
environment. Traditionally, the organization has been perceived as an element of a sector
or industry that attempts to adopt trends and phenomena in its environment by analyzing
and studying them. Failure to adapt to these changes signifies the organization’s crisis,
which in extreme cases may lead to its collapse. However, the understanding of an
organization as an active entity in the ecosystem shows other possibilities for the orga-
nization’s functioning. The organization not only adapts to changes in the environment,
but actively shapes them. Depending on its role and position in the ecosystem, the
organization shapes it independently or together with other ecosystem’s participants.
“Ecosystem” conveys the idea that all the pieces of an economy come together in
particular places, and that their strength and interactions determine prosperity and
economic growth.! That you prosper only because you’re surrounded by lots of

! ¢ Business Ecosystem, Rosabeth Moss Kanter, “Can America Compete?”” September—October 2012,

Harward Magazine, http://harvardmagazine.com/2012/09/the-business-ecosystem, 2.02.2017.
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resources that make it possible to succeed, beyond what your own entity controls.
I developed the idea associated with this transition from the industrial to the digital in
World Class: competitive communities had to reach the highest standards in the world
because your customers and employers now knew what the highest standards were, and
didn’t necessarily need you to access them—they could go even outside their country.
Those developments pointed to networks and larger systems—what cities and regions
and small businesses needed to do to remain prosperous (See footnote 1). The concept
of ecosystem is derived from a Greek words oikos and systéma, i.e. “the environment
of connections” and is a complex ecological system that creates conditions for living
organisms, inhabited by a group of species related to one another (PWN Ency-
clopaedia, 2015). This concept, essentially related to the biological environment, in a
different configuration, is transferred to the business environment. In the business
environment, one may discuss relations, connections and interactions between various
entities that create an environment of economic activity where the organization plays a
leading role.

Economic organizations are evaluated from the perspective of their efficiency. The
organisation’s efficiency refers to all positive results coming from a given organiza-
tion’s activities and do not necessarily have to be intentional (Baker and Stabryla 1989,
pp.- 178-179). The concept of organizational efficiency may and should be also referred
to a collection of many organizations occurring in various forms including the business
ecosystem. It can be stated that the efficiency of the business ecosystem is a condition
for its survival. It combines a targeted approach (creativity, productivity, loyalty,
employee satisfaction, as well as willingness and ability to adapt to changes) and
systemic (the ability of the business unit to use resources coming from the environment
while minimizing risk; on the other hand, the ability to maximize the use of available
resources in the context of the long-term ability to maximize the company’s income),
which is referred to as a multicriterial approach.’

The purpose of this paper is to analyze factors influencing the efficiency of business
ecosystem. Starting from the review of literature on organizational effectiveness models
and the factors of its measurement, and ending with the authors’ classification of
dimensions of ecosystem efficiency including a proposal for one of them.

2 The Concept of Business Ecosystem

The concept of the business ecosystem was introduced by Moore in 1993 with the
description: “An economic community supported by a foundation of interacting
organizations and individuals - the organisms of the business world. This economic
community produces goods and services of value to customers, who are themselves
members of the ecosystem. The member organizations also include suppliers, lead
producers, competitors, and other stakeholders. Over time, they coevolve their capa-
bilities and roles, and tend to align themselves with the directions set by one or more

2 Skrzypek E. Jako$¢ i efektywnosé, Wydawnictwo Uniwersytetu Marii Curie-Sklodowskiej, Lublin,
2000, Str. 192-193.
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central companies. Those companies holding leadership roles may change over time,
but the function of ecosystem leader is valued by the community because it enables
members to move toward shared visions to align their investments and to find mutually
supportive roles.” Business ecosystems are analogous with biological ecosystems.
Moore (1996)° uses biological metaphors. Moore’s model is actually an attempt to
replace the static environment with a dynamic business ecosystem. In the presented
model a central role is held by an organization expanding its perception and impact on
the environment across new areas (layers), starting from the key business, through the
extended business, to the business ecosystem. The business ecosystem is another layer
of business (competitors, stakeholders, government agencies, regulators) to be dis-
covered and explored, as well as build new relationships based on cooperation.

Similarly, Iansiti and Levien (2004a)* use congruencies between biological and
business ecosystems, but emphasise that analogies between these ecosystems can be
dangerous and one should be careful when using them. In fact, they point out critical
differences between the ecosystems, for example, innovation, competition for members
and intelligent actors (e.g. planning, forethought), to differ from its descendant bio-
logical ancestor. However, despite of the susceptibility to risk in the term “business
ecosystem” it fits well in the scope of this thesis and accentuates the varieties and
possibilities of different interactions of business activities. In addition, the ecosystem
analogy borrows viewpoints for understanding the challenges and opportunities in
business ecosystems and inspires the seeking of them.

Thus, this thesis uses lansiti and Levien’s (2004b)5 definition of business ecosys-
tem. They define business ecosystems through interconnected business networks:
“these loose networks - of suppliers, distributors, outsourcing firms, makers of related
products or services, technology providers, and a host of other organizations - affect,
and are affected by, the creation and delivery of a company’s own offerings™.

Where a business ecosystem is described as “like an individual species in a bio-
logical ecosystem, each member of a business ecosystem ultimately shares the fate of
the network as a whole, regardless of that member’s apparent strength.”. An interesting
perspective on the evolution of the ecosystems is co-evolution; where ecosystem
member organisations or parts of the ecosystem evolve in alignment. An example of

3 Moore, J.F. (1993). Predators and Prey, A New Ecology of Competition. Harvard Business Review,
May—June 1993.

* Tansiti, Marco and Levien, Roy (2004a). The Keystone Advantage: What the New Dynamics of
Business Ecosystems Mean for Strategy, Innovation, and Sustainability. Harward Business School
Press, 2004, MA ISBN 1-59139-307-8.

3 Tansiti, Marco and Levien, Roy (2004b). Creating Value in Your Business Ecosystem. Harvard
Business Review, March 2004.

¢ Marko Karhiniemi, Creating and Sustaining Successful Business Ecosystems, Information Systems
Science Master's thesis, Department of Business Technology HELSINGIN KAUPPAKORKEA-
KOULU HELSINKI SCHOOL OF ECONOMICS, 2009.
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co-evolution is a Digital Ecosystem and a Business Ecosystem evolution, which Moore
(2003)” introduces as the Digital Business Ecosystem (DBE).®

Digital business ecosystem is a European Union funded environment, which pro-
vides a structure, where software coded by European SMEs can act like organisms in
an ecosystem. The main goal is to enhance possibilities of SMEs to compete with larger
software houses.” Nachira proclaims that it produces an extraordinary competitive
advantage for a region if small organisations within it adopt digital business ecosystem
early (Nachira 2002, 21)'° There is evidence that if you make the connections between
knowledge creators and businesses tighter, you can increase success.''

The current perception of the business ecosystem is much broader because the
ecosystem is perceived not in terms of layers, but in terms of networks, where an
organization, key business and extended business are the components of this ecosys-
tem. Contemporary business ecosystems are multidisciplinary, multifunctional mul-
tirelational networks that interact with one another. Such a perception of the business
ecosystem is closest to the traditional concept of the natural ecosystem. The structure of
the business ecosystem is arranged as a network of organizations whose activity is
concentrated on coordinating jointly undertaken actions for the relationship of goals.
This structure consists of:

(Boulding 1956)

e points (junctions, vertices) - meaning organizations;

e connections (ties, relationships, interrelations) between points, i.e. organizations,
characterized by varying intensity (weak and strong ties) and different degrees of
formalisation (formal and informal ties).

The structure of the business ecosystem understood in this way can be the subject
of determining levels, dimensions and efficiency evaluation. In the case of business
ecosystem, at least two levels of efficiency can be discussed:

e the junctions’ efficiency (single organizations),
e the efficiency of the whole structure of the business ecosystem, which consists of
the sum of the individual organizations’ efficiency and their mutual relations.

7 Moore, I.F. (2003). Digital Business Ecosystems in Developing Countries: An Introduction Berkman
Center for Internet and Society, Harvard Law School.

8 Marko Karhiniemi, Creating and Sustaining Successful Business Ecosystems, Information Systems
Science Master's thesis, Department of Business Technology HELSINGIN KAUPPAKORKEA-
KOULU HELSINKI SCHOOL OF ECONOMICS, 2009. pp. 5-7.

° M Peltoniemi, E Vuori, Business ecosystem as the new approach to complex adaptive business
environments Proceedings of eBusiness research forum 18, pp. 267-281.

10 Nachira, F. 2002. Towards a Network of Digital Business Ecosystems Fostering the Local
Development. European Commission Discussion Paper. Bruxelles. 23 p. http://www.
digitalecosystem.org/html/repository/dbe_discussionpaper.pdf

" The Business Ecosystem, Rosabeth Moss Kanter, “Can America Compete?” September—October
2012, Harward Magazine, http://harvardmagazine.com/2012/09/the-business-ecosystem, 2.02.2017.
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Considering the fact that business ecosystems do not have a homogeneous structure
other intermediate levels of efficiency, understood as the sum of the results and attri-
butes of all participating ecosystems, can be distinguished.

3 Determinants of the Business Ecosystem Efficiency

The constantly changing environment, the pursuit of development and the competi-
tiveness prompt us to consider the determinants of the ecosystem’s efficiency. The
leading factors affecting both the business unit and the business ecosystem are the
mechanisms and conditions occurring in the environment as well as internal factors:'>

e external factors:

(1) international environment, e.g. globalization of the economy, situation on the
world markets, economic situation, market liberalization, free movement of
capital, goods and services, etc.

(2) national environment, e.g. the state policy, level of economic growth, innova-
tiveness of the economy, legal regulations resulting from the state decisions,

(3) sectoral environment, determinants of activity in the sector or industry,

(4) local environment, determinants of activity one the local market,

¢ internal factors - competitive potential that depends on the company, organization,
ecosystem as well as their internal:

(1) material resources,

(2) intangible assets,

(3) the efficiency of management,

(4) business relationships and arrangements,
(5) product competitiveness,

(6) the ongoing activities and processes,

Apart from the determinants of development there are also many barriers that
prevent it:"?

e legal barriers, i.e. complex procedures, lack of proper protection of personal
interests such as trademark, ambiguity and ignorance of regulations;

e economic barriers, including: government policy, the scarce availability of financial
services, high costs of bank loans;

12 Mitek Anna, Miciula Ireneusz, Wspolczesne determinanty rozwoju przedsigbiorstwa prywatnych,
WNEIZ nr 28, pobrane 20.03.2016. Mitek A., Miciuta I, Wspolczesne determinanty rozwoju
przedsigbiorstwa prywatnych, WNEIZ nr 28, pobrane 20.03.2016.

13 Krajewski K., Determinanty rozwoju matych i $rednich przedsigbiorstw, Warszawa, 1999, [w:]
Mitek Anna, Miciuta Ireneusz, Wspolczesne determinanty rozwoju przedsigbiorstw prywatnych,
pobrane 07.01.2016.
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e management barriers, ignorance of innovative management techniques, lack of
learning abilities, incompetent use of information from the environment;

e personnel barriers, such as high employee rotation and low level of the employee’s
skills;

e educational barriers, i.e. lack of competencies in internet use and limited access to
business information;

e social barriers, low culture of the business unit and lack of acceptance of the social
stratum.

In the process of pursuing efficiency one need to involve factors that have a
significant impact on the success of the entire business ecosystem. Certainly, the
efficiency of the enterprises in the business ecosystem is an issue that is a prerequisite
for the efficient and proper functioning of the economy, because it is a single economic
entity that creates a real national income. The key to success is shaping appropriate
relationships, cooperation that secure the development of the ecosystem in the long run.
The assessment of the ecosystem is concentrated on several key elements, including
species (ecosystem components), relations between species (ecosystem network),
results - achievements (ecosystem condition), dynamics (ecosystem evolution) as well
as enterprises’ strategies and behaviours (the role of each component in the ecosystem).
What is most important in the assessment is the condition of the ecosystem understood
in the following categories:'*

Values - creating niche,

Efficiency - critical mass,

Effectiveness - continuous improvement of the performance system,
Economical co-evolution or otherwise co-learning and optimization effects.

An ecosystem is a form of cooperation in which companies merge their individual
offers into homogeneous solutions of significant value to the client. The benefits are
obtained both from the competition and cooperation with other organizations - the
phenomenon of coevolution. A well-functioning ecosystem is characterized by good
condition, enabling organizations to create values they would not otherwise be able to
generate alone. Furthermore, the ecosystem is not stable, being a subject to continuous
evolution processes. This evolution consists in matching between the organization and
its specific ecosystem, which eventually is a selection system that determines whether
the organization will survive. Ecosystems are objects that emerge, which in turn
explains the theory of emerging. Emerging of the business ecosystem involves con-
tinuous reshaping, i.e. transformation of the population in the ecosystem or transfor-
mation of the ecosystem form. Reshaping is characterized by acceleration,
qualitative-economic, technological and social novelties.">

14 Staficzyk-Hugiert E.I., Dynamika srategiczna w ujeciu ewolucyjnym, Wydawnictwo UE we
Wroctawiu, 2013, s. 39.

15 Staficzyk-Hugiert E.I., Dynamika srategiczna w ujeciu ewolucyjnym, Wydawnictwo UE we
Wroctawiu, 2013, s. 42-43.
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4 The Models of Business Ecosystem’s Efficiency

The analysis of literature allowed the authors to identify and systematize eight leading
models of organization’s efficiency, which can be used to describe the efficiency of
business ecosystems (according to Boulding’s systems hierarchy). The following
efficiency models were identified and described along with the evaluation criteria:
target-oriented, system, of internal processes, of interpersonal relations, of competing
values, of interest groups, of ability to acquire resources, of social justice.'®

In a target-oriented model, the efficiency of an organization is related to outlining
the vision and setting up the targets, as well as creating the conditions for their effective
implementation. The determinants of evaluation are the following: rationalization of the
targets, target orientation, maximization of production, minimization of costs, tech-
nology improvement, the optimal use of resources, specialization, division of labour,
competitiveness, productivity, survival, return on investment.

The system model implies the balance of organizations participating in the
ecosystem and the balance of the whole ecosystem with its environment. This balance
is supposed to guarantee the survival (viability) of the organization in the ecosystem
and the ecosystem in the market environment. During the evaluation the attention is
drawn to changes in the environment, flexibility, adaptability, alignment of the orga-
nization to the environment, errors in differentiation and integration, responsiveness to
changes in the environment, adaptation to external conditions, as well as management
style.

The model of internal processes refers to the efficiency of the processes imple-
mentation. It underlines unity and unified management of the entire ecosystem, the
order, social and technical match for internal processes within the ecosystem, efficient
information processing, the internal cohesion and open communication. In this case,
empbhasis is placed on the proper management of information, work processes, projects
and coordination of undertaken actions.

In the model of interpersonal relations efficiency is perceived as providing the
appropriate interpersonal relationships in the organization, taking into account the
individual needs of employees. It assumes that there is a group of factors that are more
important to employees than technology and working conditions. These include:
relationships between employees, their interactions, team spirit, teamwork, loyalty,
open-mindness, employee satisfaction and a good atmosphere conducive to effective
work. The determinants of evaluation should also include low rotation of employees,
productivity resulting from job satisfaction, loyalty, openness, as well as productivity
being a result of employee engagement.

16 7rodto: opracowanie wlasne na podstawie: M. Bratnicki, M. Kulikowska-Pawlak, Uwarunkowania
pomiaru efektywnosci organizacji, Zarzadzanie i Finanse, 2013, vol. 4, s. 53-66; H.R. Greve,
Positional rigidity: Low performance and resource acquisition in large and small firms, “Strategic
Management Journal”, 2011, nr 32; Keeley M. (1978), A social justice approach to organisational
effectiveness,” Administrative Science Quarterly”, nr 22, K.S. Cameron, R.E. Quinn, Kultura
organizacyjna — diagnoza i zmiana. Model warto$ci konkurujacych, Oficyna Ekonomiczna, Krakow
2003, s. 36-41; K. Kostro, Koncepcja sprawiedliwosci F. A. von Hayeka, [w:] Efektywnos¢ a
sprawiedliwo$¢, pod red. J. Wilkina, Wyd. Key Text, Warszawa 1997, s. 78.
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The model of competing values assumes the need to combine all the four earlier
models of efficiency (target-oriented, system, internal processes and interpersonal
relations). These models are seemingly mutually contradictory. Hence, this model is
called of competing values. According to Cameron high efficiency in, for example, a
target-oriented sense does not necessarily mean inefficiency from the perspective of
interpersonal relations. A defined perspective becomes dominant in given circum-
stances, but providing results, on at least an average level, in terms of remaining per-
spectives is sufficient to ensure high overall organizational efficiency (Cameron et al.
2003). The authors of this model, Cameron and Quinn, based on their research, identified
four basic cultures that can refer to the business ecosystem: clan, adherence, hierarchy
and market (Cameron et al. 2003, p. 40). The first two cultures are based on values such
as flexibility and freedom of action, while the other two are based on stability and
control. The efficiency of such an ecosystem is strongly influenced by culture, it is the
result of the efficiency of many cultures, where non-dominant organizations are imposed
with culture or values of dominant participants in the relationship. The assessment takes
into consideration the orientation to internal affairs and integration, the orientation to the
environment and diversity, as well as stability and unity.

In the model interest groups the organizational efficiency is perceived through the
level of fulfilling expectations of the key stakeholders. The ecosystem includes not only
organizations highly oriented on highly economic targets, but also those whose
interests are linked to other goals, such as ecological and social. In this case, the
ecosystem is a medium of various interest groups, such as owners, customers, sup-
pliers, government and social organizations, etc. The condition for the efficient func-
tioning of the business ecosystem is not only competition but also competence and
cooperation between organizations, the level of fulfilling the expectations of internal
stakeholders, the relative stakeholders’ strength.

On the other hand, the model of ability to acquire resources encompasses a broad
definition of resources, including both material resources - traditional (money, raw
materials, facilities, equipment and labour) and intangible resources - intellectual
(knowledge, ideas, reputation). This model is based on inputs, and the efficiency of this
approach is measured by the ability of the organization to acquire rare and valuable
resources, primarily intellectual ones, from the environment, the ability of
decision-makers to recognize environmental constraints, and the responsiveness to
environmental changes (Greve 2011). What is important for the assessment is the
organization’s ability to acquire rare and valuable resources from the environment.

The model of social justice implies equality of following social and market rules,
emphasizing the needs and expectations of the least favoured and even excluded groups
of stakeholder (Keeley 1978). In the efficiency evaluation the following are taken into
account: distributive justice (material equality, the need for reallocation of income),
commutative justice (the impersonal market process), exclusion of all political control,
needs and expectations of least-favoured stakeholders, material equality, hierarchiza-
tion of stakeholders’ needs.

The multidimensional nature of the concept of efficiency influenced the develop-
ment of various organizational efficiency models in practice. It is necessary to agree
with the views of Bratnicki and Kulikowska-Pawlak, who recommend the use of
criteria derived from many models when evaluating the organizational efficiency
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(Bratnicki and Kulikowska-Pawlak 2013, p. 54). Following such thinking, the authors
suggest to put eight organizational models described in this paper together to describe
the efficiency of the business ecosystem.

5 Factors of Business Ecosystem Efficiency in Business
Incubator as an Exemplary Ecosystem

Considering the assumed purpose of identifying the factors of business ecosystem
efficiency and taking into account the developed classification of efficiency models
along with their determinants, empirical research was conducted within the business
incubator functioning in Wroctaw, and being an example of a real ecosystem. The
study was conducted in January—May 2017 on a sample of 48 Polish companies from
the SME sector concentrated in the studied business incubator. After rejecting
incomplete research questionnaires, the results were further analyzed for 40 entrepre-
neurs. The selection of the sample was deliberate and therefore the results should be
treated with caution and as hypotheses, since the data collected do not allow for a clear
verification of the meaning of the factors and are fragmentary. Nevertheless, the
research can be considered a survey that may contribute to further discussion.

For the purpose of the study, 8 specified efficiency models were synthesized and
factors were listed that could be considered to influence the efficiency of the business
incubator, i.e. de facto the ecosystem studied. The selection of factors was made by
elimination, based on a survey and interview verification and the simplicity of
understanding the individual concepts by the respondents. The specified factors were
grouped within three levels of the assessment of the ecosystem efficiency corre-
sponding to three areas of efficiency: i.e. effectiveness, economy and operational
performance. The aim of the study was to isolate the efficiency factors of the examined
ecosystem without linking them with the developed efficiency classifications so that,
based on the results obtained, the results are not burdened with the features of the
individual models.

Organized and grouped efficiency factors were included in the research question-
naire, and respondents were asked to identify the most important efficiency factors of
the ecosystem in which they functioned. The respondents were tasked to grade the
importance of the factors being assessed. The five-grade scale was used, whose extreme
responses were defined as lack of impact and very high impact. The figures in Table 1
show the percentage of indications for responses that have a high impact and a very
high impact.

According to the data analysis, the surveyed representatives of the incubator
companies highly evaluated two factors: effectiveness of the operation through the
perspective of business intermediation and the office-organizational support (54% of all
respondents). From the economic point of view, as a factor of success of the business
ecosystem, which was the examined business incubator, there has been distinguished
legal and administrative assistance, as well as offering favourable rents (67% in total).
From the perspective of operational performance, the respondents pointed out pro-
fessional support for development on the market and modelling business behaviours
(47% in total).
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Table 1. The factors of the efficiency of the examined business ecosystem with their importance
described in percentage according to surveyed respondents [own research]

Efficiency levels Factors of ecosystem The frequency of
efficiency the factor’s
importance
Effectiveness of the ecosystem Business intermediation 29%
Training support 13%
Legal support 17%
Entrusting 1%
Office-organizational 25%
support
Location 15%
Economy - assessed based on Legal and administrative 33%
supporting new enterprises in achieving | assistance
their goals (growth, development, Offering favourable support 12%
income) loans

Offering favourable rents for | 34%
new organizations

Help in business 13%
intermediation
Matching the training offer 8%

to the organization’s and
market needs

Operational performance of the Activities integrating 14%
ecosystem companies within the
incubator and market
Professional support for the 26%
development on the market

Modelling business 21%
behaviours

Informative-educational 14%
activities

Personnel qualifications 10%
Trust = Honesty 15%

The obtained results confirmed the authors’ assumptions that the classified orga-
nizational efficiency models would not be adequate to assess the ecosystem of the
business incubator. For these reasons, it was justified to propose a new model for
assessing the efficiency of the ecosystem and the bases for the concept of the relational
model were formulated.
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6 Conclusions - the Proposal of the Assessment
of the Business Ecosystem Relational Efficiency

Taking into account the conducted research, interviews and literature analysis, it is
recommended to introduce alongside the classified eight models of business ecosystem
efficiency also the relational model, which is the authors’ proposal. It has been noted
that the binder of the arrangement that is business ecosystem is the relationship
between the organizations involved. The basis of these relationships is sympathy, then
co-exchange of values, co-creation of new values, and sharing of new values. Rela-
tional efficiency requires establishing particularly stable relation between organizations
in the business ecosystem. This stability is based on the acceptance, satisfaction and
uniqueness of each organization that contributes to the structure of the business
ecosystem. The concept of relational efficiency was defined as the sum of sympathy
efficiency (EWo), efficiency of co-creation (EWs), efficiency of co-exchange of values
and experiences (EWs), and sharing (EWd) new values and experiences.

“Sympathy” understood as a moral feeling and referring to the ability of a human
being to understand the needs of other people in the process of exchanging goods and
services. By operating on the market and making moral judgments, both the individual
and the organization must take into account the behaviour of the others in their
environment. For organizations that form a business ecosystem, the trust or similar
evaluations and moral judgments of the stakeholders in this organization are important
to build a partner relationship in business for the purpose of exchanging resources and
creating new values (Smith 1989, pp. 230-223).

Sympathy could be measured by the following: the amount of mutual transactions
within one ecosystem and the amount of business co-operation measured by the
number of recommendations, planned and conducted projects, organised business
events and co-operation meetings, the number of co-operating advertisements, the
number of acquired investors, etc.

Another key element of relationship in the business ecosystem is co-creation of
values. This value does not originate from a physical product or a communication
network and information technology supporting the ecosystem, or even from the social
network or skill network, but derives from the experience of co-creation, in which a
particular organization takes part at a specific time, place and in the context of a
particular event (Prahalad and Ramaswamy 2005, p. 21). The co-creation experience
arises from the interaction of organizations that shape the ecosystem of the business
community. Each participating organization is equally interested in defining the rela-
tionship and the context of events occurring as its result. The key elements of the
discussed co-creation process are: dialogue, access, risk assessment, transparency -
DART (Prahalad and Ramaswamy 2005, p. 31).

What can be the measurement on co-creation is the share of profits generated by
individual companies, the number of companies that make up the ecosystem, the
number of patents that are the product of the co-operation of companies in the
ecosystem, the number of submitted and conducted projects, the number of signed
cooperation agreements, the amount of advice on supporting the development of the
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ecosystem entities, and advice on the strategic development of the market, the number
of companies registered with help of the incubator’s employees etc.

The co-exchange of values refers to both material and non-material resources
between participants in the business ecosystem. The values conveyed are, among
others: money, things, raw materials, materials, as well as intangible resources to which
we include information, knowledge and values related to organizational culture -
emotions, trust, empathy, prestige and credibility. Sharing values in the business
ecosystem, i.e. sharing the organization’s newly created values, is a part of the
so-called sharing economy. By using the available IT resources (e.g. online platforms)
organisations jointly and agreeably use new assets, resources, time, skills or capital
without transferring ownership. In such an arrangement, all organisations in the
business ecosystem are co-creators and consumers of the values they have established,
and the relationships between them build a new space of market opportunities and
organizational skills for the future (Greve 2011).

The measure of co-exchange could be the number of interactions between the
participants in the ecosystem, the amount of training provided, the amount and value of
loans from dedicated support funds incurred by the ecosystem entities, the amount of
consultations on the possibilities of cooperation, the number of publications and
studies, the recommendations and the study reports, the size of the proposed investment
sites, the number of proposed offices for rent etc.

Sharing values in the business ecosystem, i.e. sharing the organization’s newly
created values, is a part of the so-called sharing economy. By using the available IT
resources (e.g. online platforms) organisations jointly and agreeably use new assets,
resources, time, skills or capital without transferring ownership. In such an arrange-
ment, all organisations in the business ecosystem are co-creators and consumers of the
values they have established, and the relationships between them build a new space of
market opportunities and organizational skills for the future, and management
accounting in its most basic tool assesses the efficiency as well as the model con-
centrated on possibilities to acquire resources and on the level of their use (Greve
2011).

Adopting a systemic perspective means focusing on such elements of the system as:
inputs, transformations, outputs, and relationships between these elements. The three
elements listed above are highlighted by different authors (Hall 1999, p. 252), never-
theless there is a need to study the efficiency of organizations from the perspective of
acquiring resources from the environment, of transforming the system’s merits into its
products and of system’s outputs into the environment. Observing the management
accounting tools, it should be noted that the cost of operations (especially operational)
complies with this interpretation.

It requires the use of a system of measures, both absolute (in monetary terms these
are e.g. resource costs) and nominal (such as the profitability of a given customer), the
number of documents prepared by employees for registration and support of business
entities, the number of consultations related to selecting the organisational-legal form
of planned business activity, the number of consultations and support during the
process of preparing business plans, the amount of SWOT analyses conducted, the
number of simulations of selection sources of financing, the number of consultations
concerning the profile of conducted business activity etc.
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Abstract. The article is devoted to analysis of several aspects of financing
methods of microenterprises created under the Human Capital Operational
Programme in the Fundacja Inkubator — a non-profit foundation form Lodz, one
of beneficiates of the Human Capital Operational Programme in Lodz region.
The issues concerning micro entrepreneurs’ preferences of financing methods,
importance of particular factors associated with external financing selection,
problems with getting financial support and their statistical correlation with
firms’ characteristics and survivability were analyzed. The analysis was based
on the data from a Computer Aided Web Interview (CAWI) survey, which was
conducted among the participants of several projects, realized by the Fundacja
Inkubator. The survey covered 146 microenterprises out of more than 400 firms
created in 13 projects completed between years 2008 and 2015 under Measure
6.2 Support and promotion of entrepreneurship and self-employment and Sub-
measure 8.1.2. Support for adaptation and modernization processes in regions
under the Human Capital Operational Programme.

Keywords: Human Capital Operational Programme + B-N_X_ K aggregate -
Microenterprises’ survivability

1 Introduction

The researches of the ability to remain alive or continue to exist are conducted in various
fields, starting from ecology and medicine through actuarial science and economy,
management, up to engineering and military science. Especially there are a lot of pub-
lications concerning several aspects of micro-, small and medium enterprises surviv-
ability (see e.g. [2, 5, 7-9, 12, 13, 16]). The other question concerns microentrepreneurs’
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preferences of financing methods and their correlation with firms’ characteristics. There
are also a lot of studies devoted to this problem (see e.g. [3, 10, 11]). The research
presented below include Computer-Assisted Web Interviewing (CAWI) survey of 146
microenterprises created in a few projects under the Measure 6.2 (Support and pro-
motion of entrepreneurship and self-employment) and under the Sub-measure 8.1.2
(Support to adaptation and modernization processes in regions) in the years 2007-2013
under the Human Capital Operational Programme carried out by the Fundacja Inkubator,
which is one of beneficiaries of the program. Within these projects more than 400
persons from Lodz region received grants to start their own businesses. The survival rate
of these newly created microenterprises is relatively high (higher than average startups’
survival rate in Poland and higher than average survival rate of startups created under the
Human Capital Operational Programme in Lodz region — see Fig. 1.
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Fig. 1. Comparison of survivability of small enterprises between Poland, Lodz voivodeship, and
microenterprises created under the Human Capital Operational Programme in the Fundacja
Inkubator. Source: own research.

To allow the comparison, only microenterprises that have existed for at least 42
months have been shown in the Fig. 1. Table 1 shows detailed information about all
companies created in 13 projects. For all of them since the moment of creation, a period
of at least 2 years has elapsed (for the longest working over 6 years).

Fundacja Inkubator’s microenterprises survival rate is shown in the Fig. 2.

The graph also shows some special moments when there is an increased tendency
to liquidate companies. The first one occurs after 12 months, which is related to the
obligation imposed by the project conditions to maintain the company for at least 12
months (for the WB2 project for 24 months). The second moment of the increased
dynamics of companies liquidation was the 24 months since their establishment - in
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Table 1. Fundacja Inkubator Companies’ survival rate in subsequent years since the creation
shown by particular projects. Source: own research.

survival rate

80%

60%

40%

20%

0%

Survival rate after X years
Project X=2|X=3|X=4/X=5X=6
CNB 87% | 85%
DDB 80% |66% |54% |52%
KB 64% | 52%
MB 84%
MFMP 8% |T77% |65% |65%
MNS 79%
NS 78% | 70%
PMBTT 93% |87% |67% |50% |50%
PNS 68% |54% |46%
WB T4% |63% |52% |37% |33%
WB2 N2% |72% |72% |56% |56%
WB50 92%
7SS 85% |81% |58% |58%
Overall 82% |67% |59% |53% |49%
Number of companies | 533 434 245 |217 108

MB MFMP

CNB DDB —»— KB
MNS —+— NS —s— PMBTT PNS WB
WB2 ©— WB50 ZSS

1 4 7 1013 16 19 22 25 28 31 34 37 40 43 46 49 52 55 58 61 64 67 70 73 76 79
month

Fig. 2. Fundacja Inkubator’s microenterprises survival rate. Source: own research.

one of the projects, this was due to the above-mentioned condition of maintaining the
activity, while the rest was likely to incur increased insurance expenses.
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2 The Survey

The survey invitation was sent by email to more about 400 Fundacja Inkubator’s
microenterprises. The questionnaire was available on the web for a few weeks and 146
microenterprise owners decided to participate in the survey. The most of them represent
still living enterprises (see Fig. 3).

The sample structure (place of residence, age, sex etc.) was similar to the whole
population structure except education (the better-educated people better responded to
the questionnaire — see Fig. 4).

100%
90%
80%
70%

HRespondents LiPopulation

60%
50%
40%
30%
20%
10%

0%

‘ 61%
39%

still-living microenterprises microenterprises liquidated

Fig. 3. Comparison of the population and CAWI responders structure. Source: own research.

Detailed information about the whole population and the survey sample may be
found in [14, 15]. Although the main goal of the research concerns the microenter-
prises’ survivability the financial aspects are also analyzed. In the CAWI survey, which
was consisted of 22 questions, a set of questions (numbered 13-14d) concerned
financial aspects of the microenterprise was included:

13. Was the financial support to start a business sufficient?

— yes — the financial support was sufficient to start a business
— there was the need for raise new founds
— there was the need for investment reduction

14. Have you used other financial sources to start a business?
14a. Please indicate which additional sources of funding you have used

— Own resources
— Loan from family
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— Loan form friends

— Bank credit

— Leasing

— Local government subsidies
— Other

14b. What is the most important for you when selecting an external source of
financing?

— Cost of funds

— Recommendation by friends

— Amount of the one-time installment to be repaid

— The amount of funds available

— Necessity and amount of own contribution

— Speed of receiving funding

— Credibility of the financing institution

— Auvailability of information about the source of funding
— Number of required documents

14c. Have you encountered any problems with applying for external funding?
14d. What problems have you encountered with applying for external funding?

— Very large number of documents to fill

— Incomprehensible language of documents

— Lack of a person to explain and help in completing the application
— Too high requirements for the applicant

— Lack of communication

— Other

3 Results

For 146 answers in question (13) 68 microenterprise’s owners declared the need to
raise new funds, 24 - stated that it was necessary to reduce the planned investments and
54 persons declared that financial support to start a business was sufficient, however in
question (14) only 54 persons declared the use of additional sources of funding (92
persons did not use additional funds) so only these 54 persons answered questions
(14a)—(14d). Interestingly microenterprises that owners declared the need to raise new
funds have higher survivability (91%) then the other (80% in the group of owners
declared that financial support to start a business was sufficient and only 75% in the
group with the investment reduction — see Fig. 5).

Concerning question (14a) - 50 microenterprise’s owners used their own resources,
23 declared use loan from their families, only 14 used bank credit and 7 persons
declared use of other financial sources.

The most important factor determining the choice of financing method in question
(14b) was cost of funds (41 persons marked it as “very important”), more than half of
responders considered as ‘“very important” also: the credibility of the financial
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Fig. 4. Comparison of the population and CAWI responders’ level of education ISCED
characteristics (see: [6]), where level 1 — Primary education; level 2 — Lower secondary
education; level 3 — Upper secondary education; level 4 — Post-secondary non-tertiary education;
level >5 — Tertiary education. Source: own research.
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Fig. 5. Figure answers for the question about sufficiency of the financial support to start a
business in living and liquidated microenterprises.
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institution, the amount of funds available, the speed of receiving funding. As a
non-important were recognized: the recommendation by friends and number of
required documents.

In question (14c) only 11 of 54 microenterprise’s owners encountered problems
with applying for external funding (14c). The most important problems declared in
question (14d) were: too high requirements for the applicant and a very large number of
documents to fill.

In the next step the existence of a stochastic relationship between the answers to the
individual funding questions and the other features of the surveyed companies was
investigated. For this purpose, appropriate conditional distributions were compared and
the Cramér’s phi intercorrelation coefficient was calculated, given by the formula (1):

~ 0? B 72
V_\/min(k—l,r—l)_\/n-min(k—l,r—l) (1)

@? is the phi coefficient.

y* is derived from Pearson’s chi-squared test.
n is the grand total of observations.

k is the number of columns.

r is the number of rows.

where:

The most interesting relationships are shown below:

e Between education and the availability of information - the less well-educated
persons considered information as important (phi = 0.41);

e Between the responder’s subjective importance of a single loan installment and
belonging to a group Total Business Economy except Financial and Insurance
Activities aggregate (based on Eurostat classification NACE rev. 2 i.e. B-N_X_K -
see. [4]) — (phi = 0.38); Responders included in the aggregate consider the amount
of the installment to be less important, the persons outside the aggregate consider
the amount of the installment to be more important;

e Between assessing the necessity of making a personal contribution and answering
one of other questions: “did your previous professional experience relate to the
current activity”’; Persons whose previous work experience was not related to their
current business assessed the need to contribute their own contribution as less
important (phi = 0.35)

e Between assessing the speed of receiving funding and belonging to the B-N_X_K
aggregate (phi = 0.35). Responders included in the aggregate consider the speed as
less important, the persons outside the aggregate consider it to be more important;

e Between the assessment of the need to contribute own contribution and belonging
to a to the B-N_X_K aggregate (phi = 0.28). Responders included in the aggregate
consider it as less important than the others

e Between the need to contribute own contribution and business owner’s gender
(phi = 0,32). Women recognized the need as less important;
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e Also, the fact of living in the countryside or in the city differentiated the questioned
microenterprises’ owners in the context of assessment of elements: cost of funds
raised and the availability of information on the source of funding (phi = 0,31 in
both cases).

4 Summary. Directions for Further Research

The most interesting conclusion seems to be the correlation between appreciation of
financial support as insufficient and high survivability and a few correlations distin-
guishing responders belonging to Total Business Economy except Financial and
Insurance Activities aggregate. Concerning the first conclusion: one might wonder
what kind of relationship this is? Whether it was easier to get additional funding for
companies that were (correctly) considered as promising by organizations that provide
such funding or additional funding has allowed businesses to stay on the market? This
phenomenon needs confirmation in wider research.

Concerning the second one: belonging to the B N_X_K aggregate seems to be one
of the determinants that differentiate financial needs of particular microenterprise. The
explanation might be related to fact that a big part of enterprises outside the aggregate
(such as e.g. consulting services, advocates, private medical practices etc.) have a
relatively smaller costs, so factors like the speed of receiving funding are less important
to them comparing to firms inside the aggregate, especially that using “low price
quantity” strategy (see e.g. [1]) with big costs, big turnover and small profit per unit,
but the correlation also should be confirmed in wider research.

The detailed discussion of survey results and research concerning modeling of the
microenterprises survivability and its key success factors will be published in the near
future.
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Abstract. Applying a process approach in organisation managing and sup-
porting it through knowledge management systems requires finding a way to
combine both approaches. Especially in the case of creating information systems
that would support them. In order to be successful in an organisation, it is
necessary to consider the organisational, technical and social aspects in the
construction of such systems. One of the theories of the development of process
oriented knowledge management is the use of context in the process of mod-
elling such a solution. Designing business process oriented knowledge man-
agement support systems requires indication of methodological basis for the
development of such systems. The aim of this paper is to analyse the definition
of the operation context of a business process oriented knowledge management
system. The paper presents elements of a proposed methodology that refer to
developing the context of knowledge usage as an element of a business process
and IT system.

Keywords: Context - Business process + Knowledge management system -
Integration

1 Introduction

Integration of knowledge management as part of systems designed to support business
processes is one of key aspects of the development of the theory of knowledge man-
agement systems [1]. As pointed out by Grambow et al. [2], the main problem of KM
systems is “providing the required knowledge to the right person at the right time for
dealing with the right situation”. IT technologies are one of key factors of successful
use of KM in organisations [3, 4].

In this area, KM systems should facilitate making contextual knowledge available
within a performed business process [5]. This, however, gives rise to a range of
problems such as [2]: the need to automatically obtain the context from the environ-
ment and classify it with respect to the current situation, to automatically process
contextual data in order to respond to changes in the contextual conditions and to
integrate contextual data within the process. One of the concepts that may help to solve
these problems is the use of the autopoietic approach in the process of designing and
building such systems [6, 7]. In this approach, the knowledge contained in knowledge
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management systems can be directly integrated within a performed business process or
processed by the autopoietic system in the first place. Only after it has been processed,
it is used within a business process. As pointed out by Zacarias et al. [8] adaptive and
agent-based workflows are enhancing workflow’s flexibility. The research undertaken
in the paper deals with modelling of relations between a business process and a
knowledge management autopoietic system and is continuation of the author’s research
[5, 6].

The article presents the initial stage of constructing the support system’s context
integrating business processes and knowledge management systems. Author’s previous
research pointed out that building the process oriented autopoietic knowledge man-
agement support system requires reference to the three stages of its construction:

1. Analysis and development of a business process — this is a stage connected with
designing a business process. The approach uses BPMN diagrams as a basis for
defining a business process.

2. Identification of organisational knowledge resources — this stage refers to diag-
nosing knowledge that will be used to support the performance of a business
process and used by an autopoietic system.

3. Design of process oriented autopoietic knowledge management system - this stage
involves definition of the design of an autopoietic system.

In this article the first two stages and their impact on the third stage will be shown.
The aim of this paper is to analyse the process of defining the context of the operation
of a business process oriented knowledge management system using an example of the
author-applied methodology for designing such systems. The first and second chapter
will present the theory of the development of the context of IT systems’ operation. The
third chapter will present selected stages of designing the operation context of the
author-developed methodology for building a business process oriented knowledge
management support system. The fourth and fifth chapter will provide an example and
evaluation of its use.

2 Aspects of Modelling the Context of a System’s Operation

The development of autopoietic systems requires addressing a range of characteristics
possessed by such systems. Based on [9-14], it can be stated that such systems should
be subject to division into a range of autonomous sub-systems that operate indepen-
dently and have clearly defined boundaries. The systems should be characterised by
self-production, self-organisation, auto-adaptability and self-referentiality. Addition-
ally, they should use organisational knowledge and generate necessary knowledge in
subsequent cycles of their use to be integrated with the organisation’s knowledge. Such
features of autopoietic systems require that the context of knowledge usage during the
design is addressed in two ways. On the one hand (as is the case with process oriented
knowledge management), there is the context of knowledge use within a business
process, while on the other hand - the context of knowledge use as part of autopoietic
systems. The problem of defining the context (apart from knowledge management,
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quality management, information coordination and processes automation) is one of key
aspects of building process oriented knowledge management systems [2].

Referring to the basic concepts of data, information and knowledge, knowledge can
be defined as information used in a certain context. Such contextual knowledge can be
viewed as knowledge that is relevant and can be used to understand a decision-making
problem in certain circumstances [15]. The aspect of information usage in terms of IT
solutions refers to the use of information to perform certain tasks which have been
assigned to them or which they should support. In the literature of the subject, we can
find proposals to divide knowledge about context into contextual knowledge and
proceduralized context [16]. The first type of knowledge refers to general knowledge
that enables the identification of the context and definition of actions that an IT system
or a decision maker can take. It constitutes a kind of a background for decision-making
processes which specifies the scope of possible actions. The second type of knowledge
is knowledge about activities and related procedures that can be performed based on
identified actions. Both these types of knowledge can be used in the process of
modelling knowledge about the user and actions that can be undertaken.

3 Stages of Context Specification

The author’s current research is concerned with the use of autopoietic systems con-
sidered against the background of the theory of software agent societies in supporting
knowledge management processes in organisations. The author’s research analysis of
methodologies for designing software agent societies pointed out a range of problems
related to their use in supporting knowledge-based organisations [17]. Against this
background, a methodology for designing such systems has been proposed [5, 18, 19].
This chapter will present only the stages connected with the process of defining the
context of using such a system and the context of using knowledge.

3.1 Context of a Business Process Supported by an Knowledge
Management System

The methodology proposed by the author deals with the integration within the business
processes of the codified knowledge of the organization [19]. To this end the first stage
“l. Analysis and development of a business process” is associated with the process of
developing a BPMN diagram, which specification is based on the “3.1 Identification of
the context of usage” stage and ‘2. Identification of organisational knowledge
resources” is extended by the resources of organisational knowledge.

Figure 1 shows the main stages of this process and relationships between the
individual stages. The arrowhead shows the initiating direction of the information flow
between the stages. The presented methodology assumes possibility of returning to an
earlier stage if it is diagnosed as uncompleted.

The red line (the relationship [1.4]-[3.1.1]) refers to the context of a business
process use. In the case of using an knowledge management system, the system is
triggered through initiation of a specific task of a business process or an event in this
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Fig. 1. Context of a business process in the proposed methodology

process. Thus, the designer’s task is to initially define which knowledge resources will
be associated with the task or the event (the green line - the relationship [2]-[3.1.2]).
The stage of an organisation’s knowledge identification, related with stage 2, has been
intentionally omitted. Additionally, the designer may indicate at this stage which
knowledge resources will be initially made available to the knowledge management
system (green line). In the next stage, the designer’s task is to define which elements of
organisational knowledge will be directly made available to the user during the per-
formance of the business process (black line - relationship [1.4,1.5]-[3.1.3]) or will be
directly used during defining the conditions of events (black line). While defining the
context of using the knowledge management system, the designer’s task is to indicate
what knowledge will be generated by the autopoietic system further. For that purpose,
the organisational knowledge resource should be extended to include the definition of
knew knowledge, which will be stored by the knowledge management system
(Magenta line - relationship [2]-[3.1.5]). As a result, the newly-defined resource of
knowledge generated by the knowledge management system is made available as part
of the business process as an element of the task or event (orange line - relationship
[1.4,1.5]-[3.1.6]).
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3.2 Context of Knowledge Use in an Autopoietic System

When building an autopoietic system, it is necessary to indicate the context of using
knowledge as an element of autonomous components of such a solution. Figure 2
presents the relationships between the elements of the developed methodology.

= 1. Analysis and development of = 3.3 Determining the hierarchical structure of the. GO I O OO G
a business process relationship inside the organization

5.1 1dentification of the context of usage

Context
specification
stages

= 2. Identification of organisational Knowledge resources

L 2.1 Identfication of codified knowladoe sources

Fig. 2. Definition of the context of building an autopoietic system

The red and blue lines indicate stage 3.3.1 where an autopoietic system’s tasks are
linked with specific tasks and events of a business process. This example has been
presented in paper [5] showing the base architecture of the system. Such linkage allows
to define which areas of a business process should be supported by the autopoietic
system and indicate the tasks of the autopoietic system that should be performed to
meet informational needs. The informational needs have been shown by means of the
pink line. The needs diagnosed during building the context of a business process are
translated into the scope of tasks of the autopoietic system. Thanks to that, apart from
the context of knowledge resources that are used by the system and generated by the
autopoietic system, the designer can refer to the elements of a process that will be
supported. Based on that, the autopoietic element of the knowledge management
system is developed.

The elements presented here do no cover the whole cycle of building an autopoietic
system. They only refer to the aspect of the context of its use in the area of knowledge
and a business process. To illustrate the element of context modelling, an example of
using a developed system will be presented.
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4 Example System Implementation

The evaluation of proposed stages refers to the use of the proposed methodology in the
process of modelling business processes connected with the actions needed to be taken
by a person responsible for personal data protection in a company. This process
requires knowledge about the company’s organisational structure, its employees,
technical resources, sets of processed data and other data specified in the personal data
protection law. The process cannot be directly supported by an ERP system, as typical
systems of this class do not have a module designed to support such tasks, despite the
statutory requirement concerning data protection imposed on organisations. In the
current version the software supporting the application of this method is based on
BPMN Context modeller, Knowledge Resource modeller, User interface modeller and
Autopoietic elements platform.

Figure 3 presents an example of a process instance for which an autopoietic system
is modelled. This diagram was developed basing on the stages presented in Fig. 1
(stages 1, 2 and 3.1). The diagram proposed the extension of BPMN notation elements
and artifacts used in this approach with the elements of the knowledge base, as
described hereinafter.

Post-audit report context

nnnnnnnnnnnnnn

nnnnnnnnnnnn

Fig. 3. The process of information security audit — extended BPMN notation

As was indicated in Fig. 3, the task of formal assessment of data processing
compliance is extended by an autopoietic system. In this case, the task of the system is
to provide the auditor with knowledge about employees, sets of data processed in the
organisation, how these resources are linked with the place where they are processed
and how these sets are linked with specific employees. Additionally, the task of the
system is to indicate the legal base for such activity. The diagnosed data sets that are
necessary to achieve that have been presented in Fig. 4. In the implemented solution
the knowledge metamodel was divided into three parts. The first is the domain
ontology, for which The Organisation Ontology was adapted (W3C Recommendation
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Fig. 4. Definition of ontology (in OWL2 standard) based on stage 2

from 2014) [20]. It provides interoperability of the developed model and its portability.
It was expanded with application ontology elements defining the knowledge resources
description. Red artifacts reveal example instances of knowledge resources i.e. building
layout, site plan, certificate of the validity of inspections and systems. These objects are
available from the user interface and autopoietic system level.

In order to indicate the context of using an autopoietic system connected with
stages 3.3 and 3.2 (Fig. 2), it is necessary to indicate the relationship of knowledge
resources of the business process stage and the tasks of the autopoietic system. For that
purpose, diagrams of the autopoietic system’s tasks (Fig. 5) is built. Figure 5 addi-
tionally reveals architectural elements of the developed system.

Ontology database
Leave planning schedule AI‘;::HP:IZ?C Ontology manager
e & Knowledge  resource

Realifation database

User interface
W AD N
Preparation of knowledge resources
‘ Files manager

Diagram  definitions
Realijation

database
Documents database
R W‘ mw n

ERP database
URL database

Fig. 5. Diagram of the system tasks built at stage 3.2.1 and system architecture

Preparation of user interface

‘I‘leﬁninn the context of work
(process, task, time, place)

The lowest element of the architecture is a database which stores business data.
This data can be mapped within a semantic server, which allows for semantic mapping
of information resources. Apart from that, additional semantic definitions can be
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developed if a given resource is not represented in the database system. Figure 6 shows
a user screen displaying knowledge elements.

User interface — Post-audit report context
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Fig. 6. User screen with appropriate resources of organisational knowledge

As a result, the elements of a business process oriented autopoietic knowledge
management support system defined in this way support actions of the user responsible
for implementing the indicated stage of a business process.

5 Implementation Results

The proposed process oriented knowledge management system context modelling
method was used during the implementation of the presented system. Effects of the
proposed approach implementation were:

e identification of 12 business processes related to the context of the audit’s report
preparation presented in the article.

e defining knowledge ontology, which will be further extended while defining further
contexts of system use.

e identification of 27 knowledge resources regarding the context of the system
operation proposed in the article.

e the inclusion of such defined knowledge resources and business processes to the
knowledge organisation’s portal.

As a result, it speeded up the process of audit activities by providing contextual
knowledge to the auditor. In the case of “Preparation of the schedule” task, it’s real-
isation time was shortened to a dozen or so seconds (previously, the stage lasted even a
dozen minutes and required the involvement of personnel department along with
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audited department). The report preparation task was shortened to a few minutes,
thanks to the auditor’s direct access to knowledge resources (in the absence of irreg-
ularities). Earlier, the report preparation process lasted between 30 and 40 min. In
addition to the results of the system’s implementation, the main features of the pro-
posed approach should also be highlighted here:

e extending currently used standards for describing business processes to include
sources of knowledge that supports the performance of users’ tasks (in the context
of the process, place and time),

e enabling direct integration of organisational knowledge within any business pro-
cesses taking place in an organisation within the scope of the process in which this
knowledge should be used and the task that it supports,

e automating processes of assessing the functioning of KMSs in terms of their use-
fulness in supporting business processes,

e generating new organisational knowledge at the interface of business processes and
knowledge management,

e using semantic mechanisms for knowledge description for easier integration of
possessed knowledge with internal organisational knowledge,

e independent operation from used IT solutions and enabling integration of any
KMSs and a process-oriented solution.

The presented pilot implementation of the proposed solution will be extended in
author’s further studies with evaluation elements of the system’s impact on the user.

6 Conclusions and Future Work

Integration of knowledge management systems within an organisation’s business
processes is an important element of an organisation’s operation. The approach to
building a business process oriented knowledge management support system which has
been presented in this paper can be used both in processes supported by an ERP
system, extending knowledge obtained from such systems by additional knowledge.

The proposed approach for modelling business processes and their support by
knowledge management systems can be extended with the use of codified knowledge
by the autopoietic system. This research indicated the need to address a wider context
of research, i.e. the methodological aspect of modelling such solutions, whose earlier
aspects in the author’s research referred to the application of the theory of software
agent societies and their use in knowledge-based organisations [18, 21].

The theories, elements of the developed methodology and the example of the
operation of the developed system, which have been presented in the paper, constitute
continuation of the author’s research in the area of the use of artificial intelligence in
the process of supporting knowledge management in an organisation. The methodol-
ogy presented in the paper can be used to support the process of integration of business
processes and knowledge management systems in the context of integration of such
solutions, which were addressed earlier by the author in works [5].



162 M. Zytniewski

The next aspect of the research will be relation of the presented methodology
(whose element of context development has been presented in this paper) to a life cycle
of knowledge management systems and business process management systems.
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Abstract. The aim of this research is to demonstrate that supply chains by their
very nature will experience stochastic rather than deterministic lead times. The
presented study focuses on simulating delivery lead times in supply chains,
where each echelon is servicing the next downstream member from inventory.
The aim is to highlight the need for increased research focus on supply chains
with stochastic lead times. Through a simple numerical example we conclu-
sively show that lead times in any real supply chain following a re-order point
method must be stochastic even in the case where lead times between individual
echelons are in fact deterministic.

Keywords: Lead times - Supply chain - Bull whip effect - Stochastic lead
times

1 Introduction and Background

Supply chain management and the variation in inventory throughout supply chains
have long been of interest for both academia and industry [1]. For several decades
focus has been on the so called bull whip effect also known as the Forrester effect or
somewhat misleading as demand amplification. Until the last ten years focus was more
or less exclusively on how demand signals influenced the performance of supply chains
and how this signal is distorted as it moves downstream in the chain. In recent years
focus has shifted to supply chain optimization [2, 3] and on the analytical side to the
impact of lead times first as deterministic [4] and later as stochastic [5, 6]. Bagchi et al.
[7] show that lead time variation is a major source of uncertainty in inventory man-
agement and argue that a compounded lead time demand distribution is used. Chatfield
et al. [8] note that there is a cascade effect in the supply chain when multiple neigh-
boring supply chain members experience stock outs simultaneously. This cascade effect
is the primary focus of the research presented in this paper. This research aims to
investigate the nature of supply chains’ lead times and how these will impact supply
chains’ performance.
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From literature [5, 6, 8-10] we know that only the mean (y; ;) and variance (o7;)
of the lead time distribution between echelons impacts the long run performance of the
supply chain in the form of the bullwhip effect. In that sense it becomes interesting to

investigate what the coefficient of variation is for the lead time distribution (Zﬁ) and

how it depends on the service level of the chain. Likewise from e.g. Do et al. [11] we
also know that the shape of the lead time distribution impacts the time it takes for a
supply chain to reach a steady state. Skewed lead time distributions result in longer
time/more order cycles being needed to achieve steady state. For that reason it would
be interesting to investigate what shape the lead time distribution will assume.

The remainder of the paper is structured as follows. First, a simple supply chain
model is introduced. This model is used to estimate the lead time distribution observed
by any given member of the supply chain. Second, we introduce a numerical example
that is used to investigate how lead times are in fact behaving in such supply chains.
Finally we provide a discussion of the results and the implications of these for research
and practice before providing conclusions and avenues of further research.

2 A Simple Supply Chain Model

Let us assume a simple supply chain consisting of n members or echelons as illustrated
in Fig. 1.

Fig. 1. Simple linear supply chain.

W

Each member E; of the supply chain observes demand from the subsequent
upstream echelon E;_; and places orders at its subsequent downstream echelon E;,; for
which each member observes lead times. Each member of the supply chain follows a
simple re-order point (ROP) method (as assumed in the vast majority of supply chain
literature see e.g. Chen et al. [4]) and has a certain service level (SL;). SL; is also often
referred to as Fill Rate and describes the fraction of demand (in volume) met without
lost sales and back orders [12]. In practice this means that e.g. a service level of 0.98
would indicate 98% of all demand volume is satisfied from inventory. This corresponds
to a 2% likelihood of not being able to satisfy demand from inventory. In the context of
this research we for simplicity’s sake assume that the lead time between each neigh-
boring pair of echelons is deterministic and that each supply chain echelon has a
constant known service level. We also assume that sales are not lost in case of
insufficient inventory, but rather back ordered. This assumption means that any order
not directly satisfied from inventory at echelon j must be fulfilled — i.e. it is back
ordered and satisfied when possible. In this case it means that this particular demand
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will experience a lead time consisting of the lead time between several echelons instead
of just between one pair of echelons. This behavior is illustrated in Fig. 2 and is normal
behavior for supply chains where there multi-sourcing does not occur.

O—O—O—0O—O

Orders fulfilled from 9.0%
echelon at 90% service
level

0.09%
0.01%

II

Fig. 2. Illustration of how far an order penetrates the supply chain before being satisfied from
inventory.

As illustrated in Fig. 2 if there is a service level of 90% in all echelons, 90% of
demand is fulfilled from echelon 1 directly, 9% is satisfied from echelon 2. This means
that the lead time for satisfying demand is the combined lead time from echelon 2 to the
customer for 9% of the demand. A step further one can see that 0.9% of the demand is
satisfied from echelon 3 (making the lead time for the customer a combination of lead
times between echelon E; and E,, E; and E; and lead time from E; to the customer) and

so on. With this in mind let ,uiT denote the lead time for delivery between echelons
jandj + I and n denote the total number of echelons in the supply chain following the
ROP method for supply replenishment. If the behavior of the supply chain is as listed

above we get that ﬂir (estimated mean lead time at E;) is as follows:

ﬂir = .“{T ’ SLj+ (ﬂiT +/¢¢]L¥l) ’ (1 - SL}) 'SLHI + (:uiT—i_MiL-;l +/“‘]L¥2)
. (1 —SLj) . (1 —SLjH) -SL]-+2 e

where SL; is the service level at E; and 1 — SL; is the corresponding stock-out likeli-
hood. This corresponds to that the mean expected observed lead time for the j'zh
echelon is depending on the stock-out likelihood in all previous echelons and the lead
time between previous echelons. This makes practical sense, since it implies that orders
not directly satisfied from inventory at E;, are backordered and satisfied when possible
by the previous echelons in the supply chain. It follows that large values of SL; (k > j)
result in ﬂiT depending primarily on the service level and lead time from echelons of
lower order than k and any echelon further upstream can be dropped from the practical
implications. Specifically it also follows that for any SL; = 1 any echelon k + I or
lower will not influence the lead time at E;. In practice this indicates that the supply
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chain is always able to guarantee a maximum lead time to E;. We can likewise

2
determine that 6] (variance of lead times at E;) is:

2 . N2 . . _i\2
OJLT :(ﬂir - Nir) -SL; + (ﬂI{T "‘.U]Jl - ﬂir) '(1 - SLJ') “SLjt1
. ) . SN2
+ (Mir‘*‘ﬂ]ﬁl +/“/L-;2 - ﬁir) '(1 - SLJ) ’ (1 - SLjH)
SLiyp- -

As can be seen ji] , and 6"zT depend on two parameters; the delivery lead time between
echelons and the service level (or the stock-out probability) at each echelon.

Some interesting observations can be made on the boundary behavior of jij, and
&y If SLy = 1 then jily = ply and &), = 0. If SL; = SL; = SLj4p = ...SLy =0
for a chain of £ members, then ﬁiT = Z;‘:l i and 5JZT = 0. These are the extreme
situations corresponding to the first echelon having a 100% service level and all
echelons have 0% service levels. Given that there are other echelons of higher order
than j it follows that for SL; <1:

ﬁir > ,uiT so the mean lead time experienced in E; is always larger than the lead
time between E; and E;, ;.

2
677 > 0 so that the lead times at E; have non-zero variance, i.e. are not deter-
ministic, but rather a stochastic variable.

. ~7 ~ i2 . . . .
From the behavior of ji} ; and &, we can also estimate the coefficient of variation
=
(CV) of lead times ;# through numerical investigations. This is relevant as a normal
LT

threshold for considering a variable as stochastic rather than as deterministic would be
a coefficient of variation of 0.05.

3 Numerical Illustration

In the following we present a simple numerical illustration of the principles outlined in
the previous section. We allow for the following assumptions to simplify the problem
and the analysis:

1. Delivery time between each echelon is 1 time unit ie. we set uj, =

j+1 _ j+2 —
e
2. All echelons have the same service level at a given time i.e. we set SL; =

SLJ'+1 == SLJ'+2 = ...
3. The supply chain consists of up to 10 echelons.
Assumption (1) is used to remove the effect of longer lead times in either the

beginning or end of the supply chain on the variation of the lead time in the final
echelon and to ease comparison. Assumption (2) is used to limit the scope of the study.

Further work will focus on investigating the behavior of ,&[T and 6’ZT when ,uiT #
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Jl #* ,u’,}z #...and SL; # SL; | # SLj+» # . ... Assumption (3) is simply used to
limit the size of the supply chain. In practice it is very unlikely to find a consistent
supply chain of such a length where each echelon is pursuing a ROP based replen-
ishment strategy. However, as the illustrations in Fig. 2 show this assumption is rather
trivial as no orders will in practice penetrate that far through the chain unless very low
service levels are encountered.

We let the service levels vary from 0.65 to 1 and calculate fi},, G}, and the
skewness and kurtosis of the lead time distribution at echelon 1 at each service level.

As can be seen from Fig. 3 even at service levels at 0.99 through the whole chain
the lead times are in fact acting as a stochastic variable with a CV of 0.1 and that for
supply chains with service levels below 0.99 it misleading to assume that echelon 1
will in fact observe deterministic lead times. From the right hand side of Fig. 3 one can
note that the lower the service level, the larger fi!, is compared to 4} ;. An interesting
phenomenon is that the relative effect on the mean observed lead time is relatively
small for high service levels, whereas it is relatively large on the variance of the
observed lead times. This is interesting as it indicates that there potentially is larger
mistake in assuming deterministic lead times than in the underestimation of the actual
observed lead times.

CV of LT distribution at end echelon Ralio of observed LT to expected LT
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CV of LT distribution
03 0.4
LT ratio
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0.65 0.70 0.75 0.80 0.85 0.90 0.95 1.00 0.65 0.70 0.75 0.80 0.85 0.90 0.95 1.00

SL in all echelons SLin all echelons

Fi

_1 Pl
g. 3. left hand: ;% as a function of service level. Right hand: Z% as a function of service level.
LT LT

From Fig. 4 it can be seen that the lead times at the final echelon is always
positively skewed (when the service level is the same through the whole chain) and has
a positive kurtosis indicating peakness of the lead time distribution. That the lead time
distribution is by definition positively skewed has the interesting implication that at any
given time it is more likely to experience a lower lead time than the mean expected lead
time and that for high service levels the lead time distribution is in fact exhibiting very



The Actual Nature of Lead Times in Supply Chains 169

‘Skewness as a function of Service Level Kurtosis as a function of Service Level

500

400

15

300

Pearson's skewness
Kurtosis

10
200

100

0.65 0.70 0.75 0.80 0.85 0.90 0.95 1.00 0.65 0.70 0.75 0.80 0.85 0.90 0.95 1.00

Service level Service level

Fig. 4. Skewness and kurtosis for fi}, as a function of service level.

peaked behavior. This phenomenon must hold true for SL; > 0.5 as this would indicate
that the majority of lead times observed stem from only the j’zh echelon and not a
combination of subsequent echelons. That the distributions are rather peaked for large
values of SL; is rather trivial as it simply indicates that supply is satisfied from the
previous supply chain member (j + /), rather than a subsequent combination of
upstream members (j + n).

4 Discussion

From Duc et al. [9], Kim et al. [10] and Michna et al. [5] we know that lead time
variation and the need to estimate lead time distributions are in fact a major source of
bullwhip effect in supply chains. It is also interesting to note that the research into
stochastic lead times in supply chains is rather limited. Especially since the research
presented in this paper proves that lead times in supply chains using ROP-methods
must in practice be stochastic rather than deterministic. From the study and the con-
ceptual model we can reach a number of central conclusions. First, let us assume that a
supply chain member must rely on a combination of shared information from other
members and its own observations to make inventory decisions. If lead time infor-
mation is not shared in the chain a supply chain member can only rely on what it
observes. In this case the above conclusively proves that the observed lead times will in
fact (for service levels below 0.99 under conditions of the same lead time between all
echelons) act as a random variable. This conclusion is significant in the sense that it
underlines that assuming that lead times are deterministic is incorrect and that supply
chains by their very nature have to deal with stochastic lead times. What is also
interesting to note is that in the numerical example even relatively high service levels
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(e.g. SL = 0.96 gives a CV (;—%T> of 0.20 if all echelons have the same service level)

result in a significant amount of variation in the lead time distribution at the last supply
chain member. From