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Preface

Helping those who would design organizations that do things the
designers want done and to do so efficiently and well is what this book is
about. Using the design rules that are the its conclusions would give the
designer a description of an organization structure that is effective or
efficient in a given set of circumstances, and for a given desired outcome.
But useful rules must meet certain conditions, of which the first is that they
be stated in terms of the decisions and actions that turn a description of an
organization structure into a real one. Also if a designer is to use a set of
design rules and be confident in their implied or explicit promises, and also
be capable of modifying them for his requirements, then he or she would
need to know where the rules come from. The designer needs to understand
the relations between the structure and what it does, between what it does
and the outcome which he wants to have, and between the structure and the
costs of its operation and maintenance. The theory in this book from which
its design rules are drawn makes these rules meet these conditions. It is a
theory that is rigorous, fairly close to being comprehensive, and is in
operational terms.

Morphology is the discipline where the structures of living things are
related to their performances, and these are connected to their ability to
survive and reproduce in environments of various kinds. Engineering also
has theories that relate structure to performance in various environments for
machines, and there are the theories that do analogous things for
organizations. All three kinds of theories deal with the same subject matter
of structure, performance, environment, transformations and outcomes, and
the theory in this book is one such theory that is about the relations between
organization structures and their performances.
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The theory in this book deals with the relation of structure and
environment to performance, with the relation of structure and environment
to cost, and with the relation of performance and environment to outcomes.
These partial theories are put together to make one theory that is stated in
terms of operational definitions of structure, performance, environment, and
outcomes. From this theory are derived design rules that may be used in the
process of designing real organization structures, because the rules are stated
in terms of variables that are operational. The analytic propositions and the
rules of design are in terms of real world easily identifiable variables the
values of which the designer can actually discover, or actually make into
fact. If the rules of design are to be useful, then they must not only be
operational, they must be well founded in theory, they must form the
elements of an efficient process of design, and they must produce designs of
structures that are efficient structures. Every effort is made to make the
analysis systematic and rigorous so that the connections between the theory
and the design rules are correct and clear. The derivation of design rules is a
complicated process because each design rule is derived from a combination
of theoretical statements of fact, but is itself a statement that is a conditional
imperative. All derivations, complicated or not, are fully explained and the
legitimacy of all design rules is shown.

In short, from the conclusions of the theories, the book derives design
rules that may be used to create designs which identify what the components
of a structure ought to be. These are, as they should be, the very same
operational components used to define the structure we theorized about.

Borge Obel and Richard M. Burton and I have spent a good amount of
time together studying, analyzing and discussing this subject of organization
structures and their designing. 1 thank both of them deeply for the
knowledge I gained from this collaboration. I am also very grateful for the
reasoned advice, relevant suggestions and constructive criticism I received
from Richard M. Burton whenever he read the book manuscript which he
was generously willing to do whenever asked. My deep thanks to Pamela
Wilson, Program Coordinator, and Nancy Gump, Administrative Specialist,
for transforming the manuscript into one that met all the conditions for
publication. My deep thanks also to Sara Baligh, my wife, for her immense
help in the final proofreading of the manuscript.

Helmmy H. Baligh
Professor Emeritus of Business Administration
The Fuqua School of Business

Duke University
2005



CHAPTER 1

STRUCTURE, PERFORMANCE, COST, AND OUTCOME

1. Structure and Performance

Organizations differ one from another in all sorts of ways, and
there is very little that one can say or do about how well they work or
how to design them unless they all have something in common. Each
is a set of people who are put into some order on the basis of a
specific logical relation that exists between one person and at least one
other in the set. The set and the logical order create a ‘pattern’ of the
people in the set, something that we may call a structure. When the
logical relation we use is that of genetic parentage, then the set of
people becomes ordered, and a pattern or structure becomes evident.
Called a family this structure is often described on paper as a family
tree. Like families, organizations are also structures, but ones defined
on a logical relation that is not that of parentage, but on the basis of
the connection between people that comes into being when decisions
made by one person are based on the use of a rule created in part or
whole by another person. The ordered set of people here is an
organization that is often described as a hierarchical chart where the
up and down location of people connected by a line represents the
relation of logical dependence of the decisions of these people. All
organizations share this basic feature and are thus legitimate subjects
of generalizations. It is possible for people to learn things from what
they did when they were in an organization producing and selling cars
which they can apply to determine what they ought to do when they
join another organization that is brewing and selling beers. It is this
concept of the organization structure that makes it meaningful to talk
of experienced managers, without any reference to what the
organization to which they belong does. Meanwhile researchers and
academics use this basic concept of an organization structure to create
generalizations that may be used to replace the learning from
experience or at least make it richer and faster. It is this fundamental
concept that makes the traditional organization chart of boxes
connected by lines have the same meaning whether it is called the
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government of the United States, or a beer making firm, or a
university, or a household.

At its very simplest, an organization structure would have a set of
two people (or one person at two different points in time), and one or
two decisions to be made. A simple structure might be created when a
person who bought a house decided that the large rock that was in the
front yard was to be moved to the back yard. Though the rock sat on
top of the ground, it was too heavy for the owner to move by himself,
and so he asked his neighbor to help. The neighbor agreed to help, and
when the two went over to where the rock was, the owner showed his
neighbor where to stand, the direction in which to push the rock, and
how hard he was to push. He also told him to start pushing when he
heard the owner say ‘now’, and to stop pushing when he heard the
owner say ‘that’s it’. The owner then stood next to the neighbor, sent
him the message by saying ‘now’, and started to push as did the
neighbor. Pushing together in the same direction, they began to move
the rock to the required spot. When the owner decided that the rock
was where it should be, he sent the second message by saying ‘that’s
it’, and both stopped pushing. For his effort the neighbor was offered
a beer, which he accepted, and the two sat down and got acquainted.
While they were in the process of moving the rock the man and his
neighbor were an organization, people who are connected by decision
rules that they make for one another to use to determine what they are
to decide or do. In this case the rules were made by the owner and
were the rule which told the neighbor where to stand, the one which
told him the direction in which to push, the one which told him how
hard to push, the one which told him when to start pushing, and the
one which told him when to stop pushing. Together, the people and
the rules that connected their decisions were an organization structure,
which determined what was to get done, the performance, and did it.
The effort expended and the time it took to get the desired outcome
tell us something about the efficiency of this structure compared to
other structures which may have been used to get the same outcome.
What is important is that this two person organization structure is
logically identical to one that describes the organization that is
General Electric, or the Catholic Church, or Duke University, or the
household of Jill and Jack.

That organization structures have identical logical structures does
not mean that they do not differ one from the other. The house owner
has a large variety of structures from which to choose, many of which
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could perform the task of moving the rock, and many that could not.
What is the process by which the owner is to identify the organization
that would perform in the manner that would move the rock to the
right place and do so efficiently? What are the things which the owner
has to decide on in order to identify the structure he is to create? The
things the owner has to do are to specify the logical relations between
what his neighbor is to do, and what he is to do. He has to become an
organizer, and choose specific connections between the two of them.
Each set of connections creates its own unique pattern or structure,
and what each of these does depends on what the structure is. Where
exactly the rock ends up and the time and effort it takes to get there
depends on the structure chosen. Meanwhile the cost of the structure,
costs of sending messages etc, are affected by the nature of the
structure. The efficiency by which the rock is moved depends on the
structure chosen to move it. Effort expended by one or both pushers,
the time used up in the pushing, the damage to the yard, all depend on
the structure. If the owner were interested in efficiency, he should be
interested in the structure, that is, the specific connections, he chooses
and in the process he should use to identify the choice. Since the
choice of a structure involves the creation of connections, the owner
would want to know what would happen if he were to choose this or
that set of connections. He should be interested to know what would
happen if some or all of the rules on the direction on which to push
and those on when to push, which he and his neighbor followed, were
made not by him alone but by both him and his neighbor. What would
happen if instead of having the owner send the signal of when to stop,
he and his neighbor were to stop when each one of them saw that the
rock had arrived at some marked spot? How good the owner is at
choosing a structure depends on what he understands about the
relations between the structure and what it does, between what it does
and the outcome which he wants to have, and between the structure
and the costs of its operation and maintenance. How good he is at
making the choice also depends on the process by which he uses that
knowledge in making the choice.

Creating connections is the same thing as designing a structure,
and the manner of creating these connections is the process of
designing. Structure design and the process of designing are the
subjects of what follows in this work. More specifically, what
interests us is the problem of designing structures that are efficient or
good or best in a given set of circumstances, and for a given desired
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outcome. To begin with, a theory is developed, one that shows the
relation of structure to performance, and the relation of performance
and the world in which the structure exists to outcome. This theory is
built up by creating smaller theories, each of which deals with only a
few of the relations, which are then combined and fitted together to
make a coherent whole. We are also interested in the efficiency of the
process of using this theory and its parts to design structures in real
world settings. To this end, design rules are derived from the theory,
and the rules are such that they are operational which means that they
are in terms of elements of the structure within the power of the
designer to make them what they are to be. To get these rules, we
need the theory to be in terms that are clear and unambiguous. This
work begins with the creation of detailed and unambiguous definitions
of what an organization structure is, and the definition of what it does,
that is, its performance. Also developed are the definitions of the
environment in which the structure exists and performs, and of the
transformations that describe how aspects of the world are
transformed by this performance.

At the heart of the theory is the set of relations between the nature
of a structure and its performance. The identification and analysis of
relations analogous to these are to be found in many disciplines.
Morphology is the discipline where the structures of living things are
related to their performances, and these are connected to their ability
to survive and reproduce in environments of various kinds.
Engineering also has theories that relate structure to performance in
various environments for machines, and there are the theories that do
analogous things for organizations. All three kinds of theories deal
with the same subject matter of structure, performance, environment,
transformations and outcomes. Because organizations are human
constructs, the theory on the relation of structure to performance
should be usable in designing organization structures, similar to the
manner in which engineering theories are used to design machines.
The history of theories on the subject of the relation between the
organization structure and its performance is long and honorable
(Child, 1972), (Duncan, 1979), (Schoonhoven, 1981), (Miller, 1991,
1992) (Volberda, 1996), (Burton and Obel, 1998), (McKendrick and
Carroll, 2001), (Birkinshaw, Nobel, and Ridderstrale, 2002) and many
others. The theories are all about the structure of the organization and
its performance, and about how the environment and the performance
determine outcome. Since structure affects performance, and the
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environment affects the outcome of the performance, it is logical and
useful to study the issue of the fit or match between structure and
environment and many theories are stated in such terms. But the
theories differ in very many ways, even at the most basic levels of
their concepts of what a structure is, what a performance is, and what
the components of each are. The sets of variables in which the theories
are stated differ from one another, and variables with the same name
are often defined differently. Relations between parts of structure and
parts of performance also differ from one theory to the next, as do
variables that are the subjects of their design rules and the manner of
their derivation. In this and the following chapters we offer one more
theory of the connections between the structure of an organization and
what it does. A set of design rules are then derived from this theory
for use in designing real structures that are efficient.

Because the theory is intended to be the basis for the derivation
of design rules that may be used in the process of designing real
organization structures, it is developed in terms of variables that are
operational. The analytic propositions and the rules of design are in
terms of real world easily identifiable variables the values of which
the designer can actually discover, or actually make into fact. If the
rules of design are to be useful, then they must not only be
operational, they must be well founded in theory, they must form the
elements of an efficient process of design, and they must produce
designs of structures that are efficient structures. Every effort is made
to make the analysis systematic and rigorous so that the connections
between the theory and the design rules are correct and clear. The
derivation of design rules is a complicated process because each
design rule is derived from a combination of theoretical statements,
and because the rules are conditional imperatives while the theoretical
statements are categorical. Design rule derivations are clearly made in
terms that are explicit, so that their theoretic foundations and the logic
in which they are combined are easy to accept or to refute. Explicit
derivations also make it easy to establish whether the use of these
rules produces designs of structures that are efficient or not. Finally,
useful design rules should be such that they may used in a process that
is itself efficient, and therefore much attention is paid to this issue in
what follows. The design rules we hope to derive in this work are
those which can be used in an efficient way to produce designs of
efficient organization structures which can be used to create real
structures.
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2. An Overview

To design an organization that will do what one wants it to do,
one needs theories on the relation of organization structure and
environment to performance, on the relation of structure and
environment to cost, and on the relation of performance and
environment to outcomes. To be useful, these theories need to be
stated in terms of operational definitions of structure, performance,
environment, and outcomes, and this often means that appropriate
properties have to be defined for structure, for performance and so on.
Also, useful theories should help us develop an understanding of the
relations of structure properties to performance properties in the
context of the transformations and technologies that are within the
control of the structure. Relations of performance properties and
environment properties to outcomes need to be uncovered. Finally the
manner in which these relations are to be used to produce those that
are their inverses need to be developed. Knowing how to get from
structure to outcomes in two sets of relations must be translated into
knowing how to get from outcomes to structures in the two inverse
sets of relations. Analysis must be turned into design. The rest of this
work supplies some of these needs of the designer of organizations
structures.

Our object then is to develop a theory that incorporates three sets
of relations: those between organization structures and their
performances, those between combinations of structure performances
and environments on the one hand and the outcomes that result on the
other, and those between organization structures and the costs of
creating and maintaining them. The theory is an analytic one that
deals with causal relations. From these we obtain a set of relations that
specify what is to be done if such and such an outcome is desired, and
such and such are the conditions of the world. These are prescriptive
relations that are steps to be taken in the process of designing a
structure. They are created from various combinations of the analytic
ones. They are not merely inverses of the analytic ones, but are the
results of the recognition of the existence of complementary and
substitutable analytic relations, and of interactions of different kinds
between the effects of one set of variables on those of another. From
these complex analytic relations, design rules are inferred and their
use ordered and sequenced to form the steps of an efficient process of
designing efficient organization structures. The process of design is
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for those who want to organize people to do things that attain some
goal. What people want may be profit, or electoral votes, or
destruction of armies, or curing ill, or whatever the reason for creating
an organization might be. All these and most others goals are obtained
at some cost, including the cost of designing the structure and the cost
of the operation and maintenance of the structure organization. What
is needed is a process of design that is an efficient one and that
produces efficient designs.

Designs of structures are useful to the extent that they are stated
in terms that refer directly to real world components of the structures
which they describe. Designs and the theories from which they are
derived must therefore be operational, which means that these theories
must be in terms of variables are identifiable in the real world, and are
either ones that are to be given values directly or are there with values
that are observable. In general, a theory is operational if it can be used
to direct behavior. The theory we want is that which directs the design
of organization structures. To be operational the theory's mappings
must have domains and ranges that are sets of variables with direct
real world references. All mappings should be orderly, which means
that the elements in them must be such as to allow one to put them
into a logical order. It is this order that will permit us to develop a
systematic search procedure which identifies a non-random, guided
path from one element to the next or to a better one. The search is then
an efficient one.

Suppose we had a theory on the sale of cars based on the property
of their likeability. The more likable a car, the more we sell. In
designing the car we would want to make it likable. But how do we do
that? There is nothing in a real world car which we can control that
carries the label likeability level. How do we translate likeability into
a variable the value of which we can control? If we could turn
likeability into color we would turn the non-operational variable of
likeability into the operational one of color. We can pick the color and
make the car actually that color. But if we had six thousand colors and
six thousand levels of likeability, the mapping from this latter to the
former would have that many elements. How do we find the element
that shows the pair (likeability level, color) where the likeability level
is highest, or the one that meets some minimum level we require, and
so on? Without an order on this set of pairs, the mapping, we might
have to start randomly then move to another pair randomly, and so on.
There is no basis for identifying a route through the set. But if the set
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were ordered, say, on the basis of the wave length of the color, then
we could proceed systematically from any starting point and move to
another close to it in terms of wave length, and so on. Order on the
sets that are connected by the theory is critical to the identification of
an efficient process of searching the set of designs for that which
meets various quality levels.

3. Practical Needs of the Analysis

Throughout this work the terms thing, structure, variable,
decision variable, parameter, connection, etc., will occur over and
over. They are the words used to refer to the essence of the subject of
the analysis and theory that are developed. We accept these terms as
referring to naive concepts, ones to be defined but not argued or
analyzed. It is thus well worth our while to define each as clearly as
possible, and to discuss these definitions so that the meanings are as
clear as we can get them. Once all this is done in one place here early
in the work it can then be used without further explanations in the
analysis without interrupting it. Some definitions of basic concepts
follow.

Thing: This term is used to refer to an object which is to be taken
as a whole without parts for purposes of the analysis. The important
point here is that whenever the term is used, it is intended that the
makeup of the thing is not part of the analysis, but the unit as a whole
is. For example, a person be may the thing we refer to, and that means
that whatever goes into making a person is of no relevance to the
analysis. Only the thing, person as a whole, concerns us. Anything in
the world is then either a person or not, and we can tell which it is. A
thing does not have to be physical, but must be conceptually
identifiable. Color as an abstract concept is a thing, independently of
its physical manifestation. The same is true of number, or word, or
idea.

Set: This term refers to any collection of things. If the set is one
of things that are in some way distinguishable one from another, but
are all similar in the fundamental identity that they have as things,
then the set is no longer an arbitrary collection, and is useful if we
have a rule that determines what is in it and what is not. A person is a
thing, and so the concept of a set of things, each of which is a person,
exists. Each person is logically identified and distinguishable as such,
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and the rule defining the set may be age of the person, or level of
education, or anything that applies to what we defined as a person.

Property: This says something about a thing. A thing may be
distinguished by various characteristics which are ascribable to it. A
non-arbitrary set may be one of persons where each is defined on
some given basis. The persons in this set may have characteristics
other than those needed to put them into this set but which make each
different from others in the set. These things are said to be properties
of this thing or others in the same set. A set is itself a thing, and the
number of elements in it is a characteristic it has. The set of persons is
defined on the basis of some set of criteria. If height is not one of
these, then one may use it to distinguish between the persons that are
in the set, and one may be said to be tall, the other very tall and so on.
The person as a thing has a property of tallness, something that may
be applied to any person.

Variable: This is a thing which may be given any one of a
number of identities. Thus a wall is a thing, the color of this wall is a
property of it, and white, black, red, etc. are things which the color of
this wall may logically be. A set is a thing and the number of elements
in it is a property of that set. Six is a thing or number which this
property may be. A variable may take any one of a number of values.
This is not to be confused with numbers. The values a color may take
may be specified as red, or green, or blue. The values that health may
take may be identified as high and low. Values that variables may take
are part of the theory development, and some may be useful, others
not.

We can summarize by saying that thing is a person, it has a
property of tallness, and sixteen is the specific tallness of that person.
Another property of the person is the person's hair color, which takes
the value black in this case. Finally, the value a variable may take has
what we call dimensions. One may choose to define size of an
individual so that each value this variable may take is made up of an
ordered pair, for example value of distance around the chest and
distance around the biceps. What this variable may be is strength,
which in this case is a two dimensional variable.

Connection: This says something about a logical order into
which one puts pairs of elements in the set. The order imposed is a
connection between the two elements and this logical order may be
defined in any terms we choose, including totally arbitrary ones. The
interesting orders, however, are those that come from something about
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each of the elements of the set. One basis for ordering the elements of
the set is a property that its elements have. We may order the elements
of this set on the basis of the value of one property that each has. This
means we have to order the set of values first. Thus at the basic level,
all orders are arbitrary, but from there they may not be so. A
connection exists between two elements of a set whenever it is
meaningful to say some specific thing about the pair of elements as a
pair. If we say that Walking Bird is the father of Sleeping Deer, then
we say some specific thing about two people, and the statement is
meaningless unless it is about two things. There is no meaning to the
statement "A is the father of". The connection here is that one person
is the father of another person, or that one is the daughter of the other.
The truth of the statement does not in any way affect the logic of the
concept of connection. Any set may be ordered and produce a set of
pairs, each of which identifies two elements in the original set that are
ordered, that is, that are connected in a specific way we define. The
set of pairs so created is known as a relation based on the original set.

Structure: This refers to a set of things and a relation on that set.
The set and the set of pairs that are connected in a predefined manner,
together define a structure. One aspect of the structure then is the set
of all elements in the original set that appear in at least one pair of the
pairs that make up the relation obtained from a connection which we
predefined. The other aspect of the structure is the set of pairs itself.
We have people A, B, C, and D. The relation we define is that of
motherhood. We assert that A is the mother of B, and A is the mother
of D, but no other person in the set is the mother of any other in the
set. Only two connections of motherhood exist in the original set. We
have now identified a structure based on the relation of motherhood.
This structure is made up of the things A, B, and D, and the pairs (A,
B) and (A, D). If A were not the mother of D, but B is the mother of
D, then our structure would have the same three elements A, B, D, and
the pairs would be different, that is, (A, B) and (B, D). The same three
people are there, but there is a different structure. If we had used the
connection of parenthood, then we would include in the relation all
pairs connected by fatherhood as well as motherhood. The result
would be a definition of a genetic family, a set of people each of
whom is related to at least one other according to the definition of the
connection of one being a parent of another.

To define a structure one starts with a set of things. These are
defined and remain as such in all discussions of this structure. Next
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one defines a connection, a logical relation that is meaningful in terms
of the things defined first. When the connection is established between
various pairs of things, the result is a set of pairs, each of which is
there by virtue of the existence of the connection between the two
units of the pair. The structure is the set of things and pairs, a set of
things ordered by a specific connection. If we use more than one
connection, then a structure is the set of pairs that results from using
each connection. It is the set that is the union of the sets of ordered
pairs that arise from the application of each connection. If a structure
is a connected set of things, can it be a thing also? The answer is yes.
What is a structure in one level of analysis may be considered a thing
in another level. Just as a molecule is a structure made up of
connected things each of which is an atom, the atom is itself a
structure made up of things, a nucleus, electrons etc. It is the analysis
which determines whether the structure is to be viewed as such, or
whether internal makeup is relevant to the analysis.

Performance: This is what a thing does. There is being and there
is doing. Things perform when they take actions at which point it is
meaningful to make them the subject of verbs. A person is a thing, and
that person sends a message to another. The first person is then said to
have performed something and what he did was to send the message.
This person's performance is defined by this act. Each performance
may involve more than one act and may be described by a number of
statements. These we term the components of the performance.

Structures also do things, and therefore have performances.
Performance is action, and it may have properties as we have defined
this concept. A person performs when that person runs, or opens a
business, or sells a product at price of 3 Euros. This running may be
assigned an adjective such as fast, and the pricing an adjective, such
as competitive. Fast is the specific value taken by the property of
speed which running has, and competitive is a high level of the
property of dependence of the performance on the behavior of others.
We have performances for things and for structures, and we have
properties of things and of performances.

The concept of a variable may be refined to allow us to
distinguish between two different kinds of variables. A variable is
termed a decision variable for thing X if and only if the value taken by
the variable is determined by the direct action of X. We say that X sets
the value of the variable, and that makes the variable a decision
variable of X. If There are some specific values of the variable which
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X may set, and some which it may not , or can not, then we say the
variable is a decision variable for X for the first set of specific values.
It is a decision variable for some proper subset of the values it may
take. If this set of values is empty, it means that X has no way of
giving the variable any of the values it may take. The value it takes is
thus not for X to determine. This variable is then termed a parameter
for X. The person X may be allowed to find out what the value is, but
he cannot set that value. Decision variables for X are those the values
of which are made real by the choice and action of X, the values are
set by X. A parameter is a variable the values of which X cannot set.
Person X may however may be said to read, and so know the values of
the parameter.

For a person in a car, the depth to which the brake pedal may be
pushed is a decision variable, but the location of stop signs is not, at
least legally that is. The driver may set the level of the former, thereby
perhaps affecting the car's movement, but he may only read the
second. Is the car's movement a decision variable for this driver? The
answer depends on the connection between the brake pedal position
and the wheels of the car. This may be a decision variable or not. If it
is, then movement may be viewed as an indirect decision variable,
otherwise it is a parameter. Metaphorically speaking, decision
variables are knobs which one turns, and parameters are dials which
one reads. Finally there are variables which we might term the goal
variables of X. These are variables which may be decision variables,
or they may be variables the values of which are determined by the
values of decision variables of X and the values of some set of
parameter variables. Goal variables are those variables the values of
which are identified by X as being important to her well being and are
causally related to the values X gives her decision variables and to the
values of variables that are parameters.

Transformation: Any mapping that assigns a value to a variable
as a consequence of the values taken by some other variables is a
transformation. If this set includes both decision variables for X and
parameters, then this transformation is a critical element in the
decision problem for X because it describes the causal connection
between the values given the decision variables, and the values which
the parameter variables happen to be to the values of variables which
matter to the decision maker. Transformations describe ways in which
the world changes, and those that contain variables that we can control
are ones that matter here.
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The set of parameters is made up of variables that are components
of a decision problem the values of which are facts, and therefore
given, for the problem at hand. This makes up what we call the
environment of some organization or part of one. The environment is
thus described by the specific values taken by these parameters. The
problem relevant environment includes the value of only the
parameters the values of which along with those of decision variables
determine the values taken by goal variables. A transformation
relating the value of the goal variable of the car's movement to the
value of the decision variable of the distance to which the brake pedal
is depressed, and to the value of the parameter of the road's wetness is
a transformation. The goal variable is to stop before reaching the
observed parameter value of the stop sign location. The pedal distance
to the floor is determined by the driver, the wetness of the road is not.
The problem is to depress the pedal so that the car will stop, given its
speed and the time of pushing the pedal, as close as possible to the
stop sign location, under the wetness condition of the road. The
problem is in operational form because humans control foot
movement, and the facts needed to make a good decision, distance to
sign, and wetness of road, can be estimated by the driver.

4. Basic Analysis

The analysis of organization structure is in terms of sets and
mappings which connect these sets in different logical ways. There are
the following components of our analysis.

a) A set of organization structures the elements of which are structures,
each defined in terms of components such as a set of people, a set of
decision rules, etc.

b) A set of properties of structures defined in terms of the components of a
structure, and a set of values which each property may take.

c) A set of technologies where each element is defined as a connected set of
transformations. Each of these describes a process by which some
segment of the universe is changed from one state to another.

d) A set of properties of technologies defined in terms of the components of
a technology, and a set of values which each property may take.

e) A set of performances where each element is defined in terms of a vector
of values given to decision variables. A performance describes what the
organization structure decides to do or does.

f) A set of properties of performances defined in terms of the components
of a performance, and a set of values which each property may take.
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g) A set of environments where each element is defined in terms of a vector
of values taken by variables which make up a segment of the universe.
This segment is made up of the variables which are embedded in the
technologies and take values which are beyond the structure power to set.
These variables are parameters and the values they take describe the state
of the relevant environment of a structure.

h) A set of properties of environments defined in terms of the components
of an environment, and a set of values which each property may take. For
each property, we specify the mapping or process by which the value
taken by the property is determined for a given environment.

i) A set of goal outcomes where each element is defined in terms of a
vector of values taken by variables which are identified as those that are
goal variables.

The set of mappings are:

a) For each defined property of structure, we specify the mapping or
process by which the value taken by this property is determined for a
given structure.

b) For each defined property of technology, we specify the mapping or
process by which the value taken by this property is determined for a
given technology.

c) For each defined property of performance, we specify the mapping or
process by which the value taken by this property is determined for a
given performance.

d) For each defined property of environment, we specify the mapping or
process by which the value taken by this property is determined for a
given environment.

e) A set of analytic mappings or functions each of which is derived from
theoretic arguments, and each of which asserts a causal relationship
between values taken by a property of the structure and the values taken
by a property of the performance of that structure. The mapping may be
subject to given property values of the technology.

f) A set of analytic mappings or functions each of which is derived from
theoretic arguments, and each of which asserts a causal relation between
pairs of values, the first of a performance property, and the second of an
environment property, and the values taken by a single goal variable. The
mapping may be subject to given property values of the technology.

To use these analytic mappings to design a structure, we start
with the last analytic mapping of this list. We first identify what our
goal variables are, and what values we should like them to have. Then
given our environment, we identify the performance properties
needed. Next we identify the structure properties needed to get these
performances. Then we identify costs of the structures which have
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these properties, and finally we choose the structure which gives the
best (or good etc.) value to the difference between the value of its
outcomes and that of its costs. We now have designed the structure
that is most efficient, or highly efficient, or good enough, and so on.
We have not however paid any attention to the process of searching
through the inverses of our mappings, the backtracking, to determine
what our search process should be. If the sets and the mappings are
well ordered we use the order to determine an efficient search process.
This is why our sets and mappings will be carefully defined to have as
much order as we can get without distorting any real connections.

5. Examples from The Literature

Examples from the well known existing literature would help
connect past work on the analysis and design of organization
structures to what we have developed above and to what we do below
here. The problem is that there are no good examples from that
literature, not ones that pay strict attention to the clarity of definitions,
the operationality of the sets, the correctness and order of the
mappings etc. Nonetheless we can find examples that would give us
coarse analogues to what we do below based on the above logical
scheme. No example may do things in the order or terminology we
used above, but all can be recast in that mold. There are similarities
between the work of the following chapters and that in the literature,
but there are also differences. Volberda’s (1996) discussion of the
performance property of flexibility is based on a definition of it that
includes both the variety of what the organization can do and the
speed with which it can do it. He distinguishes between four types of
flexibility but not between flexibility and speed. We consider variety
and speed to be two different properties, one relating to variety of
activities, flexibility, and another relating to the time it takes to do it,
responsiveness. In our theory we distinguish between the property of
flexibility, which is similar to having a variety of behaviors in
inventory, and responsiveness which is related to the speed with
which the new circumstances become known and the speed with
which appropriate behavior is retrieved from the ones in inventory.
There is a link between the two properties but we do not consider
them to be the same as does Volberda (1996). This allows us to make
responsiveness dependent on the speed with which the organization
discovers that circumstances have changed and on choice and
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implementation of the new behavior appropriate to the new
conditions. To be flexible it is not enough to be able to do very many
things, but to be able to do very many things and to be able choose
from them the one that meets a certain level of quality for the
circumstances which have come into existence. As for the four types
of flexibility Volberda defines, we recognize only two, performance
and structural, and because the second is meaningful only when the
properties of performance have been considered, we discuss it after
we have dealt with them. The concept of flexibility of this work does
not refer to only the number of different things that the organization
can do, but those that are good and recognized to be so in the context
of an identified set of circumstances. This requires that the inventory
be not one of behaviors, but of pairs of (circumstances, behavior) ,
where the behavior can be implemented within a preset period of the
recognition of the existence of the circumstances, and do so at a preset
quality level for the circumstance.

There is also some similarity between what is done in our theory
and the work of Galbraith (1973). He defines structure in terms of
programs that “specify the necessary behaviors in advance of their
execution”, “and in terms of a ‘hierarchy of authority and reward
powers’”. The first quote refers to what we would call the flexibility
of the performance of the structure. The second quote refers the
components of the structure that relate to hierarchy and their
properties, and one such property of structures is that which refers to
the number of programs, another to the nature of the hierarchy. These
are vague concepts but they obviously relate to our concepts of
decision rules and their properties. Our theory has concepts that are
rather similar but more clearly defined. Gailbraith’s (1973) theory
deals with technology which is defined in terms of the tasks to be
performed and the relations between them. One property that is
important to this theory is that of task interdependence. The definition
of performance is that it is the actual behavior or tasks performed and
some of its properties are its coordination and its variety. Situations
faced by the structure in the real world describe its environment, and
one of its properties is the proportion of new, previously unmet
situations, to old ones. The outcome which interests him is profit.
Relations from structure to outcome are given as follows. The higher
the task interdependence and the higher the reliance on programs, the
less variety of coordinated performances which the structure has. The
higher the newness of the environment and the lower the variety of



Structure, Performance, Cost and Qutcome 17

performance, the lower the returns. The design conclusion is that
which states that if the environment has a high level of newness, then
performance variety should be high. In the context of a high
interdependence between tasks, this high level of performance variety
calls for a structure with a low proportion of rules or programs to
hierarchical relations of authority. In short, if the environment has
many situations you have not seen, and if the technology is
interdependent, then you need to have many performances that the
structure may be asked to give. The structure that does this is one that
has a high proportion of hierarchical relations to programs. Of course
all this is useful only if we can determine how much newness an
environment has, decide or determine the interdependence level of the
technology, determine when a performance is coordinated or not, and
determine exactly what hierarchical relations are and how we can
make them exist. Our theory does that because it also deals with
hierarchy and so on, but does so in terms of operational concepts like
decision rules, and their properties of comprehensiveness and so on.
Our theory does much of what his theory does, and it does so with
concepts that are in terms of real structure design decisions.

Duncan (1979) has concepts and mappings that are similar to
ours, but differ in important ways. To him a structure is a pattern of
interactions, and one property is the extent of its decentralization, or
the proportion of decisions made at lower levels relative to those made
at higher levels. But it is not clear what it is that makes one level
higher that another, or what a higher level of hierarchy means and
how it can be measured. In our theory the same issues are discussed in
terms of the properties of the decision rules which may be used to
restate Duncan’s theory. But when that is done, there appear to be
many different degrees of ‘higher’, and many different levels of
making a decision. The generalizations based on yes-no views of these
two variables of structure, are of very little real use in design, and our
conclusions cannot be translated into his. The same problem exists
with the comparison of the concepts of environment and technology
he uses and the ones we use. He defines the latter in terms of the
functional units of the organization, their nature etc., and properties of
a technology are pooled interdependence etc. Again performance is
defined in terms of the decisions made, actions taken, and
performance properties are coordination, and response time (the
quickness with which performances are chosen when conditions
change). The same is true in our theory, and our concept of the
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environment is not very different from the environment Duncan
(1979) defines in terms of components, of which there are
competitors, suppliers, etc. The properties of this environment relate
to its simplicity and its dynamism. Outcome of relevance is profit. The
relations from structure to performance state that with high technology
interdependence, decentralized structures will produce performances
that are low in coordination but high in response, that is, high in
quickness. When the environment has a high level of dynamism, then
a high level of quickness produces high outcome levels. But if the
environment is simple, then coordination increases produce small
outcome increases. In conclusion, if the environment is simple and
dynamic, then quickness of decisions or actions, i.e. a quick
performance is required for high output while a coordinated
performances is not. The structure we should design if the technology
is not highly interdependent is a decentralized one. This means that in
the structure decisions are made at lower levels. These conclusions are
the in the same logic as those of our theory, but they are not in the
same terms nor are they the same in what they mean. But some
correspondence can be found. There are properties of decisions rules
that we define that may be used to identify decentralized structures
and there are properties of the environment that may be combined to
translate into the property of dynamism.

Though the work of Mintzberg (1980) is in terms of what he calls
"the five classes of organizations" (there are no other "pure classes" in
the scheme), the work can be recast in terms of properties, etc. Classes
of structures are defined in terms of structure properties, such as ones
that describe the nature of the jobs, the task assignments to people,
and the nature of the rules. Other properties of the structure are
defined in terms of whether it is bureaucratic or not, and by its
formalization. The structure's performance is the work that is done,
and properties of performance are in terms of its coordination, and
quickness of response. The world around the organization is its
environment and this can be hostile or not, simple or not, and dynamic
or not. The technology is not given much attention, but is defined in
terms of the tasks and the relations between them, and has properties
such as sophistication. The theory is developed using these properties,
and one argument developed defines a simple structure as one that has
very few rules. If the structure has one person who makes all the
decisions, then it is defined as having the property of being
bureaucratic. Such a structure it is argued has a performance which is
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quick and coordinated if the technology is not well defined and is not
complex. In an environment that is hostile and dynamic, quick
response and coordination have high levels of returns to the
organization. So it is that the simple and bureaucratic structure is
related to output. The prescription for the structure we should have
backtracks over these connections and tells us that if the environment
is such and such, then such and such performance properties are best
and therefore this or that type of structure should be chosen from the
five types described. How one’s choices are restricted to five types,
and what classification scheme produces this number of classes is not
explained.

More recently Baligh, Burton, and Obel (1990,1990a, 1992, 1994,
1996) have worked with both the set of traditional properties of the
literature and with some newer ones that are used in the theory
developed in the coming chapters. The work of these authors starts
with the definition of structure in terms of components (Baligh and
Damon 1980), of which one is a set of allocations of decision
variables to people, another is a set of decision rules, another is a set
decision variables, and so on. Structure properties are defined in terms
of these components, and one such property is that of rule
comprehensiveness which refers to the extensiveness of the
circumstances covered by the rules. Technology is defined in terms of
sets of transformation mappings and the connections between their
domains and ranges. Properties of technologies are defined in terms of
mappings and connections , and are randomness, etc. The
performance of a structure is defined in terms of the actual values
given the decision variables, the work done, and its properties take
such names as coordinatedness, responsiveness, etc. The theory
mappings are of the form: if the technology is complex and the
structure has a high degree of rule comprehensiveness, then
coordinatedness of the performance is high. When the transformations
are highly connected, then coordinatedness produces high levels of
outcomes. On this basis the authors develop design rules that tell one
what to design when the environment is such and such etc, and these
rules are put into a computer expert system which designs the
appropriate structure given the facts.
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6. Restating the Theory

The general mappings we talked about earlier may be restated in
terms of our defined terms. One mapping connects a set of decision
variable values for structure Y, and a set of parameter values, to a set
of goal values for Y. Another mapping might connect the values of a
performance property of a structure, and those of the properties of the
environment, a set of parameter values, to goal variable values. We
might argue, for example, that in an environment that changes often,
the structure with a performance that can change over a wide range
will have better profits than a structure with only one performance that
never changes. The statement relates the values of the properties of
the performance's changeability, and the values of the environment's
changeability to the profits of the structure the performance which is
of interest. If we have another mapping that relates the values of the
structure's property of centralization to the value of the change in
quality of its performance, then one would have related the former by
way of the latter to the values of the goal variable of profits. There is
now the theory that helps one to choose the structure property value
one needs to have in order to achieve the profits one wants.

In the development of the theory, in either of its positive or
prescriptive form, we will be refining and identifying specific
variables, performances properties etc. Many issues such as the
usefulness to theory or to practice of the set of values which we allow
a variable to take have to be addressed. Which properties we define,
how we define them, and the nature of the values that may be assigned
are subjects to be discussed in the development of the theory. What
we have done so far is define the general meanings of the terms which
are the contents of these theories. For a number of reasons, the
theories will be developed in pieces which are then put together to
create the theories that represent more accurately real organizations.
The order in which the pieces of the theory are developed is now
discussed.

7. Analysis and Design

Patterns of connections between people in a given set describe the
structure of the organization to which these people belong. If we
change the people between whom a connection exists, we change the
structure. The same is true if we change the kinds of connections that
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exist between people, or if we change the set of people who are
connected by any of the relevant connections. Each structure is then
connected to a set of performances, the things it can do. Some part of
the real world contains variables that describe the segment that is
relevant to some set of people, and the values these variables take are
the objects of the actions or performance of the organization structure
the people create. They want to find out how to create that structure
which performs in a manner that changes the state of this segment of
the world in the desired manner. How a structure performs, or what
the people in it do depends on the pattern of relations these people
have with one another. The people and these connections with others
are the components of the structure of the organization. If someone
describes what he is doing to another, then this person may do
something she would not have done had she not been given that
information. The information passed from one to another is a
connection of one kind among many that describe a structure. What
both people do will produce certain changes in the part of the world
that describes their goals. These changes will depend on other
happenings, besides what these people do, in the world. It is clear that
routes from structure to performance to outcome exist, and it is not
any structure that will perform in a manner that produces the best
outcomes, or the better ones, or desirable one, or whatever. The theory
developed in this work identifies the routes from structure to
performance to outcome and does so in terms that makes them useful
when we want to create a real structure.

We are interested in getting those outcomes we consider to be the
right ones. From the identified and wished for outcomes we backtrack
over our routes all the way to specific components of an organization
structure. Backtracking over the routes means that we go from the
outcomes to the performances that produce them and from these to the
structures that give these performances. The result is a structure or set
of structures which we can create to give us the outcomes we want.
But the work is not finished, because a structure has costs as well as
outcomes. The structure designer now has an economic problem. The
outcomes produced by a structure through its effect on performance
must be combined with the structure cost to give the net value of that
structure. That structure with the highest such value is the one we
would want to design. This process of choice gives us the design of
the efficient structure.
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The process of design, including both the backtracking from the
outcome to a set of eligible designs of structures and the evaluation of
their costs, is itself costly. So we would be better off if the process we
use were an efficient one. We should be looking for an efficient
process of design which produces efficient structures that give the
performances that help us attain a set of goals. The theory developed
should be a general one that applies in many if not all cases and
circumstances.

8. Multiple Routes and Backtracking

The routes from structure to performance to outcome are many.
There are routes leading to many outcomes from every structure, and
there are many structures from which there is a route that leads to
some given performance. Analogous statements may be made about
the routes from performance to outcome. Furthermore, the
connections on which the routes are based are themselves sometimes
connected to variables in the theory. Technology determines along
with structure whether there is to be a route from a structure to a
performance, and if there is a route, what its nature is. The
environment determines along with performance whether there is a
route from a performance to an outcome, and if so, its character.
Identifying the routes in our theory requires that we work with
technology and with environment as well as with structure and
performance.

The complexity of the task of defining the routes and the process
of efficient backtracking is exacerbated by the untidiness of our set of
structures, performances, outcomes, environments, and technologies.
Each of these sets is hard to order in a logical and simple way. There
is no way that we can order any one of them as we do numbers or
even as we do vectors of numbers. Nonetheless without order on these
sets we cannot talk of efficient processes of design, or of a workable
theory of structure to outcome through performance given
environment and technology. We will need to create substitute sets to
work on, sets that are well ordered, and clearly connected to the
original sets. They are sets of measures on the properties of the
structures, performances, technologies, and environments, the original
sets. The properties are chosen to be those that are relevant and take
values or measures that are reasonably well ordered. Besides being
ordered, properties are of little use unless they are defined
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operationally. Each must be so defined that a measure or value which
it takes can be directly related to a specific subset of elements in the
original set.

What follows in this work is the development of a set of
theoretical relations, causal ones. It starts with defining the sets that
are the things between which theoretical connections are shown to
exist. Organization structures are defined in terms of their
components. Properties are defined for the components of structure,
and the nature of the values they may take is analyzed. Every property
of a structure is thus a property of one of its components. Properties of
performances are analogously defined and analyzed. Environment,
technology, and outcome are similarly treated. Theoretical mappings
are identified and their natures analyzed.

The causal connections are called mappings. Each is a relation of
a special kind, one that might state that: the returns to increases in the
measure of responsive of a performance increase with the increases in
the measures of the raggedness of the environment. Responsiveness is
a property of the set of performances of a structure. Raggedness is a
property of the environment. The statement is a mapping from the set
of measures of a property of performance and the set of measures of a
property of the environment to the set of measures of a property of the
returns or outcomes. Together, the first two sets of measures form the
domain of the mapping, and the last forms the range of the mapping.
The statement describes the nature of the mapping, and the theory
must now show this to be true. If our properties are defined properly,
we should be able to tell what the measure of the raggedness is, and to
specify what a desirable measure of responsiveness should be. If this
property is defined properly, then we should be able to work from this
measure to a set of performances that have this measure for this
property. Our analytic mappings would then be used to work back
from this required value to this property to the values of appropriate
structure properties and then from these to specific structures.

9. Efficient Structures: Organizations and Others

Whoever heard of a bicycle with square wheels? Why would one
design such a machine, which, incidentally, may no longer be
correctly termed a bicycle since its wheels are not round? In fact, the
shape of the wheel and the changes in the level of the surface, its
smoothness etc., on which it is ridden determine the smoothness of the
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ride one gets. Imagine a surface that is in the form of corrugated iron
sheeting where the cross section of each of the parallel ridges was in
the shape of half a circle that had a two foot circumference. The
bicycle that gives the smoothest ride when ridden over this surface is
one with square wheels. This is what some mathematicians have
shown to be the case as Kim (2001) reports. In this case the wheels
would have sides of one foot each, and the bicycle would be ridden
across the ridges and could make turns as long as they were not sharp.
Kim (2001) draws several surfaces with different configurations and
wheels of different shapes, and asks the reader to match each surface
with the wheel shape that gives the smoothest ride. The correct
matches show that each wheel shape, so very unlike the circle shape,
gives the smoothest ride for only one surface shape.

It all starts with the concepts of structure and performance and the
relations between the two. There are some examples from moths,
horses and yachts that may be used show the essence of this problem
of the relations between structure, performance etc, and an excellent
place to start is the research done on Scandinavian moths by Rydell
and Lancaster (2000). Their study uncovered some interesting
connections between the structure of the moth, what it is, the
performance of the moth, what it does, and the outcome, its chance of
staying alive. They found the moths to be of two kinds, each with its
own structure and performance. The environment of the moths
contains bats which feed on these moths and prevent their survival. A
moth which can perform in a way that allows it to avoid being
captured by the bats will be more likely to survive than is a moth that
does not perform in a manner that avoids capture. Bats find the moth’s
location by the use of sonar, by emitting sound waves and interpreting
their echoes. The moth feeds in shrubbery or bushes, and needs to fly
from one bush to another to find food. It is when the moth is in the
open, that is, when it is flying and not in a bush, that the sonar can
locate it, and thus when its chances of being located and captured by
the bat are good. The first species detected the sound emitted by bats
and when it heard it, it responded by flying into places, bushes, where
the bat sonar sounds did not penetrate, where the bats did not detect
moths and where they did not go. Detecting the sounds made by the
bat was possible because the moth had ears and a brain and the two
made it fly to specific places when the sounds were heard. These
places were those where the moth was surrounded by plant parts
which interfered with the echoes of the bat’s sound emissions and so
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made its moth detection device ineffective. Unable to locate with
precision where the moth was, the bat could not find it and so could
not eat it. The second species of moth could fly very fast, much faster
than the first one, and could make large and sudden changes in its
direction of flight. The second species could not detect the sound of
the bat’s sonar because it had no ears, but it did have big wings which
it used to fly in this seemingly erratic manner at all times. The bats
could locate and find this moth, but they found it very difficult to
predict its path and to catch and eat it. The behavior of the moths of
the first species, the one with ears made it more difficult for the bats to
find them, the behavior of the second, the one with big wings made it
more difficult for the bats to catch them.

The structural differences between the two species of moth
determined what each could do. What they could and did do along
with the facts on bats, their sonar, the presence of bushes that defined
their world, and so on, had an effect on the chances that they would be
eaten by bats. Rydell and Lancaster (2000) found that the structure
with ears species could hear the sonar and fly tolerably well to get out
of the open spaces and so make it harder for the bats to find it. The
structure without ears could not hear the sonar, but flew so well that it
was never in a unchanging and smooth flight path long enough for the
bat to catch it easily. The two species performed in different but
effective ways in the same environment. The structure of the moth
determines what its performance can be. The hearing species, the one
alert to the presence of bats had ears, which are structure parts made
up of specialized cells arranged in a manner that allowed the moth to
detect the presence of and changes in sound waves. In this structure a
segment of its cells were allocated the special task of sensing sound,
and the cells were arranged in a way to give it substructures we call
ears, that could detect sound. Its structure had two such ears and they
were ears placed on either side of its head, so its structure had some
redundancy in it, which increased the space from which it could hear,
and made it alert to changes in sound that originated from many more
points in space than if it had only one ear, or two that were placed
close together. The moth also had cell segments capable of
interpreting the sensation picked up by each ear and sent to its brain
by yet another set of transmission cells. The brain had built in decision
rules that directed behavior, and told the brain that when it got the
message that the sound was there, it was to activate and direct the
flying parts of the structure. Flying was to be at high speed, away
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from the source of the sound, and towards a bush, where the moth was
to enter among the foliage, where flying was to stop, and where it was
to stay for a while. The moth was alert and used this alertness to do
things that made it harder for the bats to find it, and so the outcome is
that moth has a better survival rate than it would have had with out the
ears.

In the other species the structure of the moth did not have the
substructures with the specialized cells that made up ears which could
detect sound waves. However, the structure of the moth gave it wings
that were much larger and thinner than those of the other species.
These relatively large thin wings had a higher ratio of area to weight,
a structure property known as wing loading. It is these wings, ones
with the structure property of high wing loading, that allow the moth
to change its flight path from one direction to very many other
directions, and to do so quickly without reducing speed or control. Its
brain has built in decision rules that tell it that under all conditions it is
to change its direction of flight very often, and that the changes are to
be made quickly, and be without any fixed order. What the moth is
determines what it does, and this moth has wings that allow it to fly at
high speed with rapid direction changes. It also has the brain which
tells it to fly in this manner all the time. Bats can track the flight of
this moth with their sonar, but they have a difficult time predicting its
flight path and making the rapid changes in direction needed to catch
it. One moth is built in a way that lets it act in a manner that makes it
hard for bats to find it, while the other is built in a way that makes it
hard for bats to catch it. The environment, the bats, what they eat, how
they catch it etc., are some of the elements that make up the
environment of these moth.

Structure determines performance and performance together with
the environment determine outcome. But structure also has costs and
the efficiency issue becomes relevant. In this case, given the equal
effectiveness of the two performances, one should be interested in
which performance costs less to get than the other, and so we come to
the issue of the cost of maintaining and operating the two moth
structures. Rydell and Lancaster (2000) conclude that the structure
with ears costs less in energy to maintain and operate than the does the
one with big light wings. The specialization of cells to sense and
others to interpret sounds could be done with cells that require a
certain amount of energy to maintain and carry around in flight.
Greater speed and fancy rapid direction change flying require cells
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that cost more energy than the hearing ones. Greater speed and
maneuverability, greater flexibility of performance, need a structure
with more cells and higher body temperatures which means the
structure needs more energy for its maintenance than that needed for
the hearing cells. In turn, this means that the fancy flying species of
moth needs more food than does the first, which means it has to visit
more shrubs in a day in order to find food to give it this energy, which
means that it is has to be in flight for longer periods of time during
that day, which means it has to expose itself to bats for longer parts of
that day, which means that it is more likely to be caught and eaten.
The environmentally knowledgeable or alert but dull flying species is
more efficient than the non alert but spectacular flying one. Though it
does not necessarily follow that the more efficient species would have
the larger population, in this study of moths it did. The authors of this
study, Rydell and Lancaster (2000), found that the more efficient
moth made up 95% of the population and the inefficient one made up
the remaining 5%. There is of course the possibility that a
performance that is less alert than the one and less flexible than the
other might be more efficient than both. This study does not address
this question of the general relations between the structure of a moth
and its performance. It does not need to do so, because even if the
question is of some academic interest its answer is not of much use.
Because it is not interested in this question, the study makes no use of
general concepts of structure or performance properties. We
introduced terms like redundance and alertness when we described
this study of moths, because we are interested in knowing how
structure performance changes when changes are made in the
structure. Because there are cases where humans use a structure and
have some measure of control over it, such knowledge can be very
useful. Rydell and Lancaster (2000) show us in clear terms what it is
to connect structure to performance. In the next example, there is the
same analytic treatment of structure and performance, but with a
structure that that is to be used and over which there is some measure
of control.

A structure that is more useful to humans than the moth is the
horse, and the connection of its performance to its structure is
interesting and useful, and one in which the structure and its
performance are closely related. This performance gives it an outcome
of successful survival in the wild or in return for useful service to
humans (Hildebrand, 1987). Starting with behavior, and concentrating
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on what interests humans most, movement, one may describe many
different things about the way a horse moves. Important
characteristics of the things a horse can do are: a horse can run faster
than most mammals; it can run at that speed for relatively long
periods; it can change direction, rate of movement, and location in
three space quickly and easily; it can do all this while carrying a
normal sized adult; it can pull heavy loads. Its movement performance
has the properties of speed, endurance, maneuverability and strength.
We are talking about what a horse is capable of doing because it is
what it is, and about the usefulness of what it does to us. We
mentioned speed, etc, because we have concluded that these are some
of the properties of what it can do that determine the outcome we get
from using the horse. But why is it that a horse can perform in this
manner given its weight, but other animals cannot? The answers lie in
the nature of the structure of the horse, the way it is put together, and
in particular in the structure of its legs. If we know the details of these
answers, and if we have any measure of control over the structure of
the animal we actually use, then we can begin to discuss issues of the
efficiencies of structures, and make decisions on what structures we
should look for to buy or breed.

Speed, etc are performance properties, not actual components of
the performance. There is nothing called speed that the horse actually
does. What the horse does is move its legs, and properties of this
movement may be connected to speed. The distance a horse moves its
legs is one property, and the time it takes it to move one leg after
another is also a property. The further the horse moves it legs and the
rate at which it moves them determine speed as Hildebrand (1987)
tells us. He develops and explains arguments that relate various
components of the structure and their properties to the properties of its
performance. First there must be the concept of structure, which in
this analysis is seen as muscles, bones, etc. and the relations between
them. For example, one thing that affects the rate of leg movement or
stride is the location of the set of points where muscles are attached to
leg bones. It is the distance from these points to the joints between the
leg bones that are turned by the muscles that is the property of
structure that is relevant here. He tells us that higher rates are obtained
by “..shifting the insertions of leg muscles closer to the joints turned."
One structure property is connected causally to one performance
property, according to general principles of Mechanics that apply just
as well to doors and the locations of the handles that are used to open
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and close them. The length of the stride is determined by the length
and weight of the legs. Longer, lighter legs mean more length of
stride. But it is not just the length that is the relevant property, but
rather the length relative to the body size, defined in terms of such
properties as length of body, etc. But, after some point, greater leg
length relative to body length causes the legs to strike one another,
and that reduces speed. The relation of structure property to
performance property is not monotonic.

Hildebrand (1987) goes on to discuss leg weight, the rotation of
joints in three space, and so on. When he is done he has explained the
measures of the running performance of a horse in terms of measures
of properties of its structure, and has made it clear how these last
measures are obtained from pieces of the structure itself, and of the
relation of these to one another. If we could design a horse, or if not,
then breed it, to have what we wanted we could use this analysis to get
more speed or more endurance. Endurance depends on the amount of
energy recovery which is determined by the four suspensory ligaments
in each leg and their relations to the bones to which they are attached.
Identifying these relations is not possible without a clear
understanding of what a structure is. We must know the pieces that
make up the structure and the relations they have to one another. In
this case the pieces are bones of certain shapes and muscles of certain
compositions, and the relations of the physical connections between
all of them.

What is not discussed by Hildebrand (1987) is why the horse
needs to run fast, for long distances etc. This is not Morphology, but
economics broadly conceived. The answers come from consideration
of the horse's environment and the performance that would allow it to
survive and reproduce in the environment. This analysis involves
explaining that speed is necessary for survival because the horse lives
on flat open land where its food is, and is prey to other animals who
can run medium fast for very long distances, such as the wolf. Speed
and endurance help the horse get away from its enemies, and the
sooner it starts running the better off it is. It starts running when it
senses the presence of its enemies in its environment, so the sooner it
senses such a change the better off it is. What it needs are components
that make it sense such changes as soon as they occur, components
that make it alert. It has them in its ears and its eyes. Its ears can be
moved over almost 360 degrees and that allows it to hear sounds from
all parts of its environment. Because its ears can be moved separately
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it can cover, at the same time, more than one direction from which
sounds of danger may exist. Meanwhile its eyes are set wide apart
which allows it to focus very well on distant objects and to see, albeit
not very clearly, nearly anywhere in its environment by merely
moving its eyes. The components are comprehensive in their scopes,
and there are four of them. This redundancy in the structure allows it
to cover a lot of the environment more often than if it had just one
component, and this more frequent sweep enhance its alertness by
increasing the probability that it detects any sign of danger within
some time from its happening. The fact that the horse structure
includes components that sense different aspects of its environment
makes it more flexible. Two kinds of sensing components, each
sensing a different aspect of its environment gives it the flexibility to
detect two different, and often independent, aspects of its environment
and enhances it alertness. If there is no sound it might well catch sight
of the danger and conversely. The horse’s structure determines its
performance. High levels of alertness and flexibility are properties of
the horse’s performance that serve it well. Components of its structure
are such that the structure has high levels of the properties of
comprehensiveness and redundancy, which give its performance the
two desirable properties. With this kind of knowledge, one has a basis
for breeding horses that survive in the wild, or ones that can do what
we want them to do, be maneuverable for Polo, or have great
endurance at relatively low speed for the 100 mile races. Though we
cannot design horse structures, we know enough about genetics to
breed them to have the desired structures, or to buy them when they
do.

The same logical problem is faced by the designers of the 12
meter yachts that race for America’s Cup (Nova, 1988). Again the
property of speed of movement concerns the decision makers. This
property of performance is however determined in this case not by
length of stride, but by the measures of the properties of lift, drag,
flow, and so on. Meanwhile all the performance properties are defined
in terms of structure properties that include the shape of the hull, the
weight and shape of the keel and so on. Designing a boat that is fast in
many different environments of sea and wind, and at the same time,
stable and strong is no easy problem (Nova, 1988). It requires an
understanding of the relation of structure to performance, and the
knowledge of how different performance properties and their values
affect the boat’s ability to win the races. Horse or boat, the problem is
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of one logical form. The names of the variables differ from one
problem to the next, and the branches of knowledge needed also
differ. But in both cases the analysis must uncover how the measures
of performance properties are related to the measures of structure
properties.

We should like to do something like this for organization
structures and the environments in which they exist. Because our
structures and environments are not simple as those of the bicycle and
surface, our arguments will not be straightforward pairings.
Nonetheless, the main purpose of this work is to find the organization
structure that is efficient given the nature of its environment and the
chosen technology. In more general terms, we hope to develop a
theory which identifies the relations from structure components,
environment components, and technology components to whatever
outcome we might want. We want this theory to be in a form that
allows us to accomplish our second goal, which is to design the
structure, that is, to identify the real components of the structure that
is best or highly efficient given the environment and the technology.
Finally we want the process of designing efficient structures to be
efficient and operational, which means that it is to be a systematic
process made up of well identified steps that are described in terms of
what the designer actually does. To achieve these goals, we need to do
a large number of things, from defining terms to developing the
arguments that produce the theory mappings and the backtracking
rules. The blocks we identified earlier, structure, performance,
properties of each, environment, technology and performances of both
must be defined in detail. The concepts of a mapping and of rules of
movement of the design process must also be defined. All sets of
definitions require that we start with the most basic of concepts and
define and discuss them once all together.



CHAPTER 2

ORGANIZATION STRUCTURES

1. Components of Organization Structures

Two people are connected by a decision rule if one of them
specifies in some measure what the other is to do. It is this connection
which makes an organization of those so connected, just as the
connection of parenthood makes a family. The decision rule
connection is necessary to the definition of an organization structure,
but it is not sufficient. There are other connections that may be used to
define an organization structure, but a structure is an organization only
if there are the decision rule connections between people. The
components of an organization structure are given in Baligh and
Damon (1980) as:

A set of people

A set of operating decision variables

A set of parameter variables

A set of things that are used as rewards

A set of assignments each of which pairs a decision variable from the set

of component 2 with a subset of people in the set of component 1

A set of assignments each of which pairs a parameter variable from the

set of component 3 with a subset of people in the set of component 1

7. A set of assignments each of which pairs a reward variable from
component described in component 4 with a subset of people of
component 1

8. A set of decision rules each of which involves one decision variable from
the set of component 2

9. A set of decision rules each of which involves one parameter variable
from the set of component 3

10. A set of decision rules each of which involves one reward variable from
the set of component 4

AL

o

2. People in the Structure

This first component may be a set of people with identities in real
life, such as Amina, John, Liu, Obafemi, or it may be a set of any 4
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persons such as (person 1, person 2, etc.). These are people who
belong to the organization, are members of its people component. By
the basic definition of an organization, they are the people who are
connected by decision rules to one another, or are expected to be so
connected. In any given case, one might put into the set the people
who are actually connected by decision rules. This would be a
description of some real structure. One could list the people who are
alleged to be members of an organization by virtue of other criteria. In
this case the set defines people who must be connected by decision
rules if they are to be eligible by our criterion for membership. By our
definition, a person cannot be in this set unless he or she is connected
to another by a decision rule.

3. Variables of the Structure

A number of the components of a structure are made up of the
variables embedded in the transformations that the organization uses
to attain whatever changes it aims to make in order to fulfill some goal
it has. The goal may be profit, and the transformations are those that
produce and sell spoons. The goal may be to prevent the control of
Kuwait oil wells by Iraq, which requires the destruction of Iraqi
armies which involves the use of destructive technologies of war. In
all transformations there are variables involved each of which
represents some aspect of the world. To an organization, the variables
that matter are those which are the aspects of that segment of the
universe in which its goals and its capacities are defined. Goals relate
to the aspects that the organization wants to become the facts, and
capacities relate to what it can make into facts, and the two are
connected in ways described by what we term the transformations.
Some of these are known to the organization, and it is capable of using
them to make that segment of the world that is relevant to it to become
what it wants it to be or something close to it. These are the
organization's transformations, and the variables they contain are the
elements which make up components of its structure. Like all
variables, these take on different identities or values. The color of eyes
is a variable and the color of this pair of eyes takes the identity we call
brown, and that pair the identity we call blue, and so on. Identities are
generally referred to as values, and variables are said to take on
specific values in the real world when they take on an identity.
Transformations connect the values of variables to one another. A
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simple market transformation connects the value of the variable of
price to the value of the variable of the units sold. Each organization
has a set of variables that come from its transformations, and each
variable takes on one of a given set of values. It is important to
distinguish clearly between a variable and its value. The variable is an
aspect of the world, such as price, and for this variable there is one or
more sets of values it may take. One set is relevant in any given case,
and for the variable price it is the set of all numbers greater than zero,
and the number is of US dollars.

Variables in the organization’s transformations which take on
values that are given them directly by the organization are termed
decision variables, and they are the elements of a set that is a
component of this organization. Decision variables take on values
which the organization gives them, and they are variables that are in
the transformations the organization uses and the values of which are
made facts by people in the organization. The number of units of some
part moved from inventory in the warehouse to the shop floor is one
such variable, as is the message sent in advertising the product. We
distinguish between decision variables that involve operations, those
that involve rewards, and those that involve information. The first
refers to what the structure does in terms of its activities that directly
impact the outside world and bring about an outcome which the
structure is created to obtain. The second are those restricted to the
actions that are directed to people in the organization and specifically
those acts which reward these people. The third refer to things done
with information, and are described after we define the set of
parameters. The distinctions are made for reasons that become clear
when we discuss the efficiency of the process of designing structures.

Parameter variables are the variables in transformations which
cannot be given values by the organization. These variables take on
values which are totally beyond the capacity of the organization to
affect. All aspects of the weather are such variables, and it is these
variables that are the elements of a component of the organization’s
structure. The set of decision variables that have already been given
values may be considered to be parameters as long as the values they
have been given are to remain facts. Finally there is a set of variables
that may be created from various combinations of the decision and
parameter variables. The set of variable parameters that makes up the
component of the organization is the union of these three subsets.
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A decision variable is given values by the organization and it is
what the organization decides it is to be. Parameter variables cannot
be set by the organization, but may become known to an individual.
The process of acquiring this knowledge by an individual involves a
class of decision variables which are information related, and included
in the definition of the set of decision variables. Though the
organization cannot set the value of a parameter it can read it, record
it, store it, or send it from one person to another. Reading a value may
involve many decision variables, but for our purposes it involves only
the decision to find out what that value is. Information is what these
variables deal with, and later we will make them the set of dec131on
variables for what we term the information substructure.

4. Assignments of the Structure

The next group of components of the structure are made up of
sets of assignments. A pair of the form (set of people, set of variables),
means that this set of variables are given to this set of people for
action. The people in the first component set of the pair are to do
something with the variables in the second component set, for
example, give them values or read their values. In each pair the set of
variables is made up of operating decision variables only, of reward
decision variables only, or of parameters only. Three types of
variables are used to define three substructures, each with its
components of people, variables, assignments and decision rules. We
call these an operating substructure, a reward substructure, and an
information substructure. In short they are the O, R, and I
substructures.

5. Decision Rules

Decision rules are the necessary connections for defining an
organization structure. As a starting point, we view a decision rule as
made up of a set of people who make the rule, a set of people who use
the rule, a set of actions or things involved in using the rule, and a
mapping. This mapping is a list made up of two columns side by side.
An entry in the first column represents a circumstance, a description
of part of the real world, a set of facts. The entry in the second column
represents what is either to be made into facts, or what is to made into
known facts. Pairing the entries, by putting them on the same line
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means that an action is to be taken when the entry in the first column
is a fact, and the action is to make the entry in the second column into
a fact. The action involved in a rule is associated with the subject of
the rule. For operating rules the actions are to choose, or to choose and
set, values of decision variables. For reward variables the actions are
the same as for operating rules, and for information rules the actions
are various logical combinations of read, send , receive, record and
store.

6. Substructures

In the definitions of the components there are the basics for
recognizing three substructures of an organization structure. Each
would be defined in terms of the components of the original structure
that refer to only one of the following: operating variables, reward
variables, or information variables. The people component of each
substructure would be a subset of the people component of the
original structure. The operating or O-substructure would be defined
as having the components:

a) A set of people (subset of components of original),

b) A set of operating variables (same component as in the original)

¢) A set of assignments of operating variables (same component...)

d) A set of decision rules on operating variables (same component... ).

The components of the other two substructures are defined
analogously.

Strictly speaking, our substructures as defined are segments of the
whole. Calling them substructures is not, however, a serious logical
error, since the definitions may be slightly altered to make them real
substructures. But whatever the term we use, the organization
structure is made up of these three substructures and is created to
achieve some ends. These ends must be translated into things that the
structure does. The connection from action to goal is described by the
transformations in the real world that may be made and which the
people in the structure know. The set of decision variables which
forms one component of a structure comes from these transformations.

7. Source of Examples

Master Brewer Corporation is a firm that is used in this book to
illustrate concepts and connections of the analysis, properties used in
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the analysis, and the design rules derived from this analysis. The
theory, or analysis, is about the efficiency of different structures under
different sets of circumstances, and the process is about creating
structures that are efficient. If we were to fix the structure of this firm,
MBC, then we could not use it to supply a variety of illustrations
needed. We therefore allow MBC to be whatever is needed to give the
appropriate illustration. But because we need it to be also a good
source for comparative illustrations, we have to keep some basic
things fixed. In general therefore we describe MBC as being engaged
in using a number of transformations to brew beers that have different
characteristics. The firm also uses a number of transformations to sell
the beers it brews. The details of the transformations differ from time
to time, and the outcome in which the firm is interested depends on
the details of the transformations and the way the firm uses them, that
is the decisions made. These decisions are the result of the
organization structure of MBC, which is a set of elements of each of
the components of the structure as defined above.

What MBC is will change as the things we need to illustrate
differ. It is defined as brewing many different brews in many different
breweries. It sells these beers in many different markets that differ
from one another in many ways: geography, culture, competitor
behavior, government regulation and so on. These different competing
breweries and markets change over time in a number of different
ways. Some change often a little each time, others change rarely but
change a great deal when they do, and still others change in the
manner of one or the other of the two remaining ways. But to start, we
will describe a very simple MBC, and design a structure for it that is
efficient in terms of the output the structure gives and the cost of its
design and operations. In designing the structure for MBC, it matters
not that the output is beer rather than knives, or that the input is hops
rather than steel, and so the terms we use are the general ones: output
amount instead of gallons of beer, price per units of effort instead of
dollars per half page advertisement. The structure designed is thereby
clearly applicable to MBC and to many other firms.

8. Designing the Organization Structure For a Simple MBC
Our example of direct design of an organization structure is for a

simple, very young MBC. The firm has seven members to whom we
refer as the Super Seven (Baligh, 1978) of MBC, and it is the structure
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of which the set made up of them is a component that is to be created.
The set of people we call the Super Seven is the first component of the
vector that describes this structure, and now we need the elements of
the component that is the set of decision variables, the one that is the
set of set of parameter variables, the one that is the set of decision
rules for each of the seven people to use, and so on. When the
structure is complete, then the Seven will have been organized. To
concentrate on the structure issues we will leave out details of the
business of MBC that are not relevant to the problem of structure
design.

Purposeful design of an organization structure starts with the
transformations that the structure is to operate. These are made up of
decision variables to which the structure gives values, and parameter
variables the values of which the structure can only discover. The
design problem involves choosing the structure which operates with
these variables. The design we want is one that makes the decisions
that get the Super Seven of MBC to its goals. To describe the
fundamental nature of this problem of design we start with an example
of the direct design, with direct moves from transformations to
environment components, and from these to structure components
(Baligh, 1978). For the example, MBC is of a firm engaged in the
production and marketing of only one kind of beer. It wants an
organization structure that makes decisions that maximize its profits.
First there are the revenues and costs of the actual operations, and the
difference between the first and the second is termed operating profits.
The ultimate goal is to maximize the difference between the outcome
of the structure’s decisions, which are in this case operating profits,
and the cost of operating and maintaining the organization structure
that makes the decisions on operating variables, parameters etc. Once
we design a structure with the seven people which maximizes these
net profits, we investigate variations in the number of people and the
rest of the structure to see whether the changes save more in cost of
the structure than they lose in operating profits from the decisions they
make.

A set of transformations is defined, and it represents the ways by
which the set of people of MBC can change the state of the world.
There are transformations that describe how some things are turned
into other things, and how money is turned into things, and
conversely. In other words, there are some production functions, and
some market response functions. These are what the Super Seven, the
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set of seven decision makers, have to live with. From these
transformations we can identify the parts of the world that are beyond
the seven to influence, and the parts the nature of which they
determine. The former are the parameter variables in the
transformations, and the latter are the decision variables. Each
variable in the transformations takes on any one value from a set of
these at any given instant in time. This value is defined in terms that
describe one element or component of the world. For example, price
takes on a value in dollar amounts, while consumer attitude takes on a
value described as friendly or hostile. Variables that are parameters
take on values that the seven persons of the structure have no power to
affect. All they can do is to find out what these values are. We call this
“reading” the parameter value. Decision variables are ones that are
given values by one or more people in the organization. We call this
“setting” the variable value.

The business is in an environment that goes from one state to the
next every so often, with prices and technology changing. We want
our organization to make decisions that maximize profits each period
and to reach those decisions as soon as possible after the time of the
change in the states of the environment and technologies. Profits in a
period depend on the decisions the seven people make and on the
particular environment of their business in that period. There are
seven people in this organization, and we need to organize them, or
design a structure that has as a component this set of people. Creating
this design is an exercise that should make the concept of an
organization structure very clear. The exercise gives one an
experience of how one is to deal with the important issues of the detail
with which one specifies a structure, of the clarity of the statement of
the connections, of the problems of fitting pieces of the structure
together, and the problem of relating structure costs to the structure
components. The exercise has all the elements of the structure of an
organization in it, along with examples of two major concepts
described earlier, namely, a technology and an environment. The
design of an organization structure for this operation is to be complete
with all its components fully specified. The whole problem is
formulated with assumptions about transformations (technologies),
environment, and goals that makes it easy to expose the essentials of
what a design of a structure is. The object is not to show what a
realistic structure looks like, nor is it to describe an efficient process
of design. Rather the object is to show what a complete, fully detailed,
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and operational design is, and how the design determines the decisions
made and the effects of these on the outcome.

Even though the world of the Super Seven changes from time to
time the length of this period is not allowed to change. We assume
that these periods are of some fixed length and that our Seven, the
firm, start operations in any period after all decisions are made (every
decision variable in every transformation is given a specific value).
The profits made in any period depend on the decisions made, on the
time operations actually start, which is when all the decisions are
made, and on the values of the parameters that describe the
environment of the firm. For every set of decisions made, operating
profits fall rapidly with the time it takes to make these decisions. Once
the decisions are made, the seven spend their time making sure that
the decisions are implemented. The object is to design a structure that
makes decisions that maximizes the profits made from the operations
each period. Once this is done, the cost of the structure is to be
considered so that the highest net profits, operating profits minus
structure costs are obtained. What is needed now is to organize these
seven people, that is, to design the organization that has this set as its
first component, and gives the set of decision variables the values that
maximize operating profits in each period.

One may take on the identity of one of the seven people in MBC
and with it the task of organizing seven people (six others and
oneself), in such a way that the decisions made in any period are
optimal (maximize operating profits), and are obtained in the shortest
possible time. Later we will alter the design to get the one that
maximizes operating profits minus the cost of the structure. In any
design we choose, each decision is made by one or more of the seven,
and each person making a decision (seeking the optimal values for a
variable) goes through a process of solving a problem. All the facts
about the environment (parameter values) can be obtained at the
beginning of an operating period. When the decisions are made, the
firm spends money to buy inputs, and at the end of the period, the firm
sells its outputs and gets its revenues. We assume that the time it takes
any group of people to solve a problem (give values to decision
variables) increases rapidly with the number of decisions to be made.
A problem with four decision variables to be given optimal values
takes a lot more than twice the time it takes the same group to solve a
problem with two decision variables. Also, it is assumed that the time
it takes to solve any decision problem falls very little as the number of
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people working on the solution increases, and that the time it takes to
send messages from one of the seven decision makers to another takes
almost no time compared to the time it takes to solve decision
problems, even those with only one decision variable.

MBC produces only one kind of beer, and the and details of the
transformations that describe its brewing operations are given below.
It produces amounts of this product in one or both of two factories or
breweries. In each factory the production process uses up amounts of
four different inputs to produce some amount of the product (output).
The exact relations between the amounts of the inputs used and the
amount of output that results change from period to period. The total
amount produced in both factories in any period can be sold only in
that same period. There are two markets in which the business may
sell its products. The total amount sold in both markets in any period
cannot exceed the total amount produced in both factories in that
period, but the amount sold in either market may be in any
combination of amounts from the two factories. The amount it may
sell in each market is determined by the price it charges in that market
and by the amounts of two demand generating activities (marketing
inputs) it undertakes.

At the beginning of a period the business starts out with money. It
uses some of that money to buy amounts of its production inputs,
whatever is needed to make the beer it makes in each of its two
factories, or breweries. Some of the money is used to obtain the things
needed, marketing inputs, to sell the beer each of the two markets. The
business then transforms its production inputs into amounts of output
in the two factories, and uses its marketing inputs to help generate
sales in the two markets. At the end of a period amounts of the outputs
are sold and money is received. All the facts describing the relevant
circumstances of the period can be found out in very little time at the
beginning of each period. The circumstances and the decisions
determine the profits made in the period. One may assume that all
seven people are reasonably competent at solving problems and
making decisions that get them whatever is required. One may also
assume that they are all honest, trustworthy, and willing to do their
parts in helping this business maximize its profits. When the work of
collecting facts, of sending and receiving messages, and of solving the
decision problems is finished, the people work diligently at making
what is actually done match what ought to be done.
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The operations that fully describe this business are known by the
people in the organization. Every transformation, whether it is one
showing amounts of things turned into amounts of other things or
amounts of things turned into money, is described by an equation.
Some transformations are production functions, some are market
response functions, some are cost functions, some are revenue
functions, and some are definition functions. Our first transformation
describes the operations of the first brewery and is of the form:

q=f(w,x,y,z,ab,c,d)

Here, q is the output amount of beer brewed in this factory, and
each of w, x, y, and z is an amount of an input used in the production
processes. Each of the terms a, b, ¢, and d refers to a number that
connects some input amount to the output amount. All eight terms are
variables, where the term ‘w’ may be the number of units of labor
used, a number the organization is allowed to choose. The term ‘a’
may be a number that represents the labor skill level and so affects the
way in which labor units may be turned into output units. This number
is not like the number ‘x’ since it cannot be chosen by any one in the
organization. It may, however, be found out by the organization. In
this transformation terms, w, X, y, and z are numbers that are chosen
and set by someone in the organization. They are values taken by
variables we call W, X, Y,.., and they are real values which are for the
organization to determine. Hence the variables are termed decision
variables and the choice of each value ‘w’, etc. is made and made a
reality by someone in the organization. Each variable represents an
aspect or component of the real world that takes one value from a set
of these. The value it takes, or the state in which it is at any time, is
determined or set by one of the seven. For our purposes all these
variables are given values that are positive numbers. In some
transformations the specific choice of the number may be constrained
but there are always multiple choices left.

The output obtained when the decision variables are given
number values by the decisions of the seven people also depends on
the variables values represented by the letters ‘a’, ‘b’, ‘c’, and ‘d’, in
the transformations. These letters stand for things about the
circumstances of the brewery and the inputs used. They are values of
components of the environment, where ‘d’ takes a value that is the
average daytime temperature which affects the speeds at which the
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machines may be run and so affects the output obtained from them.
The number this term takes at any time is beyond the organization to
affect, let alone set, and it changes from time to time. At some time
this variable may take on a value we call 70 degrees Celsius, or one
we term warm, or whatever. The variable is called a parameter, and it
is a component of the part of the real world that is embedded in the
transformation of this factory. Its value cannot be set, but it can be
found out. We term finding the value of such a variable reading it, and
we term the variable a parameter. This variable of the transformation
is one component of the real world, and it is relevant to this
organization because it is embedded in its transformation. This aspect,
or dimension of the real world which we may call variable A, takes on
a value which we represent by the letter ‘a’ in the transformation, and
it could be one of many in some set of values. Whatever it is, this
value is beyond the organization to affect, and so the variable is
termed a parameter. A parameter is a variable in the transformation
the value of which cannot be affected by the organization, though it
may be found out. In our simple example all parameters take on
values that are real numbers. These numbers represent such things as
the age of the brewery, the weather, the quality or purity of raw
material, the skill of the workers, and so on. These numbers differ
from one period to another, and all numbers are positive and between
zero and one. All may be found out at the beginning of the period. A
list with values of decision variables and parameters in one column
and value of output in a second column describes this transformation
and is interpreted as stating that the numbers in the first column give
the number in the second. Lists of this kind that meet certain
conditions are known a functions, and we assume this transformation
is such a function. When these are well behaved, they may be
represented by equations. For this version of MBC, all the
transformations are described by functions in equation forms which
are known in full by the people in the organization.

Other transformations are needed to complete the set that involves
this unit of operation of the organization. These are the
transformations that describe how the chosen values for the decision
variables are made real, that is, set and made facts so that they may be
used in the production process described by the transformation. In our
example, the organization must buy the chosen amounts of the
decision variables. So that when it chooses the value of x it must buy
that amount, and this involves transforming an amount of money the
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organization has into the amount x it wants. We assume that the
transformation of buying for all four decision variables is linear. The
price paid per unit bought is the same regardless of the amount
bought, When it is time to buy, the organization may read this price
before it makes its choice of the amount to buy.

The transformations that describe the operations of the second
brewery are analogous to those defined above. In this case there is the
production transformation

qF = PE(W*, X% y* 2% a* b* c*,d*)

There are also the transformations that describe the markets
where the input amounts w* etc. are bought. As before, the first four
terms are amounts of things we call decision variables, amounts of
things used to produce output. This transformation has an output that
is identical in nature to the output of the first factory. The amount
produced is however, whatever it is, and q and gq* are any two
numbers. The same is true for all the terms w and w* all the way to d
and d*. Furthermore, f is not the same mapping as f*, one
transformation being more modern than the other. This production
process also involves the transformations of amounts of money into
amounts of decision variables in markets that are analogous to the first
case but are not necessarily the same markets. There are four prices,
one for each decision variable.

When the our firm produces some amounts q and g* which total
Q units of beer, they sell this total in two markets. Each of these
involves transforming units of outputs into money, and they do so
according to some specific transformations. Each market is described
by its own transformation, and though both are analogous to one
another, they are not the same. For the first market we have the
transformation

S = g(u, v, P, k, 1, m, n)

Here s is the amount of the products sold, u and v are the amounts
of different efforts made to sell the product, advertising and personal
selling, and p is the priced charged. The parameters in this
transformation are represented by k, I, m and n, where one represents
the season of the year, another the successes of the local sports teams,
and so on. The decision variable amounts chosen by the organization,
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the number of advertisements put out, and the number of salesman
hour expended, are acquired in markets in return for money. The rate
of exchange in each market is constant, which means that each is a
price that is fixed, a parameter. The price that holds for each period
may be read by people in the organization at the beginning of the
period and may be any number of units of some kind of money.

The transformations that describe the marketing of the product in
the second market are analogous to those for the first market. There is
the transformation for the amount sold

s¥ = g*(u*,v*,p*,k*,l*,m*,n*)

There are also market transformations which describe the way in
which the prices charged, and the marketing inputs used in the
marketing effort are transformed into sales. These inputs, advertising
and personal selling, are bought at various prices that are fixed for the
period but change from one period to the next. There are two more
transformations needed to complete the starting set which are
described by the equations which state that the total amount of output
produced in any period is Q = q + q*, and the total amount sold in any
period is S = s + s*. The amount Q produced in a period may only be
sold in that period. The amount S sold in any period cannot be larger
than the amount produced in that period.

9. The First Structure Design

We can now proceed to design an organization structure, that is
organize the seven people named A, B, C, D, E, F, G who are to make
the decisions with the first stage objective of maximizing the
difference between the revenues the firm receives from selling an
amount in each period and the costs it incurs in producing and
marketing that amount. Decision variables and parameters are
identified by the functions that describe the transformations, and
organizing the Seven now turns to the determination of the assignment
of the former to those who are to give them values, and the latter to
those who are to find out their values.

The state of the environment is defined by the number values
taken by the parameter variables. Someone in the organization reads
the numbers and then inserts them into the transformations that hold
for the period in which the decisions are to be made. All the
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transformations allow many choices to be made in the manner in
which a given amount of the product is to be produced and marketed.
In a factory, a given amount of output may be produced in any given
period by many different combinations of input amounts, and the set
of these combinations will differ from period to period because it is
determined by the specific parameter values that hold for the period.
The design of the organization structure for this case is described by a
vector of ten components, a version of the general vector defined in
the first part of this chapter. When the components of this vector are
fully described, they will be the blueprint or design of the organization
structure that is to do all that which is needed to operate the
transformations to some end. The first structure we want to design is
the one that maximizes operating profits, which are defined as: net
total revenues in markets 1 and 2 minus total cost in factories 1 and 2.
Because the time it takes to get these decisions determines when they
can be implemented, and because the longer this takes the less return
they have, we want a structure that gets these decisions in the shortest
time possible.

Our first design will be created without any consideration of the
costs of the structure. Costs of the rewards to the decision makers,
costs of finding out parameter values, the costs of deriving parameter
variables, the costs of sending, receiving, and storing information and
many others will not be considered in getting the first design. When
this first design is obtained, we will be making changes in its
components and then seeing what effects on revenues, cost, etc. we
get. There may well be changes in any one of the components of the
structure we design that will improve the net profits. We may change
our decision to keep and use the services of all seven decision makers
and keep only six, which means we have to decide which of the seven
to cut, and then rework the rest of the design and replace the decisions
each makes and the decision rules they make and use, and so on.
These changes will save reward costs and maybe some information
costs, but they may well reduce operating profits. The new structure,
which will reduce operating profits and reduce structure costs, may or
may not give higher net profits than did the old one. Whatever the
case, these changes require that we have something to change, and we
have to start somewhere. We choose to start by ignoring the costs of
the structure we design and go for the one that includes all seven
people, maximizes operating profits by making the best decisions, and
does so in the fastest time possible. When we have this design
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completed, we may decide to make changes in it and evaluate the
results, and estimate their effects on operating profits and on costs of
the structure. If the effects on net profits are positive, then we make
the changes and then repeat the process. If the effects are negative, we
try another set of changes. We stop making changes and implement
the design at the stage where the facts we learn from the changes we
have made are such as to lead us to believe that further changes would
produce effects that are too small to justify the effort of making and
evaluating them. There is no general stopping point defined in terms
of structure features that can be identified for all cases of design.

Given the set of transformations that the structure is to operate or
use, we now design a structure. This will be a design in terms of the
components of structure. The process will work from the
transformations, the variables within them and the relations between
them to the structure components, ones that are operational since they
represent directly real things that can be done. The first component of
structure as we defined it earlier is the set of people in it. Every person
in is set connected by a decision rule to at least one other person
within it, and this rule involves a decision variable within one of the
given transformations. We specify components of the structure design
by starting with the choice of this set and then following it with the
specification of the second component in the list that defines a
structure.

The design of the structure, that is, the blueprint for the structure,
is given next using the variable definitions given earlier, among which
are q and q* as the outputs of factory 1 and 2 respectively, s and s* the
sales in markets 1 and 2 respectively, Q the total output of both
factories and S the total sales in both markets.

Component 1. The set of people that are to make decisions in this
structure is the set of seven people, {A, B, C,D, E, F, G}

Component 2. The set of decision variables that are to be given
values by people in the structure is the set of all decision variables
each of which appears in one or more of the given transformations.
This is the set of variable represented by s, x, y, z, x*, w, w*, etc in
the given transformations.

Component 3. The set of parameter variables the values of which
are to be read by people in the structure is the set of all parameter
variables, each of which appears in one or more of the given
transformations. This is the set of variables represented by a, b, c, d,
a*, d*, k, k*, 1, I*, etc in the given transformations.
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Component 4. The set of variables to be used as rewards in this
structure is the set with only one element, money. Decision makers
will receive only money for being in the structure. This component is
a set, {money}.

The next component is a set of pairs identifying the assignment of
subsets of decision variables to people in the organization structure.
Each element is of the form of a pair (specific person, { x, y., ....}).
For example, it may pair A with the variables of the transformation
that describes factory 1. Every such pair is an assignment of decision
variables to a person and means one of two things. The first is that the
value for any variable in the set assigned is to be chosen and set by
this person. The second is that this person will choose values for the
variable and give decision rules to another who will use them to
choose its value and to set it, or will choose values for it and give
decision rules to another, who will use the rules to repeat this
procedure, and so on, till the last person chooses a value and sets it.
The sequence may contain any number of steps. It should be noted
that to choose a value for a variable and to set the value of the variable
mean different things. To set the value of a variable means to give it
one specific explicitly stated value, whereas to choose a value for a
variable does not necessarily entail the identification of a specific
value, but may well be a choice of value which is not specified as
such, but in terms of its properties or the outcomes it brings about.
Also, setting a value implies making the value a fact, while choosing a
value implies only its identification in some form.

Component 5. The set defined as: {(C, the set of all decision
variables of transformations defined for factory 1 ), (G, the set of all
decision variables........ for factory 2), (F, the set of all decision
variables............. for market 1), (E, the set of all decision
variables....... for market 2), (B, the set of all decision
variables........for factory 1 and for factory 2, the total produced), (D,
the set of all decision................. for market 1 and for market 2, the total
sold), (A, the set of decision variables for the whole firm : total
produced and the total sold, the total produced and sold)}.

To assign a parameter variable to a person is to state that this
person will do one of the following things with it: read (find out) its
value, receive its value from another in the structure, send its value to
such a person, or store its value. The set that defines this component is
analogous to the previous one. It is a set of pairs, each of which has a
component that is a person, and one that is a set of parameters.
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However, there is nothing in this set that is analogous to the
distinction between choosing and setting a value. We could alter the
definition of this component to make the elements in it triples instead
of pairs. In each triple there is the same pair of person and set of
parameters, and a third which would be any subset of the action to be
taken. This set would contain any logical combination of the acts read,
receive, etc. and would mean that the assignment was to do any or all
of those things.

Component 6. The set defined as:{ (C, the set of all parameters
of transformation for factory 1, prices of all inputs (decision variables)
of this transformation, a list showing lowest total cost (optimum) input
amounts for each level of output of factory 1, and a list, called C(q),
showing the total cost of the optimum input amounts (minimum total
cost) for each level of output of factory 1), (G, same as previous but
for factory 2, with all references made to factory 2 in place of factory
1, and a list C*(q*) replacing C(q)), (F, the set of all parameters of
transformation for market 1, prices of all inputs, a list showing highest
revenue minus marketing cost (optimum) inputs and selling price for
each amount sold in market 1, and a list, called R(s), showing revenue
minus marketing cost amount (maximum revenue net of marketing
cost) of the optimum input amounts and price for each amount sold in
market 1), (E, same as previous but for market 2, with all references
made to market 2 in place of market 1, and a list R*(s*) replacing
R(s)), (B, the lists C(q) and C*(q*), a list showing the lowest total cost
(optimum) output amounts of factory 1 and of factory 2 for every
amount of total output, and the list, called C(S), showing the lowest
cost amount for every total output amount), (D, the lists R(s) and
R*(s*), a list showing the highest total revenue net of market input
cost (optimum) amounts sold in market 1 and in market 2 for every
total amount sold, and the list, called R(S), showing the highest
revenue net of marketing cost amount for every total amount sold),
(A, the lists C(Q) and R(S) and the two amounts Q and S that
maximize operating profits) }.

Because everybody is rewarded with only money the next
component is very brief and is:

Component 7. The set {({A,B,C,D,E,F,G }, m)}.

The next three components are those which describe the rules that
govern the decisions made on operating variables, on parameter
variables and on reward variables. A rule is defined above simply as
(m, u, f) where m is the set that determines f, u is the set that uses f to
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make decisions, and f is a mapping which associates with each of a
number of real circumstances (sets of facts) a set of values that of
which one is to be chosen for a decision variable, or to be chosen for
and actually given to the variable. The next component is a set of the
decision rules on operating variables for our organization of the seven
people. We start with the component that is set of decision rules on
operating variables. These rules are set on the basis of goals, which we
assume to be profits for this organization. The largest amount of profit
is the goal, and this means that optimal decisions must be made on
how much to produce and sell, where to produce it, where to sell it,
how to produce it, and finally how to sell it and how to produce it. For
this organization, we assume that the total amount sold is equal to the
sum of the amounts sold in markets 1 and 2, that the total amount
produced is equal to the sum of the amounts produced in factories 1
and 2, and that the total amount sold equals the total amount produced.
We will use the term circumstances to indicate the values of all the
relevant parameters. Component 8 of the design gives the set
operating of decision rules that produce maximum profits in any
period.

Component 8. The set defined as: {(A makes a rule for A which
states that at the start of every period A is to set, for the existing
circumstances of the period for both factories and both markets, the
total amount which is produced and sold and gives the maximum of
operating profits that the organization could possibly make.) (A makes
a rule that holds for all periods for B which states that at the start of
every period B is to set, for the existing circumstances of the period
for the two factories and for each amount of the total output that might
be set, the amount to be produced in factory 1 and the amount to be
produced in factory 2 which entail the lowest cost of getting the
relevant total amount produced.) (A makes a rule every period for B
which states that whatever the circumstances for this period are, set
the number of the total units produced at Q” (a specific number).) (B
makes a rule that holds for all periods for D which states that at the
start of every period D is to set, for the existing circumstances of the
period and for each amount of the total sales that might be set, the
amount to be sold in market 1 and the amount to be sold in market 2
which entail the highest revenue net of marketing costs of getting the
relevant total amount sold. (A makes a rule every period for D which
states that whatever the circumstances for this period may be, set the
total number of units sold at S”’(a specific number).) (B makes a rule
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that holds for all periods for E which states that at the start of every
period E is to set, for the existing circumstances of the period for
factory 1 and for each amount of the output of factory 1 that might be
set, the amount of input 1, the amount of input 2, etc., which form the
combination that costs the least amount of money of getting the
relevant amount produced.) (B makes a rule every period for E which
states that whatever the circumstances for this period may be, set the
number of units produced in factory 1 at q” (a specific number).) (B
makes a rule that holds for all periods for F analogous to that for E
and relating to factory 2.) (B makes a rule every period for F,
analogous to that for E, on output q*”.) (D makes a rule that holds for
all periods for G which states that at the start of every period G is to
set, for the existing circumstances of the period for and for each
amount of units in market 1 that might be sold, the amount of input 1,
the amount of input 2, etc., and the price charged, which forms the
combination that generates the most amount of revenue net of the
input costs from selling the relevant amount.) (D makes a rule every
period for G which states that whatever the circumstances for this
period may be, set the amount sold in market 1 at s”(a specific
number.) (D makes a rule that holds for all periods for C analogous to
that for G and relating to market 2.) (D makes a rule every period for
C, analogous to that for G, on sales s*).}

People in the organization need the facts that are in the domains
of the decision rules, before they can use these rules. Many of these
facts are themselves generated by people using rules, and needed by
others who need them to use their rules. Information, or facts needed
for decision making, to be collected, generated, stored and transmitted
if the rules which produce the profits sought are to be used to get it.
The component of design that is now created is the set of decision
rules on the facts that are to be read, stored transmitted, etc. Every
element of this set is related to one or more rules in the previous
component. It is understood that all rules on information collection,
transmission etc., are to be used in the most rapid manner.

Component 9. The set defined as follows: {(A makes a rule that
holds for all periods for B which states that B is to: a)collect and store
from the use of his operating decision rules in this period the list
which pairs every total output amount produced with the amounts
from factories 1 and 2 which give that output at the least cost, b)
collect and send to A the list that pairs every total output amount
produced with least amount of cost needed to get that amount, that is ,
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the list C(Q) ), (A makes a rule that holds for all periods for D which
states that D is to: a) collect and store from the use of his operating
decision rules in this period the list which pairs every total amount
sold with the amounts sold in market 1 and market 2 which generate
the largest amount of revenue net of market costs from selling that
amount, b) collect and send to WA the list that pairs every total
amount sold with the largest amount of money obtained from selling
that amount that is the set R(S)), (B makes a rule that holds for all
periods for E which states that E is to: a) collect and store the values
of all the parameters that are in any of the transformations of factory
1, b) collect and store from the use of his operating decision rules in
this period the list which pairs every output amount from factory 1
with the amounts of input 1, input 2 etc., which in combination give
that output at the least cost, ¢) collect and send to B this list, we call
C(q) ), (B makes a rule that holds for all periods for F which states
that F is to: do the same things as rules to E but applying to factory 2),
(D makes rule that holds for all periods for G which states that G is to:
a) collect and store the values of rules all the parameters that are in
any of the transformations of market 1, b) collect and store from the
use of his operating decision rules in this period the list which pairs
every amount sold in market 1 with the price charged, the amount of
input 1, the amount of input 2, etc., which in combination get from
that amount the most revenue net of the costs of the inputs, c) collect
and send to D the list R(s*), (D makes rule that holds for all periods
for F which states that F is to : do the same as rule to G but applying
to market 2.).}

For simplicity we assume that all decision makers will use the
operating and information rules correctly and do so in the shortest
possible time. The reward rules specify a fixed salary amount for each
decision makers.

Component 10. The set defined as follows: { (A, $m), (B, $n),...
.} The term $k is an amount, largest for A, next largest for B and D,
and smallest for C, E, F, G.

Putting the design of this simple organization structure into words
makes it seem a lot more complicated than it is. If put in mathematical
terms the design would be much easier to describe but the description
would still be complicated. In either case this structure maximizes the
operating profits by choosing values of the variables that do just that.
It also chooses these values in the shortest possible time, given we
make a few realistic assumptions which we identify below. Just as it
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takes a whole set of blueprints to describe the design for a house, so it
takes a lot of symbols to describe the components of the design for an
organization structure. For the design to become a reality, then all
people in the organization must follow all the decision rules and
everyone does exactly what the rule tells her or him to do. The real
outcome of the decisions made is the highest level of operational
profits, the outcome which guided this first stage design. The problem
formulated for the organization stated that the sooner the decisions
were made, the better the results. The design we have is one that
makes decisions much faster than many others. Our structure has four
people working simultaneously investigating different parts of the
problem and identifying important elements of the final decisions.
This is clearly faster than if these investigations were done by one
person sequentially, but it is also more costly to hire the three people.
Is it worth hiring them? The answer depends on what the speed
produces in profits and on what the people have to be paid.

10. Structure Costs

People in organization structures make decisions which they
derive through a problem solving process. Costs incurred in this
process include among others the rewards given people to solve
problems, the costs of buying and operating tools used to work
through the process of making decisions, the money spent on
collecting information, storing it, sending it, and so on. Designing the
structure or parts of it costs money. The structure we designed was
intended to maximize operating profits, and these did not include any
of the structure costs of rewards, and so on. To design the structure
that maximizes profits from the operations of producing, buying and
selling is not enough. It gives us a good starting point of designing the
next structure which is one that maximizes the difference between
these operating profits and the costs incurred in operating the structure
that performs in the manner that gets these returns. It may be
interesting to note that this first phase structure was not in fact created
without any consideration of the costs of operating. Why, for example,
is E told to send B the list C(q), the minimum cost function, but not
the lists from which B gets this function? B is told to collect the list of
input prices, and to generate and store the list that shows for every
output amount, the input amounts that give that output amount at the
least cost. The function C(q) is derived from these two. But the
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structure design specifies that the cost function be sent rather than
these two functions because it is assumed that it is less costly to derive
from them the cost function and then send it than it is to send both and
then derive the cost function. Sending the two instead of the one
would cost more. Furthermore, B needs the cost function to use his
decision rules on where to produce any given output, but does not
need the other information, hence he is sent the distilled form rather
than the crude form which he will need to distil. The designed
structure has considered a number of cost issues but by no means all
of them. There are very many changes that could be made in the
design, changes that might affect both outcome and costs. To improve
on our design and to do so efficiently, we propose that we use a
sequential process of design.

The proposed sequential process of design, which should be as
efficient as we can make it, involves making small design changes,
and calculating their effects on structure outcomes and costs. If the
new structure is better than the old one, then we have a new starting
point. If it is not, then we return to the first starting point. In either
case, the small change made and its effects on outcome and costs
should be analyzed and used to determine what the next small change
should be. This marginal process of design when applied to our
structure may well start with a downsizing change. A is the present
maker of the basic rules, and the one who makes the final decision. A
also costs a lot of money, and it is decided that he is to be fired. If this
is the only change we make, we lose all the profits we might have
made and save this person’s salary. This is not what we want, and we
need to have the design and decisions that had been made by the
person eliminated made by somebody. One way to get the same output
is to replace every entry that said A in our original design by one that
said (B, D). All the decision rules by the one fired, all the decision
made by him, and all the information collected etc. is now done by
this pair of people. If we assume that these two can operate as well as
did the one fired, and work as fast, then the decisions of the new
structure will be identical to the ones in the old. If the increase in
salary these two have to receive for doing more work is less than what
the fired one would have received, then the change looks good. But
time is important, and the effects on the speed of decision making
needs to be considered.

In the old structure there was a sequence wherein a set of rules
were used by four of the people to generate information, which was
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then sent to two others who used decision rules to generate
information, which was sent on to one person, the one to be fired. He
in turn used decision rules to derive two more rules which he sent to
the two who had sent him the information. Each of these two then
used decision rules to derive two rules which were then sent to the two
who had sent him the original information. In the new structure the
person no longer exists, and is replaced by two who send the same
messages and rules as before, except that they now send both to the
other person in the pair. There is no differences between the number
of messages and rules sent in each structure, nor in the sequences in
which they are sent. Since the two structures can make the same set of
decisions, the only differences between them are the time it takes the
two people of the one structure to derive the rules that the one did
alone, and in the amounts of money given to the two for the added
work they now do and that received by the one a fired. We would
need to evaluate any potential problems of having the two cooperate,
how much more money they need to be paid for the extra work they
now do, and for the cooperation they will need before we decide
whether it pays to fire the one person or not.

Whatever the decision, the process we have just been through
may give us some information on what the next change investigated
might be. Suppose we found out that the change made did produce an
increase in the time it took to make the decisions. Two people
working on the problem took longer that one person for whatever
reason. This increase in time was not great, but its effects on the
operational profits was relatively large; a small increase in time made
a large difference in profits. It now appears that a structure that takes
less time should be designed and tested. In both the structures
designed so far the process of making all the decisions involved the
following: a) four people read parameters, b) same four people then
use decision rules to derive lists, ¢) same four send lists to two others,
d) these two then use decision rules to top derive lists, €) these two
then send these lists to another, f) this one uses decision rules to derive
decision rule, i) then this one sends one rule to each of the two, j) each
of these two uses a rule to derive two rules, k) each of the two now
sends his two rules to two of the four each of whom gets one rule, 1)
each uses this rule to make a rule. At this point all decisions are made.

Each of these twelve steps takes time but they give decisions that
maximize operating profits. The design of the structure has many
activities done at the same time by having different people do parts of
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the decisions simultaneously. If one person was all we had in the
structure, he would have to do the work done by the four in the first
step in four steps one after the other. Step one now becomes four
steps. To reduce time we have to reduce the number of steps from the
current twelve. But we know that the twelve steps are necessary if the
structure is to make the decisions that maximize profits. To reduce the
time we have to reduce the structure by removing decision rules,
messages etc. The new structure will have fewer elements in its
components than the old. All the elements of the old have to be there
if the structure is to make the decisions that maximize operating
profits. The change made will give us a structure that cannot make the
decisions that maximize operating profits. But it will be designed to
reduce the time the structure takes to make decisions, and this
counters some if not all of the negative effects on operating profits. By
having fewer elements in its components, this structure is simpler than
the previous one, and will cost less to operate. Whether the change is
made or not cannot be answered until we know the magnitudes of
these opposing effects.

In the interest of brevity, only the outline of the changes made
will be given, and they start with the removal of A from the structure,
along with all the rules he made and used, the information he received,
etc. Along with this change we will change the rules that B and D
make and use, and we start with the change in the assignments
components. We assign B all the decision variables and all the
parameters of transformations of factory 1 and market 1, and assign D
those for factory 2 and market 2. We leave all the assignments of the
remaining four unchanged. The rule that B makes first is one for all
time for himself, and that is that he choose the amount produced in
factory 1 and sold in market 1 so as to maximize the difference
between revenue net of marketing costs and the cost of producing this
amount in factory 1. Another rule he makes is the one he makes every
period on the amount produced in factory one and the rule on the
amount sold in market 1. The rules B gives to E are identical to those
that he gave in the old structure. The rules he gives G, for market 1,
are identical to those that D had given in the old structure except that
the list generated by G now goes to B, not D. Analogous changes are
made for D, for F and for C. The time it takes for all decision to be
made each period is now the time needed go through only the time it
takes to go through 5 steps instead of the 12 needed before the change.
But the cheaper to run and takes less time structure does not allow any
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sales from factory 1 in market 2 or sales from factory 2 in market 1.
This cannot improve profits, and is very likely to reduce them. The
structure we choose is the better of the two when both changes in
costs and in revenues are considered. Following that choice, we go on
to the next change if we detect something from the results of this
change.

11. More on The Master Brewing Co. Example

The economic operation for which an organization structure is
designed above is one good source of examples for the theory and
design of organization structures that are developed in the rest of this
work. In its simple form, MBC served as an excellent example that
showed the essential elements of structures and their design. This is
only one form of the many we will give MBC. The details of this
operation and its structure are left unspecified so that we might be free
to make them good illustrations of those aspects of the theory or
design we want to illustrate. In all its forms, the Master Brewing
Corporation is a firm that is involved in the brewing and selling of
beer, and its features will become those that make it a good illustration
of whatever theoretical or design issue we a want to relate to real
world conditions. All the forms we will use will involve
transformations in which variables such as malt, hops, etc. combine to
produce amounts of beers which are described by variables such as
color, taste, etc. The production transformations describe how beer
color is determined, how beer taste is affected by containers in which
it is fermented, how to get it to be Ale, Lager, etc. The manner in
which one can get this or that aspect of the beer to be the one desired,
and the stages in the process of production at which liquids of
different characteristics may be combined to get such levels are also
described in the transformations. The market transformations describe
how amounts of beer of various kinds, packaged in various ways,
advertised in this or that medium, and priced at this or that level, sold
under this or that set of conditions, at this or that place, during this or
that season, are turned by the market place into cash received at this or
that time, given what other brewers are doing about these aspects of
their beers. All these transformations contain all the decision variables
and all the parameters of the operation of this firm which brews beer
of different levels of alcohol, of different tastes, colors, aerations, and
so on. It puts them in different kinds of containers, and sells them to
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people or organizations that buy them for consumption, for resale in
many different settings such as stores or bars, in privately owned
stores or only in government owned ones.

Others decisions the firm makes include those on the kinds of
beers it makes and sells, on the brand names it gives them, on the
colors and shapes of the containers and so on. It decides on the
geographic markets where it sells, the age of the buyers to whom it
wants to sell, and on the many dimensions of the transactions it
makes. These may include the location where control of the product is
transferred, time of the transfer, etc. All these decision variables on
the selling side are matched by decisions variables on the buying side,
whether it is the price at which an ingredient is bought or the form of
the ingredient bought. Then there are all the decisions the operation
needs to make on the financing of its operations, decisions on form,
sources, terms, etc. Finally there are the decisions to be made on the
rewards the members of the organization are to get, such as, money,
stock options, recognition, time off with pay, and so on. There are the
decisions on whether to reward this and that person on the basis of the
decisions he makes, on the extent to which he uses the decision rules
he is given, on some outcome of the decisions made, or on a
combination of these, or anything else.

There are also facts which the firm collects, and these include the
value of any parameter embedded in the transformations. They may
include competitor prices, the manner in which the competitor
connects his prices to ours, or the myriads of laws that regulate the age
of those to whom beer is sold, or the manner in which it is advertised.
Tastes, fashion, the entry and exit of beer makers, brewing methods,
transportation methods, motivations of consumers, market
idiosyncrasies, all may be relevant, and therefore facts that are to
found out, sent to various people in the organization, and so on. The
operation may also decide that it needs to know various facts about the
many circumstances of its relation with its customers and their
customers, and facts about the competitors’ relation with theirs
customers and suppliers. There are also facts about the ingredients it
buys, and the funds it borrows.

Rather than describe a whole new set of circumstances for each
example and design the structure for them, we will concentrate on
describing parts, or changes in parts, of these circumstances that
illustrate specific elements of the theory such as the definition of a
property, the contents of a proposition, the change in design that make
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a structure more efficient in the changed circumstances, and so on.
The firm MCB is whatever we want it to be.

12. Loss of Innocence and Gain of Generality

As the world gets more complex, the difficulty of designing in the
direct manner of our example becomes more and more difficult in an
exponential manner. We need a process that tells us something about
where to get our first design, how to choose the small changes that are
to be made and how to measure their effects, and also how to derive
the clues to the next set of small changes that are to be made. This is
the traditional process of using properties of the units of the analysis
and design. In designing the simple structure no use was made of the
standard concepts of organization theory. Not once were any of the
standard terms, of specialization, centralization, reports to, functional,
divisional, etc, used. It is obvious that the first structure designed was
a functional and centralized one, while the second was a divisional
and decentralized one. These properties are relevant only if they can to
be used to derive some generalization from the structure designed or
from general theorizing. What is needed are properties that can be
used to create categorical generalizations that are reversible into
prescriptive ones. If we have these generalizations, then we may learn
from our experience of designing structures, and from the experience
of others. The result is the development of general theories which will
allow knowledge to be disseminated efficiently, and efficient
processes of design to be created. Most important of all is that the
theorizing produce rules that are good and useful in the complex real
world.

In complex situations, descriptive terms or properties of the
structure are needed to guide us to the design, rather than describe
what we designed. But not every set of terms is as equally useful as
another. The old standard concepts will need to be changed, and new
ones created, ones that are useful in the process of design. The new
concepts must be operational, which means that they are defined in
terms of design decision variables, or design parameter variables. In
turn this implies that each concept must be defined in a manner that
allows the designer to specify a set of values which it may take.
Finally, to be useful, these values must be real, so that they may be
distinguished one from the other by the designer, and so may be
realistically made into facts by the designer.
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Generalizations are at the heart of the creation of knowledge.
They allow one to learn from one’s experience and that of others.
Generalizations are the essential elements of efficient decision
making. They are the bases for efficient everyday decisions such as
ones made at breakfast time. One decides to fill a bowl with pieces of
dry stuff of a certain shape from a box which is in one’s pantry and
has the word cereal on it. One then pours over the stuff in the bowl the
white liquid from the bottle in the ice box. One then sits down and
puts a spoonful of the mixture into one’s mouth. What did one not do
in making all these decisions? One did not taste a tiny piece of every
bit of the dry stuff to make sure it was the same as what tasted the last
time. One did not test the white liquid to make sure it was milk. One
did not test every drop of milk to be sure it was not sour. One avoided
all these costly processes and made decisions on the basis of
generalizations. There is the generalization that the stuff of this shape
in a box of this labeling contains edible tasty food which one likes, the
one about white liquid being milk, and about the sourness of the milk
not being possible for one drop from the bottle but not for the next
drop, and so on. All these are generalizations that make decision
making efficient if not necessarily foolproof. There is no logical
difference between the decision process on breakfast and that by the
physician working on generalizations from observed symptoms to
decisions on medical processes, and the boat designer working from
generalizations on water behavior, drag, etc. to the shape of the boat.
All the generalizations are useful if they reflect reality well; if they are
in terms that allow one to relate them directly to the facts of the world
one is in; if they are in terms that translate their form from the
categorical conditional, if X is true then Y is true, to the prescriptive
conditional, if you want Y to be true, then make X true. We start with
the subjects of the categorical and prescriptive generalizations that are
to be the elements of our efficient and intelligible process of designing
organization structures.

13. The Pieces of Analysis

The three major components of the analysis and design of
organizations are the structure of the organization, the world of which
it is a part, and the transformations that it has and by which in brings
about changes in the world. Purposive organizations, our interest in
this work, are created by humans with the purpose of changing the
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state of some part of the world. The ways that changes may be made
are described in mappings that we call transformation. These tell one
what happens to a small part of the world when the organization does
something to some other small part of the world. These transformation
may be perfect pairings or not, may be complete or not, and may be
certain or not. They tell us that when we do something to one part of
the world something will happen in another part. They also tell us that
this causal relation is affected by what a third part of the world is like.
The transformation is made up of sets of things: things the
organization can do; things that happen as a result of what the
organization does; and things in the world that specify the details of
what happens. The first set we call decision variables, and they are
those changeable parts of the world which the organization can make
be what it wants. The second set we call outcome variables, and they
are those changeable parts of the world which the organization would
like to be something but it can only make them so indirectly through
the first part. The third we call parameter variables, and they are those
parts of the world which are what they are, regardless of what the
organization wants them to be. What they are determines what
happens to the outcome part when the decision part is made to be this
or that. This third part is what we call the environment of the
organization. The structure is to determine what the decision variables
are to be in order to make the outcome variables what the structure
wants them to given what the parameters are.

A transformation states that sales for a firm depend on where it
locates, on the price it charges, on the density of population in the area
of six miles radius, and on the temperature of the atmosphere outdoors
in the area. The decision variables are location and price, and what
they are to be, that is by the values they are given. The variables are
identified in terms of an address and an amount of dollars. The
parameters are identified in terms the density of population in an area
six mile radius from location, and the temperature of the atmosphere
in the open in that area. The transformation says that you get so many
units sold when you locate at this spot, charge so much, the density is
so much, and the temperature is so much. The transformation is a list
of pairs, the first the four values of decision variables and parameters,
and the second the sales figure. The environment is the term we use
for the two parameters, and the state of this environment at any point
in time is a pair of values of what the density and the temperature are.
The identity of the environment is determined by the nature of the
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parameters. The state of the environment is determined by what the
values of the parameters are. We define and discuss environments
some more below after we discuss structure and transformations

14. The Thing and Its Properties

The properties of something must be defined in terms of the
components that define the thing. If the thing is an environment, then
its properties must be defined in terms of the components that define
the environment. The property may be in terms of the components
directly or in terms of vectors of values of these components. The
environment is defined by a vector, in which each component is a set
of elements, that is, a subset of some predefined set of things. This
might be all persons alive today, and the component in a specific case
might be a set of just two of these people. For each component of the
vector there is a such basic set vector, and each specific vector has a
component made up of a set of elements that belong to the basic set. If
the component of the environment is a price charged by competitor X,
then the basic set is the set of all real numbers of dollars that he may
charge. At any given moment in a specific environment this
component is a specific number of dollars. This component describes
the actual price charged, and is one dimension of the environment that
we consider to be relevant to an organization. The organization may
have any kind of relevant environment, and this might include many
more components, and besides competitor X price there might be
competitor Y price, aspects of the weather, government regulation,
etc. Each may take on a value such as dollar amount, temperature
average for the day, number of regulations, and so on. In each case the
important thing is to match the definition of components and value set
to the analysis and to choose both in a way that fits one's capacity to
observe the values taken by the components of the environment.

In defining and analyzing properties we must adhere to the
requirements that we set earlier. In summary, these involve a clear
definition made in terms of the components of the thing to which the
property applies; the identification of the exact manner in which the
property may be measured; the uni-dimensionality of the measure of
the property, or if that is not the case, then a clear understanding of its
multidimensionality; the use of a measure that is reasonably well
ordered and observable or actually possible to set; and the defining of
properties that are relevant, that is, can be shown to be generally
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related to the outcome of the performance or to the structure (Baligh,

Burton, and Obel, 1990). For every property we create and use in our

analysis of structures and in creating designs of these we will give the

following:

a) a definition in terms of the components of a thing to which the property
attaches;

b) a set of values the property may take, the explanation of the order we can
impose on this set, and the observability of the elements of the set;

c¢) a function that maps values of the components into values of a property;

d) reasons why the property is a relevant one;

e) the specific application of all the above to our special case.

When this is done for all the properties, we discuss the relations
between the values of environment and performance properties and
the value of outcome. The structure of MBC will be used to illustrate
some relations.



CHAPTER 3

PROPERTIES OF THE ORGANIZATION STRUCTURE

1. Properties of Organization Substructures: The Operating
Substructure

An organization structure may be required to give performances
that have the properties of being highly coordinated, or flexible and so
on. What is now needed is to define those properties of the structure
which we expect are those that determine the properties of its
performance, and then show the nature of these analytic relations.
Each property of the structure of the organization may be usefully
defined in terms of only one substructure at a time. This will allow us
to analyze and design each of the operating, information and reward
substructures separately before putting of them all together. Properties
of the operating substructure are to be defined in terms of one or more
of the components of this substructure of the organization. The vector
that describes this substructure has as its components a set of people, a
set of decision variables, a set of assignments of variables to people,
and a set of decision rules.

2. Logical Operations on Components

The efficiency of the design process is going to depend on the
definitions of the properties of the components of the vectors which
describe organizations structures, - and the nature of the logical
operations we define for these vectors. Before we get to the former,
we will define a logical operation that we will need in order to define
a process of design that creates structures one step at time. This is the
operation of adding one structure to another (Baligh 1990). When one
structure is added to a second one, each component of the vector
describing the first structure is added to its analogue describing the
second. When the component is the set of people, the set of decision
variables, the set of parameters, or the set of reward variables, then the
addition of the two components is the union of the two sets. The set of
people of one structure is added to that of another to get a third set of
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people which is defined as the union of the two sets that are added.
This algebraic operation is needed if we are to be able to work on
designing parts of structures which are then put together, or added, to
become a structure of the parts added. As defined, this algebraic
operation of adding structures, is such that it always produces a
structure, gives the same result when we add set A to set B as it does
when we add set B to set A, and has the identity element of the empty
structure which when added to any other structure gives this structure
as a result.

An assignment is defined as a pair of the form (an identified
person, a set of decision variables). Two sets of assignments may be
added to one another in the following way: for every element in the
first set, there is either an element in the second set which has the
same first component or not. If there is one element with person X in
the first set, then there is either one in the second with person X or
not. If there is one, then we add the two assignments that have this one
person as the first component. The result is an assignment with that
same person X as the first component, and a second component made
up of the union of the two sets of variables, that is, the second
components of the original assignments being added. For example, if
we have (X, V) as an assignment in a structure and (X, W) as one in
the other the structure, then the addition of the two structure involves
adding the two assignments. In this case the sum is (X, U) where U is
the union of sets V and W. If there is no assignment in the second set
that has X as a component, then the pair describing the assignment in
the first structure goes into the set that is the result of the addition. If
the second set has an assignment that has X as a component, and there
is no assignment in the first set with this component, then the
assignment of the second structure becomes an element of the set in
the addition. Again, this algebraic operation has the same three
properties as the previous one; the addition of two assignment always
gives an assignment, the order of addition is irrelevant, and adding the
identity element to any other element gives this other.

Adding the assignment components of the reward substructures
follows the same rule as does the addition of the parameter assignment
component of the information substructure. All but one component
addition is now defined. The one remaining is the decision rule
component, and the addition of two of these to get a third decision rule
is defined below, after we look more closely at the nature of these
rules. Also, the ways in which these algebraic operations may be used
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to create relatively more efficient processes of design are discussed
when we finish with efficient designs and take up efficient ways of
making them.

3. People and Variables

The people who are in the organization are those included in
the set that is the first component of the vector that describes this
organization’s structure. How does one identify the elements of this
set? Is the set one that identifies specific people or one that tells only
what properties its elements must have? Specifying this component of
the structure, or any of its substructures, is necessary if a structure is
to be completely described or defined. However that may be, we do
not discuss in any depth this design problem in this work. It is too vast
a topic, making up a large discipline known as "Organization
Behavior". In this body of work, the behavior of people in
organizations is analyzed, and that involves the study of the relations
between the decision on the elements of the set of people and those of
the other components, such as, decision rules. For our purposes, the
design of this component is left to be determined after the other
structure components are designed. When this is done, the designs are
put together in a manner that produces a self-consistent whole with all
the components adjusted one to the other. The kinds of people one
puts into the set depends on the kinds of decision rules they have to
make and use and so on. However these rules must depend on the
availability and costs of people who are needed to fit in with these
rules. The process of design we recommend is a sequential one. First a
set of people is assumed to be whatever set best fits whatever the other
structure components we decide on in our design. Next, the costs and
availability of the set that emerges as that needed by our design are
determined. Next the remaining components are modified to get a
better combination with a set that they require. A series of such steps
should produce better total designs up to some point. At each stage of
the process, the availability and cost of the matching people set are
balanced against the efficiencies and costs of the remaining
components. In this process one may use such properties of the people
set as that of educational level, or age, or diversity, or cultural identity,
etc. It should be obvious, for example, that a global organization
would be interested in this last property to a much greater degree than
a non- global one.
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4. The Set of Assignments and Its Properties

People Inclusiveness: This property is defined in terms of the set
of people that is a component of the substructure and the set of people
also assigned operating decision variables. The first set is that of those
who are considered to be part of the operating organization, and will
in fact be involved in making decisions. The second set is obtained
from the variable assignment component of the structure in which the
elements pair decision variables with people, and a pairing means that
the variables are assigned to the people who are to set their values.
The second set is identified from the elements of the set of
assignments of the substructure. All the people who appear in these
pairings of the assignment component make up the second set of the
definition of this property of people inclusiveness. The measure of this
property is the ratio of the number of people in the second set to that
in the first. A measure of one means that every person who is part of
the organization is recognized as such and given an assignment that
involves him or her in the making of decisions. If the number is less
than one, it means that someone in considered to be in the
organization, but is not part of those who are transformations
organized and given something specific to do.

Variable Inclusiveness: This property is defined in an analogous
manner to the previous property. The issue is one of identifying
whether all the decision variables that appear are connected to
someone who is to be involved in giving them a value. Here also the
measure is the ratio of the number of the set of those variables that
appear in the pairings of the assignments to the number in the set that
is the decision variable component of the definition of the structure. If
this number is less than one, then there are variables that are not
assigned to anyone, and we have the situation that Mackenzie (1986)
calls the case of virtual power, where there are elements of the set that
makes up the decision variable component of the definition of the
structure that are not are assigned and that triggers power plays to fill
them.

Commonality: This property is defined in terms of the subset
that is the second component of an assignment. The larger the
intersection of the two subsets from two assignments, the higher the
commonality measure for them. We could measure the commonality
between any two assignments by the ratio of the number of elements
in the intersection to the number in the union. For the whole structure
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the measure would be the average for the ratios found for all pairs of
assignments. Two things will be shown by the measure on this
property. The measure shows the inverse of the extent of job
separation. It and the decision rules together will show such things as
the levels of hierarchy, the separation of jobs, and the degree of
decentralization. All these terms are defined in their traditional sense
as in Robbins (1990).

Orderliness: This property is defined in terms of the similarity of
the elements that make up the assignment subsets. The number and
identity of the properties that the elements share among themselves is
the basis for defining and measuring similarity. The basis for
similarity may be the transformations, the identity of the variable, or
whatever is used to sort the variables, if there is a sort. The assignment
subset may be restricted to elements related by a specific number of
transformations, or to a specific identity or class, etc. The result is that
we may have orderly subsets where all elements come from the same
transformation, or complete disorder where there is no sorting of the
variables prior to their collection into assignments. This last is the
random assignment. This property then is measured by the average
number of classes it takes to include all the variables in each subset.
The smaller this number, the higher the orderliness. There may be in
some cases a possibility of identifying the basic classes for each
assignment and for the whole set of them. We might get jobs that are
distinguished from one another by transformations, in which case we
would call the structure a functional one, meaning that they are all
from specific production transformations, or marketing ones, etc.

Operating structure properties are defined if we expect them to be
relevant to the analysis and design of structures, and they are relevant
only if they affect its performance properties. Though the best
justification of the choice of the properties is their relevance, this will
not become apparent till we use the defined properties in the analysis.
Some argument other than this relevance is needed to justify the
choices of properties that are defined, and there are such arguments to
support the properties we define for all substructures. The choice of
the property of commonality may be used to illustrate these
arguments. Along with the decision rules, commonality measures how
many people are assigned the same decision variable, and hence the
extent to which the value given this variable is shared by people in the
organization. Issues of rewards now crop up since the values given the
variable may be expected to have some relation to the rewards given
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to the people who set it at this value. Commonality allows one to get
some measure of responsibility, a concept long connected to rewards
and extensively used in the analysis of organizations. Also, the
property of inclusiveness of both kinds defined earlier is strongly
related to the presence of possibilities for creating "virtual positions"
(Mackenzie 1986), and hence to the extent to which there will exist
power struggles in the structure. Such struggles in turn affect the level
of the coordination of the structure’s performance. People
inclusiveness suggests that it would be useful to know what might be
the effects of not assigning a person in the organization anything to
do. If the person does nothing, then it is best that he be removed from
the structure. If the person does things, they may be contrary to what
we would have chosen for this person to do had he been assigned
them. Inclusiveness is a structure property that is defined because it is
connected to the performance property of controlledness of the
structure.

5. The Set of Decision Rules

The decision rule component is the dominant one in defining
what the organization structure, and also its three substructures of
operating, reward, and information substructures, really are. We have
very many properties to define here, and we will start with the
redefinition of a decision rule. Throughout this discussion the term
decision rule will be used to mean a decision rule of any one of three
kinds, i.e., a rule which is an element of the rule component of the
operating, information, or reward substructure.

The decision rule connections of an organization structure are
important determinants of its performance, and the subject of a large
volume of literature. A simple concept of decision rules is embedded
in generalizations found in many works including those of Fayol
(1916), Weber (1974), Barnard (1938), Simon (1976), Hage (1965),
Baligh and Richartz (1967), Pugh et. al.,(1968), Mintzberg (1980),
Ouchi (1980), Daft (1992), Robbins (1990), Volberda(1996), Burton
and Obel (1998), Harris and Raviv (2002) and very many others,
including one from as long ago as the fourteenth century, Ibn Khaldun
(c. 1396). The concepts of formalization, centralization, authority,
policy, standard operating procedures, bureaucracy, adhocracy,
organic structures, mechanistic structures, matrix structures, chain of
command, delegation, and management by objectives are in fact about
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decision rules. The concept of a decision rule is, however, rarely
explicitly recognized as central to these concepts, and is rarely well
defined or analyzed in detail. The works of Marschak and Radner
(1972) and of Baligh and Damon (1980), contain explicit uses of
decision rules. The concept is defined, its logical properties explored,
and its use in the analysis of organization performance is explained in
Baligh (1990). We will be using this concept later.

Generalizations about poorly defined and badly understood
concepts such as organic structures, etc., can be made to mean many
different things, and the arguments in their support can be correct or
incorrect depending on what meaning we give the generalizations. We
cannot test these one against another or combine them to get new ones
because we don't know how they map one onto another. To do better
we need to make an investment in the definition and analysis of the
concept of the decision rule, and to define them in terms of simple,
clear, and well understood components. This will make it easier to
analyze logical relations between rules, and to describe and investigate
some algebraic operations on these rules. It is these algebraic rules
that will be used to create efficient processes of designing structures.
Components of rules and their structures are also used as a basis for
the definition of operational properties of rules. Without such
operationality, it is not possible to establish clear logical relations
between these properties of the rule component of the structure and
properties of the performance of this structure. Unless these
performance properties are measurable, the analytic relations between
structure and performance properties cannot be transformed into
usable design rules. Performance properties have been defined to meet
the relevance and measurability conditions, and we now define
decision rules to meet the relevance and operationality conditions. The
analytic propositions on structure and performance developed below
will be in terms of these definitions as will the arguments given in
their support. These propositions will be in terms that are not much
like those commonly used in the literature, and our analysis and
design will also be mostly in terms which are not those commonly
found in the literature. For a number of reasons we will not be using
terms like functional, divisional, complexity, centralization,
formalization, diversity, delegation of authority, which are to be found
in the literature. Because those who use these terms do not define
them clearly, there is no understanding of the concepts that underlie
the terms. But the main reason that we do not use these terms is that
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they do not refer to real world things that one can do. If one should
conclude that centralization should be at a high level, what exactly
does one do to get that? Does one work with only the number of
people making decision, and if so, does making a decision mean doing
something or just making a choice? The questions about the meaning
of this term go on and on. To avoid this problem of meaning and
realism, and to meet our requirement that the analysis produce
recommendations in terms of what one actually does when one creates
an organization structure, we work with new concepts and terms. The
basic concept of an organization structure is the decision rule (Baligh
and Damon, 1980) (Baligh, 1990), and it is where we start.

We define decision rules for the operating decision variables in a
more detailed form as follows:

r = (m,u,f), a decision rule;
f={(p,v),....}, a mapping, s.t., v =f(p);
P = a vector of values of parameter variables;

V = a set of prescriptively allowed values of a decision variable,
one of which is to be made into a fact ;

m = a set of people that specifies, creates, etc., the mapping f ;

u = ‘a set of people that uses the rule r by giving a value to the
decision variable according to f, or creates a new rule r* by specifying a
mapping f* that is logically consistent (defined later) with f;

P = {p.....}, the domain of f;

P’ = m(r), the minimal potential domain of the mapping f of the rule
r, i.e., the set of all vectors from which P is drawn;

g = h(r), the set of goals to be attained by the decisions made
according to the ruler.

The mapping f is the heart of the rule r. It is created by the set of
rule makers m, for the set u of rule users. A decision rule mapping is
always a set of “if-then” statements. In this special mapping, the first
component of every pair in the set is a vector of "values" already taken
by variables, i.e. , facts, and the second component is a set of values
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one of which is to be given to a variable, i.e., something to be made a
fact. The intent of the rule is to specify behavior, to identify what is to
become a fact; it is a set of conditional imperatives. For every element
(p,v) in a mapping the component values of p are things that are, and
may be found out, read, estimated, guessed, etc. Values in the set v are
things one of which is to be made into fact.

This definition captures real world decision rules quite well.
Rules are words, symbols, and signs made by one or more people who
intend that the words be used by some set of people as a guide to its
behavior. Very simply, the statement, “if the competition price is 50 or
below, charge a price of either 30 or 34”, is a single element rule
mapping. It has one element in the domain, and one in its range, which
element is itself a set of two elements. The mapping is made by some
set m and is directed at some other set u of people who are to actually
set the price. The minimal potential domain P* of the rule has 2
elements in it, competition price 50 or below, and above 50. Only one
of these is included in the mapping. Real rules are more complex than
this since they are often mappings that have a "then" segment that is
made up of many elements connected by "and" or by "or". It can be
shown that such complex real rules may be described by different sets
of the rules as we've defined them. The rule we define is a unit rule
which can be collected with others to represent complex ones. A
complex rule which states "if a, then do either b, or c, but not both"
may be represented by 2 rule mappings each of which has two
elements and meets our definition: {(p,v), (p',v")} i.e. {(if p, do v), (if
p', do v")}

a) {((a,b),(not c)),((a, not b),(c))}
b) {(a,c),(not b)),((a, not c),(b))}
Real rules also involve probabilities, and our definition can be

easily amended to capture this probability in both the "if" and the
"then" segments. It is easy to capture the uncertain fact and the weak
imperative by making any single value, e.g., p into (value,
probability), e.g., (p, probability). Another aspect of real rules which
we could easily include in our definition involves the time when the
facts of the domain are relevant. This is the element which specifies
whether the rule is to be used once, when that is, or over all time, or
anything else.

Any decision rule r, be it one on an operating, reward, or
information variable, may be expressed in a number of ways or forms.
The sets m and u may be explicitly given in list form, or implicitly
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given as elements that have some stated property. The mapping f may
be given in extensive form, i.e., a set in which every element, a pair, is
listed. It may explicitly state the name of the variables, or these may
be made implicitly and be understood in the context, or from the
mapping itself. All values of domain or range may not be stated
explicitly, but may be given in terms of some other variable. Thus, a
component of an element in the range may be “set price to maximize
profits”, and a value in a domain may not be given as “competitor
price is 50 or below”, but in terms such as “competitor price that hurts
us.” Finally the range of a mapping may or may not mention explicitly
the goal variables, the values of which the decision variable values are
intended to affect. In the statement “set price at 30 or 34”, no goal
variable is mentioned. In the statement “set price to maximize profits”,
the goal is explicitly mentioned. All this discussion of adding
structures is useful only if we follow a sequential process of design
and we want the process to be logical and efficient. Such a process is
defined and discussed later.

Decision rules in all three substructures contain the set of
elements described for the operating substructure. Those on parameter
variables have a component that identifies what is to be done, be it
read, send, store, etc. Reward decision rules contain an element that is
a set of people. These are the people to whom the reward variables
that are the subjects of the rule apply. Neither of these variations
affects any of the analysis on operating variable decision rules that
follows.

6. Rule Consistency and Rule Addition

Most organizations build their decision rules by a sequential
process, such as that in which the maker of a rule derives its mapping
from the mapping of another rule of which he is the user. The specific
nature of the process of derivation determines how a rule is
transformed and how the end rule conforms to the initial and
intermediate rules. Conformity, or logical consistency, of rules is
clearly important in all cases where rule making follows some
hierarchical process. A second process is that in which a rule is built
up by the addition to and removal of elements from its mapping. This
process may be used to take advantage of experience, or be an
intentionally systematic way of structure design (Baligh and Damon,
1980). The specific nature of the process of adding and subtracting
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will determine the resulting rule, and hence the decisions that actually
emerge from its use. Rule addition and logical consistency are
important issues in the analysis and design of organizations, and are
the concepts that underlie conclusions that have been made in the
literature about such things as unity of command, delegation of
authority, legitimacy of decisions, freedom of choice, and line of
command. All these conclusions are intended to provide appropriate
levels of logical consistency and clarity of rules, of freedom of
decisions for rule users, and so on. If rule creation is sequential and
hierarchical, then logical consistency is what determines whether the
choices made by using rules could be different from the choices that
might have been made by using rules from which the first rules are
obtained. Concepts of hierarchy and line of command are useful in
analysis only if the nature of what they really mean for someone to be
above another in the hierarchy is clear. Rule consistency describes one
aspect of this relation.

Logical consistency between two rules may be defined in terms of
the choices that could be made when one rule is used as compared to
those that could be made when another rule is used. Rule r is logically
consistent with rule r* if and only if any of the choices made when
rule r is used could have been made if rule r* had been used. In formal
terms, the concept of logical consistency between rules and the
algebraic operation of rule addition is defined for any two rules r = (m,
u, f) and another, r* = (m*, u*, f*) when both rules belong to a set of
rules all of which are about the same decision variable and have
mappings with the same potential domain. Rule consistency is defined
in terms of the rule mappings only, and rule r is said to be consistent
with rule r* if and only if:

a) The domain of f is a subset of the domain of f*, and
b) For any f(p) defined, then f*(p) is a subset of f(p).

When f = f*, then both conditions are met, and r is consistent with
r*. It is also true in this case that r* is consistent with r. If , on the
other hand, f and f* are not equal and r is consistent with r*, then it
follows that r* is not consistent with r. If decision rule r is consistent
with decision r* then we know that the user of rule r can not make a
decision he would not make if he were to use rule r*. Using rule r
would never produce a decision that would violate the rule r*. In an
organization the user of one rule does one of two things: he uses it to
give the decision variable a value, or else, he uses that rule as the basis
for another rule which he makes for someone else to use to set a value
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for the variable or to derive another rule, and so on. Rule consistency
is the relation that will tell us if the rules made in such a sequence
would or would not produce decisions made if only the first rule in the
sequence were used. Consistency is logically attainable, and for any
rule r* and its mapping f* there is always a rule r with a mapping f
that is consistent with it.

What this means is that decision rules may be made sequentially
to reach some desired final rule, which may well be a more efficient
process than getting this rule directly. Further it is not logically
necessary that the rules in the sequence be made by the same person to
get consistency. The same consistent sequence of decision rules may
be obtained with different rule makers for rules in the sequence,
provided that the users of a rule in the sequence are the makers of the
next rule in it. The structure we designed for our simple example was
one which had sequences of rules that were logically consistent and
could have been made by the top man or by a sequence of different
sets of people. The work on the delegation of authority, and on
decentralization (Mintzberg, 1980), (T. Marschak, 1972), (Baligh,
Burton and Obel 1990), (Huber et.al., 1990) (Burton and Obel, 1998),
(Jones, 2001) is all about who makes decisions. Comparing the costs
or speed of decision making of decentralized structures with those of
centralized ones may be done correctly only if the decentralized
structure has rules that are consistent. Without consistency there is no
way to be certain that the decentralized structure can arrive at the
same set of final decision rules and the same decisions as the
centralized one. None of these works recognizes the consistency
requirement explicitly, but some define the decentralized ones in their
analysis in a manner that implies that their rules are consistent with
and their decision the same as those of the centralized one. The works
that use linear decomposition to define decentralization and to
produce its final decisions (T.Marschak, 1972), (Burton and Obel,
1984), show that the solution to the decomposed problem is the same
as that of the integrated one. Logical consistency of the decision rules
is built into the decomposition process. Consistency by itself is an
important concept in structure analysis and design, and its importance
and usefulness increase when it is combined with the definition of the
process of rule addition.

Rule addition is defined as a logical operation written as r + r* =
r** (Baligh, 1990), where r = (m, u, f), r* = (m*, u*, f*), and their
addition is defined as r** = (m**, u**  f**) where m** is the union of
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m and m*, u** is the union of u and u*, and f** is the set of elements

each of which is one of the following:

a) the union of f(p) and f*(p), if both exist, that is are defined in f and f*
respectively;

b) f(p) alone if f*(p) is not defined;

c) f*(p) alone if f(p) is not defined.

This binary operation can be shown to be closed, commutative,
associative, and to have at least one identity element, the rule (0,0,0).
We can sometimes subtract one rule from another, though not always
because element r has no inverse. The sum of two rules is not
consistent with either of those added except when these two are equal
to one another. Any mapping f with a potential domain a set of vectors
of n dimensions may be transformed into a logically equivalent
mapping £* with a potential domain of a set of vectors of the original n
dimension plus k more. This mapping f* is a redundant form of f. If
we cannot add two rules because the potential domains of their
mappings have different dimensions, we can create two rules with
redundant mappings that have potential domains with the same set of
dimensions, and then add these rules.

The addition of a rule to an existing set without attention to what
is in the set leaves it up to the users to add together any combination
of the rules and possibly get rules that are not necessarily consistent
with some old rules or the new one. The adding operation is
equivalent to using either one of two rules at will. When the user seeks
legitimacy for his actions, such a situation is very useful. Thus, the
Israeli Military in the West Bank and Gaza follows a rule that is the
result of adding Turkish rules, British Mandate rules, Jordanian rules,
and Israeli rules. In any given situation it chooses which rule to
follow. This gives it a legitimate source for many more actions than it
could get from only its own rules which can be kept free of
internationally unpopular elements. Children do the same thing by
asking permission from both parents separately, and people in a
matrix organization may be tempted to behave the same way.

A second operation on two rules r and r* may be defined in cases
where the composition of the two mappings f and f* is defined. This
rule composition is such that the result is a rule r** where m** is the
union of m and m*, u** is the union of u and u*, and f** is the
mapping that results from the composition of f and f*. This is a way
by which two rules may be written as one. It is equivalent to using
first one rule, then another based on the facts that emerge from the use
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of the first rule. Both this and the previous operation are useful in
analysis. Rule composition is at the heart of the distinction made
between rules and procedures by Weber (1947), Hage (1965), and
Mintzberg (1980). Procedures are clearly sequences of rules, and in
fact, are of the form of the composition of the rule functions.

7. Decision Rule Properties: Makers, Users, and Goals

In this section we define properties of rules in terms of the set of
rule makers m, the set of rule users u, and the goal set h(r). Properties
are the bases of classification schemes where the classes serve as
subjects of generalizations. Unless the properties used to create the
scheme are explicitly and systematically applied, the resulting set of
classes is often incomplete. The three classes of Ibn Khaldun (1396)
and Ouchi (1980) which are the hierarchy (bureaucracy) , the tribe
(clan) , and the market (market) are an example of creation of classes
without systematic use of properties. Baligh and Burton (1981),
identify a set of structure properties which produce these three classes
and the missing fourth, the one that must have a logical existence,
given the bases used to define the other three. When the basic
properties are clear, the missing fourth class appears. The properties
used implicitly by the creators of the three classes, are shown to be
properties of the set of decision rule makers and that of users and on
the identity of the set whose goals are used to create the mappings of
the rules. Whether one chooses to define classes and then generalizes
about them, or define properties and then generalizes about these, the
explicit definition of properties in operational terms makes the work
of analysis and design easier, and its conclusions firmer and clearer.
To this end, we begin by defining some decision rule properties in
terms of their makers and users.

Enfranchisement: This property is defined in terms of the extent
to which people in the organization participate in making the decision
rules (no taxation without representation). It is measured on the basis
of the number of people in the set of the makers of a rule and the
number in the set of people in the organization. For every rule there is
a measure of the ratio of the first to the second. The average of the
ratios for all rules in the structure may be used as a measure of the
level of its property of enfranchisement. In some cases one may want
to make the measure the weighted average for all rules. Weights may
be based on the importance of the rules, or on the place that a rule has
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in the sequence of rules each of which, except the first, is derived
from and consistent with the previous one. This sequence of rules is
discussed in more detail below.

Independence: This property is defined in terms of the freedom
that users have in making the rules. The more influence users have in
specifying the rule mapping, the more independence they have. This
property is measured on the basis of the ratio of the number of users of
the rule, who are also makers of the rule, to the number of the makers
of a rule. If the ratio is zero, then no user is also a maker. If the ratio is
one, then every user is also a maker. If the ratio is between zero and
one, then there is at least one maker who is not a user, or at least one
user who is not maker. For a structure, the measure may be the
average for all its rules or the average obtained after is each rule is
weighted by its place in a sequence of consistent rules. If only the
users of a rule are its makers, then the independence of its user set is at
its highest.

These two properties are not the same even if they are somewhat
related to one another. Whereas enfranchisement is about the
participation of all the people in the organization, makers and users in
rule making, user independence is about the absence of non users from
the set of the makers of the rule, or the presence of rule users in the set
of rule makers. Independence is a property that tells us how much
freedom the person who uses a decision rule has. It is a property about
the absence of non-rule users from the set of rule makers, and the
presence of rule users in the set of rule makers. The latter is about the
participation of people in the organization in the making of rules they
use, and the former is about excluding non-users of a rule from being
among its makers. The use of this one ratio to measure independence
means that it will not tell us whether the restriction of independence
results from excluding users from the set of makers or the presence of
non users in the set of makers. Nonetheless, the measure tells us that if
one were to have maximum enfranchisement, then one must have a
low level of freedom, and the lowness will depend on the number of
people making all the rules. On the other hand, one can design a
structure that has extremely low levels of both properties. It is also
true that there are other ways to change the level of user independence
without removing others than the user from being makers. By
changing the rule mapping one can change the independence level of
all makers, and of the user among them. Also, by changing the place,
within the sequence of consistent rules, of the rule in which the user is
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the maker, the independence level of the user may be changed. The
properties of the rules that allow this to happen are discussed below.

Participation as defined by Vroom and Yetton (1973) is a concept
to which both our properties are related, though neither of them is
identical to it. The concepts of centralization as found in Robbins
(1987), Hage (1965), T. Marschak (1972), Huber et. al.(1990) and
others are also related, but not identical, to our properties. Neither
participation nor centralization is the same as either enfranchisement
or independence because each of the first pair is defined in terms of
combinations of the second pair. An excellent illustration of the
properties of enfranchisement and freedom is the structure of the
political organization that is the government of the United States of
America. The organization has a high level of enfranchisement, even
if it is representative rather than direct. It is also a structure that gives
individuals a high level of independence in some aspects of their lives.
It is a democracy that allows most people to be in on the making of
rules, either directly or through representation. However, for some
rules, it excludes all but the user from making the rule. The Bill of
Rights, amending the original Constitution of the government of the
U.S.A., identifies the set of rules that are to be made only by their
users. Such are the rules governing speech, religion, etc., rules which
the government may not make.

The mapping of any decision rule is created to attain some set of
goals. These may be the goals of some set of people which may be in
the organization or outside it. Goals could be those of the makers of
the rule, or they could be those of the users or the goals of a set that is
neither the maker or the user set. The goals are not explicitly
identified in the definition of a rule we use, but they can be derived
from the rule mapping or identified by questioning the rule makers.
We define h(r) as the set of goals which the mapping f of rule r is
created to achieve. The goals may be made of any combination of
those of the rule makers, those of the rule users, or those of some
group outside the organization.

Maker Orientation: This property is defined in terms of the
extent to which the goals in the set h(r) are those of the makers of the
rule. It may be measured by some function of the proportion of all the
goals that underlie the rule mapping that are goals of the makers of the
rule. For a set of rules, the measure may be obtained as some function,
the average say, of the individual measures.
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User(non maker) Orientation: This property is intended to give
us some description of the extent to which the goal set h(r) is that of
people who are users and are not also makers. The more goals in the
set that are user goals, the more user oriented the rule. Both this
property and the one before involve the intent, i.e., the goal to be
served by the mapping f. In the case where there are no rule users in
the set of rule makers, and all the intended goals are those of makers,
then the rule is high in maker orientation and low in user orientation.
The larger the number of elements of intersection of the set m and the
set u, the closer to one another will be the measures on these
properties be.

Rule Openness: This property is defined in terms of the
proportion of all the goals that underlie a rule that are goals of people
who do not belong the union of the set m and the set u. It may be
measured in the same manner as the two previous properties.
Charitable organizations tend to have rules that are high in the
measure of openness as do organizations in the Soviet Union where
the rules tend to serve the goals of the Communist party, rather than
the organization itself. Many organizations use goals for their
accounting rules that are set by a national group of accountants, and
use the safety goals of work rules set by government agencies. The
distinctive characteristic of Mintzberg's (1980), professional
bureaucracy may not be that its members are professionals, but that it
uses the goals of outsiders such the AMA or the ABA.

8. Decision Rule Properties: Mappings

A distinction is made between making choices and making
decisions (Baligh 1990). Making a choice is defined as specifying a
set of values, one of which is to be given to a decision variable.
Making a decision is defined as choosing a value and actually giving it
to the decision variable. It is a choice made into a fact. The decision
rule is the operating mechanism which allows one person's choice to
become another's decision, thereby bringing order to the actions of a
set of people (Baligh, 1990). Later we show how the properties of the
mapping of a decision rule affect the actual decisions of people using
it, i.e., the performance of a structure. The whole issue collapses into
the freedom of decision of the users, and encompasses both concepts
of formalization and centralization of Hage (1965), Robbins (1990),
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and many others. Whatever measures we define for the properties,
they must allow one to choose and set their values.
Comprehensiveness: This property is defined in terms of the
circumstances for which the rule explicitly assigns a set of values for
the decision variable. The measure of comprehensiveness of a rule (of
its mapping f) is defined in terms of the number of elements in the
domain of the rule relative to the number of elements in the smallest
domain which could be logically derived from the non-redundant form
of the actual domain of the rule. Suppose there is rule with an actual
domain that contains as an element a vector with one component that
reads “summer”, and does not contain any vector that has any other
value for this component. The term “summer” is a value taken by the
parameter variable called season and the actual domain is redundant if
the only value that a season may take is this one value. The inclusion
of the parameter variable season is useful and not redundant only if it
could possibly take at least one value other than summer. For the
inclusion of the value of summer to be useful, there must be at least
the value of “not summer”. The actual domain that includes the value
summer but excludes the value not summer is logically incomplete.
Comprehensiveness is the property that refers to the extent to which a
domain is logically complete, and it may be measured by the ratio of
the number of elements in the domain to the number that is in its non-
redundant logically complete form. The measure for a set of rules is
some function of the average. There may however be times when we
need something more that just logical completeness as the standard.
One could argue that if the parameter variable of season takes on the
value “summer”, then it means that it could take one of three other
values. The basis for the argument is not logic alone, but logic and
language usage. To escape from the strict logical completeness
standard, we might define the property of common sense
comprehensiveness which would substitute some determined common
sense basis to create the complete domain. In both these definitions
the complete domain has the same set of parameter variables for its
dimensions as does the actual domain. It may be useful at times to
allow the complete domain to have for its dimensions any set of
parameter variables one chooses. Absolute comprehensiveness may be
a good term to use to refer to this third form of the property. All three
forms are measured in logically equivalent ways. But whereas the first
two measures for a particular rule may be changed only by changing
the number of elements in the set defined by a given set of
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dimensions, the third may be changed both in this way, and by
changing the set of dimensions. We can increase the measure of first
two properties of a rule by increasing the number of elements in it
without changing its dimensions. In the third definition we may
change the dimensions. The more the circumstances for which the rule
identifies some prescriptively allowable decision variable values, the
more comprehensive the rule.

Fineness: This is a property defined in terms of the range of the
mapping of a rule. The range of a rule mapping is a set in which each
element is itself a set of values, one of which is to be given a decision
variable. The rule mapping pairs each of these sets with at least one
element in the domain. Every such pair states that when the
circumstances are described by the vector that is the first part of the
pair, then the decision variable is to be given any value from those that
make up the set that is the second part of the pair. The fineness of a
rule deals with the number of elements in these sets, and is a property
that relates to the degree of guidance the rule gives its user. The
property may be measured by the inverse of the average number of
elements to be found in each set. If a rule has 8 elements in the set that
it pairs with an element in its domain, then the fineness of this pair of
the rule mapping is 1/8. The fineness measure for a the whole rule is
the average of this measures for all its pairs, and for the structure it is
the average of the measure for all rules in the structure. The highest
level of fineness for any rule is one, which is the case when every
element in its range is a set that has only one member, the smallest
number that it could have. Other concepts of averages may, of course,
be substituted for this one, e.g., that obtained by weighting each set by
the probability of occurrence of circumstance described by the vector
with which the set is paired. It is clear that all concepts of
bureaucracies really refer to organization structures with decision
rules that are very comprehensive and very fine. This is true of Weber
(1947), and almost everyone else. These two properties and others are
used to describe structures in a manner that is much more operational
than concepts such as of formalization and centralization which are
then dispensed with.

Lumpiness: This property is defined in terms of similarities in
the elements of the range assigned different elements in the domain.
The more nearly similar the subsets of decision variable values
assigned to the different elements of the domain of the mapping of a
rule, the more lumpy the rule. Each element in the range of the rule
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mapping f is a set. If we take any two of these sets, then we could
count the number of elements in their intersection. The ratio of this
number relative to the number of elements in the union of these two
sets may be obtained. If the intersection has no elements, then the
measure is zero. If the number in the intersection is the number in the
union, then this measure is one. This measure is obtained for every
pair in the range of the rule, and the average of all these is the measure
of the lumpiness of this rule. For the operating structure, the measure
of its property of lumpiness is the average of the measures for all its
rules. The measure tells us something about the differences between
the values which the rules specify are to be given to the decision
variables in the different circumstances.

Domain Resolution: This property is defined in terms of the
sharpness with which we distinguish between the elements in the
domain. It is somewhat like the property of the sharpness of the image
in a photo or on a TV screen. The larger the number of elements a
component in the vector of the domain of a rule may be given, the
more resolution there is in the rule. Each dimension, or parameter
variable, of the domain P of a rule mapping is allowed a set from
which its value is specified. The set may be the elements that are
multiples of ten , or the set of real numbers. The more elements there
are in the set, the closer to the real value will be the value given it for
the mapping. Domain resolution may be measured in terms of the
number of elements in the set of allowed , or in terms of the ratio of
this number to the largest number that could logically be used. The
measure for a rule would be the average of the measures of all its
dimensions, and the measure for a set of rules would be the average of
the measures for the set.

Range Resolution: This property is analogous to the previous
one. Here the property involves the set of values from which a value
for the one decision variable may be drawn. The more elements there
are in this set, the higher the range resolution of the rule. If money is
the variable, giving it value in cents means greater resolution than
giving it value in dollars.

Domain Explicitness: This property is defined in terms of the
manner in which one states the values of the components of the
domain The set of values that a component of the domain may take is
made up of elements that may be stated in terms of different levels of
explicitness based on the amount of inference that is needed to get
from what is stated as the value to what the value is in fact. If the
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component of the domain is the price that a specific competitor
charges, then its value in fact is some number of dollars, such as $7 or
$7.38. In a rule, the values taken by this component of the domain of
the mapping may be, a price that has strong down effects on our
market share, and a price that does not have such strong effects. In any
rule, the value may be given as a number or as a number that is to be
derived from effects it has on some thing. The rule user can use the
rule only if he makes the inference to the real fact of the price from
the relation it has to the market share. He may even have to find the
relation of competitor price to our market share himself. For any
dimension of a rule, the complexity and length of this inference
making process may be used as a basis for measuring the level of this
property of explicitness. The level of rule explicitness of a rule is then
the average measure of the values for all its elements. For a structure,
the measure is the average of the averages of the measures of all its
rules.

Range Explicitness: This property is defined analogously to the
previous one. Its measure for an element of the range, (which is itself
a set), is given by the ratio of the number of its elements explicitly
stated, e.g. set price at 63, to the number of elements not explicitly
stated, e.g., set price to hurt competitor X. For the range of a rule, the
measure is the average for its elements, and for a structure, the
measure is an average of its rules.

Connectedness (domain-domain): This property is defined in
terms of the dimensions and vectors that define the domains of two
rules. A precise definition is given later.

Connectedness (range-domain): This property is defined in
terms of the dimensions and vectors that define the range of rule and
the domain of another. A precise definition is given below.

Durability: This property is defined in terms of the length of time
the decision rule is to be considered valid.

This last property requires that we include time in the definition
of a decision rule, This is easily done by pairing variable values and
time measures. A time measure would refer to the time for which the
value of the variable paired with it would hold. It is the time the value
of a parameter is a fact, or the value a decision variable is to be made
a fact. Now the domain of the rule may specified for one period, and
another domain for another. Time may also apply to the range of a
rule, and be used to specify that the variable is to be given some value
now, or for all time (The Ten Commandments), or anything in
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between. Basically this property is based on the life of the rule or the
number of times a rule is to be used. After that number there is
another rule that is given the user, or else there is no rule and she
makes her own. A high level of durability is what we may find in long
established structures, the machine bureaucracy (Mintzberg 1980).
Low durability is what we might find in a new structure, one in which
the correct decisions for all circumstances and time have not yet been
discovered, the simple structure of Mintzberg (1980). The real
difference between the two kinds of rules has nothing to do with either
age or the decisions called for by the rule. In one case the rule is there
for the user to use until it is replaced by a new rule, and in the other
case the rule has to be sent to the user each time the decision is to be
made. Both rules may specify the same decisions, but they do so in
different ways and at different costs. By stressing the ages of the
organization in which the two kinds of rules are to be found, we
confuse the issue, since it is not age we are talking about but rule
durability, that is, how long the rule is intended to hold, not how long
it has held. This property is not really useful to finding solutions of the
problem of designing structures. It does not relate directly to
performance unless rule expiration is considered to mean permanent
rule absence. This property is defined in terms of the number of
different basic units that make up the organization structure or
substructure. It is measured by the sum of the numbers of elements in
the sets that make up the components of the structure or substructure.
It may be simply defined and take on the value which is the sum of the
numbers of people, variables parameters, assignments, and so on, or it
may be split into special kinds of sizes. This would give us the people
size, the problem size, etc. with values taken being the numbers of the
elements in the relevant components of the structure.

9. Properties of Information Substructures

The value of information is in its use (J. Marshak and Radner,
1972), and the decision rules of the operating substructure determine
the facts, or information, which the organization needs and the uses to
which these facts are to be put. Facts are supplied by the information
substructure which should be designed to supply the information the
operating substructure needs to make the decisions for the
organization. Because the work of collecting, transforming, sending,
and storing information is costly, the two substructure should be
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designed to fit one another and be efficient. Fit and efficiency
requirements along with the knowledge that the two substructures are
logically similar may be used to determine the properties of the
information substructure which we expect to be useful in the analysis,
and hence should be defined. First there are the properties of the
operating substructure which are defined in terms of components of
the operating substructure that have analogues in the information
substructure. For example, the comprehensiveness of the rules on
information reading, sending, storing, deriving, and receiving is a
relevant property. It refers to the conditions under which information
is say, to be sent to someone, and ranges from always send, to send if
only one circumstance exists, to never send. Clearly this property is
related to how well the information substructure serves the operating
one and to the costs of having the former. Properties of this kind need
to be renamed and redefined for the information substructure, if only
to make their use in the processes of analysis and design easier. These
and other useful properties of the information substructure are defined
next.

People Inclusiveness: This property is defined in terms of the set
of people that is a component of the information substructure and the
set of people who are also assigned parameters. The first set is that of
those who are considered to be part of the organization, and will in
fact be involved in collecting, transforming, etc., information. The
second set is obtained from the variable assignment component of the
substructure in which the elements pair parameters with people and
where a pairing means that the parameters variables are assigned to
the people who are to read, send, etc., their values. The second set is
identified from the elements of the set of assignments of the
substructure. All the people who appear in these pairings of the
assignment component make up the second set of the definition of this
property of people inclusiveness. The measure of this property is the
ratio of the number of people in the second set to that in the first. A
measure of one means that every person who is part of the
substructure is recognized as such and given an assignment that
involves him or her in the making of decisions. If the number is less
than one, it means that someone in considered to be in the
organization, but is not part of those who are organized and given
something specific to do.

Parameter inclusiveness: This property is defined in an
analogous manner to the previous property. The issue is one of
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identifying whether all the parameters that appear in all the
transformations are defined in terms of these, and are elements of the
set that makes up the parameter component of the definition of the
substructure, or are assigned to someone who is to be involved in
reading their values, etc. Here also, the measure is the ratio of the
number of those parameters that appear in the pairings of the
assignments to the number in the set that is the parameter component
of the definition of the structure. If this number is less than one, then
there are parameters that are not assigned to anyone in the
substructure. The assignment of a parameter to a person means that
this person is to do at least one of the following with this parameter:
read its value; send this value to this or that person; receive a value
sent to him by someone; store the value. From any assignment set one
can derive the set of all parameter variables each of which appears at
least once in a pair. We now count the number of parameter variables
in this set that are also in the set of parameter variables defined earlier.
We also count the number of elements in this latter set. The ratio of
the former to the latter is a measure of the property of inclusiveness.
When the number is one, then every parameter in the component set is
assigned to at least one person; otherwise there are some that are not.

We assume that if a person reads the value of a parameter
variable, sends it to someone, receives it from someone, records it, or
stores it, then this person knows the value of this parameter variable.
If the person does none of these things, then he does not know this
value. This measure tells us something about the proportion of the
number of parameter variables in the component set, the values of
which are known to at least one person in the set of people that is a
component of the structure vector. Knowledge is a “yes-no” condition
here, but later we will allow it to take on more values.

Diffusion: This property is defined in terms of the same two sets
we used to define inclusiveness. Here we are interested in the extent to
which the values of the recognized parameter variables are known to
the people in the organization. In the set of assignments the elements
are pairs of the form of a parameter and a person. The pair specifies
that the person is to read, send, receive, or store the value of the
parameter. For each person there is a number of parameters with
which he is paired. Regardless of whether the pair refers to reading the
value of the parameter or to sending, receiving, or storing it, the pair
implies that this person is assigned the duty of knowing the value of
this parameter. There is for each person a number of parameters with
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which he is paired, and for the person there is the ratio of this number
to the total number of parameters that are elements of the set that is
the parameter component of the vector that describes the structure.
When the ratios of all the people in the set that is the people
component of the vector that describes this structure are averaged, we
get the measure of the structure’s property of parameter diffusion.
This property tells us something about the extent to which people in
the organization know of what there is to know about its world and
what it is doing.

Redundance: This property is defined in terms of the number of
people who are assigned to read the values of each parameter. It is
derived from the read assignments and measured in terms of the
intersection set of all assignment sets and the set of all parameters.
First the number of times each parameter is found in all the
assignment sets is identified, and an average is calculated. Then the
ratio of this number to the total number of assignments is a measure of
this property.

Repetitiveness: This property is defined in terms of the number
of times parameter values are read in a period of specified length, or
the time elapsed between the readings. The logic of the measurement
is the same in both cases. It is measured in terms of the domains of the
decision rules on reading parameters. If time or its analogue is a
dimension defining the domain of a rule, then the time elapsed
between readings to be taken of the parameters' values can be
ascertained and an average obtained. The measure of this property for
the information, or I, substructure is the average for these averages.

Rule fineness: This property is defined in terms of the range of
the read decision rules of the substructure. It is derived from the
number of values in the elements of the ranges of the rules. For read
parameters each rule identifies the circumstances when the value of
the parameter is to be read, and the range identifies for each
circumstance a set of values allowed for the reading, one of which is
the real one. The larger the spread of the allowable readings the lower
the fineness for this rule. This property is the same as the one we
called fineness in decision variable rules. It is measured in the manner
that this latter property is measured, but its meaning is different. In the
case of decision variables the issue is related to the number of values
that may be given, that is, made real for the variable. In the parameter
case it is the number of values that may be accepted as the real ones
for the parameter.
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Many of the properties of the operating substructure components
apply to the set of components of the information substructure. They
need minor changes when they are used to refer to reading parameter
values etc., rather than setting variable values. The same is true for the
components of the reward substructure with appropriate changes that
may be needed.

10. Properties of the Reward Substructure

Just as some properties of the operating substructure were
relevant to the information substructure, so there are some that are
relevant to the reward substructure. The properties defined for the
rules of the operating substructure apply to the rules in the reward
substructure. Because these latter rules are person specific, some
definitions may need to be reinterpreted, and some may be of little
use, and some may be missing. It should be noted that reward rules as
defined earlier are person specific as well as being decision variable
specific, like operating rules. The specification of the rules of the
reward substructure is of great interest to unions, and here is where
they are likely to seek to come into the process of designing the
structure. The definitions of some properties that are important to the
reward substructure start with the one that tells us who makes the
rules.

Ownership: This property is defined in terms of the participation
of the set of people to whom the reward rule applies in the making of
that rule. Reward rules have the set of makers, the set of user, and the
set we might term receivers. This is the set of people whose rewards
are determined by this rule, and the size of the intersection of this set
with the set of rule makers relative to the size of the union of these
two sets is the basis for determining the measure of this property. In a
sense, the extent to which the reward receiver affects what she
receives as reward is a good measure of the extent she may consider
herself be an owner of part of the operation and act accordingly.

Involvement: This property is defined in terms of the intersection
of the reward receiver set in the rule and the set of rule users. The
measure of this property is defined in terms of the size of the
intersection of the two sets relative to the size of their union set. Do
the receivers of the reward read or participate in the reading of the
values of the variables that define the domain of the mapping of the
rule? Do they participate in making the mapping into facts? In short,
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this property has to do with the actual use of a reward rule, and the
extent to which the users are involved in the process. It is probably
best if we allowed the participation to be by representatives of the
receiver who are chosen by the receiver. The measure of this property
is analogous to the previous one, with the exception that we allow
receivers to choose representatives to replace them in the relevant set.

Consistency of Mapping : This property is defined in part on the
basis of the similarity between the domains of rules for persons who
receive the rewards and belong to specified subsets. Once a subset of
people is determined, then the consistency of the domains of the
reward rules for people in this set may be determined. A subset could
be defined on the basis, for example, of the similarity in the
assignments in the operation substructure. Once we establish this
subset, then this property is measured in a number of steps. First, For
every pair of people in the subset we calculate the ratio of the number
of elements in the intersection of the domain of the rules for the two
relative to the total number of elements in the union of these two rule
domains. The average of all the ratios, one for every pair that can be
defined from the subset, gives a measure of this property for this one
subset. When such a measure is made for all subsets, then the average
of the ratios for all the subsets in the substructure is the measure of its
property of domain consistency. The property is also defined in part
by the similarities of the mappings of rules for persons who receive
the rewards and belong to specified subsets. The similarity is based on
the similarity of the domains of the two rules, of the ranges of the two
rules and with the list that maps elements in the domains into elements
in the range. Two variables are similar if they differ in only one
dimension, which is that involving the identity of the receiver. Two
domains are similar to the extent that they have similar variables
defining them. The people in the specified set and to whom this
property is applied is determined by the similarity of the work they do.
The involvement of the receivers of the reward rules in determining
this set is essential if this property is to have meaning. The measure is
determined by the intersections of the variables of the domains, the
ranges and the elements of the mapping lists.

Outcome Based: This property is defined in terms of the
components of the domains of the rules. It may be measured by the
average number of the dimensions of the domain that are variables
that define the outcome of the person's decisions. There is then an
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average for all persons in each given subset we define, and an average
for all these.

Decision Based: This property is defined in terms of the
components of the domains of the rules. It may be measured by the
average of the dimensions of the domain that are variables that define
the person’s decision. The variables that define the outcome are
replaced here by the decision variables given values by the person.

Receiver Orientation: This property is defined in terms of the
goals used as the bases of the reward decision rule and as the bases for
determining the dimensions of the range of the rule. A reward rule that
is receiver oriented has a range to its mapping that has dimensions that
are in the receiver’s goals. The mapping is receiver oriented when the
elements of the range it specifies derive from the goals of the receiver.
This requires an understanding of what it is that the receiver values
and then making it part of the reward.

11. Theorems on Relations Between Decision Rules

There are some things we could do with the algebraic relations
defined earlier that would help us in designing an organization
structure. We show later that a sequential process of design can be
very efficient, and one step in the process is to add rules to existing
ones and so on. But if we are to add rules, and we are interested in
some properties of the structure we are creating, then we need to know
if the addition maintains properties or not. If we add rules in a
sequential design process, or if we allow users to add rules from the
same source or different sources, then is the resulting rule consistent
with either, both, or neither of the added rules? Is it more or less
comprehensive, more or less fine than either? The answers are
important, and some theorems could tell us what happens as we add
rules in a systematic and sequential process of design.

Baligh (1990) has shown that all the following theorems are true:

Theorem 1: For r + r* = r** | then r** is no less comprehensive
than either r or r*;

Theorem 2: For r + r* = r**, then r** is no less fine than either r or
r,

Theorem 3: If r is consistent with r*, then r* is at most as
comprehensive as r and at least as fine;
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Theorem 4: For r + r* = r**, then r** is consistent with r if and only
if r is consistent with r*. The same is true when we transpose r and r* in
this theorem.

Addition of two rules produces a rule that is equally or more
comprehensive than either, and equally or less fine than either, exactly
the opposite of what is needed for logical consistency. Allowing rule
addition in organizations could produce rules that counter the intent of
the makers of each of the rules that are added together. If fineness,
comprehensiveness and consistency are important issues, then these
theorems tell us what happens or might happen to them if we allow a
rule user to get rules from two sources (no unity of command), or
what happens if a sequential process of rule building is followed. The
theorems tell us when we do and when we do not have to check every
single case to see what is happening to the values of properties we
want our structure to have whenever we add a structure to it or
subtract one from it. The effect of this on the efficiency of the process
of design is enormous, as we will show later.

12. Structure Properties of MBC

All the properties defined may be used to design or describe a
structure for the Master Brewing Corporation. If, for the first example
of structure, we choose the one designed in the last chapter, then we
can apply the definitions of the decision rule properties of
comprehensiveness and fineness to any rule in it. There is the rule
which tells one person to choose the values for the input amounts
which produce any level of output and to do so for every such level.
How comprehensive is it? It is as comprehensive as it can get because
it wants the decisions on the inputs, the decision variables, for any
level of output. If the rule is stated to be applicable to every period,
then it is applicable to all values of the parameter variables and is fully
comprehensive in these dimensions of its domains. It is also very fine
because it specifies that for every level of output and every value of
each parameter value, the decisions should be the ones that minimize
costs, and there are only a few sets that do that. The rule is also very
low in explicitness, because no mention is made of the actual values to
be given the decision variables. These values are specified in terms of
the effects they have, not on what they are. The rule which says to the
same person to produce a single specified output amount at the lowest



94 Organization Structures

cost is fully comprehensive, fine, and explicit. The rule applies
regardless of circumstances, it identifies one and only one amount,
and it is fully explicit. Other properties defined earlier also apply to
this simple structure. The logic of the assignment of variables to
people is that of the free standing transformations, which are the two
production functions, etc. The set of variables that make up the
transformation that describes the production of beer in one of the
factories are assigned to a specific person who is given the appropriate
decision rules to go with it. One could identify the set of people whose
goals are the ones that underlie these rules. Since the rules are based
on the goal of maximum profit, they are those goals that belong to
those who share that profit. The reward system we choose for this
structure should be one that is consistent with the manner in which
these profits are distributed to the seven people. Consistency is
discussed in the next chapter.

If we think of a more realistic situation for MBC, we might allow
it to produce a number of different beers in a number of breweries and
sell the outputs in a number of different markets. The beers are
produced in a number of different places, each of which can be used to
produce only a subset of the beers. The markets in which the beers are
sold also differ one from the other in the expectations that resellers of
the beers have for delivery time, amounts bought, payment schedules,
and so on. Consumers in the different markets also differ one from the
other in their preferences for types and colors of beer, and in the
reasons why they drink beer, and why the specific one they do drink.
The decision rule part of the design is quite complicated. What rules
should there be relating to visits made by sales people to reseller?
There will be decision rules on the order in which they should they be
visited, rules on how much time is to be spent with each, on the speed
of delivery offered, on the prices offered, and the prices quoted, and
so on. A rule may state that resellers with sales over K dollars a month
are to be visited M times a week, those with sales less than K but more
than K* are to be visited less than M but more than M*. If the rule is
created in discussion with the person who is to use it, then there is
some level of enfranchisement. The more of the set of all positive
numbers that are included in all the sets of sale ranges, the more
comprehensive is the rule. The bigger the differences in the units in
which K, K* etc are stated K* and K** etc., the lower the domain
resolution of the rule. The larger range between M and M* etc., the
lower the fineness of the rule, and the more the ranges M to M*, M*
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to M** overlap, the more lumpy is the rule. All structure properties
may be used to describe any structure.



CHAPTER 4

STRUCTURES: CONNECTIONS, CONSISTENCY AND
COSTS

1. Levels of Decision Rule Connections

Organizations are connected sets of people, and among the many
connections of organizations the defining one is the decision rule
(Baligh, 1990). The specific decision rules of an organization affect its
performance as we show later. It is reasonable to conclude that the
relations between the decision rules of an organization also affect its
performance. Decision rules may also be connected to the
transformations which describe the ways by which the organization
brings about changes in some part of the state of the world. When
these transformations are connected together they describe the
technology of the organization. When decision rules and
transformations are connected in various combinations, the result may
be called a decision process. Such a process is made up of parts of the
structure of the organization, connected decision rules, parts of its
technology, connected transformations, and the connections between
the elements of the two parts. The organization's decision processes
affect the performance of the organization. Performance, in turn,
affects the attainment of goals the organization has.

Every property that involves decision rules is defined in terms of
only one rule, and by extension defined for the set of rules that is the
third component of the operating structure. Other properties may be
defined in terms of pairs of rules, specifically in terms of the
connections between two rules. Recall that a decision rule r is defined
as (m, u, ), where m is a set of rule makers, u a set of rule users, and f
a mapping which assigns a subset of the set of values which a given
operating decision variable is logically allowed to take to a
circumstance or state of part of the world. A circumstance can be
thought of as a vector of some finite dimension. Decision rules are
connected by way of their makers, users, and by the domains and
ranges of their rule mappings. Transformations are mappings that
describe changes in a part of the world which the organization
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structure can bring about. When connected together through
overlapping domains and ranges, these transformation mappings may
also have intersecting domains or ranges and thus be connected. The
structure, the technology, and the connection between them describe a
decision process.

It is useful to relate the organization structure parts of decision
processes to organization performance. Also of value to the analysis
which we do below is the clear definition of what a decision process
is. We need to indicate what the relation between a decision process
and performance might be like. In what follows immediately we
define decision rules, transformations, connections between decision
rules, connections between transformations, and connections between
rules and transformations. Though the first of these has just been
done, we redo it in a manner that suits better the purposes of showing
how rules are connected one to another. The definition will be slightly
different in form, but logically identical to the earlier one. Next, a
number of relations between any two decision rules are defined, all of
which are in terms of logical connections between pairs of
components, one from each of the two rules.

2. The Decision Rule and the Transformation

For each given organization we need to define two basic sets. The
first is a basic set of people which contains all the decision makers of
that organization. The second is a basic set of variables which contains
all the variables the values of which are of concern to the
organization. Every element in the first set has a unique identity and
name, as does every element in the second set. In this set some
elements are pure parameters, variables the values of which can not be
set by the whole set of people or by any proper subset of it. These
variables take values which are determined by forces or people outside
the organization. Other elements in this set are decision variables, that
is, variables the values of which may be set by the whole set of people
or by any proper subset of it. Any decision variable may be treated as
a parameter by any proper subset of the basic set of people.

A decision rule is defined by three components. The first is a set
of people, the ones who make the rule, i.e., specify the third
component of the rule. The second is also a set of people, the ones
who are to use the rule, i.e., use the third component to give a value to
a decision variable or to make another rule. Both the set of rule



Structures: Connections, Consistency and Costs 99

makers and the set of rule users are subsets of the basic set of people.
The third component of the rule is a mapping which associates values
to be given to one decision variable with each of a number of
circumstances. Every rule mapping relates to only one decision
variable which is an element of our basic set of variables. Each
circumstance is described by a vector of values taken by a subset of
our basic set of variables. An element of the mapping of a rule is a
pair (circumstances, set of values). The second component of every
element in that mapping identifies a set of values, one of which is to
be given to a decision variable. Every second component of the pair
has values that may be given to the same variable. This variable is
called the subject of the rule. The first component of an element of the
mapping refers to a vector of values each of which is the value taken
by a variable in our basic set. The mapping is an imperative which
specifies the values from which one is to be made into a fact, when a
circumstance is a fact. The rule users are to use it to make a fact or
new rule, while the rule makers specify the imperative the users use.

The first component of every element in a rule mapping refers to
a vector of values of the same subset of the basic set of variables. This
vector describes a circumstance. Each circumstance in a rule describes
a state of the same part of the world. Each circumstance is a set of
statements of fact, one for each of the same subset of our basic set of
variables. Every element of the mapping is an “if-then” statement. It
associates a set of facts about any number of things, the “if” part, with
a set of possible facts about only one thing, the “then” part. One and
only one of these permissible facts is to be made into an actual fact.
An example of an element might be, "if the competitor's price goes
down and our production capacity is between ten and twenty percent
idle, then lower our price by five to ten percent." A second element in
this rule might refer to a number of changes, only one of which is to
be made in our price when the competitor drops his price, and our
production capacity is less than ten percent idle. The rule mapping
may have any number of elements from 1 to infinity.

The technology part of a decision process is described by
transformations and the connections between them. A transformation
is logically identical to the mapping of a decision rule with one
exception. Instead of saying if a do b, the mapping says if a then c.
The transformation is a mapping that is a conditional categorical
statement, whereas the rule is a conditional imperative statement. The
difference is in the meaning of the mapping, not in the logical
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structure of the mapping. Everything stated above about this logical
structure of the decision rule mapping applies to that of the
transformation mapping. This, in fact, is in essence a production
function in the traditional sense. It describes changes in a part of the
universe. The mapping describes a set of moves, one for each of a set
of states, and each is a move from one state to another. Insofar as
these changes are understood or designed by, and their occurrence
predicted or controlled by, decision makers in the organization, these
changes are transformation that are part of the technology of the
organization. They are the production processes that describe how the
organization changes par<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>