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Emerging Technologies in Wireless LANs

Wireless LANs have become mainstream over the last few years. What started out as cable replace-
ment for static desktops in indoor networks has been extended to fully mobile broadband applications
involving moving vehicles, high-speed trains, and even airplanes. An increasing number of municipal
governments around the world and virtually every major city in the United States are financing the
deployment of 802.11 mesh networks, with the overall aim of providing ubiquitous Internet access
and enhanced public services. This book is designed for a broad audience with different levels of
technical background and can be used in a variety of ways: as a first course on wireless LANSs, as a
graduate-level textbook, or simply as a professional reference guide. It describes the key practical
considerations when deploying wireless LANs and equips the reader with a solid understanding of the
emerging technologies. The book comprises 38 high-quality contributions from prominent
practitioners and scientists, and covers a broad range of important topics related to 802.11 networks,
including quality of service, security, high-throughput systems, mesh networking, 802.11/cellular
interworking, coexistence, cognitive radio resource management, range and capacity evaluation,
hardware and antenna design, hotspots, new applications, ultra-wideband, and public wireless
broadband.

“Benny Bing has created a masterful, horizon-to-horizon compendium covering the foundations,
functionality, implementation, and potential-for-the-future of IEEE 802.11 wireless LAN commu-
nications. Whether your interests are in QoS, security, performance and throughput, meshing and
internetworking, management and design, or just the latest in Wi-Fi applications, you will find an in-
depth discussion inside these covers. Emerging Technologies in Wireless LANs: Theory, Design, and
Deployment is an excellent resource for anyone who wants to understand the underpinnings and
possibilities of the Wi-Fi offerings we see evolving in the marketplace today.”

— Robert J. Zach, Director, Next Generation Broadband, EarthLink, Inc., USA

“Over the past 20 years, wireless LANs have grown from technical curiosity to a mainstream
technology widely installed across residential, enterprise, and even municipal networks. The mobility
and convenience of wireless has been augmented by the advanced throughput and range performance
available in today’s products, extending the reach of wireless LANSs to a broad array of applications.
This book explores all aspects of contemporary wireless LANs, from the basics through wireless
security, meshes, QoS, high throughput, and interworking with external networks. The broad range of
topics and perspective make this the ideal reference for experienced practitioners, as well as those
new to the field.”

— Craig J. Mathias, Principal, Farpoint Group, USA

“This book is a wonderful resource for anyone who works with Wi-Fi wireless technologies. It
provides an excellent overview for the newcomer and an extensive and up-to-date reference for the
expert. This book is a crucial tool for everyone involved in this exciting, fast-paced field. Everyone
will learn from it!”

— Professor David F. Kotz, Director, Center for Mobile Computing, Dartmouth College, USA

“The ability of Wi-Fi technology to expand in so many directions while maintaining backwards
compatibility has been one key to its success and the technology will certainly continue to evolve.
This book has hopefully given you some insights into where we have been and where we may be
headed.”

— Greg Ennis, Technical Director, Wi-Fi Alliance

Benny Bing is a research faculty member with the School of Electrical and Computer Engineering,
Georgia Institute of Technology. He is an IEEE Communications Society Distinguished Lecturer,
IEEE Senior Member, and Editor of the IEEE Wireless Communications magazine.
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Foreword

Every now and then, a technology comes along which changes everything. Wi-Fi is one of
those technologies.

Although wireless LAN technology has been around for close to 20 years, what we
think of today as Wi-Fi has really existed for less than a decade. The IEEE 802.11b
standard was ratified in 1999, enabling the then unheard of speed of 11Mbps. Shortly
thereafter, the Wi-Fi Alliance was formed to focus on product interoperability certification
and the development of the ecosystem and market. The combination of the right industry
standard, unprecedented industry cooperation, and the novel utilization of unlicensed
spectrum, created a new paradigm in terms of how people could connect to the Internet
without wires.

Today, with the advent of draft 802.11n technology, we are able to deliver data rates
in the multi-hundred Mbps range. We can now reliably cover most homes with a single
access point using sophisticated MIMO techniques. We can connect large cities using
advanced mesh architectures. With these developments, Wi-Fi is no longer confined to just
the PC and networking application segments. Rather, Wi-Fi is now becoming a must-have
feature in the latest consumer electronics products and handsets, ushering in new
applications like voice and video. In a short period of time, Wi-Fi has moved from a cool,
niche technology to one that is a mainstream, global phenomena.

I hope this book gives you a better appreciation for the power of Wi-Fi and stimulates
your thoughts on where it can go in the future. Enjoy!

Frank D. Hanzlik
Managing Director
Wi-Fi Alliance






Preface

Wireless Fidelity (Wi-Fi) networks have become mainstream over the last few years. What
started out as cable replacement for static desktops in indoor networks has been extended
to fully mobile broadband applications involving moving vehicles, high-speed trains, and
even airplanes. Perhaps lesser known is the proliferation of unique Wi-Fi applications,
from Wi-Fi mosquito nets (for controlling malaria outbreaks) to Wi-Fi electric utility and
parking meters to Wi-Fi control of garden hose sprinklers. The global revenue for Wi-Fi
was nearly $3 billion at the end of 2006 and will continue its upward trend in the coming
years.

When Wi-Fi wireless LANs were first deployed, they give laptop and PDA users the
same freedom with data that cellphones provide for voice. However, such networks need
not transfer purely data traffic. It can also support packetized voice and video transmission.
People today are spending huge amounts of money, even from office to office, calling by
cellphones. With a Wi-Fi infrastructure, it costs them a fraction of what it will cost them
using cellphones or any other equipment. Thus, voice telephony products based on 802.11
have recently emerged. A more compelling use of Wi-Fi is in overcoming the inherent
limitations of wireless WANSs. An increasing number of municipal governments around the
world and virtually every major city in the U.S. are financing the deployment of Wi-Fi
mesh networks with the overall aim of providing ubiquitous Internet access and enhanced
public services. Cheap phone calls using voice over IP may turn out to be one of the
biggest benefits of a citywide Wi-Fi network, benefiting residents, businesses, tourists, and
government agencies. This has led some technologists to predict that eventually we are
more likely to see meshed Wi-Fi cells that are linked together into one network rather than
widespread use of high-powered WAN handsets cramming many bits into expensive and
narrow slices of radio spectrum.

| first edited a Wi-Fi book, Wireless LANs, in 2002. The book was well received by
both academia and industry and was extensively reviewed by the IEEE Network, the ACM
Networker, and the IEEE Communications Magazine, the first time a book has been
featured by all 3 journals. This edited book comprises 38 new chapters covering a wide
range of interesting Wi-Fi developments, including mesh networking, sensors, real-time
tracking, cellular interworking, coexistence, hotspots, high-throughput multiple antenna
systems, cognitive radio resource management, hardware and antenna design, ultra-
wideband, and new 802.11 initiatives focusing on some of the areas mentioned above.

Organization of the Book

This book is designed to be accessible to a broad audience with different levels of technical
background. It is not a collection of research papers that only specialists can understand
nor is it collection of articles from trade magazines that give general overviews. Rather, it
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aims to strike a balance between technical depth and accessibility. To achieve this goal, the
book is organized into a mix of chapters that cover fundamental tutorials, standards and
case studies, mathematical analysis and modeling, and emerging technologies. Many
chapters are written by prominent research scientists and industry leaders.

Part I: Introduction to 802.11

The original 802.11 standard is celebrating its 10™ birthday this year and has progressed
with a number of amendments since 1997. However, understanding the family of 802.11
amendments, including the acronyms, can be a daunting process. To this end, the first two
chapters attempt to equip the reader with the necessary background for the rest of the book.
The first chapter gives an overview of the emerging 802.11 amendments while the second
chapter provides a detailed guide to 802.11 functionality and deployment issues. Chapter 2
also contains a list of basic 802.11 acronyms used throughout the book and it is highly
recommended that these terms be familiarized before proceeding to other chapters.

Part I1: 802.11 Quality of Service

The ratified IEEE 802.11e amendment will serve as a benchmark for servicing time-
sensitive traffic such as voice and video and will become a major component of many
home entertainment systems and set-tops, including Slingboxes that now come equipped
with Wi-Fi connectivity. In the future, 802.11e may assume a more important role in
mobile entertainment with the growing trend of Wi-Fi enabled portable devices such as
iPod®s and smartphones. Chapter 3 covers the fundamental aspects of 802.11e namely,
channel access, admission control, and power management mechanisms, with an emphasis
on voice transmission. This is followed by a chapter on 802.11/802.11e modeling, written
by a lead author (G. Bianchi) who developed the first analytical model for the 802.11
MAC protocol. The final chapter in this section presents an analytical framework for video
transmission over multi-hop 802.11 networks. I am confident these three chapters will
provide a solid foundation for engineers and researchers to evaluate the performance of
voice, video, and data transmission over single-hop and multi-hop 802.11 networks.

Part I11: 802.11 Security

Mobile client devices are becoming increasingly smarter and can easily act as an
authorized Wi-Fi station. They can also move to different locations and shut off at any
time. As such, soft access points involving client devices are becoming harder to detect,
identify, and locate than hard-wired rogue access points. More recently, “evil twin”
hotspots are becoming a rising danger for users who rely on public hotspots for Internet
access. A hacker simply creates a hotspot with the same or similar name to a legitimate
hotspot nearby. There are powerful features in 802.111/WPA2 that can effectively counter
security breaches related to intentional and accidental association. Thus, there has been a
gradual migration from captive portals (often employed by Wi-Fi hotspot service
providers) and VPNs to security architectures built around these standards. Unfortunately,
Wi-Fi devices conforming to these standards can potentially add latencies in the order of
hundreds of milliseconds and this can be very disruptive to voice connections as mobile
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users roam between networks. New methods such as key caching may be needed to
support real-time traffic and the emerging 802.11r amendment is addressing secure
mobility (and mobile QoS) with reduced handoff delays between 802.11i (and 802.11¢)
access points. Since different levels of Wi-Fi security lead to different levels of
convenience for the end-user, the Wi-Fi Alliance’s Wi-Fi Protected Setup (WPS) standard
was designed to ease the set-up process of Wi-Fi networks. The first chapter in this section
equips the reader with a clear understanding of Wi-Fi security basics while the second
chapter focuses on a more in-depth coverage of Wi-Fi security issues, including
handshaking and advanced encryption mechanisms, practical intrusion detection methods,
analysis and countermeasures, and secure mesh networking.

Part IV: High Throughput 802.11

Wi-Fi data rates have continued to increase from 2 to 54 Mbit/s with current rates in the
802.11n draft amendment topping 600 Mbit/s. This development, coupled with the
emergence of the 802.11s mesh amendment, may eventually render wired Ethernet
redundant in the enterprise network. Despite the impressive progress in data rates, 802.11n
products are backward-compatible with legacy 802.11b/g devices that operate in the 2.4
GHz unlicensed frequency band, even though the underlying physical layer transmission
for 802.11 has changed dramatically over the last 7 years. Spread spectrum transmission
that was used in first-generation 802.11 networks has given way to OFDM while multiple
antenna MIMO-OFDM promises higher data rates, improved range performance, and
better reliability for the future. To achieve higher speeds, channel bonding of two 20 MHz
channels is allowed 802.11n. However, since there are only 3 non-overlapping 20 MHz
channels in the 2.4 GHz band, this means that only one adjacent network operating in the
remaining 20 MHz channel can co-exist. Hence, most 802.11n deployments in the 2.4 GHz
band are not likely to include channel bonding. Because there are more non-overlapping
channels in the 5 GHz band, the ratification of 802.11n may result in more widespread
deployments of 5 GHz 802.11 networks, especially high-speed backhaul/backbone mesh
deployments for enterprises and public municipal networks. Besides MIMO-OFDM and
channel bonding, frame aggregation is another key feature of 802.11n. This feature allows
the throughput efficiency to be improved by reducing the number of backoff delays
required for frame transmission, thereby reducing the overheads per frame. Although
802.11n has yet to be ratified, dual-radio (2.4/5 GHz) products based on the draft
amendment have started penetrating the WLAN market. The two chapters in this part
describe the features and performance of this important amendment.

Part V: 802.11 Mesh Networks

Wi-Fi mesh networking will transform both enterprise and public networks. Because the
same MAC and PHY layers can be used throughput the span of the network, such
networks may see the distinction between WANs and LANSs blurring for the first time in
the history of computer networking. In addition to widespread municipal deployment, the
multipoint capability of Wi-Fi mesh networks has been widely used in outdoor fairs and
carnivals. Mesh networks are highly flexible networks with the ability to self-form and
self-heal, thereby reducing the cost for backhaul deployment, system engineering, and
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network management. Wi-Fi access points in a mesh network not only deliver wireless
coverage to end-user devices, they also act as routing nodes for other access points in the
network. Obstruction, noise, and interference can be avoided dynamically by a reroute to
the next best possible route. Unlike long-range wireless solutions such as 3G, the shorter
hops in a Wi-Fi mesh network lead to lower variations in throughput and channel fading.
Moreover, proprietary mesh protocols can sometimes provide a form of information
security for wireless packet routing. While mesh networks are scalable in deployment,
throughput scalability poses a huge challenge, even with multiple radio nodes. In addition,
municipal Wi-Fi networks face a variety of challenges: the need to ensure high quality end-
user experience, to meet guaranteed connectivity from first responders and emergency
services, and to offer committed service level agreements with business and home users in
an interference-prone public environment. Unlike traditional telecommunication systems, a
multi-layered architecture is typically required: backhaul, capacity injection, mesh, and
access. Bandwidth management and traffic policing are crucial in determining smooth
operation and acceptable quality of user experience. The six industry contributions in this
section cover different aspects of Wi-Fi mesh networking and offer many useful tips on
network design and deployment. Additional insights on the development of the 802.11s
amendment are provided in Chapter 16.

Part VI: 802.11/Cellular Interworking

Broadband cellular technologies such as 3G were originally targeted to compete with Wi-
Fi. However, like unified wired Ethernet/wireless Wi-Fi switches, cellular and Wi-Fi
convergence with single number access (regardless of device make) has now become
mainstream. During the last two years, the Wi-Fi Alliance has certified about 100 Wi-Fi
phones, the majority of which are dual-mode cellular handsets. Such handsets offer users
the ability to transfer calls between home, office, and cellular phones seamlessly. Although
Wi-Fi operates on unlicensed spectrum, the higher data rates afforded by a Wi-Fi
connection can result in better voice quality, in addition to solving the notorious cellular
signal fade inside buildings. An interesting alternative to Wi-Fi/cellular convergence is the
use of femtocells, which are essentially simplified cellular base stations that act like
personal access points for the home or office. With the ability to work with an existing
cellular handset, femtocells can be very attractive when compared to VCC and
GAN/UMA-based Wi-Fi services that require a new dual-mode handset. This makes some
sense since the cellular phone of today is a much more innovative (and expensive) device
compared to the cellular phone of yesteryear. With advances in computing power and
storage, many cellular smartphones now come equipped with the ability to take and store
photos, view TV programs, share real-time video, play games, provide navigation, act as a
remote monitoring device, in addition to voice transmission. Nevertheless, I believe that by
integrating with Wi-Fi in a dual-mode handset, the reach and affordability of a cellular
connection can become more attractive. The first chapter in this section provides a very
detailed coverage of the underlying issues associated with Wi-Fi/cellular interworking. The
second chapter proposes an architecture for Wi-Fi/cellular integration. The third chapter
presents a comprehensive analytical framework for evaluating the performance of Wi-
Fi/cellular networks.
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Part VII: Coexistence

The success of Wi-Fi operating in unlicensed frequency bands has provided the impetus
for regulatory bodies around the world to open up more radio spectrum for unlicensed use.
For instance, the white space in the TV bands can create a new market for Wi-Fi in future.
It has been demonstrated that a Wi-Fi device using this unlicensed spectrum can co-exist
with high-definition TV operation. However, interference must be carefully managed in
any unlicensed environment, more so when incompatible devices operate in the same radio
band. Dynamic spectrum access will play a critical role in these environments. The
802.11n draft 2.0 amendment allows co-existence with legacy 802.11 devices as well as
non-802.11 devices such as Bluetooth. Such co-existence can sometimes result in serious
restrictions on an 802.11n network and one may not be able to use the 40 MHz bandwidth
for higher speed operation on the 2.4 GHz band. The first chapter in this section gives a
comprehensive overview of co-existence issues for a wide range of radio bands, from UHF
to microwave to millimeter bands. It also recommends cognitive sensing solutions for
secondary devices operating in the 802.22 TV bands. The second chapter focuses on
802.11n and Bluetooth coexistence, which will become increasingly important as 802.11n
networks are deployed in the coming years.

Part VIII: 802.11 Network and Radio Resource Management

Radio bandwidth resource management is key to the success of any wireless network
deployment. A dynamic resource allocation method is needed to assign bandwidth,
channel, and power levels depending on current interference, propagation, and traffic
conditions. Currently, Wi-Fi access points need proper setup and maintenance in order to
perform optimally. However, with the emerging 802.11k amendment, tedious
configuration procedures may be a thing of the past. In addition, one can increase the
number of access points to improve reliability and capacity without having to consider
frequency planning or conduct detailed site surveys. The two chapters in this section
discuss the state of the 802.11k amendment, and the features and benefits of a cognitive
WLAN architecture.

Part IX: 802.11 Range

In general, the range of a network determines its utility. Currently, there are long-range
Wi-Fi solutions as well as Wi-Fi mesh, both allowing the deployment of Wi-Fi networks
that cover a large area. The chapter in this section compares the tradeoffs between the
range of Wi-Fi and the data rates, coverage, and capacity. It also discusses how range can
be improved using advanced MIMO technologies.

Part X: 802.11 Hardware Design

The two chapters in this section focuses on 802.11 chip and antenna design for portable
computers. The first chapter describes an integrated single-chip system-on-a-chip (SoC)
that can meet both the cost and form factor requirements by implementing all of the
functions of an IEEE 802.11g WLAN system in a single 0.18-um CMOS die. The
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integrated SoC combines the RF transceiver, analog baseband filters, data converters,
digital baseband, physical layer, and medium access controller. A brilliant chapter on
antenna fundamentals and design for portable devices follows. The authors describe
various antenna diversity methods for practical implementation and recommend that the
best design at lowest possible cost should take into account the radiation characteristics of
the antenna elements and their interaction, and the channel characteristics.

Part XI: Wi-Fi Hotspots

Currently, there are nearly 150,000 free and paid Wi-Fi hotspots around the world. A more
recent trend is the strong emergence of community hotspot providers offering Wi-Fi
routers for users to share their broadband Internet connections with others in exchange for
being able to use other users’ connections for free when they are away from home. The
cost savings associated with this concept of network sharing have some parallels with
content sharing (e.g., peer-to-peer file sharing). Unlike past Wi-Fi community networks
that are solely operated by residential users, the scale of these new Wi-Fi community
networks has become much more extensive and are no longer limited to a single
community or even a single country. Similar to the current applications of the Internet,
such networks now serve as a powerful platform for social networking and are becoming
increasingly integrated with commercial public hotspots. The chapters in this section are
written by technical authorities from some of the leading hotspot providers, including
Pronto Networks, Wayport, and Boingo Wireless®.

Part XII: Wi-Fi Applications

Wi-Fi sensor networks have become more pervasive. An example is the city of Cambridge
in Massachusetts, which is building a Wi-Fi-based sensor network that will monitor the
weather and pollution. The CitySense network will eventually support some 100 sensors
around the city. A Wi-Fi real-time location system (RTLS) allows an organization to track
high-value assets in a fast and efficient manner. Besides increasing asset visibility, it also
enhances device security, simplifies IT management, and tightens control on the network
environment. Context-aware computing enables applications to discover and exploit
contextual information (such as user location, time of day, nearby people and devices, and
user activity). Wi-Fi can be invaluable in such a mobile computing platform. The chapters
in this section have been carefully selected to cover some of the most unique Wi-Fi
applications. These include sonobuoy sensor network deployment, RTLS, context-aware
computing, and unmanned aerial vehicles.

Part XIII: Ultra WideBand (UWB)

UWRB technologies promise to deliver data rates in the order of a gigabit/sec. Being more
focused on the end-user device, UWB can serve as an excellent complement to longer
range Wi-Fi network deployments. The first chapter in this part describes the fundamental
concepts of UWB, including emerging standards, pulse radiation and reception, channel
models, and new applications. The second chapter describes the Multiband OFDM
Approach (MBOA) to UWB and offers key insights into emerging UWB technologies.
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Part XIV: Public Wireless Broadband

Public wireless broadband promises to revolutionize many facets of our lives, specifically
in pervasive content access and mobile entertainment, while having the added benefit of
affordable subscription. The Internet and Wi-Fi have both become the defacto media for
entertainment and social networking. Many Wi-Fi radios not only stream audio from
Internet radio stations, but also stream music files from the computer. Wi-Fi Internet TV
and video game systems have also become prevalent. Just like bundling computer sale with
Internet access, many popular game systems are now bundled with free Wi-Fi access in
public hotspots, allowing young male gamers to go online and challenge each other in
multi-player games in public locations. For example, over 5 million unique users have
logged on to the Nintendo® Wi-Fi Connection (http://www.nintendowifi.com) and played
over 200 million game sessions since the service was first launched in November 2005.
Other massively multiplayer online games (e.g., World of Warcraft) have attracted millions
of subscribers. However, with the mobility afforded by Wi-Fi, this will add to the
complexity of the backend systems already limited by the number of simultaneous users
and what players can do in the virtual world. The final chapters of this book comprise three
interesting essays that cover the impact of Wi-Fi on public networks, the mobilization of
the Internet, and the solutions to the broadband problem in the U.S.

In compiling the chapters for this book, I humbly admit that [ have gained invaluable
knowledge from a group of highly accomplished contributors. Through my experience in
interacting and collaborating with industry, I recognize the importance of practical
perspectives. I believe the many chapters from our industry colleagues will enable the
reader to appreciate some of the major engineering considerations when designing and
deploying Wi-Fi networks. As a researcher, I also value the insights provided by
theoretical analysis, simulation, and proof-of-concept prototypes and testbeds. To this end,
I hope the chapters from academia will adequately address the key problems associated
with current and emerging Wi-Fi technologies and applications.

I take the opportunity to thank all contributors for generously investing their time and
efforts, their co-operation in observing the deadlines, and their patience in seeing this book
put to print. In addition, I wish to express my sincere thanks to the following individuals:

e Frank Hanzlik and Greg Ennis (both from the Wi-Fi Alliance) for taking time from
their busy schedules to write the thought-provoking foreword and the epilogue.

e Jay Botelho (WildPackets, Inc) for contributing a superb chapter on 802.11 analysis.
Ronnie Holland (also from WildPackets, Inc) was instrumental with the logistics.

e Ed Tan (Motorola, Inc) for furnishing the excellent Wi-Fi security writeup.

e Lorna Pierno (Xirrus, Inc) for co-ordinating the chapter on the range of Wi-Fi.

e Mia Falgard (Appear) for supplying the interesting chapter on context awareness using
Wi-Fi.

e Judson Vaughn (Ekahau, Inc) for contributing the chapter on Wi-Fi tracking systems.

e Nicole lannello (British Telecom) for contributing the Wireless Cities chapter in this
book. Elliott Grady and Suzannah Ritch (both Fishburn Hedges) also deserve special
mention for ensuring that this chapter was finalized on time.
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e  Phil Meyler, Emma Collison, and Anna Littlewood (all from Cambridge University
Press) for their excellent support in ensuring the timely publication of the book. Much
credit for the excellent layout of this book goes to Anna for her diligence in checking
the manuscript and for providing numerous comments.

Sometime ago, | read about this initiative called One Laptop Per Child or OLPC
(http://laptop.org). The first phase of this project aims to provide a rugged laptop to
100 million children in underdeveloped countries in the next few years at a cost of at least
$10 billion (i.e., roughly $100 per laptop). This is about twice the current worldwide
annual laptop sales at a much lower price per laptop. Each laptop is equipped with a screen
that is readable in darkness or full daylight and has far more capabilities than commercial
units costing ten times more, including the ability to function as a game console, a home
theater, or an e-book. Although the power and display innovations are interesting, the most
prominent feature in these laptops is the use of specially designed external antennas for
Wi-Fi mesh networking (based on the draft 802.11s amendment). The flip-up antennas act
as a switch to turn on the Wi-Fi radio without waking the CPU and provide better gain and
range than the internal antennas in a typical laptop. Thus, Wi-Fi plays a vital role in this
project and is a clear winner in the world of mobile computing.

On a more forward-looking note, research developed by scientists from the
Massachusetts Institute of Technology allows electricity to be transferred wirelessly using
magnetically coupled resonant objects. The design comprises two copper coils, each a self-
resonant system. One of the transmitting coils is attached to a power source. Instead of
flooding the environment with electromagnetic waves, the transmitting coil fills the space
around it with a non-radiative magnetic field oscillating at MHz frequencies. The non-
radiative field facilitates the power exchange with the other coil at the receiving unit,
which is specially designed to resonate with the field. The overall effect is a strong
interaction between the transmitting and receiving units, while the interaction with the rest
of the environment is weak. For laptop-sized coils, power levels more than sufficient to run
a laptop can be transferred efficiently over room-sized distances in virtually any direction,
even with objects completely obstructing the line-of-sight path between the two coils. If
this technology matures, then a truly wireless world beckons where both electric power
and information can be exchanged over the airwaves.

I hope the technical depth and breadth of the chapters in this book will serve many
readers well. The book can be used in a variety of ways: as a first course on WLANS, as a
graduate-level textbook, or simply as a professional reference guide. I would greatly
appreciate any feedback from readers regarding the book as well as suggestions of new
topics for future editions. Please feel free to contact me via email (bennybing@ieee.org).

Benny Bing
Atlanta, GA, USA



Emerging IEEE 802.11 Standards

Luke Qian®

As the popularity of IEEE 802.11 wireless LANs (WLANs) grows rapidly, many new
802.11 wireless standards are emerging. New 802.11 standards are being developed in two
major categories: specifications that make use of advanced wireless technologies in Radio
Frequency (RF) and Physical layer (PHY), such as 802.11n, and specifications that address
the needs in wireless network management, performance measurements, inter-networking,
fast roaming, and the needs in other various specific applications and use scenarios. These
include 802.11k, 802.11p, 802.11r, 802.11s, 802.11T, 802.11u, 802.11v, 802.11w and
802.11y. In this chapter, we discuss briefly the goals and scopes of these emerging
standards. Emphasis will be given on 802.11n standard because of the significance in the
technology advances it brings in.

1.1 IEEE 802.11n: Enhancements for Higher Throughput

802.11n is a long anticipated upgrade to the IEEE 802.11a/b/g wireless local-area network
standards. It is expected to bring significant increase in MAC throughput of over 100
megabits per second (Mbps) and an enhanced communication range in the 2.4 and 5 GHz
bands. 802.11n is also required to make efficient use of the unlicensed spectral resources
by achieving at least 3 bits per second per Hz at the highest 802.11n rate.

The first draft of 802.11n supports PHY rates as high as 270 Mbps or five times that
of a 802.11a/g network, which runs at 54 Mbps. The PHY rates can increase even more, up
to 600 Mbps with four spatial streams and 40 MHz bandwidth, in the longer term when
more receiver and transmitter antennas are employed. Currently, many chip vendors have
already shipped pre-11n devices and have delivered the performance enhancements in both
higher throughput and longer range promised by 802.11n.

High throughput (HT) devices are compliant with 802.11a/b/g standards. 802.11n
defines a number of modes for backwards compatibility and interoperability with 802.11a
and/or 802.11g.

802.11n builds upon existing 802.11 standards with enhancements to the MAC and
the use of multiple-input multiple-output (MIMO) technologies. MIMO employs multiple
transmitter and receiver antennas to allow for simultaneous data streams. The technology is

* Cisco Systems, Inc
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capable of increasing data throughput via spatial multiplexing and increasing range via
spatial diversity.

1.1.1 802.11n PHY

802.11n PHY is a high throughput orthogonal frequency division multiplexing (HT
OFDM) system operating in the unlicensed 2.4 GHz and 5 GHz bands. The 802.11n PHY
accommodates the required high throughput using MIMO, channel binding, beam forming,
and Space-Time Block Coding (STBC). A number of other PHY features are also included
in 802.11n to help meet the requirements.

The 802.11n PHY operates in one of three modes: Non-HT mode, Mixed mode, and
the optional Green Field mode. In the Mixed mode, packets are transmitted with a
preamble compatible with the non-HT receivers followed by a HT specific part for
estimation of the MIMO channel. The Mixed mode enables non-HT devices to detect the
transmission of a Mixed mode HT packet. In the Green Field mode, the non-HT compatible
part of the Mixed mode preamble is omitted for higher efficiency. The two HT PLCP
packet formats are illustrated in Figure 1.1.

Mixed

Mode ‘ L-STF ‘ L-LTF ‘ L-SIG ‘ HT-SIG ‘ HT-STF ‘ HT-LTFs ‘ Data

8u 8u 4u 8u 4u 4u per LTF

Green [ L.STF | HT-LTF1 | HT-SIG | HT-LTFs | Data |

8u 8u 8u 4u per LTF

Figure 1.1: 802.11n PLCP Packet Formats.

1.1.1.1 MIMO

802.11n employs a mandatory basic MIMO of space division multiplexing. With MIMO,
multiple spatial streams transmitted at the same time significantly increase the data rate
(Figure 1.2).

1.1.1.2 40 MHz Channel Binding

Optionally, 802.11n allows for two adjacent 20 MHz channels to be combined into a single
40 MHz channel. This enables twice the amount of data to be carried in a single OFDM
symbol. One of the tradeoffs is that it will reduce the number of total available channels.
Spectrum use may not be optimal when the interference between devices in the various
channels is taken into account. This is especially a concern in the 2.4 GHz band where the
available channels are less than in 5 GHz.

1.1.1.3 Beam Forming

Beam forming is an optional technique adopted in 802.11n in which the transmitter utilizes
the knowledge of the MIMO channel to generate a spatial mapping matrix that will
improve reception in the receiver. There are two flavors of beam forming: implicit beam
forming and explicit beam forming.



Emerging IEEE 802.11 Standards 3

&

IFFT Gl Window
I Preamble Modulator Symbols

Frequency Constellation
Interleaver [ Mapper

)

Puncturer

Scrambled MPDU
Channel Encoder

Spatial Parser

I

Preamble Ll IFFT Gl Window
Modulat Symbols
|, Frequency Constellation odulator

Interleaver [*| Mapper

Figure 1.2: A Simplified MIMO Transmission Block Diagram.

Implicit beam forming uses the fact that the channel between STA A and STA B is
the transpose of the channel between STA B and STA A. In reality, the actual channel
includes the transmit chain in STA A and receive chain in STA B. So a calibration
procedure is needed to correct for the difference in the measured channel.

In explicit beam forming, a transmitting STA needs the receiving STA to measure and
send the channel matrices or the mapping matrices. The matrices can be -either
uncompressed (which can be used directly by the transmitter) or compressed (which
requires further processing by the transmitter).

1.1.1.4 STBC

Space-Time Block Coding (STBC) is an optional PHY feature in 802.11n. STBC transmits
multiple copies of a data stream across multiple antennas. On the receiving side, STBC
combines all the received copies of signals optimally. The various received versions of the
data provides the redundancy that results in a higher probability for one or more of the
received copies of the data to be correctly decoded.

1.1.1.5 Other 802.11n PHY Features

There are a number of other optional PHY features introduced in 802.11n to help achieve
the high throughput and increased range. These include:

e Green Field (GF) mode: an optional HT mode which provides high efficiency by
omitting the backward-compatible portion in the preambles of packets operating in the
HT Mixed mode.

e  Short guard interval (GI): use of a short guard interval of 400 ns rather than a regular
long GI of 800 ns.

e Low density parity check (LDPC) codes: an advanced error correcting code introduced
along with an iterative probability-based decoding algorithm developed by Gallager in
the early 1960’s. Sparse random parity check matrices are used in constructing the
codes.
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e Reduced Interframe Space (RIFS): Allows a transmitter to transmit a sequence of
PPDUs each separated by 2 ps.

1.1.2 802.11n MAC

The major function of 802.11n MAC is to meet the high throughput requirement under the
constraint of the 802.11e QoS specifications. It also provides legacy compatibility
protection and interoperability. In addition, new frames (such as sounding frames for
channel measurements) are introduced to support HT PHY capabilities.

1.1.2.1 High Throughput Support

802.11n introduces extra PHY overheads to accommodate the transmission of 802.11n
frames with the advanced PHY technologies. The overheads, along with the shortened
transmission time of the payload due to the higher data rates, greatly reduces the MAC
efficiency. The following plot in Figure 1.3 shows the MAC efficiency for an example of a
point-to-point setting at a PHY rate of 243Mbps. For a packet size within the range of
regular frame sizes, the MAC efficiency is found to be well below 20%.
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Figure 1.3: MAC Efficiency versus Frame Size.

To better understand the cause of this low MAC efficiency, Figure 1.4 breaks up the
transmission time for an example of a frame and its acknowledgement. Apparently, channel
access, inter-frame spacing, and PHY headers in particular, take up a considerable amount
of the entire packet transmission time. As a result, the transmission time taken by the
payload portion becomes very small.

Increasing the MAC efficiency to realize the high data rates provided by HT PHY
therefore becomes one of the major objectives in the development of 802.11n MAC
enhancements. Since the MAC efficiency increases with the frame size, the major
technique to achieve HT throughput in the 802.11n MAC is to perform frame aggregations.
These include aggregated MSDU (A-MSDU), aggregated MPDU (A-MPDU), and RIFS
Bursting.
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Figure 1.4: Breakup of a Frame Transmission Time.

A-MSDU defines an efficient MAC frame format as illustrated in Figure 1.5. A-
MSDU aggregates multiple MSDUs in a single MPDU. Each sub-frame in an A-MSDU
consists of a sub-frame header followed by a MSDU and 0-3 bytes of padding. The
maximum allowed A-MSDU size is extended to around 4 KBytes and an optional 8 KBytes
for MAC efficiency improvement.

All sub-frames in an A-MSDU must be addressed to the same receiver address
because they share one single MAC header. In the same light, all sub-frames in an A-
MSDU must be of the same access category (AC). Since there is only one single FCS for
an A-MSDU, error recovery can be expensive and an error in any of the sub-frames will
require the re-transmission of all the sub-frames in the A-MSDU.

A-MSDU Sub-frame 1 | A-MSDU Sub-frame 2 | | A-MSDU Sub-frame n
Figure 1.5: Frame Format of A-MSDU.

A-MPDU is another form of aggregation in 802.11n. A-MPDU aggregates multiple
MPDUs in a single PPDU as shown in Figures 1.6 and 1.7. The maximum allowed A-
MPDU size is extended to around 64 KBytes, much longer than that of A-MSDU.

| A-MPDU Sub-frame 1 | A-MPDU Sub-frame 2 | ... | A-MPDU Sub-framen |
Figure 1.6: Frame Format of A-MPDU.

| Reserved | MPDU Length | CRC | Delimiter Signature | MPDU Pad |

b0 b3 b4 b15 b16 b23 b24 b31 variable 0-3

MPDU Delimiter
Figure 1.7: Format of A-MPDU Sub-frame.

A-MPDU is purely a MAC function. The PHY has no knowledge of the MPDU boundaries
and treats the A-MPDU as if it were a regular MPDU. Each sub-frame in an A-MPDU has
its own FCS. When an error occurs to a sub-frame, it is possible to continue parsing the rest
of the PPDU and recover them with the A-MPDU delimiters and the unique A-MPDU
signature pattern embedded in the delimiters. This error recovery mechanism in A-MPDU
makes it less expensive than A-MSDU when an error in a sub-frame occurs. On the other
hand, since there are multiple MAC frames in a single A-MPDU, the Block ACK (BA) to
acknowledge multiple frames has to be involved to accommodate the A-MPDU and this
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adds significant complexity and buffer requirement in the implementation of the A-MPDU.
To offset the overheads relating to the use of BA, a number of BA enhancements are
introduced in the 802.11n MAC. For example, it allows implicit BA without a BA request
and a compressed BA bitmap with its size reduced significantly.

1.1.2.2 Legacy Protection, Coexistence, and Interoperability

With the introduction of multiple HT modes, co-existence of devices running at various
modes can impose a major challenge in the deployment of 802.11n networks. On one hand,
802.11n devices have to co-exist with the 802.11 a/b/g devices in previously deployed
wireless networks. For example, an inappropriately configured 802.11n device that runs in
the Green Field mode can seriously affect the performance of a legacy 20 MHz device
nearby since the latter is not able to recognize and yield to the GF signals properly. On the
other hand, achieving interoperability is not trivial even among the 802.11n devices. There
are quite a few 802.11n features that are optional. As a result, interoperability with other
draft 802.11n devices is challenging. Compatibility with the future ratified standard can be
another big concern.

L-SIG TXOP protection is one of the new protection mechanisms introduced in
802.11n to help the coexistence. As shown in Figure 1.8, in the L-SIG field of HT frames
with a Mixed mode PHY header, the rate is always set to 6 Mbps and the length field can
be set to some value that causes non-HT devices to defer transmission for a period of time.
This effectively provides a protection mechanism for non-HT devices to defer transmission
when a HT device is transmitting.

Legacy Rate HT Rate and
and Length Length

| LTFs | LSIG [ HT-SIG | HT-TFs | Data |

ACK

Duration in L-SIG = (Legacy Length) /( Legacy Rate)
Figure 1.8: Basic Concept of L-SIG Protection.

To ensure the coexistence, it is required in 802.11n that GF mode operation must be
protected when there are non-GF mode devices present nearby. It is also required that 40
MHz operation must be protected in the presence of non-HT devices.

1.2 IEEE 802.11k: Radio Resource Measurement

Emerging technologies and wireless applications (such as voice over IP, video over IP,
location services, large scale WLAN deployment and management) impose many new
requirements over the capabilities of WLANs. These advancements demand standardized
facilities to acquire and exchange statistics and measurements to better deploy and manage
the WLAN, to better utilize the wireless bandwidth, to automatically optimize network
performance, and to improve the reliability of the WLAN. Such facilities are of key
importance to the pre-eminence of 802.11 wireless networks.
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802.11k Radio Resource Measurement (RRM) specifies the facilities to meet the
requirements of information about the radio environment. The specification defines Radio
Resource Measurement enhancements by specifying a list of standardized measurements
for radio resources and providing mechanisms to higher layers in the network stack for
consistent radio and network measurement reports. The mechanisms include measurement
requests and reports as well as the MIB with an Object Identifier (OID) interface to upper
layers.

The provided radio measurements can be used for various benefits such as enabling
simplified and automatic radio configuration, achieving better performance for the WLAN,
optimizing the use of the client’s radio resources, alerting a network administrator to
issues, notifying end user radio status, etc.

The 802.11k RRM measurements are exchanged with measurement pairs of requests
and reports. The measurements include: Beacons, Measurement Pilots, summary of
received packets, Noise Histograms, STA Statistics, Location Configuration Information,
Neighbor Report, Link Measurements, QoS, QBSS Loads, Access Delay, etc.

802.11k adopts a layer management request/response model to collect statistics and
perform measurements. In general, 802.11k only contains measurements that nearly all
vendors can support via a driver or firmware upgrade without requiring hardware
modifications.

1.3 802.11p: Wireless Access for the Vehicular Environment

IEEE 802.11p defines enhancements to 802.11 required to support Intelligent
Transportation Systems (ITS) applications, which includes data exchange between high-
speed vehicles and between the vehicles and the roadside infrastructure in the licensed ITS
band of 5.9 GHz (5.85-5.925 GHz). 802.11p is also referred to as Wireless Access for the
Vehicular Environment (WAVE).

802.11p provides the lower layers of the Dedicated Short Range Communications
(DSRC) solution and will be used as the groundwork for DSRC. DSRC is a U.S.
Department of Transportation project. It targets at vehicle-based communication networks,
especially for applications such as vehicle safety services, toll collections, and commerce
transactions via cars. Its ultimate vision is a nationwide network that enables
communications between vehicles and other vehicles or roadside access points. The higher
layers of the DSRC solution are provided by standards outside of IEEE 802.11family, such
as IEEE 1609, IEEE 1556 for beacon authentication, and NEMO for mobility.

802.11p uses 5 and 10 MHz channels of 802.11 OFDM PHY at 5.9 GHz, with a
spectral mask that cannot be easily met by 802.11a devices. It also requires a substantially
extended MAC and uses only very few 802.11 facilities such as a basic access mechanism
of EDCA.
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1.4 802.11r: Fast BSS-Transitions

Prior to 802.11r, BSS transitions are supported under 802.11a/b/g, but only good enough
for the best-effort data, not for QoS data. With the emergence of QoS applications, such as
Voice over IP (VoIP), a satisfactory BSS transition solution for QoS data is required.

VoIP mobile phones are designed to work with wireless Internet networks. These
VoIP devices must be able to disassociate from one access point and associate to another
rapidly. The handoff delay typically cannot exceed a threshold of about 20 msec. There are
several issues with the BSS transitions. For one thing, the handover latency is too long
(often average in the hundreds of milliseconds) to support QoS traffic. This excess delay
can lead to loss of call connectivity or degradation of voice quality. Another problem is that
a VoIP device cannot know if necessary QoS resources are available at a new access point
until after a transition. It is therefore impossible to know beforehand whether a transition
will lead to satisfactory VolP performance. In addition, it is also problematic for secure
802.11 connections using WPA2 or WPA.

802.11r defines enhancements to 802.11 required to provide a solution for fast BSS
transition. It provides a faster handoff solution to address the needs of security, a minimal
latency, and QoS resource reservation, which is essential to widely deployed VolP
applications. 802.11r will permit connectivity aboard vehicles in motion, with fast handoffs
from one access point to another seamlessly.

802.11r allows a wireless client to establish a security and QoS state at a new access
point before making a transition, which leads to minimal connectivity loss and application
disruption. The overall changes of the roaming process do not introduce any new security
vulnerabilities. This preserves the behavior of current stations and access points.

802.11r will govern the way roaming clients communicate with candidate APs for
instance in establishing security associations and reserving QoS resources. Under 802.11r,
clients can use the current AP as a passage to other APs, allowing clients to minimize
disruptions caused by the roaming transition.

1.5 802.11s: Wireless Mesh Networks

802.11s defines enhancements to 802.11 required for a new topology of 802.11 wireless
LANSs, the Mesh Networks, which supports frame delivery in a hop-by-hop fashion. The
work of 802.11s started in 2005 and its publication is expected by late 2008 or early 2009.
Currently, the specification has been drafted and is in the stage of refinement.

802.11s inherits from existing 802.11 standards many features including security,
QoS. and device power-saving mechanisms. For example, secure mesh links are set up
based on 802.11i and push/pull key distribution using the key hierarchy and a mesh KDC,
with fall back to pre-shared keys for small or home networks. It also adopts a variety of
concepts such as Beacons and Probe/Response to advertise Mesh ID, Routing protocol,
Security Capability etc.

802.11s defines a 6-address scheme to accommodate mesh tunneling. New mesh
related features include route discovery, route maintenance, route recovery or re-
establishment, and mesh routing functionality for frame routing and forwarding. In
particular, 802.11s supports a layer 2 routing protocol for small and mid-size mesh
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networks called hybrid wireless mesh protocol (HWMP), which is a hybrid of two wireless
routing protocols: the Tree Based Routing and the AODV Routing. Both fixed and mobile
mesh applications are supported by HWMP.

The major frame exchanges employed by HWMP include:

e PANN - portal announcement that enables mesh segmentation by allowing nodes to
choose a portal as their gateway.
e RANN - root announcement that enables passive and active mesh formation

(registration).
e RREQ - routing request that builds forward paths and enables registration of STAs at
node

e RREP - routing response that builds reverse paths
e RRER —route error that signals the breaks-up of a path

1.6 802.11T: Wireless Performance Prediction

802.11T is developed to meet the need of the 802.11 industry for an objective means of
evaluating functionality and performance of the increasingly sophisticated 802.11 products.
Its goal is to define a set of testing methods and conditions and a set of performance
metrics as a recommended practice to measure and predict performance in a consistent and
uniform manner. These metrics are valuable to all involved in 802.11n products, including
developers, end-users and product reviewers. 802.11T defines test metrics in the context of
use cases, which are classified into three major groups: data, latency sensitive and
streaming media.

The data applications include Web downloads, file transfers, file sharing, e-mails.
Such traffic typically belongs to the best-effort access category in 802.11e. They do not put
strict requirements on networks. The metrics important for data applications include
throughput vs. range, AP capacity, and AP throughput per client.

Latency sensitive applications, such as voice over IP, are time-critical, whose traffic
usually belong to the voice access category in 802.11e. Those applications impose a strict
requirements of Quality of Service (QoS) over networks, including limits on voice latency,
jitter and packet loss vs. range, network load, and admitted calls, etc.

Streaming-media applications include real-time audio/video streaming, stored content
streaming, and multicast high-definition television streaming. These applications require
even stricter QoS over networks than voice applications, including guarantees of bandwidth
and latency. The related performance metrics include video quality (throughput, latency,
jitter) vs. range and network load.

In addition to the above, there are other metrics such as throughput vs. path loss, fast
BSS transition, receiver sensitivity, and AP capacity and association performance, etc.

The metrics are further classified as primary and secondary. The primary metrics
(e.g., voice quality) directly affect the user experience. Secondary metrics, such as latency,
jitter, and packet loss, affect the primary metrics and therefore indirectly affect the user
experiences.

The recommended metrics are tested in the settings of either conducted (which
provide RF isolation often in a shielded chamber and emulate controlled motion) or over-
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the-air. For motion emulation and measurement repeatability, most of the tests require a
conducted environment.

1.7 802.11u: Wireless Inter-working with External Networks

802.11u is an amendment to the 802.11 to add features that improve inter-working with
external networks. 802.11u is still in its early stage of development. Its scope covers
improved enrollment, network selection, emergency call support, user traffic segmentation,
and service advertisement.

Current 802.11 assumes that a user is pre-authorized to use the network. 802.11u
covers the cases where user is not pre-authorized. With 802.11u, a network will be able to
allow access based on the user’s relationship with an external network (e.g., hotspot
roaming agreements). A network can also indicate that online enrollment is possible or
allow access to a strictly limited set of services such as emergency calls. This capability in
802.11u will also greatly improve the user experience of traveling users who will be able to
select access to an external network based on the provided services and conditions for
example.

There are a number of issues under considerations within IEEE 802.11 TGu, which
include: wireless inter-working with external networks, requirements of address changes
within the 802.11 PHY and MAC and enabling inter-working with non IEEE 802
networks.

802.11u has identified a set of mandatory requirements in the following clusters:

e Network Selection:

- way to determine if a network in hotspot supports a particular SSPN (Subscription
Service Provider Network) without authentication.

- method for a client with multiple credentials to choose a proper one.
- way for an AP to support multiple SSPNs.
- method for a client to determine inter-working services before association.

e SSPN Interface: method to define the authorization information to be provided to the
MAC and associated functionality.

e QoS Mapping: to define the mapping from external QoS information to 802.11
specific parameters.

e  Media Independent Handover (MIH in 802.21).

e Emergency Sequence: to define the functionality for €911 call.

1.8 802.11v: Wireless Network Management

The existing mechanism in 802.11 for wireless network management is mostly via SNMP.
However, there are quite a few issues for this approach. For example, not all wireless
clients on the market possess SNMP capabilities. In the case that a wireless client cannot
get IP connectivity, management of a device may be required, but use of SNMP is
impossible then. In addition, the complexities of 802.11 APs nowadays require more
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management capabilities than what current SNMP MIBs can provide. Therefore we need to
create more MIBs and seek a new management approach more advanced than SNMP.

802.11v provides the wireless network management enhancements to 802.11. It
extends prior work of 802.11k in radio resource measurements to form a complete and
coherent upper layer interface for management of STAs by APs and WLANs by higher
layers in wireless networks. While 802.11k provides the messages to retrieve station
information, the 802.11v provides the ability to configure stations.

1.9 802.11w: Management Frame Protection

802.11w is an amendment of 802.11 designed to protect selected uni-cast management
frames (MF), such as action frames, disassociate and de-authenticate frames, etc, and
multicast/broadcast management frames for their data integrity, data authenticity, replay
protection, and data confidentiality. 802.11w extends data frame protection in 802.11i to
management frames. These extensions will have interactions with 802.11r and 802.11u.

Prior to 802.11w, system management information is transmitted in unprotected
management frames. The wireless network can be vulnerable because of network
disruptions caused, for example, by malicious devices that forge disassociation requests
that appear to be from a valid station. Protection of MF is therefore required in a robust
security network association (RSNA) to protect against forgery, eavesdropping and
unauthorized disclosure attacks on selected uni-cast management frames, and to protect
against forgery attacks on selected broadcast management frames.

Selected uni-cast MF is protected with the negotiated RSNA data frame protection
protocol (CCMP or TKIP). Forgery protection for broadcast/multicast management action
frames (MAF) is achieved through the Broadcast Integrity Protocol (BIP) with AES-128-
CMAC for message integrity. The protocol provides replay protection, as well as forgery
protection against insider attacks by authenticated stations.

1.10 802.11y: Contention Based Protocol

The FCC opened up the 3.65 - 3.7 GHz band for public use in July 2005. This band is
previously reserved for fixed satellite service networks. The FCC has developed a light
licensing scheme for the 3.65 - 3.7 GHz band. Wireless clients use contention-based
protocols (CBP) to minimize interference while the APs are lightly licensed. The mobile
clients must receive an enabling signal from an AP before transmitting to avoid interfering
with the FSS and Radiolocation Services, who are the primary users in the 3.65 GHz band.

IEEE 802.11 TGy is working on the necessary amendments, the IEEE 802.11y, for
operation with contention-based protocols to minimize interference in this 3.65 - 3.7 GHz
band. 802.11y also streamlines the adoption of new frequencies in the future.

The APs are allowed to operate with a peak power of 25W/25MHz while the mobile
clients will be allowed to operate with a peak power of 1W/25MHz. The high powers
allowed in this band can practically be used to support long range 802.11 infrastructure and
long range mesh networks.
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While 802.11y is defining CBP for operating in 3.65 - 3.7 GHz, there are various
companies pushing for changing the rules to allow 802.16 and other license friendly
protocols.

1.11 Conclusions

Evidently, consumer demands, industry interest, and technology advances will lead to more
IEEE WLAN standards in future. In the March 2007 IEEE 802.11 plenary meeting, 802.11
formed a new study group, >1 Gbps Study Group (Very High-Throughput), to address the
ITU-T IMT-2000 throughput requirement for the nomadic wireless interface. We expect
the work initiated in such study groups to result in new exciting standards in the near
future.
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Guide to Wireless LAN Analysis”

The market for 802.11 wireless local area networks (WLANS) continues to grow at a rapid
pace. Business organizations value the simplicity and scalability of WLANSs as well as the
relative ease of integrating wireless access with existing network resources. WLANSs
support user demand for seamless connectivity, flexibility and mobility. This chapter
provides an overview of wireless networks and the 802.11 WLAN standards, followed by a
presentation of troubleshooting wireless network problems with the types of analysis
required to resolve them.

2.1 Introduction

802.11 is no longer a “nice-to-have.” It is a critical element in all enterprise networks,
whether by design, by extension or by default. Office workers expect to have a wireless
option as part of the overall network design. Mobile users extend their reach by using
wireless networks wherever they are available, including in public places, in a prospect’s
conference room, or at home. Even when the policy states “No Wireless,” wireless
networking is alive and well as a built-in default on most laptops today. 802.11 enables
tremendous mobility, and is becoming the foundation for other technologies, like campus-
wide wireless voice.

Maintaining the security, reliability and overall performance of a wireless LAN
requires the same kind of ability to look “under the hood” as the maintenance of a wired
network - and more. Wireless networking presents some unique challenges for the network
administrator and requires some new approaches to familiar problems. In order to see what
these are - and why they are - we need to know something about how WLANs work.

2.2 Overview of Wireless LANs

WLANS gain great flexibility by the use of radio waves instead of wires to carry their
communications. This freedom comes at a cost in network overhead and complexity
however, as the radio medium is inherently less reliable and less secure than a wired
network.

* WildPackets, Inc
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For example, 802.11 WLANSs are able to transmit and receive at a variety of data rates
and switch between them dynamically. They step down to a lower rate when transmission
conditions are poor, and back up again when signal reception improves. They can also
dynamically impose their own fragmentation, reducing packet size to reduce data loss in
poor conditions.

In a free-form network, stations must create an explicit association with one another
before they can exchange unicast data traffic. In a medium where reception can be
problematic, each unicast data packet is separately acknowledged. Because stations cannot
detect collisions created by their own transmissions, special rules are needed to control
access to the airwaves.

The public nature of radio transmissions and the desired flexibility of network
membership create special challenges for security, requiring special authentication and
confidentiality measures. This section provides overviews of each of these aspects of
802.11 WLAN:S.

2.2.1 WLAN Physical-Layer Standards

The first 802.11 standard was published by the Institute of Electrical and Electronics
Engineers (IEEE) in 1997. Since that original standard, many amendments and corrections
have been published, and versions of the standard (and amendments) have been adopted as
standards by the ISO.

It is conventional to refer to various aspects of the standard by the name of the
revision document in which they were first introduced - for example: 802.11b, 802.111, and
so forth. We follow this convention when distinguishing between physical medium
specifications (802.11a, b, and g). It is important to recognize, however, that all of these
documents form a single integrated set of specifications for wireless networks, some parts
of which are optional and others mandatory.

Table 2.1 shows the development of the primary physical layer specifications for
802.11 WLANsS, including the band in which they operate, the encoding methods used, and
the mandatory and optional data rates achieved by those encoding methods. (For more
about encoding methods, see “Encoding and data rates™)

2.2.1.1 802.11n

802.11n promises to be one of the most exciting changes in 802.11 technology for many
years. 802.11n leverages an existing modulation technology, “multiple input, multiple
output,” or MIMO, creating a standard implementation for employing this technology for
802.11 purposes. It uses multiple antennas on both APs and clients to make the
transmission of multiple, simultaneous data streams possible. The resulting effect is both
increased throughput and increased range. Theoretical throughput increases are impressive,
with the capability of achieving a theoretical throughput rate of up to 600 Mbps. It is this
type of throughput that is making 802.11n such an exciting technology.

Though there is already tremendous pressure on vendors to begin delivering 802.11n
equipment, and some already have, ratification of the IEEE 802.11n standard has been slow
in coming. This has had an adverse effect on the widespread adoption of 802.11n to date.
However, the Wi-Fi Alliance recently announced a certification program for 802.11n
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hardware based on a draft standard of the IEEE specification, and this is likely to bring
about stability and increased adoption. The IEEE has also recently approved a draft version
of the 802.11n specification, making a significant step towards ratification. Currently, it is
estimated that the 802.11n specification will be ratified by the IEEE sometime in the first
half of calendar year 2008.

Table 2.1: Standards, band, encoding, and data rates.

Year Stand'a.r d Band Encoding Data Rates Comments
or revision (Mbps)
Mandatory, | Mandatory data rates shown in Bold, other
optional rates are optional.
1997 | 802.11 IR PPM 1,2 Never implemented. (PPM = Pulse Position
(infrared) Modulation)
1997 | 802.11 2.4 GHz | FHSS 1,2 Commercially insignificant. (FHSS =

Frequency Hopping Spread Spectrum)

1997 | 802.11 2.4 GHz | DSSS 1,2 Distributed Sequence Spread Spectrum
(DSSS) methods also supported by later
802.11b and 802.11g revisions for backward
compatibility. (Original standard had an
insignificant installed base.)

1999 | 802.11b 2.4 GHz | DSSS/CCK 1,2,5.5,11 | The first widely deployed WLAN hardware.
Added complementary Code Keying (CCK)
to original DSSS methods to achieve 5.5 and
11 Mbps rates.

1999 | 802.11b 2.4 GHz | DSSS/PBCC | 1,2,5.5,11 | Added Packet Binary Convolutional Coding
(PBCC) as an optional approach to achieving
5.5 and 11 Mbps data rates.

1999 | 802.11a 5.0 GHz | OFDM 6,9,12, 18, Introduced Orthogonal Frequency Division
24,36, 48, 54 | Multiplexing (OFDM) to achieve
significantly higher data rates. Ratified in
1999, but hardware was not available until
2002.

2003 | 802.11g 2.4 GHz | DSSS/CCK 1,2,5.5,11 | Included for backward compatibility with
802.11b nodes operating in the same band.

2003 | 802.11g 2.4GHz | OFDM 6,9,12, 18, Pure 802.11g mode (no 802.11b nodes
24,36, 48, 54 | present).

2003 | 802.11g 2.4 GHz | DSSS/OFDM | 6,9, 12, 18, Optional hybrid mode using DSSS
24, 36, 48, 54 | preamble/header, OFDM payload.

2003 | 802.11g 2.4 GHz | PBCC 22,33 Optional additional PBCC data rates.

2.2.2 WLAN Regulation

In addition to official standards bodies such as IEEE and ISO, three other classes of entities
have an impact on wireless networks: regulatory agencies, industry groups, and major
vendors.
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Radio frequency (RF) spectrum use is regulated by the Federal Communications
Commission (FCC) in the United States, and by other agencies in other jurisdictions. This
document reflects usage in the United States, but notes those areas in which usage in other
jurisdictions may vary.

The Wi-Fi Alliance is the most significant industry trade group for 802.11 equipment
manufacturers in North America. The group provides certification of equipment
manufactured by its members, indicating the equipment meets various named sets of
specifications published by the group. These specifications are based very closely on the
IEEE standards, but are not absolutely identical with them in all respects. In particular,
options permitted by the IEEE standard but absent from the Wi-Fi Alliance certification
programs may be implemented rarely, if at all. When they are implemented, features from
different vendors not covered by Wi-Fi Alliance certification may not be interoperable.

Individual manufacturers, seeking to differentiate their products, may add sets of
features neither covered nor prohibited by the published standards or certification
programs. In general, this document makes only passing mention of such features.

2.2.3 Wireless LAN Topologies

WLANS are designed for flexibility and mobility. The standards refer to the nodes of a
wireless network as stations (STAs). A special type of station called an access point (AP) is
connected to both the wired and the wireless network and bridges communications between
the two. The AP (sometimes called a base station) also provides synchronization and
coordination and forwarding of broadcast packets for all the associated STAs. The area of
operation of an AP is sometimes referred to generically as a radio cell.

The standard distinguishes between Infrastructure topologies (those with an AP and a
connection to a wired network) and Independent topologies, made up of STAs with no
access point and no direct connection to the wired network.
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Figure 2.1: Stations in an independent Basic Service Set (IBSS) or Ad Hoc group are able to
communicate with one another without connection to a wired network.

The simplest arrangement is an ad hoc group of independent wireless nodes
communicating on a peer-to-peer basis, as shown in Figure 2.1. (Ad hoc is a Latin phrase
meaning “for this (purpose),” indicating a temporary arrangement.) The standard refers to
this topology as an Independent Basic Service Set (IBSS) and provides for some measure
of coordination by electing one node from the group to act as the proxy for the missing
access point.
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The fundamental unit of the Infrastructure topology is the Basic Service Set (BSS),
consisting of a single AP (connected to the wired network) and the STAs associated with it
(shown in Figure 2.3). The user configures the AP to operate on a single channel.

To cover a larger area, multiple access points are deployed. When multiple BSSs are
connected to the same wired network (Figure 2.2), the arrangement is called an Extended
Service Set (ESS). Each access point is assigned a different channel wherever possible to
minimize interference. If a channel must be reused, it is best to assign the reused channel to
the access points that are the least likely to interfere with one another.
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Figure 2.2: Extended Service Set (ESS) supports roaming from one cell to another.
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When users roam between BSSs, they will find and attempt to connect with the AP
with the clearest signal and the least amount of network traffic. This can ease congestion
and help a roaming STA transition from one access point in the system to another without
losing network connectivity.

An ESS introduces the possibility of forwarding traffic from one BSS to another over
the wired network. This combination of APs and the wired network connecting them is
referred to as the distribution system (DS). Messages sent from a wireless device in one
BSS to a device in a different BSS by way of the wired network are said to be sent by way
of the DS.

The 802.11 WLAN standards attempt to ensure minimum disruption to data delivery,
and provide some features for caching and forwarding messages between BSSs. The
802.11i revision provides some support for optional fast transitions for stations moving
between BSSs within a single ESS. Particular implementations of some higher layer
protocols such as TCP/IP may be intolerant of dropped and restored connections. For
example, in a network where DHCP is used to assign IP addresses, a roaming node may
lose its connection when it moves across cell boundaries and have to reestablish it when it
enters the next BSS or cell.

Additional specifications are also being developed, including 802.11r, to standardize
“fast roaming” by reducing latency during handoffs between APs.

2.2.4 Establishing a Wireless Connection

Because the physical boundaries and connections within a radio cell are not fixed, there is
no guarantee that a radio source is who or what it claims to be. Security requires some
means of authentication. Because the physical arrangement and membership of any group
of WLAN stations is purposely fluid, stations must be able to manage their own
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connections to one another. The WLAN standard refers to this logical connection between
two nodes as an association. Because radio signals are inherently public, confidentiality
requires the use of encryption.

These three functions - authentication, association, and confidentiality - are all a part
of making a connection in a WLAN. We add a fourth function, discovery (not explicitly
named in the standards), to construct a general picture of the process of creating a
connection in a WLAN.

2.2.4.1 Discovery

A station or access point discovers the presence of other stations by listening. Access
points (and their equivalents in ad hoc networks) can periodically send out management
packets called beacon packets containing information about their capabilities (data rates,
security policies, BSSID, SSID, and so forth). Stations can send a probe request packet to
elicit a probe response containing similar information. A probe request can be sent to a
particular station, or to the broadcast address (in which case, any response will come from
access points, or the equivalents in an IBSS).

2.2.4.2 Authentication and Deauthentication

The first step in creating an association between two stations is authentication. If a station
receives an association request from a station that is not authenticated with it, it sends a
deauthentication notice to the requester.

Authentication is achieved by an exchange of management packets. The standards
support several types of authentication.

The original standard provided only two forms: open and shared key. In open
authentication, any standards-compliant node is automatically authenticated. In shared key
authentication, the node must prove it knows one of the Wired Equivalent Privacy (WEP)
keys in use by the network.

These original methods are still supported, but the 802.11i revision added additional
steps for networks using the newer encryption methods. To avoid making complex changes
to the original protocol, these newer methods first use the older open authentication
method, then create a new security association between the two nodes during the
association phase immediately following. The security association encompasses both
authentication and encryption, and is described in more detail below. Briefly,
authentication in a security association can be handled by a separate 802.1x authentication
server, or be based on demonstrating possession of the correct pre-shared key (PSK).

A station can be authenticated with multiple other stations at any one time. The
standard also supports an optional measure of pre-authentication in support of roaming
within an ESS by stations already authenticated with the network.

2.2.4.3 Association, Disassociation, and Reassociation

In order to exchange unicast data traffic, stations must create an association between them
by an exchange of management packets. A station can send an association (or
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reassociation) request to any station with which it is authenticated. If the association
response is positive, the association is created.

In an IBSS, each station must create a separate association with each of the others in
the group.

In a BSS, each station has a separate association with the access point. Stations can
only be associated with one access point at any given time. To move between access points
within an ESS, the roaming station sends a reassociation request to the new access point in
order to seamlessly join the new BSS and leave the old one. Any station can terminate an
association by sending a disassociation notice.

2.2.4.4 Confidentiality

Confidentiality is achieved by protecting transmitted information with encryption. The
standards offer several options for encryption, each of which is a part of a larger security
policy. APs (and their equivalent in an ad hoc network) advertise these security policies in
beacon and probe response packets. An AP can enforce security policies for all the nodes in
its BSS. Each node in an ad hoc network must enforce its own security policy. This topic is
covered in detail in the next section, Security.

2.2.5 Security

Secure communication is problematic in all radio networks. A wired network can be
secured at its edges - by restricting physical access and installing firewalls, for example. A
wireless network with the same measures in place is still vulnerable to eavesdropping.
Wireless networks require a more focused effort to maintain security.

This section presents a few basic concepts of communications security, then describes
the main generations of security enhancements to 802.11 WLANS.

2.2.5.1 Concepts of Secure Communications
Communications security is often described in terms of three elements:

e Authentication ensures that nodes are who and what they claim to be.
o Confidentiality ensures that eavesdroppers cannot read network traffic.
e Integrity ensures that messages are delivered without alteration.

Authentication is typically based on demonstrating knowledge of a shared secret, such
as a username and password pair. In more complex systems, possession of the shared secret
may be demonstrated by proving possession of a token that is more difficult to steal or
forge, such as a certificate or a smart card.

Confidentiality is typically protected by encrypting the contents of the message.
Encryption applies a known, reversible method of transformation (called a cipher or
encryption algorithm) to the original message contents (called the plaintext), scrambling or
disguising them to create the ciphertext. Only those who know how to reverse the process
(decrypt the message) can recover the original text. The most common forms of encryption
are mathematical transformations which use a variable called a key as a part of their
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manipulations. The intended receiver must know both the correct method and the value of
the key that was used, in order to be able to decrypt the message. For commercial
encryption schemes, the method will be public knowledge. Protecting the secrecy of the
key becomes crucial.

Integrity, in the context of communications security, refers to the ability to make
certain that the message received has not been altered in any way and is identical to the
message that was sent. The frame check sequence (FCS) bytes are one example of an
integrity check, but they are not considered secure. The ordinary FCS bytes are not
calculated over the plaintext message and protected by encryption. Instead they are
calculated over the ciphertext, using a known method and sent in the clear (unencrypted).
The FCS bytes help to identify packets that have been accidentally damaged in transit. An
attacker, however, could recalculate the ordinary FCS (for example, to hide their deliberate
alteration of a packet they captured and retransmitted). The harder it is for an attacker to
correctly recalculate the integrity check sequence or security hash function, the more
reliable a test of message integrity it is.

The concept of integrity is sometimes extended to include verifying that the source of
the message is the same as the stated source. Timestamps and message sequence numbers
can protect against “replay attacks,” but, again, they are not considered secure unless they
are protected by encryption.

Security is always relative, never absolute. For every defense, there is (or will soon
be) a successful attack. For every attack, there is (or will soon be) a successful defense.
Only time and effort are really at issue. The better the defense, the more time and effort it
takes to breach.

The right defense is the one that is balanced and that matches the expected range of
attacks. Balance is important in two senses. First, the weakest link must be secure enough.
Second, the passive elements of authentication, encryption, and integrity check must be
backed up by active elements such as monitoring and pursuing attempted breaches,
maintaining security discipline, and so forth. The right defense is one in which a breach
requires just slightly more time and effort from attackers than they are willing to invest.
Security measures impose costs and constraints on the defender. Like any other business
decision, these trade-offs must be made with eyes open.

2.2.5.2 Confidentiality and Encryption

Confidentiality (preventing unauthorized access to message contents) is achieved by
protecting the data contents with encryption. Encryption is optional in 802.11 WLANS, but
without it, any similar standards-compliant device within range can read all network traffic.

There have been three major generations of security approaches for WLANS. In
chronological order of introduction, these are:

e  WEP (Wired Equivalent Privacy)
o  WPA (Wi-Fi Protected Access)
e 802.11i / WPA2 (Wi-Fi Protected Access, version 2)

To address vulnerabilities in WEP, the IEEE established the 802.11i working group in
2001. Based on early drafts from the working group, the Wi-Fi Alliance trade group
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established WPA at the beginning of 2003. WPA was intended as an interim solution that
could be achieved with existing equipment, using only firmware and software updates. The
Wi-Fi Alliance refers to their implementation of the more robust security features defined
in the final 802.11i document (July, 2004) as WPA2. The more powerful encryption
requires hardware acceleration, and is not supported by older WLAN equipment. The
802.11 standard now defines multiple alternative security arrangements for WLANSs. For
the sake of simplicity we use the terminology of the Wi-Fi Alliance to group the various
alternatives, presented in Table 2.2.

Table 2.2: Encryption Methods in 802.11 WLANS.

Wi-Fi

name Authentication Key distribution Encryption | Algorithm

(none) open none none none

WEP open or shared key (WEP) out of band WEP RC4
WPA - open, followed by shared secret=PSK | out of band (PSK=PMK) | TKIP RC4
Personal

WPA - open, followed by 802.1x, in which PMK from Authentication | TKIP RC4
Enterprise | shared secret = certificate or other token | Server

WPA2 - open, followed by shared secret =PSK | out of band (PSK=PMK) | CCMP AES
Personal

WPA2 - open, followed by 802.1x, in which PMK from Authentication | CCMP AES

Enterprise | shared secret = certificate or other token | Server

TKIP is the Temporal Key Integrity Protocol. It uses a message integrity check called
“Michael.” Like WEP, TKIP uses the RC4 stream cipher encryption algorithm.

CCMP stands for CTR (Counter mode) with CBC-MAC (Cipher Block Chaining
Message Authentication Code) Protocol. CTR is an attribute of the encryption method.
CBC-MAC is used for message integrity and authentication. CCMP uses an AES
(Advanced Encryption Standard) block cipher encryption algorithm.

WPA represents a significant improvement over the older WEP standards. The final
802.11i standard (implemented by the Wi-Fi Alliance as WPA2) defines even stronger
security methods, but the greater computational burdens of CCMP/AES require specific
network hardware. For many networks, WPA with TKIP continues to be a viable choice.

The expense and complex administration required for a full implementation of 802.1x
can be beyond the reach of smaller networks, making the alternative of pre-shared keys
(PSKs) more welcome there.

802.1x is a separate IEEE protocol used in support of the Extensible Authentication
Protocol (EAP). In WLANSs, 802.1x is used with EAP over LAN (EAPoL). The 802.11
standard specifies the use of 802.1x, but many details of the authentication services and
methods used are left to the implementor. In general, 802.1x involves the use of a separate
authentication server (such as Remote Access Dial-In User Service (RADIUS)) and valid
certificates (or other secure tokens of authenticity) for each network node.

When encryption is in use, only the 802.11 headers of data packets are sent in the
clear (that is, unencrypted). Management and control packets are not encrypted.
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WEP uses a set of up to four static keys that must be installed manually on every
station and access point. Different implementations of WEP support different key lengths.
The revised 802.11 standard supports two WEP key lengths: 40-bit (expanded to 64 by the
addition of a 24-bit initialization vector (IV)) and 104-bit (expanded to 128 with the IV).
Other proprietary systems support longer key lengths. The unencrypted portion of the
packet header can show which of the four WEP keys was used to encrypt the payload.

TKIP and CCMP use a separate Pair-wise Master Key (PMK) for each pair of peers -
a pair of stations, or a station and an access point. This master key is used to derive other
keys which are the ones actually used to encrypt and decrypt different elements of the
traffic between the pair of nodes. This approach keeps the master key less exposed and
allows for frequent rekeying.

The standard provides for two different methods of distributing PMKs. When an
802.1x authentication server (such as RADIUS) is in use, the PMK is derived when a
station authenticates with the server. For networks that do not use an 802.1x server, a pre-
shared key (PSK) is distributed out of band to every station and access point. This PSK is
the PMK.

The security association between the two nodes is created during an exchange of four
EAPoL packets called a four way handshake. During this transaction, the nodes derive a
pair-wise transient key (PTK), which is then partitioned to provide the individual keys the
pair will use for encryption, data integrity, and so forth. The PTK is derived from the PMK
and a random value from both the station (the SNonce) and the access point (the ANonce).

When TKIP or CCMP are in use, broadcast and multicast traffic is also protected by
encryption, using a Group key shared by all members of the BSS or IBSS. The Group
Temporal Key (GTK) is distributed during the four-way handshake, or can be distributed in
a separate group key handshake.

2.2.6 Collision Avoidance and Media Access

One of the most significant differences between Ethernet and 802.11 WLANS is the way in
which they control access to the medium, determining who may talk, and when. Ethernet
uses CSMA/CD (carrier sense multiple access with collision detection). An Ethernet device
can send and listen to the wire at the same time, detecting the pattern that shows a collision
is taking place. When a radio attempts to send and listen on the same channel at the same
time, its own transmission drowns out all other signals. Collision detection is impossible.
Because they cannot be reliably detected, collisions must be avoided. 802.11 WLANSs use
CSMA/CA (carrier sense multiple access with collision avoidance).

802.11 WLAN standards provide two basic methods for gaining access to the radio
medium: the mandatory Distributed Coordination Function (DCF) and the optional Point
Coordination Function (PCF).

Under DCEF, stations listen to make sure the medium is clear, wait for a specified
length of time, wait an additional random backoff interval, then attempt to send. The period
during which stations are waiting their respective random backoff intervals is known as the
contention period. Data and management packets also contain a Duration/ID field. Stations
within range use this to determine how long the current transaction will take, deferring
contention until it is complete.
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Under PCF, the access point acts as the Point Coordinator (PC) for all associated
stations, polling each in turn to ask if it would like to send. The PC acts as the reservation
system for air time within the group. Under PCF, the group alternates between contention
free periods (during which access is controlled by the PC) and contention periods, during
which access is controlled exactly as in DCF. PCF was designed to support voice, video,
and other time-sensitive transmissions. It is not implemented by most vendors. The
standards leave room for interpretation, and interoperability among equipment from
different vendors that do support PCF may be problematic.

DCF has one significant weakness, addressed in the standard. This is known as the
“hidden node” problem. In a wireless network, a device can be in range of two others,
neither of which can hear the other, but both of which can hear the first device. For
example, the access point in Figure 2.3 can hear both node A and node B, but neither A nor
B can hear each other. This creates a situation in which the access point could be receiving
a transmission from node B without node A sensing that node B is transmitting. Node A,
sensing no activity on the channel, might then begin transmitting, jamming the access
point’s reception of node B’s transmission already under way.

node ©

Noaa «
Figure 2.3: Basic Service Set (BSS), showing the hidden node problem.

To solve the hidden node problem, the standard specifies an optional method in which use
of the medium is reserved by an exchange of control packets called request to send (RTS)
and clear to send (CTS). A station sends an RTS to its intended unicast recipient. If the
recipient receives the RTS and can accept the proposed transmission, it replies with a CTS.
When it receives the CTS, the first station begins to send. This has two advantages and one
drawback. First, the packets are small, and any collision caused by the transmission will be
brief. Second, both parties to the proposed communication send a packet whose
Duration/ID field covers the whole proposed transaction. That allows all stations within
range of either station to defer use of the medium until the transaction is complete. The
disadvantage, of course, is that the overhead represented by the RTS/CTS exchange must
be added to each transaction.

A special case can occur between 802.11b and 802.11g stations using the same
channel. Because 802.11b nodes cannot interpret the higher-speed OFDM-encoded
transmissions of 802.11g nodes, additional steps must be taken to minimize contention
between them. The standard refers to these steps as protection, invoked whenever 802.11b
and 802.11g nodes are both associated with the same access point, or part of the same
IBSS.



24 Guide to Wireless LAN Analysis

One protection option is for all stations to use the full RTS/CTS method for every
unicast exchange, but this imposes significant costs to 802.11g throughput. As an
alternative, 802.11g nodes can send a single CTS packet at 802.11b rates addressed to
themselves (CTS to Self) to reserve the medium. This does not solve the hidden node
problem, but it does allow 802.11g nodes to provide all 802.11b nodes within range with
the information they need to defer using the medium until the 802.11g transaction is
completed.

The use of RTS/CTS can be set to be always on, always off, or be invoked
automatically when fragmentation reaches a preset level (for example, a data packet length
of 500 bits). The precise methods are dependent on the implementation of the equipment
vendor. Note that RTS/CTS is never used with broadcast or multicast traffic, nor for other
control packets (such as an ACK).

2.2.7 Physical Layer

The 802.11 WLAN standards specify the lowest layer of the OSI network model (physical)
and a part of the next higher layer (data link). A stated goal of the initial IEEE effort was to
create a set of standards which could use different approaches to the physical layer
(different frequencies, encoding methods, and so forth), and yet share the same higher
layers. They have succeeded, and the Media Access Control (MAC) layers of the 802.11a,
b, and g protocols are substantially identical. At the next higher layer still, all 802.11
WLAN protocols specify the use of the 802.2 protocol for the logical link control (LLC)
portion of the data link layer. In the OSI model of network stack functionality (Figure 2.4),
such protocols as TCP/IP, IPX, NetBEUI, and AppleTalk exist at still higher layers. Each
layer utilizes the services of the layers underneath. This section describes the nature of the
RF medium, some problems particular to it, and the solutions to those problems embodied
in the 802.11 standards.

Application
Presentation

Session

Network Protocols Transport
(e.g., TCP/IP, etc) Spo
Network

Data Link 802.2 Logical Link Control (LLC)
Layer 802.11 MAC Header (a,b,g identical)

R 802.11 PLCP Header (a,b,g distinct)
Physical : :
Physical Medium Specs (RF, DSSS, OFDM, etc.)

Figure 2.4: 802.11 and the OSI Model.

IEEE 802.11a,b,g

2.2.7.1 Radio frequencies and channels

Where Ethernet sends electrical signals through wires, WLANSs send radio frequency (RF)
energy through space. Wireless devices are equipped with a special network interface card
(NIC) with one or more antennae, a radio transceiver set, and circuitry to convert between
RF signals and the digital pulses used by computers.
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Depending on the design of the antenna, radio waves may emanate more or less
equally in all directions (the most common design), or be stronger in one direction than in
others. Radio waves broadcast on a given frequency can be picked up by any receiver
within range tuned to that same frequency.

Effective or usable range depends on a number of factors. In general, higher power
and lower frequency increase the range at which a signal can be detected. Distance from
the signal source and interference from intervening objects or other signals all tend to
degrade reception. Filtering, accurate synchronous timing, and a variety of error correcting
approaches can help distinguish the true signal from reflections, interference, and other
noise.

Low output power limits 802.11 WLAN transmissions to fairly short effective ranges,
measured in hundreds of feet indoors. Signal quality, and hence network throughput,
diminishes with distance and interference. The higher data rates rely on more complex
encoding methods. These in turn require an ability to distinguish very subtle modulations in
the RF signals.

The WLAN standards for physical media (802.11a, b, and g) define the full set of
channels for each type of network. Each channel is defined as a range of frequencies within
a narrow band around a center frequency. When a WLAN radio uses a channel, it actually
transmits or receives on multiple frequencies around that center frequency. The particular
pattern of frequency use is determined by the encoding method, which also determines the
nominal data rate.

RF spectrum is a limited resource which must be shared by competing users. While
the standards define the range of possible channels, the actual channels used and the power
outputs permitted on them are set by each regulatory agency for all 802.11 devices
operating within its jurisdiction. The 802.11d and 802.11h revisions provide additional
generalized methods for complying with the particular requirements of these agencies with
respect to RF frequency use and power output in 802.11 devices. The 802.11j revision adds
specifications particular to Japan.

The 802.11b and 802.11g WLAN standards both use the same 2.4 GHz band. Taking
2412 MHz as the center frequency of the first channel, the standard describes 14 channels,
5 MHz apart, numbered 1 to 14. In the United States, the FCC has allocated bandwidth to
support the first 11 channels. Regulatory bodies in other jurisdictions have made different
allocations from within this same band.

The 802.11a WLAN standard uses the 5.0 GHz band. The standard defines channels
1-199, starting at 5.005 GHz, with their center frequencies spaced 5 MHz apart. The FCC
in the United States has allocated bandwidth in three parts of the spectrum, as shown in
Table 2.3. The ETSI and ERM in Europe, MKK in Japan, and other regulatory agencies in
other jurisdictions have made their own allocations within this band.

Notice that the FCC channel numbers for 802.11a WLANs appear in a gapped
sequence, with 20 MHz separating the center frequency of one allocated channel from the
next. This is a recognition of the fact that the encoding methods used in all 802.11 WLAN
standards actually take up far more spectrum than 5 MHz. In fact an active channel using
OFDM (whether in 802.11a or 802.11g) fills more than 16 MHz.
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Table 2.3: FCC Channels for 802.11a WLANSs.

Band Center Channel | Maximum
frequency | number power
U-NII low band (5150 MHz to 5250 MHz)
5180 MHz 36 40 mW
5200 MHz 40 40 mW
5220 MHz 44 40 mW
5240 MHz 48 40 mW
U-NII medium band (5250 MHz to 5350 MHz)
5260 MHz 52 200 mW
5280 MHz 56 200 mW
5300 MHz 60 200 mW
5320 MHz 64 200 mW
U-NII high band (for outdoor use) (5725 MHz to 5825 MHz)
5745 MHz 149 800 mW
5765 MHz 153 800 mW
5785 MHz 157 800 mW
5805 MHz 161 800 mW

2.2.7.2 Signal and Noise Measurement

Electrical energy in radio waves is typically measured in the unit of power, Watts, or (in
the case of 802.11 WLANSs) milliWatts (mW). A typical 802.11b WLAN card might have a
transmit power of 32 mW. The energy detected at the receiving antenna would be several
orders of magnitude less than this. The wide range of values encountered in radio
engineering could be expressed with exponential notation (for example, 3.2 x 10° mW),
but radio engineers came up with a simpler solution. They measure signal strength with a
unit called the decibel-milliWatt (dBm).

The decibel is a unit of relationship between two power measurements, and is equal to
one tenth of the exponent of ten. That is, 10 decibels denotes an increase by a factor of 10,
20 decibels an increase by a factor of 100, and 30 decibels an increase by a factor of 1,000.
These correspond to 10 raised to the power of one (10'), 10 raised to the power of two
(10%), and 10 raised to the power of three (10°%), respectively.

Decibels are dimensionless. By associating decibels with a particular unit, it is
possible to write and compare a wide range of power values easily. By the definition of the
decibel milliwatt, 0 dBm = 1 mW. Power values larger than 1 mW are positive numbers.
Power values smaller than 1 mW are expressed as negative numbers. Remember, this is an
exponent. For example, the power output of 32 mW mentioned above could be written as
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15 dBm. A typical lower limit of antenna sensitivity for an 802.11b WLAN card might be
expressed as -83 dBm. A more practical lower limit might be -50 dBm, or 0.00001 mW.

Not all 802.11 WLAN cards report signal strength in dBm. The 802.11 WLAN
standard itself calls for makers to implement their own scale of received signal strength,
and report that within the protocol as a value called Received Signal Strength Indicator
(RSSI). While one manufacturer might use a scale of 0-31, another might use 0-63.

Noise is also a form of electrical energy, and is reported in the same way, either as a
percentage or in dBm. The signal to noise ratio is simply the difference between signal and
noise. Noise is present in all 802.11 deployments, and can take many forms. Regardless of
its source, determining the overall noise measurement is very important in determining
both the quality of the signal and the expected data rate that can be received. To maintain a
given data rate, a certain signal to noise ratio (SNR) must be achievable, which is of course
based on the specific noise measurement. Table 2.4 provides some rule-of-thumb guidance
for the SNR that is required to maintain certain data rates. For example, assuming a noise
level of -80 dBm, a signal level of -61 dBm must be achievable at any point within the
WLAN to ensure that all users can operate at the maximum data rate of 54 Mbps (S = SNR
+ N; -61 dBm = 19 dB + -80 dBm). With the knowledge that -61 dBm is the lowest signal
that should be measured anywhere in the WLAN to achieve maximum throughput, AP
placement can now be quantitatively assessed, and the minimum number of APs to be
deployed can be determined.

Table 2.4: SNR for desired data rate.

Data Rate Required SNR (dB)
6 Mbps 2
9 Mbps 5
12 Mbps 5.5
18 Mbps 7.5
24 Mbps 10.5
36 Mbps 12.5
48 Mbps 17
54 Mbps 19

2.2.7.3 Encoding and data rates

WLAN stations communicate by manipulating radio signals in agreed-upon ways.
These manipulations encode the information using various combinations of frequency
modulation, frequency hopping or spreading, and pulsing the energy on and off - all in a
particular pattern. The most commonly used encoding methods are Direct Sequence Spread
Spectrum (DSSS) and Orthogonal Frequency Division Multiplexing (OFDM).

DSSS (in particular configurations appropriate to the desired data rate) is used by
802.11b networks, and by 802.11g devices for backward compatibility with them.
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Complementary Code Keying (CCK) is used in conjunction with DSSS to achieve the
higher data rates of 5.5 Mbps and 11 Mbps.

OFDM (again, in particular configurations for each data rate) is used by 802.11a
networks, and by 802.11g networks when operating in an “802.11g-only” environment.

An additional encoding method, Packet Binary Convolutional Coding (PBCC) is an
option in both the 802.11b and the 802.11g standards.

The 802.11g standard also defines an optional hybrid method, combining DSSS for
packet preambles and headers and OFDM for the body. This is intended to allow older
802.11b stations to follow the conversation, even though they cannot interpret the OFDM
part of the transmission.

Table 2.1 shows the development of the primary physical layer specifications for
802.11 WLANsSs, including the band in which they operate, the encoding methods used, and
the mandatory and optional data rates achieved by those encoding methods.

Stations must use the same encoding methods in order to communicate with one
another. The nominal data rate of a WLAN is directly related to the encoding method used.
In general, more complex encoding methods are used to create a more dense information
flow for higher data rates. More complex encoding and decoding takes longer to perform.
The more complex encoding can also be more susceptible to signal degradation.

2.2.8 Packet Structure and Packet Types

Like the rest of the 802 family of LAN protocols, 802.11 WLAN sends all network traffic
in packets. There are three basic types: data packets, network management packets and
control packets. The first subsection describes the basic structure of 802.11 WLAN data
packets and the information they provide for network analysis. The second subsection
describes the management and control packets, their functions and the role they play in
network analysis.

2.2.8.1 Data Packet Structure

All the functionality of the protocol is reflected in the packet headers. RF technology and
station mobility impose some complex requirements on 802.11 WLAN networks. This
added complexity is reflected in the long physical layer convergence protocol (PLCP)
headers as well as the data-rich MAC header.

802.11 WLAN data packet structure

| 0S| Physical (PHY) layer | OSlIDataLink layer | Higher OSllayers | Packet trailer |
PLCP LLC End
preamble header MAC Header (opt) Network data FCS Delimiter

Because 802.11 WLANs must be able to form and re-form their membership
constantly, and because radio transmission conditions themselves can change, coordination
becomes a large issue in WLANs. Management and control packets are dedicated to these
coordination functions. In addition, the headers of ordinary data packets contain a great
deal more information about network conditions and topology than, for example, the
headers of Ethernet data packets would contain.
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802.11 MAC header (WLAN)

Frame Duration Address Address Address Sequence Address
Control ID 1 Control 4

2 Bytes 2 Bytes 6 Bytes 6 Bytes 6 Bytes 2 Bytes 6 Bytes

802.3 MAC header (Ethernet)

Dest. Source
Address Address

6 Bytes 6 Bytes 2 Bytes

Type or
Length

A complete breakout of all the fields in the packet headers and the values they may
take is beyond the scope of this chapter. For this overview, Table 2.5 below presents a list
of the types of information 802.11 WLAN data packet headers convey. The table also
shows the types of information carried in management and control packets.

2.2.8.2 Management and Control Packets

Control packets are short transmissions which directly mediate or control communications.
Control packets include RTS, CTS and ACK packets used in the four way handshake, as
well as power save polling packets and short packets to show (or show and acknowledge)
the end of contention-free periods within a particular BSS or IBSS.

Management packets are used to support authentication, association, and
synchronization. Their formats are similar to those of data packets, but with fewer fields in
the MAC header. In addition, management packets may have data fields of fixed or
variable length, as defined by their particular sub-type. The types of information included
in management and control packets are shown in Table 2.5, along with the related
information found in data packet headers.

2.3 Wireless Network Analysis

Wireless networks require the same kinds of analytical and diagnostic tools as any other
LAN in order to maintain, optimize and secure network functions, with one notable
exception. In a LAN environment, all signals are conducted over fixed, well-defined and
“electrically stable” network of cables. This is in stark contrast to wireless networks, where
signals are transmitted using radio frequency (RF) technology. Radio frequency waves
propagate outwardly in all directions from their source, and are very sensitive to disruption
or interference. The quality of the transmitted signal varies over time and space, even if the
source and destination remain fixed. The path between the source and destination also has a
very significant impact on the quality of the resulting communication. Open propagation of
data means that anyone can receive the data, even those not “connected” to the network,
making security a far bigger issue for WLANs. The use of unlicensed spectrum by 802.11
also increases its vulnerability to interference, as it must share its available bandwidth with
non-802.11 devices, including Bluetooth, cordless telephones, and microwave ovens.
Fortunately, the 802.11 WLAN standard offers even more data to packet analysis than
any of the other members of the 802 family of protocols. Also, new technologies are being
developed to simplify the identification and mitigation of interference sources by analyzing
the 802.11 physical layer - the actual RF environment that is the transmission network.
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This section describes four broad areas in which wireless network analysis solutions can be
of particular use in network planning, management, troubleshooting, and administration.

Table 2.5: Protocol Functions in 802.11 WLANS.

Authentication/Privacy

The first step for a device in joining a BSS or IBSS is authentication. This can be an open or a shared key system, If WEP encryption of
packet data is enabled, shared key authentication should be used. Authentication is handled by a request/response exchange of
management packets.

Authentication ID | This is the name under which the current station authenticates itself on joining the network.

Security enabled | If this field is true, then the payload of the packet (but not the WLAN headers) will be encrypted.

Network membership/Topology

The second step for a device joining a BSS or IBSS is to associate itself with the group, or with the access point. When roaming, a unit
also needs to disassociate and reassociate. These functions are handled by an exchange of management packets. The current status
is shown in the packet headers.

Association Packets can show the current association of the sender. Association and Reassociation are handled by
request/response management packets. Disassociation is a simple declaration from either an access point or
a device.

IBSSID or ESSID The ID of the group or its access point. A device can only be associated with one access point (shown by the
ESSID) or IBSS at a time.

Probe Probes are supported by request/response management packets used by roaming devices in search of a
particular BSS or access point. They support a roaming unit's ability to move between cells while remaining
connected.

Network conditions/Transmission

The 802.11 WLAN protocol supports rapid adjustment to changing conditions, always seeking the best throughput.

Channel The channel or radio frequency used for the transmission.

Data rate The data rate used to transmit the packet. 802.11 WLAN nodes can rapidly adjust their transmission data rate
to match conditions.

Fragmentation 802.11 WLANs impose their own fragmentation on packets, completely independent of any fragmentation

imposed by higher level protocols such as TCP/IP. A series of short transmissions is less vulnerable to
interference in noisy environments. This fragmentation is dynamically set by the protocol in an effort to reduce
the number, or at least the cost, of retransmissions.

Synchronization Several kinds of synchronization are important in WLANs. Network management packets called “beacon”
packets keep members of a BSS synchronized. In addition, devices report the state of their own internal
synchronization. Finally, all transmissions contain a timestamp.

Power save Laptops and handheld devices need to conserve power. To facilitate this, the protocol uses a number of fields
in data packets plus the PS-Poll (power-save poll) control packet to let devices remain connected to the
network while in power save mode.

Transmission control

While the protocol as a whole actually controls the transmission of data, certain header fields and control packets have this as their
particular job.

RTS, CTS, ACK Request to send (RTS), clear to send (CTS), and acknowledgement (ACK) — these control packets are used
in the four way handshake in support of collision avoidance.

Version The version of the 802.11 protocol used in constructing the packet.

Type and sub-type The type of packet (data, management, or control), with a sub-type specifying its exact function.

Duration In support of synchronization and orderly access to the airwaves, packets contain a precise value for the time
that should be allotted for the remainder of the transaction of which this packet is a part.

Length Packet length.

Retrar issi Retransmissions are common. It is important to declare which packets are retransmissions.

Sequence Sequence information in packets helps reduce retransmissions and other potential errors.

Order Some data, such as voice communications, must be handled in strict order at the receiving end.

Routing

Again, many fields are related to routing traffic, but the following are most directly related.

Addresses There are four address fields in 802.11 WLAN data packets, instead of the two found in Ethernet or IP

headers. This is to accommodate the possibility of forwarding to, from, or through the distribution system
(DS). In addition to the normal Destination and Source addresses, these fields may show the Transmitter, the
Receiver, or the BSSID. The type of address shown in each address field depends on whether (and how) the
packet is routed by way of the DS. Control and management packets need only three address fields because
they can never be routed both to and from (that is through) the DS.

to/from DS In an ESS, traffic can be routed from a device using one access point to a device using a different access
point somewhere along the wired network. These fields describe routing through the distribution system (DS)
and tell the receiving device how to interpret the address fields.

More data Access points can cache data for other devices. This serves both roaming across BSS or cell boundaries and
the power save features. When a device receives a message from an access point, it may be told the access
point has more data waiting for it as well.

2.3.1 Planning and designing a WLAN

One of the advantages of 802.11 WLAN:S is their ability to dynamically adjust to changing
conditions and to configure themselves to make the best use of available bandwidth. These




Guide to Wireless LAN Analysis 31

capabilities work best, however, when the problems they address are kept within limits. To
do this, you must understand the limits of the RF environment in the areas where wireless
is to be deployed. This is best done by assessing the overall area over space and time to get
a quantifiable baseline of your environment.

2.3.1.1 Predeployment

When developing your baseline, it is imperative to assess two specific areas - interference
sources from non-802.11 devices and signals from existing 802.11 equipment. Interference
sources are often ignored when planning a WLAN deployment, yet this information is
critical in designing AP placement, spacing, and channel selection. For example, where
interference is high, 802.11 WLAN nodes will continue to increase fragmentation, simplify
spectrum spreading techniques, and decrease transmission rates in an attempt to best use
the available bandwidth. In addition, physical layer interference increases retransmissions,
especially when they occur despite high fragmentation. While some network applications
may show no ill effects from a given source of interference, others may begin to lag with
too many retransmissions of packets already reduced well below their most efficient
transmission size. Remember that 802.11 WLAN packet headers are quite large. This
means high overhead and a low usable data rate when packet fragmentation and
retransmissions are both high. If only one or two network applications seem to be affected,
it may not be immediately obvious that there is a more general problem.

2.3.1.2 Initial deployment

Once the environment is understood and an initial layout is determined, it is time to test it
out. Analyzers can be used to see if new interference sources have been introduced, and to
see the interfering effects that each AP in your design may be having on its neighboring
APs - otherwise known as adjacent channel interference (ACI), or co-channel interference
when the APs are on the same channel (Figure 2.5). ACI occurs because each 802.11 b/g
channel occupies approximately 20 MHz of bandwidth, while the actual channel separation
is only 5 MHz (for example, Channel 1 is assigned at 2412 MHz while Channel 2 is
assigned at 2417 MHz). ACI is the reason that it is often stated that there are only three
non-overlapping b/g channels in the US: 1, 6, and 11, and this is why most multi-AP
deployments use only these channels while making every effort to keep neighboring APs
off the same channel.

Analyzers can be used to assess overall throughput and signal strength at key
locations in your network, and to troubleshoot both the wireless and wired side of your
network, simultaneously, should problems be identified. The ability to troubleshoot both
the wired and wireless side of the network simultaneously is critical, and this is illustrated
in Figure 2.6. Ongoing problems with packet retransmission on the wireless side of the
network are clearly demonstrated.

Analyzers can also be used to test the interaction of clients and APs in multi-AP
deployments. 802.11 WLAN BSSs and ESSs have the ability to dynamically configure
themselves, associating and reassociating roaming nodes, first with one access point and
then with another. The physical location and RF channel used by each access point should
be optimized, and these choices can lead to smooth network functioning or to unexpected
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problems. To help evaluate network topologies, a packet analyzer must be able to display
signal strength and transmission rate for each packet found on a given channel.
Furthermore, the user must have control over what channel - better still, which base station
- the packet analyzer will scan. With these tools, a packet analyzer can be used to build a
picture of conditions at the boundaries between cells in an ESS.

0
2.4-2.5 GHz Band

+ Wi-Fi AP

-50

Interference Power (dBm)

-100
1 2 3 4 5 6 7 8 9 10 11
Figure 2.5: Analyzers can illustrate the impact of adjacent channel interference.

Performing a survey with the analyzers may find dead spots in a particular
configuration or identify places where interference seems to be unusually high. Solving the
problem may require changing the channel of one or more access points, or perhaps
moving one or more to a new location.

2.3.2 Managing a WLAN
2.3.2.1 Managing Signals

Management of your WLAN begins with simple “dashboard” views that you can use to
quickly assess the overall health of your network. Analyzers can provide an accurate
display of signal and noise on your WLAN by showing a continuously updated bar graph
of the most recently reported signal strength, noise, or signal to noise comparison on every
channel on which traffic is detected.

2.3.2.2 Managing Users

Wireless networks are made up of one or more radio cells, centered on Access Points
(APs). Unlike wired networks, the precise topology of the WLAN changes as clients roam
from one AP to the next. The topology can be expressed as a hierarchical tree, with the
ESSs (all APs connected to the same DS) at the top, then individual BSSs (individual APs
and their clients), then the individual client nodes or stations (STAs).
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Figure 2.7: Detailed graphical display of reported signal strength for each WLAN channel.

An analyzer can display the wireless devices on your network in a hierarchical tree
(Figure 2.8). Individual devices are identified by their ESSID, BSSID, or MAC address (as
appropriate). An ESSID identifies a group of access points. This is the identifier sent out as
“SSID” from the access point. The BSSID is the specific identifier of the access point,
naming its MAC address. The view tracks dozens of 802.11 characteristics for each node,
including encryption state, authentication method, channel, data rate, signal and noise
statistics (dBm or %), and throughput statistics. Trust values can also be assigned to each
node, allowing you to quickly distinguish friend from (potential) foe.

In addition to a hierarchical view of network users, some analyzers can also be used
to represent the network as it is physically deployed. This is illustrated in Figure 2.9.
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2.3.3 Administering a WLAN
2.3.3.1 Securing the WLAN

Because they use radio transmissions, WLANs are inherently more difficult to secure than
wired LANs. Simple encryption and authentication techniques such as WEP prevent
outsiders from casually or inadvertently browsing your WLAN traffic, but they cannot stop
a deliberate attack. WPA, and particularly WPAZ2 is quite secure today, and meets the need
of the most demanding security officer. Even the best passive defenses, however, must be
paired with an active defense in order to really work. First, attempted breaches must be
identified and stopped. Second, networks must be monitored to ensure that security policies
are followed.

Analyzers can be used to monitor compliance with security policies, and to identify,
intercept, log, and analyze unauthorized attempts to access the network. They can
automatically respond to security threats in a variety of ways, making them ideal both for
monitoring and for more focused analysis. Expert, real-time analysis of all traffic on the
network identifies anomalies and sub-optimal performance. Some analyzers can provide a
set of expert troubleshooting and diagnostic capabilities and problem detection heuristics
based on the network problems found. Some examples of security related expert diagnoses
include:

Denial of Service (DoS) attacks

Man-in-the-Middle attacks

Lapses in security policy (such as wrong or default configurations)
Intrusion detection

Rogue access point and unknown client detection

Adherence with common wireless network policies

Figure 2.10 shows an example of the Expert ProblemFinder Settings.

With some analyzers, you can assign levels of trust to any node, making it easy to tell
at a glance who is who. Keeping a current list of your own network’s members is easy, and
allows you, for example, to automatically identify and easily locate rogue access points
(see Figure 2.8). Assign a value of Trusted to the devices that belong to your own network.
The intermediate value of Known lets you segregate sources that are familiar, but beyond
your own control, such as an access point in a neighboring office. Nodes classified as
Unknown (the default) can be quickly identified.

Some analyzers also ship with a security audit template, which you can use as is or
extend or modify to meet particular requirements. The template makes use of special
filters, alarms, and pre-configured capture sessions to create a basic WLAN security
monitoring system. The security audit template scans network traffic in the background,
looking for indications of a security breach. When it finds one, it captures the packets that
meet its criteria and sends a notification, keeping you informed of suspicious activity on
your WLAN.
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Figure 2.9: A physical representation of network users.

Security issues are not always malicious. Even with well-established security policies
in place, well-intentioned users can be inadvertently violating these policies due to
misconfigured security settings or even just an overall lack of knowledge of wireless
security. With some analyzers, security policies established around common operating
procedures like those illustrated in Figure 2.11, can be monitored in real time, providing
instantaneous alerts when a single client is in violation of the policy.

2.3.4 Troubleshooting - Analyzing Higher Level Network Protocols

Managing a network is more than just managing Ethernet or the WLAN. It also means
making sure all the resources users expect to access over the network remain available.
This means troubleshooting the network protocols that support these resources. When
WLANS are used to extend and enhance wired networks, there is no reason to expect the
behavior of higher level protocols on these mobile clients will be any more or less prone to
problems than on their wired equivalents.
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Figure 2.10: A sample of Wireless Expert Events.

Although part of this work can be done by capturing traffic from the wired network
alone, some problems will yield more quickly to analysis of wireless-originated traffic
captured before it enters the DS. To determine whether access points are making errors in
their bridging, or if packets are being malformed at the client source, you must be able to
see the packets as they come from the client node, as shown in Figure 2.12.

In an all-wireless environment, the only way to troubleshoot higher level protocols
like TCP/IP is to capture the packets off the air. In smaller satellite offices in particular, this
all-wireless solution is increasingly common. It offers quick setup and can cover areas that
would be awkward to serve with wiring, such as non-contiguous office spaces on the same
floor. The only wired part of such networks may be the connection from the DSL modem,
through the router to the access point.
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Figure 2.11: Wireless Network Policies.
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Figure 2.12: Partial Example of a Detailed Packet Decode.

The actual troubleshooting of these higher level protocols is no different on a wired or
a wireless LAN, provided the network analysis software can read the packets fully. If
security is enabled, the protocol analyzer must be able to act like any other node on the
wireless network and decode the packet payloads using the shared keys. The ability to use
WEDP in the same way as all other nodes on the network must be built into the analyzer.

2.3.4.1 Leveraging Existing Assets with AP Capture Adapters

One of the most significant issues that exists in WLAN troubleshooting today is access to
packets at the source of the trouble. Overlay networks, a deployment of wireless sensors
that can monitor all wireless traffic from existing APs, is an effective but very costly means
of having instantaneous access to wireless packets. A far more attractive solution is to be
able to capture packets using the existing wireless network - after all, the hardware is
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designed to both transmit and receive. An AP capture adapter allows existing APs to be put
into a “listen-only” mode, and directs them to forward all of the packets they receive to an
analyzer over the wired network. No additional hardware, or expense, is required to
implement this solution. Access to information for troubleshooting from any location on
the network is only a few clicks away.

2.4 Conclusion

The demand for wireless networks is strong and increasing. The technology continues to
evolve rapidly. Improvements in throughput, reliability, security, and system
interoperability consistently add to this demand. Both the security of the new WLANs and
their performance depend on active, informed network management. Effective network
management requires the right tools.

Appendix: Wireless Terms

Access Point Provides connectivity between wireless and wired networks

Ad Hoc Network Peer-to-Peer network of roaming units not connected to a wired network

Base Station Access Point

BSS (Basic Service Wireless network utilizing only one access point to connect to a wired network

Set)

Cell The area within range of and serviced by a particular base station or access point

CSMA/CA Carrier Sense Multiple Access with Collision Avoidance

CSMA/CD Carrier Sense Multiple Access with Collision Detection

CTS Clear To Send

DHCP Dynamic Host Configuration Protocol, used to dynamically assign IP addresses to
devices as they come online

DS (Distribution Multiple access points and the wired network connecting them

System)

DSSS Direct Sequence Spread Spectrum

ESS (Extended A wireless network utilizing more than one access point

Service Set)

Frame A packet of network data, framed by the header and end delimiter

FHSS Frequency Hopping Spread Spectrum

IBSS Independent Basic Service Set or Ad Hoc Network

IEEE The Institute of Electrical and Electronics Engineers

Infrastructure Wireless network topology utilizing access points to connect to a wired network

LLC Logical Link Control

MAC Media Access Control

NIC Network Interface Card

OFDM Orthogonal Frequency Division Multiplexing

Roaming Traveling from the range of one access point to another

RF Radio Frequency

RTS Request To Send

WEP Wired Equivalent Privacy

WFA Wi-Fi Alliance, an industry organization specializing in interoperability and promotion
of 802.11 WLAN equipment

WLAN Wireless Local Area Network
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WLAN QoS

Mathilde Benveniste®

With both the enterprise and residential sectors embracing voice over IP (VoIP) at an
accelerating pace, and the pervasive use of wireless local area networks (WLANS), the
natural requirement emerged for a technology to support VoIP over WLANs without
degradation of its quality of service (QoS). QoS requirements for WLANS are imposed also
by video and multimedia applications tailored for use with WLANs. A QoS-focused MAC
Layer standard, IEEE 802.11e, was developed to meet the QoS requirements of a range of
applications. In addition to VoIP/ multimedia QoS, the new standard serves mission-critical
functions by reducing latency across a WLAN. This chapter discusses the enhancements
the new standard adds to WLAN technology with respect to QoS performance, channel use
efficiency, and power management of battery-based wireless devices.

3.1 Introduction

Since the initial emergence of the 802.11 network interface card for laptop computers and
access points, the appeal of 802.11 technology has been so strong worldwide that it is now
appearing in a wide range of devices, including consumer electronics devices and VoIP
phones. Enterprises wish to extend VoIP over wireless LANs for the convenience wireless
service brings to the mobile user throughout the building, campus, quad and warehouse, as
well as anywhere a WLAN is accessible. Residential users purchasing VoIP service for
cost savings, look to the WLAN to enable them to make their telephones cordless. The
installation of WLANSs in public spaces, backed up by a ubiquitous Internet, makes the case
of VoIP over WLANSs even more compelling. Users can have telephone service portability
free of any wires anywhere a WLAN is present. The new trends in the expansion of WLAN
use include consumer electronics appliances generating multi-media traffic streams from
applications such as video streaming and interactive gaming.

“All this could happen if wireless LANs could support QoS adequately in a congested
WLAN” was typically the reaction to the above observations prior to the adoption of the
new standard for IEEE 802.11 WLANSs, known as IEEE 802.11e. The new standard
enables frames from QoS-sensitive applications to be transmitted sooner than other frames,
thus minimizing latency. It also introduces new power management features that will
prolong the life of mobile devices powered by battery. The channel-use efficiency gains

* Avaya Labs
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introduced by the new standard make it worth pursuing even in situations where all traffic
is of the same type, thus allowing privileged treatment to none. The lower latency
achievable with 802.11e enables also the prioritization of time-critical data. Devices
observing the new standard can co-exist with 802.11-compliant devices.

This chapter gives a high level overview of the major 802.11 mechanisms that have
been modified and the new mechanisms introduced in 802.11e. They cover specifically the
areas of channel access, admission control, and power management. QoS challenges that
remain specifically in 802.11 mesh networks are also discussed.

3.1.1 Terminology and Abbreviations

For the reader reviewing the IEEE 802.11e standard [1], we note in this section some
relevant naming conventions used in the standard. The QoS-aware contention-based
random access is referred to as Enhanced Distributed Channel Access (EDCA). In the early
standard drafts, and in much of the published literature, the same access approach had been
called ‘enhanced distributed coordination function’” (EDCF), following the naming
convention of the 802.11 standard, where Distributed Coordination Function (DCF)
referred to contention-based random access [2]. Polled access was called Point
Coordination Function (PCF) in the 802.11 standard. The enhanced polled access
mechanism in 802.11¢ is called HCF Controlled Channel Access (HCCA). An access point
(AP) supporting 802.11e features is called a ‘QAP’, and a station equipped to use 802.11e
features is called a ‘non-AP QSTA’. A QoS-aware WLAN, i.e., the group of stations
supported by a QoS-aware AP, is called ‘QBSS’ in the 802.11e standard as compared to
‘BSS’ (basic service set), the group of stations supported by a legacy AP.

Prioritization for the various functions of the channel access protocol is achieved by
imposing waiting requirements of variable durations after the channel becomes available.
The different durations are known as interframe spaces, with the shortest, SIFS (short inter-
frame space), used when a transmission is acknowledged, PIFS (priority inter-frame space)
used for PCF, and DIFS (DCF inter-frame space) required of stations using DCF.

Abbreviations or acronyms used in this chapter are defined below.

AP access point

AIFS arbitration inter-frame space

APSD automatic power save delivery
CSMA/CA carrier sense multiple access/collision avoidance
CW contention window

CWMax contention window maximum
CWMin contention window minimum

DCF distributed coordination function
DIFS DCEF inter-frame space

EDCA enhanced distributed channel access
HCCA HCEF controlled channel access
PIFS priority inter-frame space

PCF point coordination function
S-APSD scheduled APSD

SIFS short inter-frame space
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TCMA tiered-contention multiple access
TSPEC traffic specification

TXOP transmit opportunity

U-APSD unscheduled APSD

WLAN wireless local area network

3.2 Channel Access

A Wireless LAN operates on either the 2.4 GHz ISM band or the 5 GHz UNII band, each
containing multiple radio channels. The IEEE 802.11 standard specifies procedures for
WLAN stations by which they share a single radio channel for asynchronous data transfer.
Two channel access mechanisms are specified, contention-based and polled access. With
contention-based access, stations transmit to peers and to the AP by accessing the channel
using the distributed random access method that employs the CSMA/CA (Carrier Sense
Multiple Access/Collision Avoidance) MAC protocol [3]. If an AP is present in a WLAN,
peer-to-peer communication is not allowed independently of the AP. With polled access,
the AP transmits frames to a station and polls for its transmissions.

The IEEE 802.11¢ standard amendment also provides contention-based and polled
access mechanisms, both of which represent enhancements of the 802.11 mechanisms. The
latter are referred to in this chapter as the ‘legacy’ mechanisms. 802.11e aims at reducing
access delay and jitter in delivering QoS-sensitive frames from the source to the destination
through enhanced functionality at the MAC Layer. The access delay comprises over-the-air
time and queuing delay plus time consumed in retransmissions, when they occur. To
achieve this goal, channel access in an 802.11e-compliant WLAN distinguishes among
priorities of individual frames as introduced by IEEE 802.1D [4]. QoS-sensitive traffic is
typically assigned higher priority than best effort data. Stations may transmit/ receive
traffic streams of different priorities concurrently. The channel access mechanisms are
described in detail later in this section.

The 802.11e amendment also introduces features to improve channel use efficiency. It
allows stations in WLAN served by an AP to communicate directly with one another.
Signaling must be exchanged between the stations, through the AP, according to the Direct
Link Setup protocol.

A block acknowledgement mechanism is introduced in 802.11e, which improves channel
efficiency by aggregating several acknowledgements into a single frame. Special signaling
is needed between stations to negotiate this type of acknowledgement.

Another efficiency enhancing feature introduced in 802.11e is the transmit
opportunity (TXOP). In a contention based TXOP, a station may transmit a sequence of
frames without having to contend for the channel, following a successful channel access
attempt. Because all but one frame in a TXOP is transmitted without contention, TXOPs
help reduce the frequency of collisions and thus increase channel use efficiency. A station
granted a ‘polled TXOP’ when polled by the AP may transmit several frames to the AP,
thus obviating the need for additional polls.

The remainder of this section describes the 802.11e channel access mechanism after
first presenting the channel access protocols employed in 802.11, namely contention-based
and polled access.



42 WLAN QoS

3.2.1 Legacy Channel Access Methods
3.2.1.1 Legacy Contention-Based Channel Access

According to the legacy contention-based access mechanism, DCF, each station listens to
the channel and, if busy, postpones transmission and enters into the ‘backoff procedure’
[2]. This involves deferring transmission by a random time, which facilitates collision
avoidance between multiple stations that would otherwise attempt to transmit immediately
after completion of the current transmission.

The length of time for which a station will postpone its transmission depends on the
‘backoff value’, a number chosen randomly from a range of integers known as the
Contention Window (CW). The backoff value expresses, in time slots, the cumulative time
the channel must be idle before access may be attempted, excluding an additional time
interval DIFS that the channel must remain idle following each period the channel is busy.
In other words, transmission occurs after initially setting a ‘backoff timer’ to the backoff
value, and then counting down once for every slot of time that the channel remains idle
following a busy period excluding an initial idle period of length DIFS. A transmission
may not be attempted until the backoff timer expires. CW is set initially at the value
CWmin, and is doubled after each collision involving its transmitted frame, until reaching
the value CWmax; after which it remains constant for further retries. The frame is dropped
if it cannot be transmitted successfully after a specified number of retries. CW is reset to
CWmin following a successful transmission. When the backoff timer expires, it is reset to a
new backoff value, drawn randomly from the contention window CW, regardless of
whether there is a frame queued for transmission.

Following anyone’s transmission on the channel, a station is allowed to transmit only
after the channel remains idle for at least a DIFS time interval. The value of DIFS is
selected in order to enable DCF to share the same channel with the centralized protocol
PCF of the 802.11 standard. In PCF, the channel is accessed at the end of a transmission
after a PIFS idle interval, which is shorter than DIFS.

3.2.1.2 Legacy Polled Channel Access

At pre-specified regular time intervals, an AP engaged in polled access starts a ‘contention
free period’ by transmitting a beacon frame. The AP can access and maintain control of the
channel, once the channel becomes idle for the duration of the contention-free period by
transmitting after a shorter time interval, PIFS, than a station. In addition, a station hearing
the beacon will refrain from transmitting if not polled until it receives notice from the AP
that the contention-free period is over.

The AP first transmits all broadcast and multicast frames and frames addressed to
power-saving stations that subscribe to polled access. The transfer of frames to and from
non-power-saving stations follows. The AP maintains a ‘polling list’ of stations to be
polled, and polls each of them at least once during a contention-free period. At the same
time the AP transfers frames to the stations on the polling list. Every poll elicits a single
frame from the polled station. The AP stops polling a station in a contention-free period if
it receives a Null frame (frame containing a header but no body) in response to a poll. An
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acknowledgement, data and/or poll can be combined into a single frame in order to save
overhead.

3.2.2 802.11e Contention-Based Channel Access

The IEEE 802.11e contention-based access mechanism, EDCA, extends the contention-
based access mechanism of the 802.11 standard to provide frame prioritization [1]. That is,
given a collection of contending entities, prioritized access enables frames of higher
priority to access the channel sooner. IEEE 802.11e uses the TCMA MAC protocol, a
variant of CSMA/CA designed for priority differentiation [5, 6].

A key consideration in formulating EDCA was fairness. Because certain stations will
transmit frames of different priorities, while others will transmit frames of a single priority,
it was important for the channel access mechanism to provide the same performance to all
frames of a given priority regardless of their source. Thus, instead of buffering all frames in
a single queue (as with 802.11 stations), an 802.11e station employs four queues, one for
each ‘access category’ based on the frame’s priority [7]. The mapping of user priorities to
access categories specified for a WLAN must be observed by all the stations. Traffic in an
access category mapped to higher priorities will access the channel more readily than
lower-priority access categories.

The different queues of a station contend for channel access independently of one
another, almost as if they resided in different stations. The only difference is that any
internal collisions between two queues of the same station are resolved by allowing the
higher priority frame to be transmitted, while the lower priority frame is treated as if it had
experienced a collision.

A contending queue in a station with multiple access categories behaves just like a
station with traffic of a single access category with respect to accessing the channel. For
simplicity of presentation, therefore, both are referred to as ‘a station’ in the description of
prioritized access that follows.

The underlying MAC protocol in 802.11e contention-based access is CSMA/CA,
which was described above. In 802.11e, the protocol’s parameters CWmin and CWmax
values are allowed to vary with the access category [8]. Assigning lower CWmin or
CWmax values to an access category causes the contention window to be shorter when
transmitting, or retransmitting following a collision. This indeed could offer priority
differentiation, as shorter backoff values would lead to shorter average access delays,
provided that the number of contending stations in the access category in question is small.
The user should be cautioned, however, that when the number of contending stations in the
access category is large, a short contention window would cause multiple stations to draw
the same backoff, leading to collisions and consequently longer rather than shorter delays
[9]. When differentiation with respect to CWmin or CWmax is pursued, the AP must be
equipped to adjust these parameters dynamically in response to traffic conditions. The
802.11e standard permits such adjustments.

Another priority differentiation mechanism for contention-based access is through
differentiation of the arbitration time, referred to as AIFS in the 802.11e standard. This
concept was introduced as part of the TCMA MAC protocol, which is described in the next
section [5, 6].
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Like the contending stations, the AP also differentiates between traffic of different
priorities by using different access parameters. The access parameters used by the AP for a
given access category may be different from those used by the stations. The AP is thus
allowed to use higher-priority access parameters than the stations, a prudent measure since
the AP typically transmits more traffic than a station.

An important-efficiency enhancing feature introduced in 802.11e is the transmit
opportunity [10]. Following a successful channel access attempt, a station may transmit a
sequence of frames without having to contend for the channel. That is, a station is allowed
consecutive transmissions of frames from the same access category without the need for
backoff by using spacing between consecutive frames of SIFS, which is the shortest inter-
frame spacing. The station thus maintains control of the channel for the entire TXOP by
waiting a shorter time between transmissions than any other station. A good portion of a
TXOP is also protected from collisions with hidden terminals. The acknowledgement to a
frame indicates in the Duration field the length of the following frame in the TXOP or the
remaining TXOP duration. This length is derived from the Duration field of the transmitted
frame that is acknowledged. Because all but one frame in a TXOP is transmitted without
contention, TXOPs help reduce the frequency of collisions. This increases channel use
efficiency.

Another useful efficiency measure introduced in 802.11e is the expiration of frames
based on the time queued, waiting for transmission. The time limit for the expiration of a
frame, known as MSDULifetime, varies with access category, as overly delayed frames
may not be useful in some applications but useful in others. For instance, applications with
low latency tolerance, like voice, drop excessively delayed frames on the receiving end.
Excessively delayed frames are dropped in this case without further transmission attempts,
thus making room for other transmissions. Naturally, one must be careful when setting
MSDULifetime limits for different access categories to separate traffic types with different
tolerance for packet loss. For instance, VoIP signaling and VoIP media should be in
separate access categories in such a case.

The impact of dropping excessively delayed frames has been studied in [5]. Figure
3.1 shows the effect of dropping voice frames if the time spent in the MAC layer exceeds
the MSDULifetime limit. The average over-the-air delay experienced by a single station
engaged in a voice call without dropping frames appears in Figure 3.1(a). Figure 3.1(b)
shows the same resulting delay as a consequence of dropping any frames delayed by 20
milliseconds.
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Figure 3.1: Effect of dropping frames delayed in excess of MSDULifetime.
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It is important to note that, because the contention-based access mechanism of
802.11¢ is based on access prioritization, part of the advantage it brings to a WLAN over
the legacy CSMA/CA protocol is lost when the traffic load consists primarily of one type
of traffic — as for instance in the case of call centers, where much of the traffic comprises
voice calls. The channel overhead penalty introduced by the longer MAC headers of
802.11e frames may counteract efficiency gains introduced in EDCA. The benefit of
choosing EDCA over legacy DCF in such a case relates to the greater flexibility found in
the former, as illustrated in Section 3.4.

3.2.2.1 TCMA MAC Protocol

According to the CSMA/CA protocol, as implemented by 802.11, a station engaged in
backoff countdown must wait while the channel is idle for time interval equal to DIFS
before decrementing its backoff immediately following a busy period, or before attempting
transmission. According to the TCMA (Tiered Contention Multiple Access) protocol,
variable lengths of this time interval, which is called Arbitration-Time Inter-Frame Space
(AIFS), lead to varying degree of accessibility to the channel [5,6]. A shorter AIFS will
give a station an advantage in contending for channel access. Differentiation between
different access categories is achieved by assigning a shorter AIFS to a higher priority
access category. An example is shown in Figure 3.2.

The effectiveness of priority differentiation of access categories is only partly due to
allowing the station with the shortest waiting requirement to access the channel first, given
two or more stations with expired backoff. This mechanism was used in 802.11 to give
priority to stations engaged in PCF to access the channel before any other station. For
instance, an AP would wait an idle time period of length PIFS, which is shorter than the
length of DIFS required of a station. When a legacy AP has to engage in backoff, however,
it uses the same backoff countdown rules as a station. It must wait for an idle interval of
DIFS duration before decrementing its backoff timer.
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Figure 3.2: AIFS differentiated contention-based access.
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The benefit from shortening the waiting time for transmission is small relative to the
effect of the different AIFS values when decrementing the backoff timer. Since countdown
of the backoff timer following a busy period may not occur unless the channel has been
idle for a time period equal to AIFS, backoff countdown of lower priority frames slows
down, and even freezes, in the presence of higher-priority frames with expired backoff.
This is because a transmission will occur and the channel will be busy again before the
lower-priority station, with the longer AIFS, has a chance to decrement its backoff timer.
This would occur commonly in congestion.

Hence, in congestion conditions, the priority mix of stations with expired backoff
timers favors higher priorities. In general, high priority stations will have lower backoff
values than lower-priority stations when one looks at the residual backoff values of a mix
of stations at any point in time. This desirable result is achieved without shortening the
contention window from which the backoff value is drawn, which if pursued would
increase the likelihood of collisions among the high-priority stations. Given any mix of
initial random backoff values, the tendency of high-priority frames to reduce their backoff
faster than lower-priority frames under TCMA leads to lower delay and jitter than without
AIFS differentiation. Finally, the same tendency also reduces the likelihood of collisions
between frames of different priorities, thus leading to a lower collision rate and higher
throughput. These observations, which lead to the adoption of AIFS differentiation into the
802.11e standard, have been confirmed by subsequent performance evaluation studies [11
—-12].

3.2.3 802.11¢ Polled Channel Access

The IEEE 802.11e standard improved the PCF polled channel access mechanism of the
earlier 802.11 standard to achieve better delay and jitter performance and greater channel
use efficiency. The enhanced mechanism, called HCF controlled channel access (HCCA)
in the 802.11e standard, resembles PCF, but with the following modifications. Polling is
not limited to the contention-free period, but instead it can occur any time. The polling
schedule is tailored to the time profile of the individual traffic streams, thus reducing both
overhead, delay, and jitter. Overhead, delay, and jitter are also reduced through uplink
TXOPs, which cause frames to be transmitted sooner than would have been possible
otherwise.

In general, a service period is a time interval of continuous communication between
the AP and a station, comprised of downlink transmissions and/or a poll and the station’s
response to the poll. Polled-access service periods occur periodically at a negotiated service
interval subject to limited time slippage. The AP transmits downlink frames to stations as
single frames or as TXOPs. A downlink frame may be combined (or piggybacked) with a
poll. With the poll, the AP grants a polled TXOP to the station. That means a response to a
poll may consist of multiple uplink frames. An uplink frame can be combined with the
acknowledgement to a downlink frame. The station can request extension of the TXOP by
indicating the desired duration in a special QoS control subfield: TXOP Duration
Requested. Uplink transmissions are protected from contention from other stations in the
WLAN for the value of the Duration subfield in the downlink frame(s) sent to the station
during the station’s service period.
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By allowing multiple frames to be transmitted uplink without contention, in response
to a single poll, a lot of the signaling frames that would otherwise be required are
eliminated. TXOPs reduce contention when employed by either access method. TXOPs
that are secured by the AP and granted to a station employing polled access give the station
priority over any station using contention-based access, regardless of their respective
priorities.

To match polling frequency to the traffic, a station that starts a new traffic stream
exchanges signaling with the AP to establish the schedule by which the station will be
polled. A station may have several traffic streams going on at once. An ADDTS frame is
submitted for each traffic stream associated with the station, describing various aspects of
transmission/delivery in the TSPEC element. These include the following: the nominal size
of data frames (Nominal MSDU Size), the average bit rate at which data is generated
(Mean Data Rate), the maximum delay allowed for queuing and transport of frames across
the channel (Delay Bound), the maximum time allowed between consecutive service
periods granted to the station (Maximum Service Interval) for the traffic stream, and the
minimum physical bit rate to be assumed in establishing a schedule (Minimum PHY Rate).
Each stream may have a different polling schedule. Alternatively, a station may request a
single aggregate polling schedule for all admitted traffic streams. It does so by setting the
Aggregation subfield in the TS Info Field of the TSPEC element equal to 1.

If the AP can accommodate the stream specified in the ADDTS request, it will
indicate so in an ADDTS response that includes the Schedule element, specifying the
schedule of the delivery of data and polls. If an ADDTS request is declined, the station
may employ contention-based access for the traffic stream. A traffic stream is deleted when
a station sends a DELTS frame to the AP. The negotiation between the station and the AP
in establishing a polling schedule for each traffic stream, through the submission of
ADDTS frames, provides a stand-alone admission control mechanism. As explained above,
polled access has priority over contention-based access. It is not necessary, therefore, to
restrict access of coexisting contention-based stations through admission control in order to
enable polled stations to enjoy guaranteed delay/jitter performance.

The enhanced polled access mechanism of the 802.11e standard may operate during
both the contention and the contention-free periods into which the channel time is typically
partitioned. The AP can access the channel during the contention period by using PIFS, a
shorter waiting requirement than that for stations, to initiate service periods for the stations
with admitted traffic streams [13 — 15]. As a consequence, it is expected that, in practice,
802.11¢ APs will allocate most of the channel time to contention periods.

Compared to the legacy PCF mechanism, the 802.11¢ polled access mechanism
results in a polling schedule that better matches the generation of frames in a periodic
traffic stream. This results in superior delay/jitter performance and better channel use
efficiency. The transmission of multiple uplink frames per poll also increases channel use
efficiency.

Relative to contention-based access, scheduled polled access leads to better channel
use efficiency because stations in the same WLAN (that is, stations served by the same AP)
do not contend for the channel, thus eliminating the possibility of collision among them.
The superior delay/jitter performance of polled access in 802.11e makes it the ideal choice
for voice and streaming multimedia applications.
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3.2.4 Illustrative Examples

Time-sensitive traffic occurs in diverse environments, with a different mix of traffic
priorities. The prioritization capability of EDCA has been demonstrated in several
performance studies [5, 9, 12]. Figure 3.3 illustrates the impact of AIFS differentiation on
the average over-the-air delay experienced by nine high-priority voice streams using an
802.11b channel in the presence of lower priority data traffic, considered in [5]. Figure
3.3(a) shows the average delay experienced by the voice streams if the legacy DCF access
mechanism was used and Figure 3.3(b) shows the delay experienced with EDCA.
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Figure 3.3: Average delay for top priority traffic category.

Prioritized access is useful if both low and high priority traffic are present in the same
WLAN. The question thus arises whether EDCA would be of value in WLANS carrying
mostly traffic of the same priority, such as call centers. The value of EDCA in such
environments stems from its flexibility and the efficiency of channel utilization it
introduces. For instance, EDCA can be of benefit because it allows the AP to use different
access parameters than the stations.

Identical EDCA access parameters across all entities contending in a given priority
class lead to consistent performance for all the traffic in that priority class only if these
entities have comparable traffic loads. There is a pronounced load-induced inequity in the
case of the AP. The AP has more traffic to transmit than any individual station since the
uplink traffic is distributed among multiple stations and, in general, the downlink traffic in
a WLAN is heavier than the uplink traffic. In the case of voice calls, the AP must transmit
multiple voice streams, one for each station engaged in a voice call, while the stations
transmit one voice stream each. By allowing the AP to contend for the channel with higher-
priority EDCA parameters, downlink delays are shortened and become comparable to those
of uplink voice streams.

Allowing the AP to access the channel with a shorter AIFS duration than the stations
and no backoff requirement increases the voice capacity of a WLAN by as much as 38 per
cent [16]. The voice capacity of a WLAN is the number of simultaneous voice calls that
result in bounded over-the-air delays and no buffer overflow. Assuming an error-free
channel, 46 voice calls with 20 milli-second frame interarrival time can be carried in an
802.11a WLAN when the AP uses the same access parameters as the stations. The WLAN
voice capacity becomes 58 when the AP is allowed to transmit with AIFS equal to PIFS
and a contention window of size zero.'

! Since the conference proceedings where the results in reference 16 of this chapter are not readily available, a
synopsis is included as an endnote.
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Using the HCCA polled access mechanism of 802.11e can increase the voice call
capacity of a WLAN further, as it provides collision-free transmission. For comparable
conditions, the voice capacity of an 802.11a WLAN is 65 voice calls [17].

The use of HCCA introduces a 12 per cent increase relative to the capacity achieved
with optimized AP access parameters. Such a gain may seem insufficient to justify the
complexity of implementing the scheduling algorithm required for HCCA. Considering
EDCA as the alternative, some algorithmic complexity is also needed in order to achieve
high capacity consistently. It relates to the choice of the access parameter values for
different traffic conditions. The 802.11e standard does not specify how these parameters
must be set; a task left to the user. The appropriate choice of a certain EDCA parameter
value — namely, the contention window size — depends on the traffic conditions. The wrong
choice could result in capacity loss, because of aggressive behavior and a high collision
rate. This point is illustrated in [17], where choosing the standard default contention
window value leads to a capacity of only 35 voice calls for an 802.11a WLAN employing
EDCA. In the absence of special optimization algorithms for adaptation of the contention
window size to traffic intensity, this EDCA parameter should be assigned a large fixed
value.

Naturally, assigning large fixed values to the EDCA contention window size removes
its effect on prioritization, leaving the AIFS size as the main priority differentiator between
traffic classes. While this works for exclusively 802.11e WLANs, mixed systems are
problematic. The range of ten time slots provided in the 802.11e standard for the AIFS
duration is sufficiently wide to enable adequate priority differentiation [11, 12]. The entire
range is not available, however, when 802.11e-compliant stations must co-exist with legacy
stations. Legacy stations, which employ an AIFS interval of length DIFS+1, must be
treated as having low priority traffic. The effective AIFS range is thus reduced to a single
time slot, which may not be sufficient for differentiation among multiple classes.
Additional differentiation would thus be of value. Hence the need to differentiate based on
contention window size in this special case, in spite of the caveats.

3.3 Admission Control

Admission control provides bandwidth management to ensure that QoS-sensitive
applications, such as voice and video, will be afforded a satisfactory quality of service.
Overloading the WLAN with an excessive number of users entitled to high-priority access
would make it hard to provide consistent QoS. Therefore, requests are submitted by
stations for the admission of specific traffic streams to the AP, which keeps track of the
traffic on the channel and accepts or declines the request. The information contained in this
exchange will depend on the channel access method involved; it will be different for
contention-based access and for polled access.

Admission control is an intrinsic part of polled access, and thus comes automatically
with the decision to use this access method. Admission control is an option that is available
for stations using contention-based access. It is important to note that admission control
becomes imperative for contention-based stations with QoS traffic in a WLAN that
supports polled access, unless polled access is limited to just top priority traffic. Stations
using contention-based access will access the channel with lower priority than any station
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that uses polled access, regardless of their respective traffic priorities. Because the AP can
transmit before any station, it can give a polled station an opportunity to transmit before
any contention-based station.

3.3.1 Admission Control for Contention-Based Channel Access

Admission control for contention-based access is an optional feature for a station and an
AP. It involves the decision at the AP to allow stations that employ contention-based
access in the WLAN to transmit traffic using the parameters of an access category. This
enables the AP to track and manage bandwidth use. It is not necessary to impose admission
control on all access categories. The 802.11e contention-based access mechanism shields
the admitted traffic from contention by lower-priority transmissions. It is important,
however, to require admission control in all access categories of higher priority than the
access category of the traffic of interest. The contention to be experienced by traffic in a
given access category cannot be bounded if traffic in access categories of higher priority is
unrestricted.

The basic procedure of admission control for distributed access is the following. In
its beacons, the AP advertises to the WLAN the access categories that are protected by
admission control. A station that has traffic to transmit or receive in a protected access
category must request permission from the AP before it is allowed to do so. The signaling
is similar to that used for the admission of a traffic stream for polled access [18]. A
station’s request, submitted in an ADDTS (add Traffic Specification) frame, describes the
‘traffic stream’ to be admitted. The description includes the data frame size, the mean data
rate, and the minimum physical transmission rate for each of the directions on which the
channel would be accessed with the parameters of the access category in question. If an
ADDTS frame indicates a bi-directional traffic stream, traffic is specified for one of the
two directions; the other is assumed to be the same.

The response to the ADDTS request, if affirmative, furnishes in the Medium Time
field the ‘channel time’ the station is allotted for uplink transmissions using the parameters
of the access category specified in the request. The allotted channel time is expressed as the
number of time units the channel may be used by the station for its transmissions over a
fixed known time interval. If the AP declines an ADDTS request, the station may still
transmit, but with parameters of a lower-priority access category that requires no admission
control. There should be at least one access category without the admission control
requirement. Stations that do not support admission control may transmit only with
parameters of access categories of equal or lower priority, and for which admission control
is not mandatory.

Once a station receives its allotted channel time for a particular access category, it
keeps track of the portion that has been used up for its transmissions, and for any
retransmissions. The station may request additional channel time for an admitted traffic
stream if its allocation is being used up too fast, or if a new data flow is added to the same
traffic stream. A single admitted traffic stream could be specified per access category,
which would be the aggregate of several data flows. The station updates the combined
requirements of all data flows in the access category in question and sends a new ADDTS
request for an updated allocation. To give up all of its allotted channel time for a particular
access category, a station submits a DELTS (delete Traffic Specification) frame. The
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channel time allotted to a station for an access category is released if no transmissions in
that access category to/from the station have occurred for a specified time period, the
Inactivity Interval, which is indicated on the ADDTS frame.

3.3.2 Admission Control for Polled Channel Access

Admission control is exercised automatically when using polled channel access. The AP
will reject an ADDTS request if it cannot meet the requirements for a service period
schedule requested by a station for a traffic stream. If the requested requirements can be
met, the AP responds with a service period schedule. Unlike in the case of contention-
based access, a station using polled access may have several admitted traffic streams of the
same priority.

During the negotiation, a minimum set of parameters must be specified in the ADDTS
request so that the AP can schedule time on a service period for the traffic stream that is to
be admitted. These parameters include mean data rate, frame size, minimum transmission
rate, and either the maximum service interval or a delay bound. If a traffic stream is
admitted, the ADDTS response will include non-zero values for mean data rate, frame size,
minimum transmission rate, and the maximum service interval. The ADDTS response will
include a Schedule element, which provides the schedule of the delivery of data and polls.
The minimum transmission rate will be used in determining the length of TXOPs and
service periods.

The priority of a traffic stream may be considered in admission control. An admission
control request from traffic stream with a higher priority may cause an admitted stream to
be dropped. The AP sends a DELTS frame to notify a station that a traffic stream is
dropped. Admission of a traffic stream may therefore not be guaranteed.

3.4 Power Management

Several of the QoS-sensitive applications will involve multimedia traffic over battery-
powered handheld devices, such as a PDA or a wireless VoIP phone. In crafting a standard
of good QoS performance, it was thus considered important to prolong the battery life of
such devices. The 802.11e standard amendment offers several new mechanisms to help
battery-powered devices conserve power by enabling them to power down their receivers
and transmitters intermittently without losing connectivity or data. The new power
management mechanisms apply to WLANSs served by an AP — such WLANSs are known as
‘infrastructure” WLANS, and for this reason, the discussion in this section will focus on
power saving methods for infrastructure WLANS.

A station informs the AP of its operating power-management mode, ‘power saving’
versus ‘active’, when it associates with the WLAN. The mode can be changed during the
association period by changing the Power Management bit, a bit in the frame control field
of the frames transmitted by the station. The AP will not send transmissions to a station
that has declared itself to be in ‘power save’ mode, unless it knows that the station has its
receiver fully powered, i.e., it is in the ‘awake’ state, and ready to receive. Otherwise, the
AP will assume that the station’s receiver is powered down, i.e., it is in the ‘doze’ state, and
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for this reason, any incoming frames addressed to a power-saving station will be buffered
for later transmission.

A simple, but not efficient, way for a power-saving station to retrieve multiple
buffered frames at once is to switch its power management mode to ‘active’. A data frame,
or a Null frame sent by station to the AP with the Power Management bit set to 0 will
enable the AP to transmit the buffered data. The station may subsequently return to power-
save mode using another frame with the Power Management bit set to 1. The inefficiency
in this approach stems from the fact that it requires extra frames to be transmitted for
signaling purposes. 802.11e introduces delivery methods with reduced signaling.

The AP may deliver buffered frames to their destination power-saving stations either
on a previously negotiated schedule or in response to transmissions from the respective
stations that initiate such delivery. In order to initiate delivery in the latter case, a station
should know that there are frames for it buffered at the AP. Notification of the presence of
buffered frames at the AP typically comes through a special station-specific field contained
in the beacon frames broadcast by the AP, or in reserved fields of downlink frames directed
to the individual stations. In some situations, as we will see, notification is not provided by
the power-saving mechanism, and thus it must be furnished either by the application
running on the station, or by transitioning to a different power saving mechanism that
provides such notification.

The station chooses the delivery and notification mechanisms and communicates it to
the AP either upon association or re-association of the station with the WLAN or through
explicit signaling using an ADDTS frame. The various mechanisms available in an
infrastructure WLAN will be described in the following section. They include (1) the
‘legacy’ power save mechanism, which was available pre-802.11e. APSD (automatic
power save delivery) was introduced by the 802.11e standard to reduce the signaling that
would otherwise be needed for delivery of buffered frames to power-saving devices by an
AP. APSD provides two ways to start delivery: (2) ‘scheduled APSD’ (S-APSD) and
‘unscheduled APSD’ (U-APSD). Unscheduled APSD can take (3) a ‘“full’ U-APSD or (4)
‘hybrid’ U-APSD form. With full U-APSD, all types of frames use U-APSD independently
of their priority. Hybrid U-APSD employs a combination of U-APSD and the legacy power
save mechanism.

3.4.1 Legacy Power-Save Mechanism

The legacy power-save mechanism applies to both infrastructure WLANs and WLANSs
without an AP. We describe here how it works with the former since the new power save
mechanisms deal only in WLANS served by an AP. For information on the latter, the
reader is referred to the 802.11 standard.

Frames buffered at the AP for a power-saving station employing contention-based
access are delivered when the station sends a special control frame, the power save poll
(PS-Poll). The AP sends a single buffered frame to a station after receiving a PS-Poll,
either immediately or soon thereafter. More PS-Polls are required in order to retrieve
additional buffered frames. The presence of further frames remaining at the AP is indicated
by the More Data bit of the control frames of the transmitted frame, which is set to 1.

A station using legacy power save can rely on the traffic indication map (TIM) to
learn if the AP holds buffered data for it. The TIM is a bit map containing the buffer status
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per destination station. It is sent regularly on beacon frames broadcast by the AP at known
times. If the station is in the ‘doze’ state, it will wake up at the beacon times to receive and
interpret the TIM. Alternatively, a station can ascertain the presence of additional frames
buffered for it at the AP while receiving a buffered frame. The More Data bit in the control
field of that frame would have been set to 1 if additional frames remained buffered for the
station.

A power-saving station that supports legacy polled access need not send PS-polls in
order to receive its buffered frames. The station receives its buffered frames at the start of
the contention-free period, when it awakens to listen to the TIM and learn of its buffer
status at the AP. Such a station would probably not request to be on the polling list because
that would require staying awake for the entire contention-free period. Uplink frames are
sent by contention in that case.

3.4.2 Automatic Power Save Delivery

APSD is a mechanism for the delivery of unicast frames from the AP to a power-saving
station. This mechanism was introduced by 802.11e in order to reduce the signaling traffic
caused by PS-Polls and their acknowledgements. A station may use both APSD and legacy
PS-Polls at the same time to retrieve buffered frames from the AP. Certain restrictions
apply, however, which are discussed below. To use APSD, stations must have the Power
Management subfield in the control field of all transmitted frames set to 1.

The AP may deliver buffered frames to their destination power-saving stations either
on a previously negotiated schedule or in response to receiving transmissions from the
respective stations that trigger such delivery. The two APSD approaches are thus known as
‘scheduled’ and ‘unscheduled’. A station may use both approaches at the same time,
provided that only one is used for a given access category.

3.4.2.1 Scheduled APSD

This mechanism is well suited for periodic traffic streams, such as voice and audio/video,
and is especially good for unidirectional downlink periodic streams. With scheduled
APSD, downlink transmissions to power-saving devices will occur at a schedule that is
known in advance, obviating the need for special signaling between the station and the AP.

The AP and the station negotiate in advance a time schedule by which the station will
power its receiver fully to receive any frames that are buffered for it at the AP. A station
that wishes to use S-APSD must send an ADDTS request with the APSD subfield in TS
Info field of the TSPEC element set to 1. The TSPEC element contains the time of the first
downlink transmission (Start Service Time) as well as the time interval at which downlink
transmission will be repeated (Service Interval), as in the case of polled access. The Start
Service Time is expressed in terms of the time shared in the WLAN, known as the TSF
timer [19]. While the Start Service Time field is used optionally with polled access, this
field must be specified when using Scheduled APSD, as knowledge of the time of
downlink frame delivery affords a station the longest stay in the doze state.

The AP is given the last say in setting the start time of the periodic transmissions to
the station so that its transmissions to different power-saving stations are staggered in a
way that minimizes the time the power-saving stations are awake. If the request is
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accepted, the AP will return an ADDTS response containing a Schedule element, which,
among other, includes the Start Service Time selected by the AP. The station will wake up
to receive its buffered frames at the times indicated by the returned schedule.

Either channel access method, polled or contention-based access can be used with
Scheduled APSD. Scheduled APSD fits naturally with polled access. To indicate polled
access, the Access Policy subfield of the ADDTS TS Info field would be set to (0, 1), and
the Start Service Time field in the TSPEC element must have a nonzero value. When the
station plans to use contention-based access with Scheduled APSD, the Schedule subfield
of the ADDTS TS Info field must be set to 1, and the Access Policy subfield must be set to
(1,0).

For stations using Scheduled APSD in conjunction with contention-based access, the
uplink transmissions do not require polling. A power-saving device that uses contention-
based access can transmit to the AP at any time.

3.4.2.2 Full Unscheduled APSD

Unscheduled APSD was introduced for stations accessing the channel by contention, in
order to enhance the efficiency of legacy power save. A power-saving station may use not
just a PS-Poll, but also any data or Null frame — referred to as a ‘trigger’ frame — in order to
notify the AP that its receiver is fully powered and ready to receive transmissions [20, 21].
Using a data frame that is pending transmission at the station, instead of a PS-Poll, to
initiate downlink transmission clearly reduces the traffic generated by the station and
increases battery life and channel use efficiency.

Additional gains are achieved from relaxing the number of frames the AP is allowed
to transmit to a power saving station when it receives notice to do so. While receiving a PS-
Poll from a station allows the AP to transmit a single downlink frame -- of the highest
priority access category buffered -- receiving a trigger frame will start an APSD service
period for that station. During a service period, the AP may send multiple frames, subject
to a limit specified by the station. Eliminating the extra signaling that would otherwise be
necessary under legacy power save also increases the efficiency of channel use and
conserves battery life.

Naturally, since the station does not know in advance the number of frames sent by
the AP in a service period, it must be notified when the last frame has been transmitted for
a given service period so it may transition to the doze state. The control subfield EOSP in
the last delivered frame marks the end of a service period.

The AP need not deliver all frames buffered for a station in a single service period. As
in the case of legacy power save, the More Data control subfield in a last frame transmitted
in a service period indicates whether there are frames remaining buffered at the AP.
Knowing its AP buffer status enables the station to send another trigger frame or PS-Poll to
retrieve more of its buffered frames.

As with the legacy power-save mechanism, a station can learn about its buffer status
by listening to the beacons for its TIM [21]. This is needed only while not receiving frames
from the AP, as the More Data control subfield in downlink frames to the station conveys
the same information.

To use full U-APSD, a station sets the first four bits of the QoS Info subfield of the
QoS Capability element in the (re-) association request all to 1. The Max SP Length
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subfield of the QoS Info field is used to place a limit on the maximum number of frames to
be delivered during a service period. For unrestricted delivery, this subfield should be set to
0.

3.4.2.3 Hybrid Unscheduled APSD

The hybrid U-APSD mechanism allows a station to choose between legacy power save
delivery and APSD based on access category [22]. Trigger frames are used to initiate the
delivery of buffered frames associated with access categories that have been designated as
‘delivery enabled’. Buffered frames of access categories not so designated, can be retrieved
with PS-Polls only. The station also designates in advance the access categories of the
frames that may serve as trigger frames. An AP receiving frames in categories other than
those designated by a station as trigger-enabled will not transmit buffered frames to the
station.

The end of a station’s service period and the presence of further frames remaining
buffered at the AP are indicated by the control subfields EOSP and More Data of frames
received by the station. However, unlike in full U-APSD where the More Data bit indicates
the presence of buffered frames remaining at the AP, the same bit in hybrid U-APSD
would indicate only whether frames of similar characterization (e.g., delivery enabled
versus non-delivery enabled) as the received downlink frame remain buffered.

One can visualize the hybrid U-APSD mechanism as partitioning the incoming traffic
of the different access categories into two sets, each directed to a different power-save
buffer for a station, the legacy and APSD buffer. The notification and retrieval mechanisms
work independently of one another, with PS-Polls used to retrieve frames from the legacy
buffer, and a trigger frame causing frames to be delivered from the APSD buffer. The More
Data bit on a downlink frame shows the status of the buffer in which the frame was held.

While stations receiving buffered frames know whether additional frames remain
buffered from the More Data control subfield, stations not receiving any frames may have
no way to knowing that frames are waiting at AP. The TIM in the beacons is used
differently in hybrid U-APSD mechanism than the other power save mechanisms. It shows
whether the AP has buffered for the station frames of non-delivery-enabled access
categories only. Since the TIM does not account for frames of delivery-enabled access
categories, a more pro-active way is needed for a station to figure out whether it has
buffered frames of such access categories and must therefore initiate frame retrieval.

A station that has no uplink traffic may send a Null frame of a trigger-enabled access
category uplink in order to both check buffer status and, if frames are buffered, initiate
their retrieval. The AP responds with a Null frame if there are no frames buffered in the
delivery-enabled access categories. The spacing of the uplink Null frames cannot be too
long if the traffic in the delivery-enabled access categories is delay sensitive. The
frequency of such Null frames cannot be high either, as that would increase channel load
and battery drain unnecessarily.

Sending Null frames in order to retrieve buffered frames is inefficient for a power-
saving station if it does not generate regular uplink traffic in a trigger-enabled access
category and does not expect regular downlink traffic in a delivery-enabled access
category. A more efficient way to retrieve buffered traffic in such conditions is to alter the
characterization of the delivery-enabled access categories so that the status of the
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corresponding buffers will be included in the station’s TIM. There are two options. One is
to disable automatic delivery in all access categories, and then retrieve frames one at a time
with PS-Polls. The second option is to enable automatic delivery for all access categories,
and retrieve frames using full U-APSD. Changing the characterization of an access
category requires further signaling — that is, re-association or the submission of TSPEC
requests, one for each affected access category.

The designation of access categories as delivery- or trigger-enabled occurs through
(re) association frames, by setting the corresponding subfields in the QoS Info subfield of
the QoS Capability element. These designations may be also set or altered for an access
category by submitting ADDTS frames for that access category, one for downlink and
another for the uplink direction, indicating the new delivery and triggering capabilities,
respectively.

To unify signaling for full and hybrid U-APSD, the convention was adopted to have a
station employing full U-APSD designate all its access categories as delivery enabled.

3.4.3 Illustrative Examples

Examples of the use of APSD in various applications are given in this section. Aside from
technical restrictions, some application can benefit more from a specific choice of a power-
save mechanism.

Examples of an application for which Scheduled APSD provides an ideal power save
mechanism are one-way periodic streams, like Internet Radio. In such applications, with
acknowledgements suppressed, the traffic load consists primarily of periodic unidirectional
streams from the AP with occasional uplink frames. Scheduled APSD enables the
transmission of the periodic stream without the need for redundant uplink transmissions.

Scheduled APSD used in conjunction with contention-based access enables any
frames generated by the station to be transmitted immediately without waiting for the
station to be polled. In a congested WLAN, experiencing a lot of uplink delay jitter,
Scheduled APSD prevents downlink traffic from assuming this delay jitter from uplink
frames, as would be the case with U-APSD. Hence, Scheduled APSD would result in lower
delay.

Finally, Scheduled APSD used in conjunction with contention-based access is ideally
suited for wireless ad-hoc and mesh networks. In such networks, the power-saving device
wakes up to receive frames that have been stored by a neighboring device according to a
pre-negotiated schedule.

Full U-APSD is a simple, efficient, power-save mechanism appropriate for any mix of
traffic, uplink and downlink, periodic and non-periodic. With bi-directional periodic
streams, as for example a wireless phone application involved in a call, traffic flows back
and forth between the station and the AP at regular intervals. Frames on the uplink stream
cause the delivery of the downlink buffered frames. The More Data control subfield of the
downlink frames notify the station as to whether more frames remain buffered at the AP.
After receiving a portion of its buffered traffic, the station thus knows it must pursue
further retrieval of the remaining frames. It is sufficient, therefore, for a voice-enabled
device to listen for its TIM only while on standby in order to receive notice of the presence
of any buffered frames, from any application, including signaling for incoming calls. Not
having to listen for the TIM preserves the battery of the device.
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Hybrid U-APSD offers a power saving device the ability to control the time used for
the delivery of various types of traffic. This is useful when the device must tend to other
time-critical activities that require postponement of the delivery of some types of traffic.
Such activities would include a wireless phone engaged in channel scanning other channels
for roaming possibilities. By restricting APSD delivery and triggering only to the top-
priority access category during a call, a station engaged in call will receive from the AP
only its buffered voice frames when it transmits voice frames uplink. However, the
duration of power-save delivery can also be controlled directly by setting the Max SP
Length field in the station’s association request to the desired duration for a service period.

A VolIP-enabled station using hybrid U-APSD must take measures to receive
notification of the arrival at the AP of any out-of-band signaling, or other traffic, regardless
of whether this traffic is associated with a delivery-enabled access category or not. The
station awakens to listen to the TIM in order to receive notice of buffered traffic not
associated with a delivery-enabled access category. As for buffered voice frames at the AP,
notification is received with the delivery of downlink voice frames in the frame’s control
field. When the call ends, however, there are no voice frames to convey the station’s buffer
status for the delivery-enabled categories. So, when the station goes on standby, it changes
the delivery characterization of its access categories to non-delivery enabled in order to
receive notice of their buffering through the TIM.

3.5 QoS in Wireless Mesh Networks

The concept of a wireless mesh takes on several forms, the most common being a
collection of nodes that form an ad hoc network and are capable of serving as WLAN APs.
Using the wireless channel, these nodes, which are called ‘mesh points’, can forward traffic
received from 802.11 stations to other mesh points with ultimate destinations that include
WLAN stations attached to other mesh points or points somewhere on the wired network.
In addition to the 802.11 standard, protocols for forwarding, routing and channel access
must be specified for the mesh points.” This requires an ad hoc networking standard with
multi-hop capability.

A wireless mesh network can be used to enable WLAN service when wiring for APs
is not readily available in an enterprise, or for a temporary network that can be easily set up
and torn down. Mesh networks have found applications in public safety, disaster control,
surveillance, and connectivity for municipal services. Municipalities and service providers
are interested in wireless mesh for providing public access, an alternative to expensive
home broadband in dense urban areas, or to offer inexpensive WiFi service to rural
communities. In some applications, mesh points may be simply stations communicating
wirelessly on a multi-hop ad hoc or infrastructure network.

The wireless mesh presents multiple challenges, including challenges in routing and
security, especially when mobility is contemplated. While it is clear that tools exist to
handle these issues, it is not clear what choices will ultimately be made for the IEEE
802.11 mesh standard. Channel selection, channel access, and meeting QoS requirements
also present challenges in a wireless mesh network.

2 The IEEE 802.11 Task Group s is developing a standard for 802.11 mesh networks.



58 WLAN QoS

The wireless medium providing forwarding and backhaul service for the mesh points
may use either 802.11 connections, in the unlicensed spectrum used by WLANS, or some
other wireless technology operating in different RF bands. Using 802.11 technology, while
keeping costs low and connection simple because of the unlicensed RF spectrum, presents
challenges arising from the competition between WLAN and mesh traffic. Dedicating
different radios to the two types of traffic, each operating in one of the two unlicensed RF
bands or on non-overlapping channels of the same RF band, eliminates the competition
between WLAN and mesh traffic. By allowing these two types of traffic to be served by
the same radio(s), however, and by properly managing the competition between them, one
can also reduce hardware costs. RF management should be done in a distributed manner, as
the requirement for controllers for this purpose might prevent hardware of different
vendors from being interoperable.

Part of distributed RF management involves channel selection and channel access.
Any group of mesh points that can hear one another must be able to operate on multiple
channels in order to increase the mesh traffic carrying capacity. The value of single channel
meshes is mostly in the home or small office where the total traffic does not exceed the
traffic that can be carried by a WLAN. Single channel mesh points are useful also when
there is need to set up communication quickly over a large area without wiring, as for
instance in disaster control. The purpose of a single-channel mesh is primarily to extend
coverage range of a WLAN through multiple-hop transmissions. As the number of hops
increases, however, there would be a decrease in the mesh goodput (that is, the amount of
successfully transmitted traffic that originates or terminates in the mesh), because more
channel time is taken up to transmit frames end-to-end.

Another challenge is managing latency in order to meet QoS requirements. The
latency experienced by frames traversing a wireless mesh increases fast when traffic
bottlenecks arise as a result of traffic concentration in parts of the mesh that lack the
necessary throughput capacity. For instance, this occurs in access mesh networks, where
traffic concentrates at nodes near the point of attachment of the mesh to the wired network.
If these nodes are not equipped with multiple radios in order to handle the higher
throughput, they will become bottlenecks, contributing to frame delays and frame loss.
Single radio mesh points are inadequate for a wireless mesh used to connect multiple APs.
Use of two radios per node for the sole purpose of separating WLAN traffic from mesh
traffic, though helpful in reducing the competition between them, is inadequate when the
mesh comprises multiple APs.

As traffic is forwarded from node to node on a multiple-hop path of a wireless mesh,
the latency experienced at each node adds. The 802.11e standard is useful in the wireless
mesh where prioritization in a single hop can put time-sensitive traffic on the air before
other traffic. However, 802.11e prioritization alone will not address the challenges arising
in a multi-hop network due to accumulating latency. Methods for managing this latency are
needed in order to meet the QoS requirements of real-time streaming applications such as
VoIP. An example of such a mechanism is given below.

‘Express’ forwarding is a mechanism that illustrates how the 802.11e could be
augmented in order to limit the latency accumulated over a multiple-hop path on a wireless
mesh backbone. The transmitting node adds a set amount to the duration field of a QoS-
sensitive transmission, while specifying that the transmission is using the express-
forwarding mechanism. The immediate destination node knows that it can transmit that set
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amount sooner than the end of the requested duration, while neighboring nodes respect the
full request. Thus, subsequent hops are spared contention delays.

The objective of express forwarding is to reduce access delay experienced by
forwarded traffic after the first hop. The first hop experiences an access delay similar to
any single-hop transmission using the same EDCA access parameters. A mesh point that is
forwarding voice traffic beyond a single hop would not experience additional access delay,
as it is allowed immediate contention-free access to the channel. Having the Duration field
of the frame transmitted on the first hop set to a longer value than is necessary to complete
transmission silences neighbor nodes. The node to which the frame is forwarded is
permitted to transmit sooner. Without contention from neighbor nodes, the receiving node
can access the channel immediately and forward the frame on to the next hop without
further access delays. The Duration field value is shortened only for frames sent to
intermediate nodes of a multi-hop path, and not on the final hop.

3.6 Summary

The IEEE 802.11e standard offers QoS functionality at the MAC Layer. Several new
features are introduced for channel access, admission control, and power save. With the
new mechanisms, a WLAN will be able to differentiate between traffic of different
priorities and provide faster channel access for higher-priority traffic. At the same time, the
new standard also pursues more efficient ways of utilizing the channel and better power
management techniques for battery-based stations.

As in the case of the 802.11 standard, the 802.11¢ amendment offers two forms of
channel access, polled access and contention-based access. Admission control is an
intrinsic part of the polled access mechanism (HCCA) but it is an available option for the
contention-based access mechanism (EDCA). Power save is an independent capability
from channel access. However, when a station pursuing scheduled APSD uses polled
access, it behaves very much as if it uses HCCA. Scheduled APSD can also be used with
EDCA.

3.7 Endnote

The results in [16] were derived from a performance study where two access categories
were used, Voice (VO) and Best Effort (BE), for voice and data respectively. Two
scenarios were considered. In the first scenario, referred to as ‘EDCA’, the AP and the
stations access the channel with the same access parameters for both traffic priorities. In
the second scenario, referred to as ‘PIFS Access’, the AP uses different access parameters
to transmit voice. With a shorter AIFS and no backoff, the AP can access the channel
faster. Table 3.1 summarizes the differences in access parameters for the AP under the two
scenarios. All other parameters were set at their default values indicated in the 802.11e
standard [1].
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Table 3.1: AP Access Parameter Values.

Parameters* ‘EDCA’ ‘PIFS’
AIFSN[VO] 1 0
CWMin[VO] 15 0
AIFSN[BE] 2 2
CWMin[BE] 31 31

*AIFSN is the priority-dependent number of time slots that determines the AIFS length.

Tables 3.2 and 3.3 show the effect of ‘PIFS’ access on call capacity of a WLAN, how
the capacity is impacted by traffic contending at a lower priority for the same channel, and
the influence of voice packet aggregation prior to delivery to the MAC layer. For the latter,
two RTP frame payload sizes are considered: one with 10 milliseconds and another with 20
milliseconds of audio data. These results are presented for the 802.11b WLANSs (for a
transmission rate of 11 Mbps) and 802.11a WLANS (for a transmission rate of 54 Mbps),
respectively.

The presence of BE data traffic in the WLAN reduces call capacity. For the voice
stream generating frames every 10 milliseconds, a capacity of 10 calls is possible in the
802.11b WLAN without any other traffic, as seen in Table 3.2. The capacity reduces to 6
calls when a station transmits data at 12.3 Mbps. For the 802.11a WLAN, the call capacity
drops from 24 to 20 calls when introducing a data load of 12.3 Mbps, as seen in Table 3.3.
Clearly, although EDCA expedites the transmission of higher-priority frames, it does not
totally eliminate the competition for the channel from lower-priority frames.

Table 3.2: Call capacity of 802.11b WLAN.

Data traffic 10 ms audio 20 ms audio

(Mbps) EDCF PIFS EDCF PIFS

0 10 11 18 19

0.5 9 10 17 17

2 7 10 12 17

12.3 6 10 11 17
Table 3.3: Call capacity of 802.11a WLAN.

Data traffic 10 ms audio 20 ms audio

(Mbps) EDCF PIFS EDCF PIFS

0 24 33 46 58

0.5 23 33 44 58

2 23 33 43 58

12.3 20 33 41 58

‘PIFS’ access at the AP causes call capacity to increase. The benefit is greater in the
presence of heavier data load, when the increased competition for channel by data
transmissions leaves the AP at a greater disadvantage in accessing the channel than the
voice stations. Specifically, the call capacity of the 802.11b WLAN increases from 6 calls
to 10 calls (with a 10 millisecond voice interframe spacing) with ‘PIFS’ access when the
data load is 12.3 Mbps, as seen in Table 3.2. The capacity goes from 18 to 19 calls with
‘PIFS’ access when no data traffic is present in the 802.11b WLAN. For the 802.11a
WLAN, capacity goes from 22 to 33 calls without data traffic, and from 20 to 33 calls with
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a 12.3 Mbps data load (and the same audio payload), as seen in Table 3.3. ‘PIFS’ access at
the AP brings robustness to competition from lower-priority traffic.

Finally, the effect of frame aggregation of voice traffic was considered. Increasing the
payload size of RTP packets of a VoIP stream (thus reducing their arrival rate) causes the
call capacity to increase, as both per call overhead and contention are reduced. In a voice-
only 802.11b WLAN, the capacity goes from 10 to 18 calls when the RTP packet
interarrival time increases from 10 to 20 milliseconds. A similar gain is experienced with
‘PIFS’ access, going from 11 to 19 in a voice-only 802.11b WLAN. The highest call
capacity for an 802.11a WLAN is 58 calls under ‘PIFS’ access with a 20 millisecond RTP
payload. Larger RTP payloads would not be advisable, as they add longer delay and jitter,
affecting voice quality adversely.
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4.1 Introduction

One of the key factors for the wide acceptance and deployment of IEEE 802.11 Wireless
Local Area Networks (WLANS) is the simplicity and robustness of the Medium Access
Control (MAC) protocol. Based on the well-known carrier sense paradigm, with an
exponential backoff mechanism devised to minimize the probability of simultaneous
transmission attempts by multiple stations, the protocol is able to work in presence of
interference, which is very critical for networks operating in unlicensed spectrum. In fact,
interfering sources are simply revealed by the carrier sense mechanism in terms of channel
occupancy times, or by the acknowledgement mechanism in terms of collisions. However,
the simplicity and the robustness have often been traded off with the efficiency of the
access protocol, in terms of radio resources which are wasted or underutilized.

In this chapter, we provide a detailed analysis of the 802.11 distributed access
protocol, by examining the protocol parameters which most critically affect the protocol
efficiency. We quantify the protocol overheads due to control information (i.e., physical
headers, frame headers, acknowledgement and other control frames) and to the distributed
management of the channel grants (i.e., collisions and idle backoff slots). Then, we
consider the distributed channel access extensions, defined in the recently-ratified 802.11e
standard in order to support service differentiation among stations with different Quality-
of-Service (QoS) requirements. Finally, we attempt to show how these parameters affect
the resource repartitioning among the stations and how they can coexist with legacy DCF
stations.

The TEEE 802.11 defines a basic service set (BSS) as the number of stations
controlled by a single coordination function, where a coordination function is the 802.11
terminology for medium access control (MAC). There are two types of BSSs. One is the
infrastructure BSS, and the other is the independent basic service set (IBSS). An
infrastructure BSS is composed of a single access point (AP), (a bridge between an
infrastructure, i.e., a wireline network typically, and the wireless link), and a number of

* University of Roma Tor Vergata, Italy
b Seoul National University, Korea
¢ University of Palermo, Italy
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stations associated with the AP. Within an infrastructure BSS, a station communicate only
with its AP, i.e., there is no direct transmission between two stations belonging to the same
BSS. On the other hand, in an IBSS, there is no AP, and hence all the transmissions are
between stations. We are primarily concerned with the IBSS in this chapter. The term “ad-
hoc” is often used as an alternative term to refer to an IBSS in an IEEE 802.11 WLAN, and
we use these terms equivalently throughout this chapter.

4.2 1IEEE 802.11 MAC Protocol

The IEEE 802.11 legacy MAC [1] is based on logical functions, called the coordination
functions, which determine when a station operating in a given 802.11 network is permitted
to transmit and may be able to receive frames via the wireless medium. A data unit arriving
from the higher layer to the MAC is referred to as a MAC Service Data Unit (MSDU), and
the frame, which conveys the MSDU or its fragment along with the MAC header and
Frame Check Sequence (FCS) based on CRC-32, is referred to as MAC Protocol Data Unit
(MPDU). The MPDU is the frame that is transferred between stations from the MAC’s
perspective.

Two coordination functions are defined. The mandatory Distributed Coordination
Function (DCF) allows distributed contention-based channel access based on carrier-sense
multiple access with collision avoidance (CSMA/CA). The optional Point Coordination
Function (PCF) provides centralized contention-free channel access based on a poll-and-
response mechanism. Most of today’s 802.11 devices operate only in the DCF mode.
Accordingly, we limit ourselves to the DCF operation in this chapter.

The 802.11 DCF works with a single first-in-first-out (FIFO) transmission queue. The
CSMA/CA mechanism is a distributed MAC protocol based on a local assessment of the
channel status, i.e., whether the channel is busy (i.e., a station is transmitting a frame) or
idle (i.e., no transmission). Basically, the CSMA/CA of the DCF works as follows.

When a frame arrives at the head of the transmission queue, if the channel is busy, the
station waits until the medium becomes idle, and then defers for an extra time interval,
called the DCF Interframe Space (DIFS). If the channel stays idle during the DIFS
deference, the station then starts the backoff process by selecting a random backoff count.
For each slot time interval, during which the medium stays idle, the random backoff
counter is decremented. When the counter reaches zero, the frame is transmitted. On the
other hand, when a frame arrives at the head of the queue, if the station is in either the
DIFS deference or the random backoff process, the processes described above are applied
again. That is, the frame is transmitted only when the random backoff has finished
successfully. When a frame arrives at an empty queue and the medium has been idle longer
than the DIFS time interval, the frame is transmitted immediately.

Each station maintains a contention window (CW), which is used to select the random
backoff count. The backoff count is determined as a pseudo-random integer drawn from a
uniform distribution over the interval [0,CW]. How to determine the CW value is further
detailed as follows. If the channel becomes busy during a backoff process, the backoff is
suspended. When the channel becomes idle again, and stays idle for an extra DIFS time
interval, the backoff process resumes with the latest backoff counter value. The timing of
DCEF channel access is illustrated in Figure 4.1.
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Figure 4.1: IEEE 802.11 DCF channel access.

For each successful reception of a frame, the receiving station immediately
acknowledges the frame reception by sending an acknowledgement (ACK) frame. The
ACK frame is transmitted after a short IFS (SIFS), which is shorter than the DIFS. Other
stations resume the backoff process after the DIFS idle time. Thanks to the SIFS interval
between the data and ACK frames, the ACK frame transmission is protected from other
stations’ contention. If an ACK frame is not received after the data transmission within the
ACK Timeout', the frame is retransmitted after another random backoff.

The CW size is initially assigned CW i, and increases when a transmission fails, i.e.,
the transmitted data frame has not been acknowledged. After an unsuccessful transmission
attempt, another backoff is performed using a new CW value updated by

CW=2CW+1)-1, (1)

with an upper bound of CW,,. This reduces the collision probability in case when there
are multiple stations attempting to access the channel. After each successful transmission,
the CW value is reset to CW i, and the transmission-completing station performs the DIFS
deference and a random backoff even if there is no other pending frame in the queue. This
is often referred to as “post” backoff, as this backoff is done after, not before, a
transmission. This post backoff ensures there is at least one backoff interval between two
consecutive MPDU transmissions.

In the WLAN environment, there may be hidden stations. Two stations, which can
transmit to and receive from a common station while they are out of range from each other,
are known as hidden stations. Since the DCF operates based on carrier sensing, the
existence of such hidden stations can severely degrade the network performance. To reduce
the hidden station problem, 802.11 defines a Request-to-Send/Clear-to-Send (RTS/CTS)
mechanism. If the transmitting station opts to use the RTS/CTS mechanism, then before
transmitting a data frame, the station transmits a short RTS frame, followed by a CTS
frame transmitted by the receiving station. The RTS and CTS frames include information
of how long it takes to transmit the subsequent data frame and the corresponding ACK
response. Thus, other stations hearing the transmitting station and hidden stations close to
the receiving station will not start any transmissions; their timer called Network Allocation
Vector (NAV) is set, and as long as the NAV value is non-zero, a station does not contend
for the medium. Between two consecutive frames in the sequence of RTS, CTS, data, and
ACK frames, a SIFS is used. Figure 4.2 shows the timing diagram involved with the
RTS/CTS frame exchange. It should be noted that the RTS/CTS exchange can be very

! According to Annex C of [1], ACK Timeout is defined as SIFS + ACK transmission duration + SlotTime.



66 Performance Study of IEEE 802.11 DCF and IEEE 802.11e EDCA

useful even if there is no hidden stations. For instance, when there are many contending
stations, the bandwidth loss due to RTS collisions can be smaller than that due to longer
frames [16].

DIFS+Backoff

Source| RTS DATA
[ [~
Destination SIFS | CTS | SIFS SIFS | ACK
DIFS
Others \ NAV (RTS) Backoft
‘ NAV (CTS) Backoff after Defer

Figure 4.2: RTS/CTS frame exchange.

As explained thus far, the DCF normally waits for a DIFS interval before a backoff
countdown. However, an EIFS interval shall be used instead for the contention
immediately after an unsuccessful frame reception. Beginning any successful reception of a
frame, the station starts using the DIFS instead of EIFS again. There are basically two
different cases, which result in an unsuccessful frame reception: (1) the PHY has indicated
the erroneous reception to the MAC, e.g., carrier lost; or (2) the error is detected by the
MAC via an incorrect FCS value. The EIFS is defined to provide enough time for other
stations to wait for the ACK frame of an incorrectly received frame before these stations
start their frame transmission. Accordingly, the EIFS value is determined by the sum of one
SIFS, one DIFS, and the time needed to transmit an ACK frame at the underlying PHY’s
lowest mandatory rate, which is 1 Mbps in the case of 802.11b PHY, i.e.,

EIFS = SIFS + ACK_Tx_Timegnpps + DIFS )

Figure 4.3 illustrates that stations receiving the data frame incorrectly defer for an
EIFS period before starting a backoff procedure.

DFS
Source -
station Data Back-off
D esthation statbn ACK
SFS

Back-off
0 ther statons receiving NAV
D ata fram e comrectly

Back-off
0 ther statbns
receiving D ata fram e P o
hcorectly T EFS

Figure 4.3: DCF access operation, where the ACK frame is transmitted at 1 Mbps.

All of the MAC parameters including SIFS, DIFS, Slot Time, CW ;;,, and CW,,,, are
dependent on the underlying PHY. Table 4.1 shows these values for the popular 802.11b
PHY [6]. Irrespective of the PHY, DIFS is determined by SIFS+2<SlotTime, and another
important IFS, called PCF IFS (PIFS), is determined by SIFS+SlotTime.
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Table 4.1: MAC parameters for the 802.11b PHY.
Parameters SIFS (usec) DIFS (usec) Slot Time (psec) CWyin CW ax
802.11b PHY 10 50 20 31 1023

4.2.1 DCF Overhead

It is very instructive to understand the protocol overhead introduced by the DCF operation.
To this purpose, consider a scenario characterized by just a single transmitting station. For
simplicity, neglect all the protocol overheads introduced by the upper layers (e.g., IP
header, TCP/UDP header, etc.) as well as the interaction of the upper layers with the MAC
operation (e.g., such as the TCP congestion control).

For a single transmitting station under the assumption that the frames are never
corrupted by the channel noise, the maximum throughput can be immediately expressed as

) E[payload] , ®)
station E[T ]+ DIFS + SlotTime-CW . /2

Frame _Tx min

where SlotTime-CW,,;,/2 is the average time spent for the backoff between two
consecutive data frame transmissions. Now, the time Tfqme 7 Spent to complete a frame
transfer successfully depends on the considered handshake as well as the PHY employed.
In the case of the basic access without an RTS/CTS exchange, this time duration is given
by:

Trrame 7« = Tuppu + SIFS + Tycx, 4)

where Typpy and T,cx represent the transmission times of an MPDU (or a data frame) and
an ACK, respectively. These are dependent on the employed transmission rate as well as
the frame size. Note that PHYs of the 802.11 provide a set of transmission rates. For
example, the 802.11b PHY [6] provides four different transmission rates, namely, 1, 2, 5.5,
and 11 Mbps. Which transmission rate to use for a particular frame transmission is not
defined in the standard, and is left implementation-dependent. Some rate adaptation
algorithms can be found in [12 - 15].

Now, for the transmission rate Ryppy 1, the transmission time of a MPDU conveying a
payload of L bytes is determined by:

Typpu = Tprcp + 80(28 + LY/ Ryppu 13 Q)

where Tp;cp is the overhead due to the PHY operation, e.g., preamble and header, and is
given by 192 usec for the case when the 802.11b PHY employs the long-preamble option.
The number 28 in Eq. (5) represents the overhead of the MAC header plus the FCS field in
number of bytes. Similarly, the transmission time of an ACK frame, which is 14 bytes long,
for the transmission rate Rk 7, can be represented by:

Tack = Trrcp + 8014/R ek 1 (6)
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With RTS/CTS exchange, the time to complete a frame transfer is given by:
Trvame 15 = Trrs + SIFS + Teps + SIFS + Typpy + SIFS + Tyex, (7

where the RTS (of 20 bytes) and CTS (of 14 bytes) transmission times are given,
respectively, by

Trrs = Tprcp + 8920/Rprs 1,
Ters= Tprep + 8014/Rerg 1o, ¥

Figure 4.4 presents the analysis of different DCF overheads for two different 802.11b
802.11b transmission rates for the MPDU when the payload is fixed at 1500 bytes.
Irrespective of the MPDU transmission rate, 1 Mbps (minimum rate) was assumed for the
transmission of the ACK, RTS, and CTS frames. We observe that the protocol overheads
due to the backoff, RTS, CTS, and ACK are relatively large when the MPDU transmission
rate is high since the time corresponding to the payload transmission is relatively short for
a high transmission rate. We can also easily envision that the overheads will be relatively
large as the payload size is reduced since the overheads are relatively fixed in time.

This is more clearly presented in Figure 4.5, which illustrates the normalized
throughput, defined by the throughput divided by the MPDU transmission rate. We first
observe that the normalized throughputs increase as the payload size increases. Second, we
observe that the normalized throughputs are larger for a lower transmission rate due to the
relatively smaller protocol overhead as observed in Figure 4.4. Finally, in the considered
simple situation, i.e., a single transmitting station, the RTS/CTS exchange obviously results
in a lower throughput performance.

8 RTS/ICTS
Q0
=
A Basic
o Rrs/CTS (L] I
S _‘
N Basic |
6 2600 4dOO 6600 8600
Transmssion Time (usec)
@ DIFS W Ave Backoff O RTS+SIFS

OCTS+SIFS O Payload+SIFS mACK

Figure 4.4: Analysis of different DCF overhead for 1500 byte-long payload.
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Figure 4.5: Normalized throughput versus payload size (bytes) for different MPDU
transmission rates.
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4.3 Performance Evaluation of the IEEE 802.11 DCF

Under suitable simplifying assumptions, it has been proven in [16] that the accurate
performance evaluation of the DCF employed in the IEEE 802.11 legacy MAC can be
carried out using elementary analytical techniques. The availability of such techniques
allows us to easily obtain quantitative insights on the effectiveness of the DCF mechanism
and the related parameter settings. The goal of this section is to provide the reader with a
comprehensive overview of the modelling techniques suitable for evaluating the DCF
performance. The reader interested in additional modelling details and extensions may refer
to [16 - 25].

4.3.1 The Concept of Saturation Throughput

In Section 4.2.1, we have derived the maximum throughput that a single transmitting
station can achieve, and we have quantified the DCF protocol overhead. From a practical
point of view, this implies that all the traffic arriving at a long-term rate lower than the
maximum throughput value will be delivered to the destination. Conversely, as long as the
traffic arrival rate persistently grows above the maximum throughput threshold, the
transmission buffer will build up until saturation, and the carried load will remain bounded
to the maximum throughput value.

In the case of several competing stations, the situation is different. It is well known’
that several random access schemes exhibit an unstable behaviour. In particular, as the
offered load increases, the throughput grows up to a maximum value, referred to as

? See for example the well-known textbook by Dimitri Bertsekas and Robert Gallager, Data Networks, 2nd
edition, Prentice-Hall, Inc., Englewood Cliffs, NJ, 1992 — this book provides a comprehensive and thorough
discussion of the instability problems arising in random access protocols.
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“Maximum Throughput.” However, further increases of the offered load lead to a
significant decrease in the system throughput eventually (which typically converges to zero
in the case of infinite users).

Mild forms of instability arise also in the case of DCF’s Binary Exponential Backoff
operation, and for a scenario characterized by a finite number of competing stations. This
can be illustrated by means of a simple simulation experiment. The plots shown in Figure
4.6 (taken from [16] — the simulation details and the throughput/load scales are not
essential for the following discussion, and hence are omitted) have been obtained
considering a finite number of stations. Each station has been loaded with a variable
amount of traffic, linearly increasing with the simulation time (straight line). Fixed-size
MPDUSs have been considered.
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Figure 4.6: Throughput versus offered load.
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The figure reports two additional plots: the offered load and the throughput, measured
in time intervals lasting 20 seconds. Clearly, due to statistical fluctuations of the packet
arrival process (Poisson in the specific case), the measured offered load in general differs
from the nominal load. However, in normal (stable) conditions, the entire offered load will
be delivered to the destination, and hence the measured throughput will be equal to the
measured offered load. From the figure, we see that this happens only in the first part of the
simulation run, specifically the first 260 seconds of the simulation time. After this time, the
throughput measured in each 20-second time interval becomes smaller than the measured
offered load (and excessive frames accumulate in the transmission buffer).

From the figure, we also see that the measured throughput appears to asymptotically
converge to a constant value (0.68 in this specific example), regardless of the offered load.
We define “saturation throughput” as the limit reached by the system throughput as the
offered load increases.

The importance of the saturation throughput concept stays in the fact that it represents
the maximum load that the system can carry in stable conditions, i.e., in practical
operation. In fact, refer again to Figure 4.6, and consider, for an example, the load scenario
encountered at simulation time 280s. Here, the nominal offered load is approximately 0.74,
while the load measured in the 20-second time interval is approximately 0.75. If we now
freeze the offered load to a constant value, i.e., 0.74, and we take measurements on a longer
time interval, we would see that the longer the measurement time, the lower the measured
throughput (ultimately, for an infinite measurement period, the measured throughput will
result in a value equal to the saturation value).
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Actually, the same situation will occur for any load greater than the saturation
throughput bound, provided that a sufficiently long measurement time is considered. This
results in the practical impossibility to maintain a sustained operation of the random access
scheme at any load greater than the saturation value’.

4.3.2 Maximum Saturation Throughput

Having defined the concept of saturation throughput, we are now ready to describe an
analytical approach which allows us to derive this performance figure. In this section, we
derive performance bounds on the throughput achievable by DCF [16, 26, 27]. Consider an
802.11 ad-hoc network scenario in which a finite and fixed number N of stations contend
for the channel access. Assume that each station is in a saturation condition, meaning that
its buffer is always non-empty and, at any time, a frame is always available for
transmission. Moreover, assume that a frame transmission is never corrupted (either by
noise or by interference due to hidden terminals), and that a transmission fails only when a
collision with another frame occurs on the channel (this assumption of ideal channel
conditions can be removed, as shown in Section 4.3.4 — see also [18, 21]).

The first important observation is that the 802.11 DCF rules allow us to introduce a
discrete-time integer time-scale, which is the key to enable the model described below. As
described in Section 4.2, a station can transmit only when it senses the channel idle for a
DIFS. Moreover, after this time, it can schedule transmission only in discrete slot-time
intervals, whose size is hereafter indicated as . Moreover, let us focus on the events
occurring on the channel:

e When only one station has a scheduled transmission in a slot-time, neglecting wireless
channel impairments, the transmission will be successful; all the other stations will
freeze their backoff counters, until a DIFS time elapses after the end of the ACK.

e  When two or more stations schedule transmission into a slot-time, a collision will
occur, and the channel will be available for access only a DIFS or an EIFS* after the
end of the longest transmitted frame.

e Finally, if no stations transmit in the given slot-time, the next transmission opportunity
will be the following slot-time.

* Though traditional performance evaluation models for random access schemes frequently derive a theoretical
maximum throughput value, this value is meaningless from a practical standpoint. Actually, this value is not even
measurable from a simulation experiment. For example, in the case of Figure 4.6, we obtain a maximum measured
throughput equal to about 0.74, but this measurement is only a rough estimate, as it is affected by the unreliability
of a fairly short measurement time. If we rerun the same simulation experiment using measurement times longer
than 20 seconds (and for consistency, we consider a slower increase of the nominal offered load), the
measurement will be more reliable, but the maximum value will be lower.

* It is not trivial to determine whether a specific listening station will use a DIFS or an EIFS after a frame collision.
If the listening station is able to synchronize with one of the colliding frames, and thus initiate a receiving process,
an EIFS will be used (see the reason in Section 4.2). On the other hand, if this is not the case (e.g., comparable
received power level for the two colliding frame preambles), the listening station will just see a busy channel:
without initializing the reception of any frame, and a DIFS will be used. In all the simulation (as well as
analytical) models we are aware of do not enter into this technical issue for simplicity, but consistently use either
DIFS or EIFS for all collisions (for example, the 802.11 ns-2 implementation uses EIFS, and this leads to different
results with respect to other models that use DIFS after a collision).
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Hence, a discrete and integer time scale can be defined. Note that this discrete time
scale does not directly relate to the system time, being a “slot” on the channel either an
empty slot (in which case, the slot will last exactly one slot-time o), or a busy slot, in
which case the slot duration will depend on the events occurring (a transmission or a
collision). In what follows, unless ambiguity occurs, with the term slot time, we will refer
to either the (constant) value o, representing the system slot-time, or the (variable) time
interval representing the model slot time.

To determine the maximum throughput achievable in an 802.11 ad-hoc network
composed of N saturated stations, let us now assume that each station randomly and
independently accesses a slot time with probability 7. This is equivalent to assuming that
every station follows a p-persistent backoff strategy, where the probability to access a
random slot is constant and set to the value z. In this assumption, the probability P,y that
no station accesses a given slot is readily given by:

Pae=(1-2" ©)

Similarly, the probability Py,....s that just one station accesses a given slot is expressed
as:

Psuccess = NT(I - T)N (10)

Let us now define 7, to be the duration of a period in which no other stations can
access the channel because a successful transmission is occurring. This period not only
includes the MPDU transmission time as well as the relevant ACK transmission time, but
also includes a DIFS after the end of the ACK transmission, since in this period of time no
other station can access the channel. Similarly, let 7, be the duration of a period in which
other stations cannot access the channel because a collision is occurring. In what follows,
we will refer to these two values as transmission slot and collision slot durations,
respectively, and these values will be expressed in Section 4.3.2.1. Since a system slot-time
o elapses during an idle slot, we can derive the average slot duration by weighting in
probability the three values T, T, and o:

E[SZOI] = Pid/eo-+ Psucces.rTv + (1 - Pidle - Psuccess) TC (1 1)

We are finally ready to define the system throughput S as the average amount of
information transmitted into a slot. Given that E[P] is the average MPDU payload size,

PsuccessE[P] _ PsuccessE[P]
E[SIOt] Pidle o+ Psuccess Ts + (1 - Pidle - Psuccess )Tc (12)
E[P] ’
T +o Pidle +Tc (1 - Pidle - Psuccess)
s
P

success

where T, C*: T./o is the average collision time measured in slot-time units. Now, E[P], o,
and 7 are constant values. Hence, the throughput above is maximized as long as we
minimize the expression:
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Pidle +Tc* (1 — Yidle — Rvuccess) — (1 _ T* \(1 — T) T: — T: (13)

Puccess 4 Nt Nt (1 -7 )N_l

If we approximate the average value 7." to be a constant value’, independent on 7, we
finally conclude that the optimal value 7;,,, that maximizes the system throughput is given
by the solution of the equality:

(I_Tmax)N _Tc*{-NTmax _(1_(1_Tmax)N)}:0 (14)
Under the condition 7,,x << 1, the approximation

N(N-1) 2 (15)

N
(1 - z-max) ~1- Nrmax + ) max >

holds, and hence an explicit expression for the equality in Eq. (14) can be found:

ol Y I (16)

e (v oz 1) i NyT /2

where the last approximation holds for large values of N and 7,". An interesting alternative
way to express Eq. (16) is to determine the optimal value of the contention window, CWy,
which allows us to maximize the throughput. Specifically, consider a station which, instead
of using the rules of exponential backoff, always extracts the backoff counter from the
uniform range [0, CW,,]. Under the assumption that the backoff counter is decremented at
each slot (see a related discussion in Section 4.3.3.1), a transmission occurs every
(1+CW,,/2) slots. Hence, the probability that a station transmits in a randomly chosen slot
can be related to the Contention Window as:

T

! a7

r=———
1+ CW,py /2

Substituting Eq. (17) into the 7., expression given in Eq. (16), we conclude that CW,,,
is, in the first approximation, proportional to the number N of competing stations, i.e.,

CWop ~2NAT, /2 ~2~ Ny2T (18)

3 This is strictly true only if the frames have fixed-size payloads. In fact, with variable payload size, the length of a
collision interval is bounded by the length of the longest packet involved in the collision. This gets longer when
the number of packets simultaneously colliding gets higher. As the probability that a given number of packets are
involved in a collision depends on 7, the value 7," is actually a function of 7.
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4.3.2.1 Performance Bounds for 802.11b DCF

To compute the performance bounds for the DCF, we need to quantify® the parameters o,
T,, and T.. Similar to what have been done in Section 4.2.1, we refer to the 802.11b case;
accordingly, the slot-time ois set to 20 psec. Ty is given by the time to transmit a frame
(TFrame ¢ 1s computed in Section 4.2.1) plus a DIFS interval. For the case of the basic
access:

TS:TMPDU+SIFS+ TACK+DIFS, (19)

where Typpyand Tycx have been computed in Egs. (5) and (6), respectively (there, instead
of E[P], we have referred to the MPDU payload size as L). Similarly, for the case of
RTS/CTS exchange,

Ty = Trrs + SIFS + Ters + SIFS + Typpy + SIFS + Tycx+ DIFS (20)

Refer to Eq. (8) for Trrs and Tcrs expressions. The computation of 7, differs depending
on whether we assume that a DIFS or an EIFS is used after a collision (see detailed
discussion in footnote 4). Though it is perhaps more realistic, for a small scale single hop
ad-hoc network, to assume destructive collisions, and thus that a DIFS elapses after a
collision, in what follows, we will use an EIFS after a collision since such a setting requires
more discussion on the station timing (in other words, the extension of what follows to the
DIFS case is just a simplification). If all the frames have the same size, for the basic access
case,

T.= Typpy + EIFS 2n

For the general case of frames having different sizes, then the duration of a collision
depends also on the number of colliding frames, and thus on the transmission probability 7
(refer to Eq. (15) in [16] for details). Instead, in the RTS/CTS case, collisions occur only
for the RTS frames. Therefore, the duration of a collision is constant, and is given by

T.= Trrs + EIFS (22)

Figure 4.7 presents the saturation throughput performance for 10 stations and 802.11b
parameters (see Section 4.2.1). The case of 2 and 11 Mbps data rates are plotted, for both
basic and RTS/CTS access cases. The rate for control frames (i.e., ACK, RTS, and CTS) is
set to the minimum rate (i.e., | Mbps). The circle represents the maximum throughput
computed by means of the approximate value 7 given in Eq. (16). We first observe that the
approximation in Eq. (16) is accurate. We find that, in the basic access case, the maximum
throughput performance is more sensitive to the value z compared with the RTS/CTS case.
This implies that the RTS/CTS access mechanism is less sensitive to backoff parameters
(as we will show in Section 4.3.3, DCF operates on a value 7 which actually depends on the

® The discussion in this section will be further extended in Section 4.3.3.1, where additional considerations on the
implication of the backoff countdown rules on 7 and 7. settings will be provided.
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backoff settings, i.e., CWpi, CWha, etc). Moreover, Figure 4.7 shows that in the case of
low data rates (2 Mbps), the maximum throughput achievable by basic access and
RTS/CTS exchange are very close. This is not true any more when higher data rates (11
Mbps) are considered, and the overhead due to the RTS/CTS exchange becomes a limiting
factor in terms of achievable throughput.

10

Basic
— — RTS/CTS

throughput (Mbps)

2 Mbps

0 0,02 0,04 0,06 0,08
tau
Figure 4.7: The maximum throughput with the number of stations, N=10.

Finally, let us evaluate the effect of the number of stations on the maximum achievable
throughput. For convenience of notation, let

K=\T /2 (23)

By using the approximation for the optimal 7 given by Eq. (16), recalling that 7, =
T,/ o, and taking the limit for N>,

E[P]
N—xo Ts to Pidle+Tc (1_ idle _Psuccess)
Pouccess
. E[P] (24)

= lim ( N)

N—>ow — —(1-

T, +O'(1 Timax ) ~T. +T. L= (174 ) =
NT’WX NTmax (1 - Tmax)

_ E[P]

T, +0K -T.(1+K -Ke'' X )

lim Sy =
N—

We thus conclude that, even for a large number of stations, the maximum throughput
tends to a constant finite value, which is a function of only the average transmission and
collision times, T and T, and the slot size. It is interesting to note, via direct computation,
that such an asymptotic maximum throughput is very close to that achievable in the case of
N=10 given in Figure 4.7. In fact, through Eq. (24), we can show that in the 2 Mbps data
rate case, the asymptotic throughput is 1.669 and 1.596 Mbps for the basic and RTS/CTS
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cases respectively, while it results in 6.210 (basic) and 4.763 (RTS/CTS) Mbps for the 11
Mbps data rate scenario respectively.

4.3.3 Saturation Throughput Analysis

Having derived the capacity limits of the IEEE 802.11 DCF, we now carry out an analysis
devised to understand how far from its performance limits DCF operates. Such an analysis
appears more complex: since each station accesses the channel according to Binary
Exponential Backoff rules, the space state required to thoroughly model each individual
station (e.g., the number of retransmission suffered by each station, and the backoff counter
value) rapidly diverges, even in the presence of a small number of competing stations.

However, let us focus on a specific station, hereafter referred to as “tagged” station.
This station will access the channel according to the Binary Exponential Backoff
mechanism specified for DCF, and specifically, as described in Section 4.2, it will double
the range in which the Contention Window is chosen every time a collision is encountered.
Hence, the tagged station will access the channel with a “frequency” (measured in terms of
number of accesses per channel slot) which depends on the number of retransmissions
already suffered by the considered frame: a high frequency when the CW value is small, a
small frequency conversely. Each of the remaining competing stations will, in turn, be
characterized by complex exponential backoff rules and, thus, very different Contention
Window (CW) values, depending on the specific history of each access attempt (e.g., the
number of retransmissions suffered by the actual head-of-line MPDU). However, in
stationary conditions, we argue that it is reasonable to consider their “aggregate”
contribution as being, statistically speaking, invariant, and specifically to consider their
effect as the result of individual stations accessing the channel via a suitable (i.c., to be
determined) but constant permission probability.

Such an intuitive statement can be formally reworded by means of the two key
assumptions:

1. Regardless of the history of the head-of-line (HOL) frame in terms of the number of
retransmissions and accumulated backoff stage, we assume that each frame transmission
suffers from a constant and independent collision probability;

2. If p is the collision probability and N is the number of competing stations, we assume
that p is computed as the contribution of N-1 remaining stations, each independently
accessing a channel slot with a constant permission probability 7.

As shown in what follows, these assumptions enable a very simple, though accurate,
analytical modelling of the DCF.

For the sake of generality, it is useful to develop the model considering more general
backoff rules than the exponential backoff specified in the DCF standard. To this end, let
us define the term “Backoff Stage” as the number of retransmissions suffered by a HOL
frame. A station in backoff stage 0, i.e., willing to transmit a new MPDU, will select’ an
integer random backoff value drawn from a general probability distribution By. If the

7 Saturation conditions imply that a packet in backoff stage 0 immediately follows a previously transmitted one.
Hence, consistent with the DCF specifications (see Clause 9.1.1 of the standard), a random backoff interval shall
always be selected for the first packet transmission attempt.
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transmitted frame collides, we say that the station enters backoff stage 1. The next backoff
value will be drawn from a second probability distribution B;, and so forth. In general, a
station entering backoff stage i will extract a backoff value from a distribution B;.

In the particular case of the DCF Binary Exponential Backoff, B, is a uniform
distribution in the range [0,CWy], B; is a uniform distribution in the range [0, 2(CWy,
+1)-1] and in general, B; is a uniform distribution in the range [0,CW;] where
CW=2(CWnt1)-1. In addition, the IEEE 802.11 DCF specifies

1. the maximum Contention Window value as CWyx = 2"(CWyint1)-1 where m is a
parameter that depends on the physical layer considered, and

2. a finite number of retries R, meaning that a frame whose first transmission has failed,
will be retransmitted for at most R times, and then it will be dropped from the
transmission queue.

In what follows, we will show that the performance do not depend on the probability
distributions B;, but only on their mean values f; = E[B;]. Moreover, we will show that the
performance depends on the retry limit R, where R becomes eventually infinite in the
analytical model.

Let us denote with (72X) the event that a station is transmitting a frame into a time slot,
and denote with (s=i) the event that the station is found in backoff stage i.

We are ultimately interested in the unconditional probability 7= P{7X} that the station
transmits in a randomly chosen slot. Thanks to Bayes’ Theorem, for i € (0, ..., R),

P{IX |s =i}P{s =i} (25)

Pls=i|TX}= PEx)

which in turn can be rewritten as:

P{Tx}m = Pls =i} (26)

Since this equality holds for all i € (0, ..., R), it also holds for the summation:

iP{TX}m:iP{S:i} 27)

However, the rightmost term in the equation is a probability distribution (namely, the

probability that a station is in backoff stage ). Hence, the sum over all i €(0, ..., R) equals
1. We can thus derive an expression for =

L Y P (28)
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The value 7 is thus known, as long as we find an expression for P{s=i|TX} and
P{TX|s=i}. Let us first focus on the conditional probability P{s=i|TX} that a transmitting
station is found in backoff stage i. Since, for >0, this probability is given by the probability
that the station, in the previous transmission event, was found in stage i-1 and that the
transmission failed (by assumption, this occurs with constant probability p), it follows that
P{s=i|TX} is a geometric distribution® (truncated, in the case of finite value R), i.e.:

P{s:i|TX}=% ic(0,..R) (29)
-p

Let us now find an explicit expression for P{7X|s=i}. This represents the transmission
probability of a station in backoff stage i, or, in other words, the frequency of transmission
(the number of transmission slots per channel slot) for a station assumed to always remain
in backoff stage i. Under very general conditions’, this probability can be computed by
dividing the average number of slots spent in the transmission state while in stage i (owing
to the time scale adopted, exactly 1 slot), with the average number of total slots spent by

the station in stage i (i.e., the average number of backoff slots, plus the single transmission
slot). According to the notation given above:

e 1 ~ 30
P{TX\s—z}—1+E[Bi] vy ie(0,..R) (30)

In the special case of DCF, a station entering backoff stage i uniformly selects a
backoff value in the range [0,CW;]. Following [16], it is convenient to adopt the notation
W=CW:+1. Hence,

P{TX |s=i}= ! - =t Gh
L+ E[uniform(0,CW;)] | Wi=1 W +1
2

8 A more formal way to derive Eq. (29) is to envision P{s=i|TX} as the steady-state probability distribution of a
discrete-time mono-dimensional Markov Chain describing the backoff stage evolution. One time step in this chain
represents a backoff stage transition, driven by the success/failure of the packet transmission. At stage 0<i<R, the
chain will evolve in the next time step in stage i+1 with probability p, and will return (or stay) in stage 0 with
probability 1-p; at stage R the chain will in any case return to stage 0 with probability 1. This interpretation allows
us to simply extend the described analysis to more general backoff processes with memory, i.e., whose backoff
evolution is regulated by a Markov chain. It suffices to substitute Eq. (29) with the steady-state distribution of the
considered Markov Chain. A few proposals of backoff models with memory (for example, the slow CW decrease
approach considered in [25]) has been reported.

® Since we are conditioning on the backoff stage i, we can envision the event of transmitting into a slot as the
recurrence of transmission events separated by the time spent while in backoff stage i, assumed independent
among transmission events. Hence, this computation can be interpreted as an application of the Long-Run
Renewal rate theorem (see, e.g., William Feller, An Introduction to Probability Theory and Its Applications, Vol.
11, Wiley, Cap. XI - pp. 368-380) and is shown to depend only on the average time spent while in the backoff
stage 7, and not on its distribution. As a side comment, there are some proposals that draw backoff counters from
distributions different from the usual uniform one. As should be clear now, such a generalization does not appear
to have practical significance, as the performance depend only on the mean value, and thus there is no reason in
using backoff distributions more complex than the uniform one.
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By substituting Egs. (29) and (30) into Eq. (28) we can finally derive an explicit
expression for 7
1 _ ! , (32)

1- 1- R,
Z( ”,{ﬁ( p) 1+ LS g,
i=0 1- 1-p™" 0

where we have made use of the fact that P{s=i|TX} is a distribution which, in the
considered range (0,...,R), sums to 1.

This expression depends on the values R (retry limit), and the sequence of f; values
(the mean per-stage backoff values), which are specified by the employed backoff model.
Moreover, it depends on the conditional collision probability p which is still unknown. To
find the value of p, it is sufficient to note that the probability p that a transmitted frame
encounters a collision, is the probability that, in a time slot, at least one of the N-1
remaining stations transmits. The fundamental independence assumption #1 given at the
beginning of this section implies that each transmission “sees” the system in the same state,
i.e., in steady state. At steady state, according to assumption #2, each remaining station
transmits a frame with constant permission probability 7. This yields:

p=1-(1-2)"" (33)

Egs. (32) and (32) represent a non linear system in the two unknowns 7 and p, which
can be solved using numerical techniques.

The above analysis was carried out for general backoff models. By properly choosing
the sequence f; and the value R, it can be immediately adapted to more a specific backoff
model, e.g., the binary exponential backoff model adopted in DCF. For example, by
setting:

R=w
W CVme
CW e +1
m:logz[m”x ]
CWm”’L (34)
i
ZVZ ! 0<i<m
Bi=13_
2wl izm

We model a Binary Exponential Backoff scheme with no retry limit as an upper bound
on the Contention Window (summarized by the value m). Eq. (32) becomes [16]:
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2
= m-1 o
1+(1—p){zp'2’W+ zplz’"W} (35)
i=0 i=m
2(1-2p)

C(1=2p)(W +1)+ pW(1=(2p)" )

The same DCF Binary Exponential Backoff model, but with a finite retry limit R (for
simplicity of computation, lower than or equal to the parameter m: for the general case
refer to [17]) yields:

R+1
r= 2(;:12p)(17p ) R+1 (36)
(1=2p)(1-p™ " )+W(l-p)(1-(2p)""")

4.3.3.1 Throughput Performance

Once the value 7is known, the throughput can be computed via Eq. (12), here reported for
the convenience of the reader:

— PouccessE[P] (37)
Pidle o+ Psuccess Ts + (1 - Pidle - Psuccess )Tc
where
N
Pge =(1-7) (38)
N-1
Poccess = NT(I - T)

We recall that the denominator in Eq. (37) represents the average slot size E[slof]. If
E[P], instead of bits, is expressed in the same time unit of the parameters at the
denominator (e.g., seconds), then Eq. (37) gives the “normalized” saturation throughput,
defined as the fraction of channel time used to send the successful payload information.

The fundamental difference with respect to the treatment suggested in Section 4.3.2 is
that, now, 7 is no more a variable (i.e., a generic permission probability), but it is a
numerical value function of the considered backoff model parameters, namely, the retry
limit R and the sequence of mean per-stage backoff values £, for all i in (0,...,R).

The values T and T, have been computed in Section 4.3.2.1. However, some further
remarks are needed when the analysis is applied to the DCF. The IEEE 802.11 standard
discusses, in Clause 9.2.5.2, how the backoff counter is decremented. Here, it specifies that
if the medium is determined to be busy at any time during a backoff slot, then the backoff
procedure is suspended (meaning that the backoff timer shall not decrement for that slot).
Let us assume that a station has a backoff counter equal to a value b at the beginning of a
slot-time. If the current slot-time is idle, at the end of the slot-time, the backoff counter is
duly decremented and the station will start the next slot-time with backoff value b-1.
Conversely, if the current slot-time is busy (because another station starts transmitting in
the considered slot), the station freezes the backoff counter to the value b. This implies that
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the station starts the slot immediately following a busy one with the same backoff value b.
In other words, the backoff counter is decremented only during idle slots.

The implications of this operation is not immediately evident on the modelling
framework described until now. Figure 4.8 illustrates what happens when two stations
access the channel with different backoff values. In the example, at slot t, stations A and B
start with a backoff counter equal to 2 and 3 respectively. Hence, we might expect them to
transmit in consecutive slots, namely slot t+2 and slot t+3.

slot t |slot t+1| slot t+2 slot t+3 | slot t+4
b:2>1 b:1>0
b=2 X X
T err .. |l DIF
STAL STA, transmits [ S busy medium
b:3>2 b:2>1 b:1 b:1>0
b=3 ¥ \ DIFS \
STAg busy medium [ b frozen STAg transmits

Figure 4.8: The slot immediately following a transmission can be accessed only by the
transmitting station.

As expected, station A decrements the backoff counter to 0 at the end of slot t+1, thus
transmitting a frame in slot t+2. It can then schedule the transmission for the next frame.
With probability 1/(CW,+1), it will extract 0 as the new backoff counter, and hence it will
immediately transmit the next frame in the first slot available, incurring a DIFS interval
after the end of the transmission (slot t+3, in the figure). Let us now focus on station B. In
slot t+2, it will see station A’s transmission on the channel and will freeze the backoff
counter. It will thus start slot t+3 with a backoff counter value equal to 1, and (assuming
slot t+3 to be empty) it will ultimately transmit only in slot t+4. We conclude that a slot
immediately following a successful transmission cannot be used for transmissions by any
other station, except the transmitting one. Hence, in ideal channel conditions, such a
transmission is granted to be successful as no collision may occur.

The described effect can be accounted in the model by redefining the notion of
successful transmission slot, and specifically by including either i) the extra slot-time at the
end of a transmission, as well as ii) the possible extra frames transmitted in the “reserved”
slot. In formulae:

k
=1+t | r+o=7DPmtl, 39)
“low, +1 Cw,

min min

where Ty is the successful slot size given in Egs. (19) and (20) for the Basic and RTS/CTS
cases respectively, which accounts for a single frame transmission plus a DIFS. To be
consistent, in the throughput computation, the amount of information transmitted into a
successful slot shall also include the MPDU payload due to extra frames transmitted in
such “reserved” slots:
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E[P] :E[P]% (40)

min

Since a successful “transmission slot” now includes an extra idle slot, a further model
detail is that, in the slot immediately after such a transmission slot, the backoff counter will
be found in the range (0, CWp,-1) and not in the range (0, CW,,;,). This can be accounted
in the DCF model by simply setting, in Eq. (31), Wy=CW, instead of Wy=CW,+1.
Finally, since, according to the standard specification, a contending station will wait for an
ACK_Timeout greater than an EIFS, before reattempting to transmit'’, then

T.-T,+o (41)

The throughput shall be computed as in the usual case, but with the new values defined
in Egs. (39), (40) and (41):

S = PstessE[P] _ (42)
Pidle o+ Psuccess Ts + (1 - Pidle - Psuccess )Tc

We point out that, in practical cases (e.g., the 802.11b parameters — we recall that
CWain=31 in this case), the difference between the results computed via Eq. (42) and that
computed via the more approximate expression in Eq. (37) are negligible.

4.3.3.2 Delay Performance

In saturation conditions, the total delay experienced by a frame is not meaningful. The time
elapsed from the time instant when the frame is inserted in the transmission buffer to the
time instant when it is successfully transmitted depends on how long the system has
remained in saturation conditions, and consequently how congested the transmission buffer
has become (this in turn depends on how much greater is the offered load with respect to
the saturation throughput bound).

Nevertheless, it is instructive to quantify the average access delay D, defined as the
time elapsed between the time instant when the frame is put into service - i.e., it becomes
head-of-line (HOL) - and the instant of time the frame terminates a successful delivery.
Under the assumption of no retry limits, i.e., that all the HOL frames are ultimately
delivered, this computation is straightforward. In fact, we may rely on the well-known
Little’s Result, which states that for any queueing system, the average number of customers
in the system is equal to the average experienced delay multiplied by the average customer
departure rate. The application of Little’s result to our case yields:

' The Ack_Timeout is specified in the Annex C (For a formal description of MAC operation, see details of the
Trsp timer setting on page 346) as:

Ack_Timeout = CTS_Timeout = aSIFS + Duration(Ack) + PLCPHeader + PLCPPreamble + aSlotTime.
According to this value, a station involved in a collision will be able to access the channel only a DIFS after the
Ack_Timeout, and thus (in the assumption of 1 Mbps control rate) only a slot-time after the end of an EIFS for
monitoring stations. Therefore, we conclude that the extra slot after the end of an EIFS will not be used by any
station (either involved in a collision as well as other stations monitoring the channel). Of course, in the
assumption that a DIFS is employed after a collision, then the fact that an Ack Timeout is greater than a DIFS is
even more evident.



Performance Study of IEEE 802.11 DCF and IEEE 802.11e EDCA 83

__N (43)
S/E[P]

In fact, under the assumption that no frames are lost because of the retry limit (i.e.,
R=infinity), each of the N stations is contending with a HOL frame. Moreover, S/E[P]
represents the throughput S measured in frames per seconds, and thus represents the frame
departure rate from the system.

The delay computation is more elaborate when a frame is discarded after reaching a
predetermined maximum number of retries R. In fact, in such a case, a correct delay
computation should take into account only the frames successfully delivered at the
destination, while should exclude the contribution of frames dropped because of the frame
retry limit (indeed, the delay experienced by dropped frames would have no practical
significance).

To determine the average delay in the finite retry case, we can still start from Little’s
Result, but we need to replace N in Eq. (43) with the average number of HOL frames that
will be successfully delivered. This value is lower than the number of competing stations,
as some of the competing frames will ultimately be dropped. Thus, Eq. (43) can be
rewritten as follows:

Do N(1- P{LOSS)) (44)
~ S/E[P]

where P{LOSS} represents the probability that a randomly chosen HOL frame will
ultimately be dropped. Let us now randomly pick an HOL frame among the N contending
ones. Such an HOL frame can be found in any of the i=0,...,R possible backoff stages. The
probability that a random frame is found in backoff stage i has been expressed in Eq. (26),
and can be rewritten in terms of known values p, 7=P{TX} and f; by means of the
equalities in Egs. (29) and (30):

P{s-i}-P{TX}ﬁ}SD}".Li}ii—r(ll__;;fl (1+5;) (45)

By conditioning on the backoff stage i, P{LOSS} can be now computed as:

R
P{LOSS}= P{LOSS|s =i} P{s=i}=
i=0
R i
vei (1=p)p (46)
:lng : T 1—pR+1 (1+ﬂl)
pR+1 R
=L ——r(1-p)Y (14 )
l-p i=0

The average access delay expression is now found by substituting Eq. (46) into Eq.
(44). In the derivation of Eq. (46), we have made use of the fact that the probability that a
frame found in backoff stage i is ultimately dropped, is given by the probability that it first



84 Performance Study of IEEE 802.11 DCF and IEEE 802.11e EDCA

reaches the backoff stage R (i.e., it collides for R-i times), and then it also collides during
the last transmission attempt. Hence P{LOSS|s=i}=p""".

The average delay expression can be further simplified. From Eq. (33), the probability
of a successful transmission, expressed in Eq. (10), can be rewritten as:

Posccess = ]\/T(1 - P) (47)

Hence, recalling that the throughput S was computed in Eq. (12) as the probability of
successful transmission multiplied by the ratio E[P)/E[slot],

_ N(1-P{LOSS}))

S/E[P]
R+1 R
N- lprH NT(I_p)[:Zé(”ﬂi) (48)
S/E[P]
N PR R

,S/T[P]—E[szoz]l_pM lg(uﬁi)

This final expression has an elegant intuitive interpretation''. From Little’s Result, the
first term represents the average inter-departure time between two successfully delivered
frames from the same station. This differs from the average access delay as, between two
successful transmissions, a number of dropped frames may occur. Now, p*"! represents the
probability that a new frame entering the system (i.e., placed in HOL position) will be
dropped (note the difference with P{LOSS}, which instead, represents the probability that a
randomly chosen frame, among the contending ones, is lost). Assuming independent frame
dropping, the average number of dropped frames between two successful deliveries is thus
given by the ratio p"'/(1-p®*"). A dropped frame will be forced to cross all the backoff
stages, from stage O to stage R, and in each stage i it will spend, in average, (1+/3) slots.
Hence the average delay for a successfully transmitted frame is given by the average inter-
departure time between successful frames, namely, the first term in Eq. (48), minus the
time spent by dropped frames. Hence, we might have directly written Eq. (48) from this
intuitive reasoning, with no need to provide any formal derivation at all!

4.3.4 Non-Ideal Channel Conditions

The performance analyses described in the previous sections were based on the assumption
of ideal channel conditions. In this section, we show how, with suitable simplifying
assumptions, it can be extended to account for frame corruption.

Let us first comment that the thorough evaluation of the error probability encountered
by a frame transmission would require a detailed investigation dealing with physical layer
transmission details, fading channel modelling, and interference/capture issues. Such an

" This neat interpretation was suggested by A.C. Boucouvalas, P. Chatzimisios, and V. Vitsas in a private
communication to one of the authors of this chapter. The delay expression given in Eq. (48) was first derived in
their recent work with a technical approach different from that presented here [23].
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investigation is out of the scope of the present section. However, with the simplifying
assumption that all frames are subject to the same, known, corruption probability, the
analysis becomes straightforward.

Let  be the probability that a transmitted frame is corrupted because of noisy channel
conditions, and assume, for convenience of presentation, that errors may occur only on the
transmitted MPDU (and not on control frames such as ACK, RTS and CTS — the extension
of the analysis to account for control frame errors is immediate). Since the transmitting
station will not receive an explicit acknowledgement, it will increment its backoff stage
regardless of the fact that a collision occurred on the channel, or the frame was simply
corrupted by channel noise. Hence, in case of transmission impairments, the conditional
collision probability p, defined in the previous section as the probability that a transmitted
frame collides, now represent the union of the events i) the frame collided, and ii) the frame
was corrupted. In formulae:

p=1-(1-¢)1-zN! (49)

As usual, 7represents the probability that a station transmits in a randomly chosen slot.
With this new definition of p, it becomes clear that the computation of 7 is not affected.
Thus, Eq. (32) still holds and can be jointly solved with Eq. (49) to obtain the numerical
expressions for p and 7.

Some additional care is required to compute the saturation throughput. In fact, it is
necessary to determine the proper probabilities of the various events that may occur on the
channel, events which now include the case of frame corruption. We can express the
throughput S as:

— (l_g)PsuccessE[P] (50)
Pidle o+ (l - é/)Psuccess Ts + ; PsuccessTe + (l - Pidle - Psuccess )Tc

where the probability Pj,....s is still given by Eq. (10), but this time it represents the
probability that a single frame is transmitted in a slot, i.e., it does not contend with other
frames. Of course the frame will be successfully delivered only if it is transmitted alone in
a slot and it is not corrupted, i.e., with joint probability (1-8) Psccess-

In Eq. (50), a new value T, is introduced to account for the duration of a period in
which no other stations can access the channel because a corrupted transmission is
occurring in the channel. A listening station which detects the transmitted frame as
corrupted will wait for an EIFS time interval. Thus:

Te:TMpDU+EIFS (51)

Note that some of the surrounding stations may correctly detect the frame. Hence, they
will be able to read the duration field in the MAC header of the transmitted frame, and set
the NAV accordingly. In other words, under the assumption that the ACK is transmitted at
1 Mbps, T, will result in the same value regardless of the fact that a listening station sees
the transmitted frame as a correct or corrupted one.
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4.4 MAC Enhancements for QoS Support

In this section, we present the 802.11e MAC [3] for QoS provisioning. The IEEE 802.11e
defines a single coordination function, called the hybrid coordination function (HCF). The
HCF combines functions from the DCF and PCF with some enhanced QoS-specific
mechanisms and QoS data frames. Note that the 802.11e MAC is backward compatible
with the legacy MAC, and hence it is a superset of the legacy MAC. The HCF is composed
of two channel access mechanisms: (1) a contention-based channel access referred to as the
enhanced distributed channel access (EDCA), and (2) a controlled channel access referred
to as the HCF controlled channel access (HCCA). The HCF sits on top of the DCF in the
sense that the HCF utilizes and honors the CSMA/CA operation of the DCF. In a QoS-
enabled IBSS (QIBSS), only the EDCA can be used since the HCCA requires an AP for
channel control. Since we are considering the IBSS operation here, we will limit ourselves
to the EDCA operation in the following sections.

4.4.1 IEEE 802.11¢e EDCA

The EDCA is designed to provide differentiated and distributed channel access for frames
with 8 different user priorities (UPs) (from 0 to 7) by enhancing the DCF. Each MSDU
from the higher layer arrives at the MAC along with a specific user priority value. Each
QoS data frame also carries its user priority value in the MAC frame header. An 802.11¢
station shall implement four channel access functions, where a channel access function is
an enhanced variant of the DCF, as shown in Figure 4.9. Each frame arriving at the MAC
with a user priority is mapped into an access category (AC) as shown in Table 4.2, where
one of the four channel access functions is used for each AC. Note the relative priority of
UP 0 is placed between 2 and 3. This relative priority is obtained from the IEEE 802.1d
bridge specification [4].

Immediate access when . .
medium is idle >= AIFSIAC] < oLCh CoTer 91 FAw
PIFS : >
AIFS[AC] Busy ‘S”:g .
Medium [ = ackoff Windo Next Frame
SlotTime
R I S
Defer Access Select Slot and decrement backoff as
long as medium stays idle

Figure 4.9: IEEE 802.11e EDCA channel access.
Basically, a channel access function uses AIFSlz[AC], CWiin[AC], and CW .z [AC]

(instead of DIFS, CW i, and CW,,,, of the DCF respectively) when contending to transmit
a frame belonging to access category AC. AIFS[AC] is determined by

AIFS[AC] = SIFS + AIFSN[AC]eSlotTime, (52)

'2 ATFS: Arbitration Interframe Space, referring to IEEE 802.11e MAC [3].
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where AIFSN[ACT] is an integer greater than one. Figure 4.9 shows the timing diagram of
the EDCA channel access. One big difference between the DCF and EDCA in terms of the
backoff countdown rule is as follows: the first countdown occurs at the end of the
AIFS[AC] interval. Moreover, at the end of each idle slot interval, either a backoff
countdown or a frame transmission occurs, but not both. Note that according to the legacy
DCEF, the first countdown occurs at the end of the first slot after the DIFS interval, and if
the counter becomes zero during a backoff process, it transmits a frame at that moment.

Figure 4.10 shows the 802.11e MAC with four channel access functions, where each
function behaves as a single enhanced DCF contending entity. Each channel access
function has its own AIFS and maintains its own backoff counter. Accordingly, these four
channel access functions contend for the medium in parallel independently. The channel
access function completing the backoff the earliest transmits its pending frame into the
medium, and the rest suspend their backoff process until the medium becomes idle again.
However, when there is more than one channel access function completing the backoff at
the same time, the collision is handled in a virtual manner. That is, the highest priority
frame among the to-be colliding frames is chosen and transmitted, and the others perform a
backoff with increased CW values.

Apparently, the values of AIFS[AC], CW,,in[AC], and CW ,,,s[AC], referred to as the
EDCA parameters, play a key role for differentiated channel access among different user
priority (or AC, more accurately speaking) frames. Basically, the smaller AIFS[AC],
CWiin[AC], and CW,,,,[AC], the shorter the channel access delay for access category AC,
and hence the more bandwidth share for a given traffic condition. In the infrastructure
mode, these EDCA parameters can be determined and announced by the AP via beacon
frames. However, there is no AP in an IBSS, and hence the default parameters as shown in
Table 4.3 are used in an IBSS [3]. The parameters aCWmin and aCWmax in the table refer
to the CW o, and CW ., values for different PHY's respectively, e.g., the values found in
Table 4.1.

One distinctive feature of the 802.11e is the concept of transmission opportunity
(TXOP), which is an interval of time when a particular station has the right to initiate
transmissions. During a TXOP, there can be multiple frame exchange sequences, separated
by SIFS, initiated by a single station. A TXOP can be obtained by a successful EDCA
contention, and it is referred to as an EDCA TXOP. The duration of a TXOP is determined
by another EDCA parameter, called TXOP limit. This value is determined for each AC,
and hence is represented as TXOPLimit[AC]. The default values of the TXOP limits are
also shown in Table 4.3.

Table 4.2: User priority to access category mappings.

Priority User Priority (UP) Access Category (AC) Designation (Informative)
Lowest 1 AC BK Background

2 AC BK Background

0 AC BE Best Effort

3 AC_BE Best Effort

4 AC VI Video

5 AC VI Video

6 AC VO Voice
Highest 7 AC VO Voice
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Figure 4.10: Four channel access functions for EDCA.

Table 4.3: Default EDCA Parameter Set.

TXOP Limit
AC CWoin CW AIFSN 5 Extended Other
DS-CCK™ Rate/OFDM™  PHYS
AC BK aCWmin aCWmax 7 0 0 0
AC BE aCWmin aCWmax 3 0 0 0
in+
AC VI g*fwmm D acWmin 2 6.016ms  3.008 ms 0
AC VO fﬁfwmmﬂ)/ f;iwmmﬂ) 2 3264ms  1.504 ms 0

During an EDCA TXOP, a station is allowed to transmit multiple MSDUs of the
same AC with a SIFS time gap between an ACK and the subsequent frame transmission.
Figure 4.11 shows the transmission of two QoS data frames of user priority UP during an
EDCA TXOP, where the entire transmission time for two data and ACK frames is less than
the EDCA TXOP limit. Multiple consecutive frame transmissions during a TXOP can
enhance the communication efficiency by reducing unnecessary backoff procedures.

4.4.2 Further QoS Enhancement for Ad-Hoc Networks

As explained above, the current 802.11e EDCA for the ad-hoc mode can provide
differentiated channel access for different user priority frames. However, its capability as
defined currently seems to be limited since it relies on the fixed default EDCA parameters.
Without a centralized decision-making entity (e.g., an AP), this seems a reasonable choice.
However, one can invent better ways for enhanced QoS provisioning in ad-hoc networks.

AIFS+Backoff |

-t TXOP Limit -
QoS QoS ’
Source Data(UP) Data(UP) AIFS+Backoff

— | ] e la— SIFS
SIFS SIFS
Destination ACK ACK

Figure 4.11: EDCA TXOP operation timing structure.

13 Referring to IEEE 802.11b PHY [6].
' Referring to TEEE 802.11a [5] and 802.11g PHYs [7].
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First, we expect that the 802.11e EDCA in the ad-hoc mode can be further enhanced
by incorporating a dynamic EDCA parameter adaptation through negotiation among the
participating stations. Along with a distributed admission control, e.g., the one discussed in
[8], such a distributed dynamic EDCA parameter adaptation is a possibility.

Second, we can also develop a distributed version of a centralized QoS-supporting
MAC, e.g., IEEE 802.11e HCCA [3]. By a distributed version, we mean a dynamic and
distributed election of a centralized controller. Since the centralized controller does not
need to be located in a fixed access point, this kind of centralized MAC can be easily
applicable in the ad-hoc network as well. Note that Bluetooth, a wireless personal area
network (WPAN) technology, defines this type of MAC [9], and HIPERLAN/2, another
WLAN technology, supports this kind of dynamic centralized controller election optionally
[10]. As a matter of fact, a similar concept was once discussed for the standardization as
part of IEEE 802.11e MAC as well. However, it was not included in the 802.11e
specification eventually due to many different reasons including its immaturity and
involving complexity [11].

4.5 Performance Understanding of IEEE 802.11e EDCA

In order to understand the EDCA prioritization mechanisms, it is useful to describe the
channel access in terms of low-level channel access operation.

As shown in Section 4.3.2, whenever all the stations operate under saturated
conditions, the DCF channel access can be considered as slotted, since packet
transmissions start only in discrete time instants. These instants correspond to an integer
number of backoff slots which follow the previous channel activity period plus the DIFS
time. By looking only at the time instants in which a packet transmission can be originated,
the granted channel resources can be represented in terms of a sequence of idle slots,
corresponding to the backoff slots in which no station accesses the channel, and busy slots,
corresponding to the time interval required for packet transmission (which includes the
corresponding acknowledgment when the packet transmissions is a success) plus the DIFS.
Given a channel slot, the DCF fairness property implies that each station has the same
probability to start a transmission and to experience a success.

The same slotted channel operation can be assumed for describing the channel access
occurrence in EDCA. However, the major difference is that the time instants in which the
packet transmissions can be originated, which delimit the channel slots, now depend on the
minimum AIFS employed by the contending traffic classes. Moreover, because of the
different AIFS values, some slots can be accessed only by a subset of the competing traffic
classes.
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Figure 4.12: Protected slots in EDCA, in the case of AIFSN[AC,]=AIFSN[AC,]+2.
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Figure 4.12 shows an example of slotted EDCA channel. The discrete time instants in
which channel access can be granted are indicated by arrows, and numbered according to
the time elapsed from the last channel activity period. A transmission originated after the
minimum AIFS employed in the network'® belongs to the transmission slot 0, while a
transmission originated after x idle backoff slots belongs to the transmission slot x. Each
arrow represents the probability that a station belonging to a given priority class transmits
on the channel. Only two classes are considered in the figure. Since each class employs a
different AIFS value (in the example, the difference between the two values is equal to two
backoff slots), some slots can be accessed by only one class (in the example, slots labelled
with index 0 and 1). We define these slots, which are shaded and pointed by a single arrow,
as protected. Note that protected slots occur after each busy slot, and therefore the
percentage of protected slots grows as the network congestion increases (this is an
immediate consequence of the fact that, with a high number of competing stations, the
average number of idle backoff slots, between two consecutive frames transmitted on the
channel clearly reduces, and as such the relative amount of protected slots increases).

At the end of each channel access, the stations contend for acquiring the right of the
next transmission grant. The contention is based on the comparison of the backoff counter
values of each contending station, since the station with the lowest backoff expiration time
acquires the right to initiate the next transmission.

The backoff expiration time does not depend only on the backoff counter value, but
also on the specific AIFS setting, since the resumption of the backoff counters after each
channel activity is not synchronous among the stations. In other words, there are two
complementary factors which jointly affect the channel access contention. In fact, consider
a number of competing stations, and let b; be the backoff counter value for each station i at
the end of a generic channel activity period. If all stations use the same inter-frame space,
then the station that first transmits, and thus “win” the current ongoing contention, will be
the one with smaller b; value. The first way to differentiate performance would then be to
configure the backoff operation so that, on average, a group of stations extracts a smaller
backoff counter value with respect to the remaining ones (and this can be accomplished by
setting different CW,,;;, values for different classes of stations — see analysis in the next
section 4.5.1). However, when different AIFS intervals are employed, if we define J; as the
number of extra slots spent while waiting for the station’s AIFS to elapse with respect to
the minimum possible AIFS value, at the end of a generic channel activity period, the
“winning” station would be that one with smaller value b; + J,. The impact of such AIFS
differentiation on the channel access contention performance will be tackled in section
4.5.2. In the following, we refer to this slotted contention resolution model in order to
investigate on the effects of the CW,;, and AIFS differentiation.

4.5.1 CW,;, Differentiation

The generalization of the analysis presented in Section 4.3 to multiple traffic classes is
straightforward if we only consider the differentiation of the contention windows. In this

' As described in section 4.5.3.1, thanks to a new specification of the backoff counter decrement, unlike DCF (see
section 4.3.3.1), in EDCA the first slot time immediately following a channel activity period is no more implicitly
reserved to the station that has just transmitted. This difference will be extensively discussed later when dealing
with EDCA/DCF coexistence.
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case, the hypothesis of the model presented in Section 4.3 it is still valid. According to such
hypothesis, the behavior of each station can be summarized by a unique parameter, the
channel access probability 7, which is uniform slot by slot. However, the probability 7 is
now different depending on the service class the station belongs to, because the different
backoff extraction ranges have the effect of increasing/reducing the probability that some
stations win the contention against the others. In order to compute the access probability 7
for a target station belonging to class £, we can still use Eq. (36), by partitioning the
specific backoff extraction ranges (given by W, = CW,,;[k] and Ry):

e 2(-2p)(1-p*™)
Ca=2p)-p, W= p)(A-2p)" ) (53)

Note that, due to the access probability differentiation, the collision probability py
experienced by each station depends on its service class. Specifically, C is the number of
different classes, ke(1, C) is the class index, n; is the number of terminals per class, and 7,
is the per-class transmission probability, the per-class conditional collision probability
results:

I N TV 54
=T oY

which simply states that the considered station competes with 7, stations of class r#k and
with n-1 stations of the same class (excluding the considered one).
The per-class successful access probability is then given by:

C
Rsuccess (k) =Ntk (1 Tk )nk71 H(l T )nr =ngTk (1 — Pk ) (55)

r=1,r#k

Thus, the per-class throughput S; can be computed as:

Puccess(K)E[P] (56)
C C C C
H(l -7 )”r o+ ZPsuccess (k)Ts +[1 - H(l -7 )nr - ZPsuccess (k) Tc

r=1 r=1 r=1 r=1

Sy =

where the numerator represents the average number of payload bits transmitted by stations
belonging to class k in each slot, and the denominator represents the average slot duration,
which is common for all the classes. The ratio between the aggregated throughput
perceived by different service classes, in the case of fixed payload size, is simply expressed
by the ratio of the successful access probabilities:

N k Rruccexx (k )

i _ RYMCCBSS (.]) (57)
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If the number of contending stations is low and the per-class collision probability is
negligible, the successful access probability can be approximated by Pi,ccess(k)=n; 7. In the
same hypothesis of negligible collision probability py, the per-class access probability z;is:

o 2 58
o, (58)

In this case the throughput ratio among the classes can be immediately related to the
minimum contention window settings:
Sj -

ntj _ni(LWe) nj wy (59)

Sp o omre m(1+W;) W omg

where it is evident that the throughput repartition among the stations is proportional to the
inverse of the minimum contention window.

Figure 4.13 compares our approximated evaluation of the throughput repartition
(points) with some results obtained via simulation (lines). We used the ns-2 simulator with
custom-made 802.11e extensions. We assume that an equal number of n;,=N high priority
stations share the channel with #,=N low priority stations. In this case, the throughput
repartition SyS; is approximated by W;/Wj, which does not depend on the network
congestion status. In fact, from the figure we observe that the points match very well for
both the N=2 and N=10 simulation curves, which are very close each other. We can
conclude that the throughput repartition due to the CW,;, differentiation is almost
independent on the network load. Thus, as the network congestion increases, high priority
and low priority stations suffer proportionate throughput degradation as the collision
probability increases.

4.5.2 AIFS Differentiation

AIFS differentiation is motivated by a completely different (and somewhat more complex)
physical rationale. Rather than differentiating the performance by changing the backoff
structure (through different settings of the CWy,;, and CW,,,, parameters), the idea is to
reserve channel slots for the access of higher priority stations. In fact, as in the case
considered in Figure 4.12, when some stations employ different AIFS values, there exists a
period of time in which the stations with shorter AIFS value (namely, the higher priority
stations) may access the channel, while the stations with longer AIFS (lower priority
stations) are prevented from accessing the channel.

A fundamental issue of the AIFS differentiation is that protected slots occur after
every busy channel period. This implies that the percentage of protected slots significantly
increases as long as the network congestion increases. In fact, a greater number of
competing stations implies that the average number of slots between consecutive busy
channel periods reduces, and thus the fraction of protected slots over the total number of
idle slots gets larger.

We already observed that the number of stations which can access each channel slot is
not constant slot by slot, but depends on the time elapsed from the previous transmission.
This means that in presence of AIFS differentiation the hypothesis about uniform per-slot
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collision probability is no more valid. Thus, the protocol analysis cannot be a simple
generalization of the DCF one, as in the case of CWy;, differentiation.

Indeed, several approaches have been recently proposed in literature to solve this
issue [24, 28, 29, 30], with different levels of complexity and accuracy. Since the analytical
approaches employed to model AIFS differentiation are somewhat complex and formally
cumbersome, we refer the reader interested in the AIFS modeling details (e.g., in the
derivation of absolute throughput values) to specialized literature works. In this book
chapter, we propose a much simpler and intuitive modeling approach targeted to derive
relative throughput figures (i.e., the ratio between the throughput figures expected by
different classes). Although limited to operate under the assumption of limited collision
probability, nevertheless the proposed model has the advantage of being straightforward
and providing an immediate physical understanding of why AIFS differentiation is
effective in differentiating performance between distinct traffic classes.

For convenience of presentation, let us restrict to the case of two service classes j and
k which employ the same contention window parameters, but differentiate each other in
terms of AIFS values. More specifically, let the AIFS setting of stations belonging to class
J be greater than the AIFS setting of class k stations of an integer number & of backoff
slots. Obviously, class j stations will experience a lower channel access priority than class &
ones, due to the longest AIFS setting.

Let us now assume that the stations belonging to both classes experience a marginal
collision probability. Owing to this approximation'®, we can conclude that the transmission
probabilities t; and 1y of stations belonging to these two classes are the same, and that such
a transmission probability is given by
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Figure 4.13: Throughput ratio among two service classes with CW ,;, equal to 32 and CW;,
equal to the x-axis.

' Different traffic classes will in fact experience different transmission probability values, if the number of
collisions is not negligible. In fact, low priority stations (class j) will experience collisions more frequently, when
compared to high priority stations (class k), and hence the exponential backoff operation will increase the average
contention window value employed throughout the contention process. This will in turn reduce the transmission
probability t; when compared with 1.
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s (60)

Even if the different AIFS settings are assumed not to change the channel access
probability t, stations belonging to different classes will not access the same set of slots (as
depicted by the arrows in Figure 4.12), thereby yielding prioritization to class k. In fact, at
the end of a generic transmission occurring on the channel, class j stations will be able to
access the channel only in the non-protected slots, i.e., when at least & empty backoff slots
have elapsed. Now let 7, and n; be the number of competing high priority and low priority
stations respectively. The probability that no high priority station accesses the channel
during the & protected slots is given by the probability that neither of the n; high priority
class k stations transmit in any of the ¢; protected slots, i.e.,

(1-e)w (©1)
In the non-protected slots, since all stations are assumed to employ the same
transmission probability, all the stations will have the same probability to win the

contention, regardless of the service class they belong to. Therefore, the probability that the
next successful transmission will be generated from a station in classj is readily given by

o (62)

ny +}’lj

Neglecting collisions, we can trivially approximate the throughput repartition among
the two priority classes in terms of the ratio between the contention winning probabilities:

n; (1—‘1’)”1{'5‘/—

iz nj+ng (63)
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Figure 4.14 compares our approximated evaluation of the throughput repartition
(points) with some results obtained via simulation (lines). Also in this case, we assume that
an equal number of n,=N high priority and n=N low priority stations share the same
channel. From the figure we observe that, despite its simplicity, our approximation is quite
accurate in capturing the throughput ratio. As expected, the accuracy degrades slightly as N
increases because of the emerging occurrence of non negligible collision probabilities,
although the difference with simulation results remain fairly limited even when as many as
10 stations (N=5) compete against each other.

The figure clearly highlights that the effectiveness of AIFS differentiation significantly
depends on the number of competing stations (i.e., the network congestion status). For
example, two protected slots correspond to a throughput ratio of about 65% in the case of
N=2 and to a throughput ratio of about 37% (i.e., even if the same number of stations per
priority class are competing, high priority stations share almost % of the total available
channel capacity) in the case of N=5. We can conclude that the throughput repartition due
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to the AIFS differentiation is strongly affected by the high priority load: the higher the
load, the greater the effectiveness of AIFS differentiation in protecting the high priority
class. This results in a complementary behavior when compared with the CW,,;,
differentiation effect.

4.5.3 Coexistence of EDCA AC_BE and Legacy DCF Stations

In this section we try to clarify the rationale of the AC_BE default settings suggested in the
standard through intuitive insights rather than through formal derivations [31]. Since
EDCA is backward compatible with standard DCF, we expect that the best effort traffic
category is somehow equivalent to the legacy DCF traffic. However, from Table 4.3, we
see that the access parameters have some differences. Despite the same minimum and
maximum contention window value, the inter-frame time value for the AC BE is higher
than a DIFS (we recall that a DIFS is equal to an AIFS with AIFSN=2).

Figure 4.15 shows the throughput results in a scenario in which N legacy DCF
stations share the channel with the same number of EDCA stations (i.e., N). Curves with
the same symbol refer to the same simulation. The bold lines represent the aggregate
EDCA throughput, while the thin lines represent the aggregate DCF throughput. EDCA
stations have been configured with the standard DCF backoff parameters (CW ;=31 and
CWix=1023). The packet size has been fixed to 1500 bytes (Ethernet MTU) and the
retransmission limit is set to 7 for all the stations. Control frames are transmitted at a basic
rate equal to 1 Mbps, while the MPDU is transmitted at 11 Mbps. Unless otherwise
specified, these settings have been maintained in all the simulations. We measured
performance in saturated conditions. Although this assumption is not realistic for real-time
applications, it represents a very good representation of elastic data traffic. It is interesting
to derive the limit performance, i.e., the maximum amount of bandwidth that AC_BE can
obtain sharing the channel with best effort DCF stations. From the figure, we see that in the
case AIFSN=2, the EDCA stations receive much more resources than DCF stations while
in the case AIFSN=3, they achieve a performance close to that of legacy DCF stations.

This counter-intuitive result confirms that the default settings have been chosen in
order to guarantee backward compatibility with the DCF. However, we need a detailed
analysis of the channel access operations in DCF and EDCA to fully understand how this
compatibility is provided.

4.5.3.1 Backoff Counter Decrement Rules

EDCA differs slightly from DCF in terms of how the backoff counter is managed
(decremented, frozen, resumed). Such a minor difference (which may perhaps appear as a
technicality) has some important consequences on the performance of EDCA access
categories, especially when they compete with legacy DCF stations.

In standard DCF, the backoff counter is decremented at each idle slot-time, frozen
during channel activity periods, and resumed after the medium is sensed idle again for a
DIFS interval. This implies that a legacy DCF station, after a DIFS, resumes the backoff
counter to the discrete value the station had at the instant of time the busy channel period
started. An illustrative example is shown in Figure 4.16. Here, a busy channel period (i.e., a
transmission from one or more other stations) starts while the backoff counter of the
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considered DCF station is equal to 4. This value will be frozen during the busy channel
period, and will be resumed, again to the value 4, only a DIFS after the end of the busy
period. As a consequence, it will be decremented to the value 3 only a slot after the DIFS.
In EDCA, the backoff counter is also decremented at every idle slot-time and frozen during
channel activity periods, but it is resumed one slot-time before the AIFS expiration. This
means that when the AIFS timer elapses, the backoff counter will be decremented by one
unit.
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Figure 4.14: Throughput ratio of two service classes with 5, equal to 0 and §; equal to the x-
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Figure 4.15: DCF versus EDCA throughput with AIFS Differentiation.
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Moreover, since a single MAC operation per-slot is permitted (backoff decrement or
packet transmission, see [2], Clause 9.9.1.3), when the counter decrements to 0, the station
cannot transmit immediately, but has to wait for an additional backoff slot if the medium is
idle, or for a further AIFS expiration if the medium is busy. Figure 4.16 shows how these
different rules affect the channel access probability.

Let us first focus on the case AIFSN=2 (top figure), which corresponds to using an
AIFS equal to the DCF DIFS. In the example, two stations encounter a busy channel period
with the same backoff counter value. However, at the end of the channel activity, we see
that the DCF station resumes its counter to a value equal to the frozen value (4 in the
example), while the EDCA station resumes and decrements its counter. In the case of a
single busy channel period encountered during the backoff decrement process, this
difference will be compensated by the fact that the EDCA station will have to wait for an
extra slot, i.e., unlike the DCF station, it will transmit in the slot following the one in which
the backoff counter is decremented to O (as illustrated in Figure 4.16 for the top EDCA
station). However, in the presence of several busy channel periods encountered during the
backoff decrement process (which is very likely to happen in the presence of several
competing stations), the EDCA station will gain a backoff counter decrement advantage for
every encountered busy period with respect to the DCF station. This implies that, for an
AIFSN equal to a DIFS, the EDCA station has an advantage over DCF, as we observed in
Figure 4.15, and this advantage grows as the number of contending stations increases.

Figure 4.16 shows that there is a second reason why, with same inter-frame space
AIFSN=2, the EDCA station gains priority over DCF stations. In fact, as shown in the
figure, an EDCA station may actually transmit in the slot immediately following a busy
channel period (it is sufficient that the busy channel period was encountered while the
backoff counter was equal to 0 — last case in Figure 4.16 with AIFSN=2). Conversely, a
DCF station cannot reset a backoff counter value to zero. Thus, the only case in which it
can access the slot immediately following a busy period is when it extracts a new backoff
counter, after a successful transmission, exactly equal to 0.
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Figure 4.16: Backoff counter management in EDCA and DCF.
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In order to synchronize the EDCA and DCF backoff decrements, it may be
appropriate to set AIFSN=3. In this case, as we can see in the bottom part of Figure 4.16,
although the EDCA station has a higher interframe space, after each busy slot the backoff
evolution of the two target stations is the same. However, since the EDCA station has to
wait for a further channel slot after the counter expiration, the access probabilities of the
two stations does not coincide, since for a given extraction, the EDCA station must wait for
an additional slot than the DCF station. However, this results in only a slight increase in
access probability for the DCF station, which justifies the slightly higher throughput
performance observed in Figure 4.15 in the comparison with DCF stations and EDCA
stations with AIFSN=3.

4.5.3.2 Analysis of AC_BE Default Settings

The throughput results shown in Figure 4.15 show that, for the same contention window
parameters, EDCA throughput performance are similar to that of legacy stations with
AIFSN=3 (i.e., the EDCA AC _BE Access Category, see Table 4.3) rather than to a legacy
DIFS (i.e., AIFSN=2). The discussion carried out in the previous section has provided a
qualitative justification.

The goal of Figure 4.17 is to back-up the previous qualitative explanation with
quantitative results. To this purpose, we have numbered slots according to our previous
description of the channel access operations. The slot immediately following a DIFS is
indexed as slot 0. In the assumption of ideal channel conditions, a successful transmission
occurs if, in a transmission slot, only one station transmits; otherwise a collision occurs.

Figure 4.17 shows the probability distribution that a transmission occurs at a given
slot, for two different load scenarios: N=5 (i.e., 5 EDCA stations competing with 5 DCF
stations) and N=30. Only the first 10 slots are plotted, since most transmissions are
originated after very few idle backoff slots. In addition, the figure further details, in
different shades, the probability that a transmission occurring at a given slot results in a
collision, in a success for an EDCA station, or in a success for a DCF station.

Figure 4.17 shows that DCF stations are the only ones that can transmit in the slot
immediately following the last busy period. It also confirms that a transmission in slot 0 is
always successful (as it is originated by a station that has just terminated a successful
transmission). Indeed, a transmission in the slot immediately following a busy period is a
rare event, since it requires that the station that has just experienced a successful
transmission extracts a new backoff counter exactly equal to 0. Thus, the slot 0 is a
protected slot for the DCF stations, but it is rarely'” granted. The figure also shows that, in
the slots with index greater than 0, DCF and EDCA stations experience almost the same
success probability, with a negligible advantage for DCF. For example, in the case N=5 a
DCF success occurs, almost constantly through the various slot indexes, in about 42.5% of
the cases versus 41% for EDCA, while for N=30, these numbers reduce to about 32.5%
and 31.3% respectively due to the increased probability of collision. The fundamental
conclusion is that by using AIFSN=3, an EDCA station can be set to operate like a legacy

'7 Quantification is easy: after a successful transmission, a DCF station transmits in the slot 0 only if it extracts a
backoff counter equal to 0. This occurs with probability 1/(1+CW,,;,) = 3.1%. This conditional probability is
consistent with the absolute probability value reported in Figure 4.17 (about a half of this), since about half of the
busy periods are successful DCF transmissions.
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DCF station. With reference to the proposed EDCA parameter settings reported in Table
4.3, we thus conclude that an EDCA station belonging to the Access Category AC BE will
experience similar performance than a legacy DCF station. The above quantitative analysis
also justifies why DCF shows a slightly superior throughput performance over EDCA
AC _BE, as depicted in Figure 4.15 under the case of AIFSN=3.

4.5.3.3 AIFSN=2 and Legacy DCF Stations

As shown in Table 4.3, AIFSN=2 is the minimal setting allowed for an EDCA station. The
rationale is that both AIFSN=0 and AIFSN=1 are already reserved in the 802.11 standard
for SIFS and PIFS respectively. However, as discussed above, the different mechanisms
employed in EDCA for decrementing the backoff counter suggests that by using AIFSN=2
(i.e., AIFS=DIFS), an EDCA station is expected to gain priority over a legacy DCF station.

This was shown in Figure 4.15 and confirmed by Figure 4.18. Similar to Figure 4.17,
Figure 4.18 reports the probability distribution of a transmission occurring at a given slot in
the scenario where N DCF stations compete with N EDCA stations that are configured with
AIFSN=2 and standard contention window parameters (i.e., CW,,;=31 and CW,,,,=1023).

Figure 4.18 shows, for two different load conditions (N=5 and N=30), how the
channel slots are occupied by the contending stations. From the figure, we see that slot 0,
as shown before, is rarely used by DCF stations, resulting in almost full protection for
EDCA stations. Instead, channel slots with index higher than 0 are accessed by both classes
with comparable probability. Figure 4.18 allows us to draw a number of interesting
observations. First, the probability of collision in the protected slots (specifically, slot 0) is
lower than the other slots (e.g., for the case N=5, a collision in slot 0 occurs only in about
8.5% of the cases, versus an average of 17% in the remaining slots. For the case N=30,
these numbers become 24.5% versus 38.5%) due to the reduced number of competing
stations. Second, and most interesting, as the network load increases, the probability of
accessing low-indexed slots increases significantly. The reason is that the number of slots
between two consecutive busy channel periods significantly reduces in high load. But this
implies that much channel access occurs in slot 0 (more than 40% in the case of N=30 as
shown in Figure 4.18), and is almost exclusively dedicated to EDCA stations, with a
definite gain in terms of service differentiation effectiveness (as shown earlier in Figure
4.15). As a conclusion, the use of AIFSN=2 in EDCA (i.e., AIFS=DIFS) provides a
significant priority of EDCA stations over legacy DCF stations. This is an extremely
important fact, as it permits the effective deployment of AIFS differentiation even when
DCEF stations share the same channel, and thus, there seems to be no room for AIFS levels
intermediate between the interframe spaces reserved by the standard (SIFS and PIFS) and
the legacy DIFS'®,

'8 We in fact recall that a legacy DIFS is defined as SIFS + 2-slot, while a PIFS is defined as SIFS + 1-slot. Since
SIFS and PIFS are parameters reserved for other purposes, the minimum deployable AIFS value coincides with
that of a legacy DIFS, and this argument was indeed considered as a limiting factor for EDCA, when competing
with legacy 802.11 stations. However, the above discussion show that this is not the case, and that the legacy
DIFS is somewhat equivalent — in practice — to an AIFS setting equal to SIFS + 3-slot.



100 Performance Study of IEEE 802.11 DCF and IEEE 802.11e EDCA

086
N=5 N=50

05
£ 04
o
3 ocoLL
o 03 HLDCA
oy I B DCF
=
o
[= %
A I |

I I LOHEE =
0 I 23 456 783901 2 345¢67 B9

Transmission slot

Figure 4.17: Per-slot occupancy probability - AC_BE versus DCF.

05

N=& N=30

04
el
E
2 03
-g ocoLL
& BEDCA
z BOCF
& o0z
-9
=
o
o
(=] -

0,1

o HHH“E_!_ HE=

o 1 2 3 4 5 6 7 B 8 0 1 2 3 4 5 & 7 B 8

Transmission slot
Figure 4.18: Per-slot occupancy probability - AIFSN=2 versus DCF.

4.6 Conclusions

In this chapter, we have presented a performance study, based on some common modeling
approaches, on the IEEE 802.11 DCF and the recent IEEE 802.11e EDCA extensions.
Regarding the standard DCF, we have first quantified the header and protocol overheads
for a single transmitting station. Then we introduce the concept of saturation throughput,
when two or more stations contend greedily for channel access. We have shown that in
such conditions, the protocol behavior can be summarized into a single channel access
probability 7, and we have derived the system throughput and delay as a function of the
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number of contending stations and 7. We have illustrated the DCF performance bounds for
the cases of 2-way and 4-way handshake, by showing how the system throughput can be
maximized for a given 7z value, which depends on the number of contending stations and on
the frame payload. Finally, we concluded the DCF analysis by deriving 7 as a function of
the contention window ranges, with elementary conditional probability arguments.

Regarding the EDCA extensions, we have discussed some simple model
generalizations to differentiate the per-station contention window ranges. Then we focused
on the problems arising from modeling the AIFS time differentiation. We proposed an
intuitive approximation to overcome such modeling complications and to allow an easy
tuning of the contention parameters, targeted to guarantee a desired throughput repartition
among the service classes. Finally, we presented the system performance for the case of
coexistence between EDCA and legacy DCF stations, and justified the equivalence
between DCF stations and EDCA best effort class.
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Cross-layer Optimized Video Streaming over Wireless
Multi-hop Mesh Networks

Yiannis Andreopoulos®, Nicholas Mastronarde®, Mihaela van der Schaar®

The proliferation of wireless multi-hop communication infrastructures in office or
residential environments depends on their ability to support a variety of emerging
applications requiring real-time video transmission between stations located across the
network. We propose an integrated cross-layer optimization algorithm aimed at
maximizing the decoded video quality of delay-constrained streaming in a multi-hop
wireless mesh network that supports quality-of-service (QoS). The key principle of our
algorithm lays in the synergistic optimization of different control parameters at each node
of the multi-hop network, across the protocol layers - application, network, medium access
control (MAC) and physical (PHY) layers, as well as end-to-end, across the various nodes.
To drive this optimization, we assume an overlay network infrastructure, which is able to
convey information on the conditions of each link. Various scenarios that perform the
integrated optimization using different levels (“horizons”) of information about the
network status are examined. The differences between several optimization scenarios in
terms of decoded video quality and required streaming complexity are quantified. Our
results demonstrate the merits and the need for cross-layer optimization in order to provide
an efficient solution for real-time video transmission using existing protocols and
infrastructures. In addition, they provide important insights for future protocol and system
design targeted at enhanced video streaming support across wireless mesh networks.

5.1 Introduction

Wireless mesh networks are built based on a mixture of fixed and mobile nodes
interconnected via wireless links to form a multi-hop ad-hoc network. The use of existing
protocols for the interconnection of the various nodes (hops) is typically desired as it
reduces deployment costs and also increases interoperability [1]. However, due to the
network and channel dynamics, there are significant challenges in the design and joint
optimization of application, routing, MAC, and PHY adaptation strategies for efficient
video transmission across such mesh networks.

* Queen Mary University of London
® University of California, Los Angeles
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In this work, we are addressing some of these challenges by developing an integrated
video streaming paradigm enabling cross-layer interaction across the protocol stack and
across the multiple hops. The problem of multi-hop video streaming has recently been
studied under a variety of scenarios [2] [3] [4]. However, the majority of this research does
not consider the protection techniques available at the lower layers of the protocol stack
and/or optimizes the video transport using purely end-to-end metrics, thereby excluding a
significant amount of improvement that can occur by cross-layer design [5] [6] [7].
Consequently, the inherent network dynamics occurring in a multi-hop wireless mesh
network as well as the interaction among the various layers of the protocol stack are not
fully considered in the existing video streaming literature. Indeed, recent results concerning
the practical throughput and packet loss analysis of multi-hop wireless networks [8] [9]
have shown that the incorporation of appropriate utility functions that take into account
specific parameters of the protocol layers such as the expected retransmissions, the loss rate
and bandwidth of each link [8], as well as expected transmission time [9] or fairness issues
[10], can significantly impact the actual end-to-end network throughput. Motivated by this
work, we show that, for delay-constrained video streaming over multi-hop wireless mesh
networks, including the lower layer network information and adaptation parameters in the
cross-layer design can provide significant improvements in the decoded video quality.

We focus on the problem of real-time transmission of an individual video bitstream
across a multi-hop 802.11a/e wireless network and investigate i) what is the video quality
improvement that can be obtained if an integrated cross-layer strategy involving the various
layers of the protocol stack is performed and ii) what is the performance and complexity
impact if the optimized streaming solution is performed using only limited, localized
information about the network status, as opposed to global, complete information.

We assume that the mesh network topology is fixed over the duration of the video
session and that, prior to the transmission, each application (video flow) reserves a
predetermined transmission opportunity interval, where contention-free access to the
medium is provided'. This reservation can be performed following the principles of the
HCCA? protocol of IEEE 802.11e [12] and can be determined based on the amount of
flows sharing the network. Although the design of such a reservation system is an
important problem and it affects our results, recent work showed that scheduling of
multiple flows in the context of a mesh topology can be done such that the average rate for
every flow is satisfied and the interference to neighboring nodes is minimized [13]. Hence
a similar solution can be applied for our case and the available nodes and links within the
entire mesh topology can be pre-established by a central coordinator prior to the video
streaming session initiation. This minimizes the probability of additional delays and link
failures due to routing reconfigurations during the video streaming and also decouples the
problem of optimized media streaming and optimized route and link-reservation
establishment within the wireless multi-hop network. Once the available network
infrastructure to the video streaming session has been established, we assume that an
overlay network topology can convey (in frequent intervals) information about the
expected bit error rate (BER), the queuing delay for each link, as well as the guaranteed

! Existing IEEE standards [12] already support such QoS mechanisms, which, barring interference and
environment noise, provide guaranteed transmission time for each admitted application (video flow).
2 HCCA: HCF Controlled Channel Access, where HCF stands for Hybrid Coordinator Function [12].
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bandwidth under the dynamically-changing modulation at the PHY. Several examples of
such application-layer overlay networks have been proposed in the literature [19] [20].

Under the above assumptions, we make the following contributions. For video
packets of each hop in the mesh network, we propose an optimization framework that
jointly determines per packet: (a) the optimal modulation at the PHY, (b) the optimal retry
limit at the MAC, (c) the optimal path (route) to the receiver in the remaining part of the
mesh network and (d) the application-layer optimized packet scheduling, given a
predetermined topology and time reservation per link using the concepts of IEEE 802.11e
HCCA. This chapter is an extension of our recent work [21] presenting our proposals in
more detail and containing new experiments with a variety of video content.

The presentation of the material is organized as follows. Section 5.2 defines the
scenarios examined in this work and provides the necessary definitions and formulations
for the expected bandwidth, transmission error rate as well as the expected delay for
streaming under various network paths. Section 5.3 presents the cross-layer optimization
problem. The proposed solutions are presented in Section 5.4. Section 5.5 analyzes the
complexity and feedback requirements of the proposed approaches. Section 5.6 presents
indicative results, including comparisons with other well known approaches from the
literature. Our conclusions are presented in Section 5.7.

5.2 Proposed Integrated Cross-Layer Video Streaming

Consider that N nodes (hops) of a wireless multi-hop mesh network decide to participate in
a video streaming session. Example topologies with N = 3 and N = 7 are shown in Figure
5.1 and Figure 5.2. Node 4, represents the original video source, while node 4y is the
destination node (video client). Each link i/ is associated with the corresponding allocated
bandwidth for the video traffic (g;;), the error rate observed on the link (e;), as well as the
corresponding delay due to the video queue (4" ). Within the reserved time for the video
traffic, each link exhibits a certain throughput given the chosen modulation strategy. Video
packets are lost due to the experienced BER. This error is due to noise and interference in
the wireless medium stemming from background noise, node mobility or simultaneous link
transmissions. In addition to this error, under delay-constrained video streaming, packets
are discarded due to delays incurred in the transmission, e.g., the queuing delay of each
link. Notice that Figure 5.2 displays different connectivity structures for the network
topology, as specified by the indicated links. Obviously, the tightly-connected multi-hop
mesh topologies T1 and T2 of Figure 5.2 offer more alternative paths for the video traffic
that topology T3; however, the overall reserved time across the various nodes of the
network is also increased. In general, the decision on the connectivity as well as the
number of nodes participating in the video streaming session depends largely on a number
of system-related factors that transcend the video streaming problem (e.g., node
cooperation strategy/incentives and network coordination and routing policies imposed by
the utilized protocols). Hence, in this work we investigate cross-layer optimization for
video over multi-hop wireless mesh networks given the network specification (participating
nodes and connectivity) as well as the available reservation time on each link for the video
traffic.
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Figure 5.1: A simple topology with three hops.
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Figure 5.2: More complex topologies with seven hops. In these cases, the link information up to
hop 4, is directly conveyed by the overlay network infrastructure, while other link information
is inferred based on theoretical estimates using average or past information (where m;;
indicates the estimated or average value for the metric m;, m = {g,e,d}).
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Under the existence of feedback from an overlay network infrastructure, the BER and
queuing delay per link can be disseminated to the remaining network hops at frequent
intervals (via a hop-to-hop feedback mechanism?®), or when the incurred change in network
parameters is larger than a preset threshold. Thus, they can be considered to be known
(Figure 5.1). However, in certain cases, feedback from remote hops may arrive with an
intolerable delay, or, alternatively, it can be deemed unreliable due to the rapidly-changing
network conditions. As a result, a certain “horizon” of information retrieval can be
envisaged for each hop (Figure 5.2), where network information within the horizon is
deemed reliable and can be received in a timely manner, while information beyond the
horizon can only be theoretically estimated based on average or previous measurements.

5.2.1 Wireless Multi-hop Mesh Topology Specification

For a generic multi-hop wireless mesh network, we consider the connectivity structure P:
P ={p,-,pu} Q)

where each element p;, 1 <i < M is the connectivity vector (end-to-end network path) given
by:

| :[lz',l g - li,p;«"ktl_z li,p;w_l] (2)

where each component /;; (1 < j < pi"!) indicates a particular wireless link (the j-th link
total

of path i), and p/*** —1 is the total number of links participating in the network path p;.
For example, for the topology of Figure 5.1 with N =3 we have:

P ={[ts b2} 3)
with p{o* =3, pi** = 2, and:

hy =M — sl = — h,
11,1_( 1= M) b = (M 3)' @
b1 = (hh — hy)

Notice that (1) and (2) apply both for the end-to-end topology of interest but also for
the topology between any intermediate node and the terminal (client) node in the mesh
network utilized for video transmission. For example, if we consider the sub-network of
topology T2 of Figure 5.2 consisting of nodes 44, s, hg and 44, there are two paths from 7y
to h;, and the equivalent definitions apply locally. Hence, the subsequent problem
specification and analysis is inherently scalable and can be applied in a similar fashion to
either the entire end-to-end topology or only part of the topology (sub-network). Finally, it
is important to mention that all the proposed algorithms in this chapter assume the non-

? For example, in order to utilize the medium more efficiently, it is possible to piggyback feedback about the link
status information onto the acknowledgment packets.
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existence of routing loops, i.e., the mesh network between the current hop and the
destination hop can be represented by a tree graph.

5.2.2 Link and Path Parameter Specification

For each link 7;, given a certain modulation m(l,) at the physical layer, we denote the
expected bit error rate as e(/;,). Notice that this error is usually estimated based on channel
modeling as well as experimental studies in the network which analyze the effects of
interference [11]. As a result, the higher layers of the protocol stack can assume e(/;,) to be
independent and randomly distributed [22]. Under a predetermined negotiation of traffic
specification parameters for each link in the mesh network (e.g., following the HCCA
protocol [12]), each link can provide a guaranteed bandwidth g(,) at the application layer.
Following the HCCA specification [12], this bandwidth is linked with the traffic
specification parameters by [14]:

trxop(ly) - L
= ]
L. (R'phy(li,j)) + Tovcrhcad] : tSI (li,j)

g(li,j) = { Q)

where trxop(li;) 1s the transmission opportunity duration provided by the HCCA
admission control for the video flow traffic of link 7,, L is the nominal MAC service data
unit (MSDU) size’, ts1(l;;) 1s the specified duration of the service interval [12] for the
video flow traffic at link 7, Rpny(/;;) is the physical layer rate and Toyemead Tepresents the
duration of the required overheads corresponding to polling and acknowledgment policies.
As demonstrated by (5), even though the negotiated transmission opportunity duration is
constant per link, the guaranteed bandwidth depends on the provided physical layer rate
Rpny(Zij), which in turn makes it dependent on the chosen modulation’ m(l,). Finally,
depending on the chosen modulation, Rpuy(/;;) may change for each MSDU. Hence, the
guaranteed bandwidth g(/;,) of (5) can be determined for each MSDU.

Under the aforementioned assumptions for the error model of each link, the
probability of error for the transmission of MSDU v of size L, bits is:

e, (L) =1—(1—el;)". (6)

i.j

Consequently, the probability of error for the packet transmission in path p; is:

total total
-1 -1

P P

e (L)=1- [ (1-¢, (L))=1- T] [(1—e(1¢,_,-))L“]. (7

i=1 j=1

Notice that the derivation of (7) computes the end-to-end probability of error under the
assumption that the packet is sequentially transmitted from each link of path i.

* We assume that one video packet is encapsulated in one MSDU and the two terms are used interchangeably.
* For notational simplicity we do not particularly indicate the dependence of e(/;;) and g(/;;) on modulation m(/;)).



Cross-layer Optimized Video Streaming over Wireless Multi-hop Mesh Networks 111

Under a single (successful) MSDU transmission via each link /;, the transmission delay for
path p; can be calculated as:

total
Pt =1

dpl (Lml) = Z m + dqueue (l71) + Z)verhead (8)
i, ]

J=1

where dqueue(/;;) depends on the transmitting-link queue length and will be discussed in the
next subsection.

Considering an end-to-end scenario, if we denote the retransmission limit for each
MSDU v (transmitted via path p;) as Tp™*, the average number of transmissions over path
p; until the packet is successfully transmitted, or the retransmission limit is reached, can be
calculated as:

T;;','W+1 i—1 T 41
i nax . 17— ax m/’rtx +
e (Tp) = 30 (- [ (L] 1= e, (L)]) + [Tp + 1] [, (L)]
©)
T“,hlx 1 *
_ 1- [ep, (L!))] vt
1- ep,( 1:)

The derivation of (9) is detailed in the appendix. The (end-to-end) expected delay for
the transmission of an MSDU of size L, through p; under " (Tp**) transmissions can be

approximated by:

total
Pt =1

pf“'“l—l I
[U + Toverhead] + Z dqueue(lzlj) . (10)
j=1

dy, (Lot (™)) = 5 (T ) - 30 |-
= ()

The last equation derives the end-to-end delay estimate by joining all links of path p;
via the summation terms, thereby forming a “virtual” link from the sender to the receiver
node in the multi-hop network. We follow this approach since the maximum number of
retransmissions Tp** required on each path p; can only be defined end-to-end, based on
the maximum permissible delay from the sender node to the receiver. We remark that in
our experiments, the retransmission limit for any part of a path or even for one link , is set
equal to Tp**, since, in principle, all possible retransmissions (until the MSDU expires due
to delay violation) could occur at an individual link. Following the analysis of (7)—(10), it
is straightforward to define the average MSDU transmissions and the expected delay for
sub-paths that include only a subset of links, or even for an individual link. This will be
proven to be very useful for some of the derivations.

5.2.3 Application and Network-layer Parameter Specification

Since we are considering real-time video streaming through the multi-hop wireless
network, each MSDU v is associated with a corresponding delay limit dd*d™°  before
which the video data encapsulated in the MSDU should arrive at the destination node 4,. In
addition, decoding the video data at the video receiver incurs a reduction in the perceived
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distortion, which is represented by D,. Several models exist for the definition of D, (e.g.,
see [15]). Recent results [16] [17] demonstrated that acknowledgment-based transmission
of scalable video under a strict distortion-reduction prioritization of the video packets leads
to an additive distortion-reduction model at the receiver side under packet losses in the
multi-hop network. This additive model is codec-specific and typically expresses the
expected mean square error (MSE) reduction at the video decoder instead of the visual
distortion reduction, since the latter is harder to quantify. See [15] for an example and [18]
for further details on linking the distortion-reduction estimates (D,) with the packetization
process at the application layer. We assume that an optimized packet scheduling is
performed at the application layer, where all packets v with the same delay deadline
ddeadline are ordered at the encoder (sender) side according to their expected distortion
reduction D,, [15] [3]. The delay deadline d2*¥"¢ will also be considered as a parameter in
the proposed optimization strategy and it will be defined based on the application
requirements.

At each link in the mesh wireless network, each video flow is subjected to a queuing
delay®, which depends on: (a) the MSDUs from a particular flow (user) that are scheduled
for transmission via the link of interest at the moment when MSDU v arrives; (b) the queue
output rate. The queue output rate depends on the quality of the link (error probability
given in (6)) and the average number of retransmissions for each MSDU in the particular
link (given by (9) with the replacement of p; by /;;). If we assume that link /;; is shared
among multiple paths, then at the arrival of MSDU v at the queue of link /;;, another u
MSDUs (where, typically, 0 < u < v - 1) will be in the same queue. For each /;;, by
indicating the group of u MSDUs by vector Vqueu(/;;), the queuing delay can be estimated
as:

dqucue(l’i,,j) = z dlw ( wvtl?]%n <Tgax )) . (1 1)

VWEV quene (1)

For the optimization of the routing strategy of each MSDU v (presented in the next
section), the determination of (11) can be performed dynamically during the path
estimation, under the knowledge of the previous decisions for the MSDUs that were
transmitted by the current node. Alternatively, each node can independently calculate (11)
based on the queue contents of the particular link and disseminate the result at frequent
intervals in the mesh network via the overlay infrastructure.

5.3 Problem Formulation

Assume a set of N wireless hops (nodes), with /; being the video encoder (server) and Ay
the video decoder (client), and a connectivity structure P with M paths, where each path i, 1
< i < M consists of p{°™ hops. In addition, assume a predefined HCCA transmission
opportunity duration #rxop(/;;) for each link /;;, with 1 < j < p/®, and a link adaptation

mechanism at the physical layer that can operate at an MSDU granularity. The end-to-end

® We assume that the MSDUs of each flow are accommodated with an independent queue at each link.
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cross-layer optimization which determines the chosen path (routing), the maximum MAC
retry limit, and the chosen modulation (at the PHY layer) for the transmission of each
MSDU is:

Yo : {pz*uTde*7m(lz])} = arg p, Er’}glei( ep 1<§Eipr[lom {C(li,j)} : A1/4expected (12)
where:
A'z,gexpe(:ted = [1 - [epi (L17)] n ] A?l (13)

with e, (L,) given by (7), Tp™* the maximum number of retransmissions for MSDU v if
scheduled via path p;, and c(/;;) corresponding to the remaining time interval for which link
l;; can support the video-flow traffic under HCCA. For the transmission opportunity
intervals belonging to the current service interval tg;, c(/;;) can be calculated as:

C(lz]) = Inax ZtTXOP(li,j) - dqueue(li,j)70 . (14)

ts1

Under the constraints set by the video codec and the mesh wireless network
infrastructure, the optimization of (12) attempts to find the cross-layer parameters that
maximize a capacity-distortion utility function. This function is formulated as the product
of the minimum path capacity (expressed by the remaining reserved time within the current
service interval at the most congested link) and the expected source distortion-reduction of
(13). In this way, we minimize congestion across the various links (since the path whose
worst link is having the highest capacity is selected under D, eqpectea given by (13)), and
concurrently maximize the expected distortion reduction (under the current path’s
minimum link capacity —min {c(;;)}). The granularity of this optimization is one

1§j<p1h)m|
MSDU. However, coarser granularities could also be considered, in order to reduce
complexity. The problem constraints can be expressed for each MSDU v as:

VU, and Vpl cPp: dpl (Lngiux) S d;}l()adliuc (15)

i.e., the maximum transmission delay through each possible path must be below or equal to
the MSDU deadline (d2*¥") in order for the video data to be useful to the decoder.
Moreover, the timing constraint set from HCCA scheduling is:

[Tp™ +1]- L,
Tz;) < v?lllel}), {C(liu,j)} : (16)

Vv, and Vp; € P :
The two constraints of (15) and (16) can provide two bounds for the maximum number of
retries for each MSDU v for each link /;;. Since both the MAC-layer scheduling and the
application-layer deadline constraints are concurrently imposed, if

min {el; ;) }2 (2") —1> 0 we set the tightest bound for the maximum retry limit:
e - v
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fotal 1

deadline Pi S ). 1 .
: _ -y g(l; ;) - min {c(l; ;)
= d, : LFI queue(lu)7 “J \112@1{ “J }_ 1 (17)
d plotal _1 . w
T verneas
j=1 [g(lh]) + Loverhes d]
‘p()t3171

Obviously, if there is no path p; for which ddeadiine > Zp

j=1 dqueue(li7 J ) then the
current MSDU may be dropped.

5.4 Video Streaming Optimization in the Multi-hop Mesh Network

In this section we derive an algorithm that determines the optimal parameters for (12)
under a predetermined deadline for each MSDU v (given by dd*di2¢) and a predetermined
transmission opportunity duration per link, given by frxop(/;;), which is set by the HCCA
admission control once the video flow is scheduled for transmission. Moreover, although
the conditions of the various links vary over time, we assume the network topology to be
fixed for the duration of the video transmission.

5.4.1 End-to-End Optimization

The optimization of (12) can be performed for each node of the mesh wireless network
under the assumption that, for every link /;;, the parameters g(/;;), e(/;;) are determined
based on the chosen modulation m(/;;) and the experienced signal to interference plus noise
ratio (SINR) [22]. In addition, we assume that dgueuc(/;;) is communicated to the sender
node via frequent feedback using an overlay network infrastructure [19] [20] that uses real
time protocols for conveying information from different layers.

The proposed optimization algorithm is given in Figure 5.3. Notice that, although an
entire path is selected at the sender node, the algorithm is executed for each node in the
network independently by assuming each node is the sender and considering only the
network (and MSDU) subset corresponding to the node of interest. This ensures that the
algorithm can scale well under a variety of topologies. In addition, in this way, potential
network variations that invalidate the error, bandwidth or queuing-delay assumptions used
when scheduling at the sender node, can be incorporated/corrected during the scheduling of
a subsequent node. Finally, the independent algorithm execution at each node ensures that
expired MSDUs will not propagate through the entire network unnecessarily. This
facilitates the conservation of network resources in the mesh topology and reduces link
congestion.

The algorithm of Figure 5.3 searches through all the possible routing configurations
(line 4) that emerge under varying modulation strategies (line 6) and determines the
retransmission limit for each case (line 8). The utility function is evaluated (line 9) and the
overall maximum is retained. Although this is a greedy approach, it is guaranteed to obtain
the maximum under dynamic feedback from the overlay network (parameters calculated in
line 7).
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[y

For each node that has non-expired MSDUs in its queue
Extract the network connectivity structure P (eq. (1), (2))
For the MSDU v existing at output of the queue of the sender node
For each path p; (network topology emanating from the sender node)
For each link [; of path p,
For each modulation strategy m( )

Calculate ¢, (L,), ¢y, (Ly) 5 dquene(li;) From eq. (6),(7),(11)
Calculate Tp™ from (15)-(17)

© 0o N o o A~ W N

Under the calculated T,™, evaluate eq. (12)

=
o

Compare with previous best, retaining the maximum (eq.(12))
11. Schedule the MSDU according to the established {pi*,TgfaX*,m(lm)}

Figure 5.3: Exhaustive algorithm for the determination of the cross-layer optimized mesh-
network path selection, MAC retry limit and physical-layer modulation. The algorithm is
applied for each MSDU existing in the queue of each node in the multi-hop wireless network.

5.4.2 Optimization under a certain Horizon of Network Information

In this case we are only considering the part of the mesh network topology that
immediately connects to the node of interest. This may be advantageous in comparison to
the previous case, since a limited set of network parameters needs to be communicated to
the sender node.

For analytical purposes, this can be considered as the previous case with
2 < pitb < pfotal wwhere pi°f! is the total length of the path that was used in the end-to-end
optimization of the previous section. In this case, every path i originating from the current
node consists of one or more links, but we do not consider the entire path to the destination.
The advantage offered by this scenario is that the required information for the MSDU
scheduling is localized (limited).

For each path p,, we assume that the information for the optimization process is
known only for links [;,,....J; w_, . For the remaining links of each path (1, ..., ot _; ),
we assume that the allocated transmission opportunity duration available for the MSDUs of
each link is known, as well as the limits for the SINR experienced by each link. Our goal is
to establish dj*"" for the video transmission up to links I, vy » 1-€., the known network
“horizon”, in order to perform the optimization of Figure 5.3 locally. With respect to IEEE
802.11a networks, it can be shown [22] [23] that the physical-layer throughput of each link
[;; can be approximated by:

By (4,)

T ) (18)

R'phy (l”) =

where R}(l;;) is the maximum achievable data rate for each modulation m(l;;), s(/;)) is
the observed SINR, and m, d are constants whose values for each modulation m(/;;) can be
extracted based on the observation for s and predetermined experimental points [22].
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Assuming that, for every link /;;, the SINR s is a random variable following a certain
probability distribution F(s) we have:

§

max " 1
E{ Ry ()} = Ry (li,j)f )

Smin

- F(s)ds (19)

where Smax, Smin are the bounds of the observable values for the SINR for each link /;;. In
addition, under a given or estimated probability distribution F(s), (5) can be used in order
to derive the expectation for the guaranteed bandwidth of each link, which, after a few
straightforward manipulations, is:

N trxop (i) ) e F(s) s (20
E{g()) ts1(li ;) f [ n}llaif((li,j)]_l (14 ety 4 (f)_l * Toverhead G0

Smin

since the remaining parameters of (5) are constants (in our analysis we consider a nominal
MSDU size L ). In a similar manner, the expected error of the sub-path [ jun,....L s,
within each path p; is:

_ Smax plotl—1 . I
E{elli_ﬂ;m) Zﬂﬁtotall}(L)]} - f 1= H l(l _W) 1 - F(s)ds. (21)

2 sib
Smin J=pi

The last equation was derived based on (7) under the assumption that the bit error
probability can be approximated by [22] [23]:

K

e(l;) = (22)

14+ e/l,'[s(l,_])*{()]

where k, m, d are derived experimentally depending on the observation for s(/;;) and the
chosen modulation m(J; ) [22], with pj"> < j < pletal,

Having the expected values for the full path’s guaranteed bandwidth, the maximum
transmission delay for an MSDU L, transmitted through links [ ,....[; wa_, can be
derived based on (10) as:

Pl 1 Pl 1
max \ __ max LY,’ -
d[lw:”h li_,,;‘nml,ll (LmTp,, ) - TpL j:zﬂ;”h [E{g(l”)} + Toverhead] + j:zp;ub dqueue(lu]) (23)

Notice that (23) involves also the knowledge of the queuing delay dqyeue(/;;) of each link /;,
P < j < pit#l | ie., for the subsequent links after the “horizon”. For each link /;;, the

expected dyene(l; ;) can be updated within intervals of dll z ][L,U,t‘r;lean z ](ng“")
ipsub T b1 b T b1

p;
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(that correspond to the expected time required for MSDU v to reach link /;;, after it passes
the link [ .., which is at the “horizon”) as:

. L
dqueue (llj) - dqueue (171) + tﬁl}ean (T;,n]a\> ! [E{Tll])} + Toverhead] * Penter
s (24)
7d L' tmean THI&X . .
- l’/._/fl] v, . ly,ﬁl]( Pi ) Pexit
P P
where operator ¢, < ¢, + u indicates the update of quantity g, by uy and:
1)
Penter =1-E el ! ](Lv) o (25)
ippub 7 b1
ot = 1= B{ey, (L))" () (26)

The derivation of (24) is performed as follows. The queuing delay of the previous
iteration is incremented by the product of the factor which indicates the expected delay due
to retries for the new MSDU in link /;; with the probability that the MSDU will reach link
lij successfully (after maximally Tp* retries are performed at links 7 ,...,l; ;-1 ), which
is given by jeuer, defined in (25). At the same time, the queuing delay is decremented by the
product of the factor indicating the time duration for the possible successful MSDU
transmissions with the probability of a successful MSDU transmission, which is given by
Jexits defined in (26).

Assuming that the value for Zf;

;lfl dauene(l; ;) 18 provided based on (24), (23) can be
used in the constraint of (15) by updating the delay deadline:
d’(yieadline - d/deadline —d

(L, Tp™) 27

and the optimization process follows, as explained in the beginning of this section.

The analytical formulation of this section is also useful in defining low-complexity
scheduling algorithms at each node without the need for real-time network feedback. For
example, if we assume that, due to the random interference caused by the simultaneous
operation of the wireless nodes in the mesh network, the probability distribution F(s) for
each link /;; is uniform within an interval of [Smin, Smax] We have:

Fls) = — 1 (28)

Smax — Smin

With the explicit expression of F(s) from (28), we can derive the expected physical
layer rate of each link /;; from (19) as:
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([, ) 14 el s (l)=60,))

E{ Ry ()} =

1+ In
.u(lz',j) ) (Smax(li,j) - slnin(lij))

Jo

1 + 67'“(1” )’<5min (l/.] )*é(lm/ )>

where m(l;;), d(l;;) indicate the particular modulation choices for each link. Similarly, the
integration of (20) provides the following expectation for the link bandwidth:

Ry (4,;) - trxor ()
A max
+ (L) : Rphy (lz]) : Toverhead ) “ 11 (li,,j) : (smax(li,j) — Smin (lz]))

1+ (E)’l BRI ) - Toverhead + oM ) (smax (8 ;)=6(L: )
1+ ( )71 : Hllli;?((li,j) ) Toverhead + eilt(li'])A(S"n“(li'])ﬂs(l”))

E{g(lzlj)} = (1
(30)

1+ 1In

=l

and from (21) we can derive the expected path error rate per packet:

total
P71

8o, (1)) =1 T1

Jj=1

]L

(€2))

L. /—,u(l,, ) (S (8, 5)-6(4 )
1- K(%]) 1+1n 1+€ Z‘ Zl 61/
u(li,j) : ( Smax (lzj )_smin (lzj)) 1+ 6_#( i min (1)-0(4.1))

where k(/;;) is chosen based on the modulation.

Based on the explicit expressions of (29)—(31), we derive a less complex solution for
the scheduling of each group of MSDUs corresponding to a video GOP. The algorithm is
given in Figure 5.4. Based on this algorithm, for every new MSDU, all the cross-layer
parameters are established analytically for each path (lines 1-3 of Figure 5.4) and only the
search through all the possible paths (i.c., line 4 of Figure 5.4) is required in order to derive
the optimal solution. Consequently, this optimization has minimal complexity. In the
following section we formulate the complexity requirements of the three different
optimization solutions, while Section 5.6 presents comparative experimental results.

1. The optimal modulation parameters «*(};;), wp*(l;). 6°(l;) are estimated
only once per link during the optimization of the first MSDU and they
remain constant throughout the remaining MSDUs until an update is received
for the interval [s,;,,5,.,] or for the values of Ry (l;). trxor(l,) -
ta1lig) -

2. Per MSDU, the expected physical layer rate and guaranteed bandwidth per
link are estimated from (19), (20), and the error for each path is
estimated from (21).

3. Having the calculated queuing delay for each link from (23), as well as the
available time interval from (27), and the estimated MSDU deadline from
(27), the maximum retry limit is established from (17) and the average
number of retries, tg/‘“‘“(Tgf‘") from (9).

4.  For each node, the link that maximizes min 1{c(lij)}-[l-E{ep (Lv)}T;’“’M] is
1< j< ptotal 2 i

selected.
Figure 5.4: Algorithm for cross-layer optimization under an estimation-based framework.
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5.5 Complexity and Information Requirements of the Different Alternatives

Each proposed cross-layer optimization approach explores a different search space in order
to determine the optimal parameters and also requires a varying amount of feedback on the
conditions of the various links in the multi-hop mesh network. This results in varying
computational and communication requirements for the presented algorithms.

Consider the case of a mesh network consisting of N nodes. Each node %,, 1 <n <N,

is the origin of M, paths. Each path p; stemming from node /4, consists of p}f}:al nodes, with

1 < pig™ < N. For each link /;; of these paths, with 1 <i <M, and 1 < j < pj¢"! — 1, there
are Spq possible modulations at the physical layer, which result in a different error rate and
different guaranteed bandwidth at the MAC layer. For the end-to-end cross-layer

optimization with network feedback from each node (Section 5.4.1), the overall complexity
for the scheduling of an MSDU at node 4, is:

total

1 3
M, Pri,i —L Soa

Cg;ﬂaustive(hn) = Z Z Z Cexhaustive(n) . (32)

=1 j=1 m=1

where Cexnausiive(77) represents the complexity for the dissemination of the necessary
network information from node 4,, as well as the execution of the algorithm of Figure 5.3.
In order to derive CRI ive(h,) in (32) we are calculating the iterations that need to be
performed for the subset of paths emanating from node n (M,), each link within these paths
(i.e., links j = 1,...,pj7"} — 1), and all possible modulation strategies for each link (Syoq).
Similarly, considering a scenario with partial network information, i.e., when the
overlay network provides feedback only until node ; (with 1 < p; < pj* ), we have:

M pi Swod

Cg?]f;iil;tive (hn) = Z Z Z (Cexhaustive (n) + Cestimation (’(L)) . (33)

i=1 j=1m=1

where Cgimation(n) represents the complexity for the estimation of the various parameters
based on the analysis of the previous section and M, is the number of different paths
(within the partial network topology under examination) originating from node #,, with
1< M, < M, . Similar to (32), (33) is estimated by summing all iterations for each path,
each link up to r; (network horizon for node ) and all modulation strategies.

Lastly, for the optimization of Figure 5.4 where the best modulation strategy is a-
priori determined:

M,

Ccstiumtion(hn,) = thtstimution(n) . (34)
i=1

where M, is the number of links that are directly connected to node 4,. As an indication of
the different complexity requirements as well as the different information requirements of
each case, Table 5.1 presents numerical results for the three mesh network topologies of
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Figure 5.2 based on (32)-(34) and we set Sp0q = 8 [22]. The normalized information
requirements are expressed in terms of the number of links in all possible paths (whose
error, guaranteed bandwidth and queuing delay is conveyed by the overlay network)
multiplied by the total number of times this information is updated by the overlay network
per MSDU (Ziefresh With 0 < Legesn < 1). First we considered the case of the first node (4, n =
1 in (32)—(34)) since this includes all the possible paths and all the links in the mesh
topology (top of the table). Hence, the results of the top part of Table 5.1 show the worst-
case complexity and information requirements from the viewpoint of an individual node.

Notice that the information cost depends on the frequency of updates received by the
overlay network per MSDU, denoted by /iefresh. Given Iiepesn and the required bytes for
conveying the status of each link via hop-to-hop feedback, it is straightforward to convert
the provided information cost for each case into actual bandwidth overhead for the overlay
infrastructure in the multi-hop wireless mesh network. Since /iefesn = 0 for the estimation-
based case, the information cost of this case is practically negligible.

Table 5.1: Complexity comparison and the associated information requirements of different
alternatives for cross layer optimization for: (top) the first node of each of the three topologies
of Figure 5.2; (bottom) all nodes in the topology. The basic complexity unit for (32)—(34) is set
to chhaustivc(l) =1 and we additionally set Ccstimation(l) =0.2x chhaustivc(l) based on experimental
observations.

Method/Topology Normalized Complexity Normallze.d Information
Node /1, requirements
T1 T2 T3 T1 T2 T3
End-to-end 624 176.0 64 14 I efresh 10/ efresh 81 efresh
Localized V; : p;=1 28.8 19.2 28.8 3 efresh 2 cfresh 3 efresh
Estimation based 0.6 0.4 0.6 0 0 0
Method/Topolo . . Normalized Information
All nodes illl) eacglif Normalized Complexity requirements
topology T1 T2 T3 T1 T2 T3
End-to-end 1120 352.0 120 40[refresh 28[refresh 151refresh
Localized V;: p =1 134.4 96 76.8 14 efresh 10/refresh 8/ efresh
Estimation based 2.8 2 1.6 0 0 0

As a second step, we considered the cumulative complexity and information
requirements for all the nodes in the multi-hop mesh network in order to estimate the
streaming complexity and information overhead at the system level; the results are
presented in the bottom of Table 5.1. We remark that, depending on the topology
specification (i.e., average node connectivity) and the chosen method, the estimated
complexity scales up to three orders of magnitude. Similarly, there is a large gap between
the lowest and highest information requirements for the various approaches among the
different topologies. As expected, the more complex the mesh topology, the higher the rate
of increase of complexity and information requirements.
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5.6 Experimental Results

We experimented with a variety of typical video content (Common-Interchange Format —
CIF sequences “Foreman”, “Silent”, “Hall Monitor”, and “Stefan”, each consisting of 300
frames with 30 Hz replay rate). We used a fully-scalable codec [24] and the produced
bitstream was extracted at an average bitrate of 2 Mbps and packetized into MSDUs of data
payload not larger than 1000 bytes. The end-to-end delay for the MSDUs of each GOP was
set to 0.54 sec, which corresponds to the replay duration of one GOP. We remark that
although the utilized video coder is not a member of the MPEG family of coders, the
assumptions made in Subsection 5.2.3 for the distortion-reduction estimation and the
application-layer packet scheduling are also valid for the scalable coder currently
standardized by the JSVM group of MPEG/VCEG [25] since it is based on open-loop
motion-compensated prediction and update steps followed by embedded quantization and
context-based entropy coding. Hence our methods and experiments are relevant to future
systems that will utilize such scalable video coding technology in the context of mesh
networks.

We simulated the cases of the multi-hop mesh network topologies of Figure 5.2,
labeled T1-T3, under predetermined transmission intervals for each link. Our simulation
took into account the different parameters for the various layers, such as varying SINR,
transmission overheads at the MAC layer due to MSDU acknowledgements and polling
overheads, as well as queuing and propagation delays in the various links of the mesh
network. In order to incorporate the effect of noise and interference, we performed a
number of simulations using random values for the SINR of each link, chosen between 15
and 25 dB. Network feedback via the overlay network was conveyed to each hop whenever
a significant change in the experienced channel condition occurred. For the end-to-end
optimization with network feedback (termed “End-to-end” in our results) this includes the
information conveyed from all hops. However, we also considered a localized case where
the information horizon was set to the direct neighborhood of each hop (termed
“Localized” in our results — this information horizon is shown pictorially in Figure 5.2) and
the remaining network parameters were estimated as explained in Subsection 5.4.2. In
addition, a purely estimation-based case was also considered with no “horizon”, where the
only available information is the channel SINR range (Smin, Smax Of (28)) for each link,
communicated by the overlay network infrastructure whenever the channel variation
exceeded 2 dB (termed “Estimation based”) from the estimated value given by (28). This
ensured that the information cost for the dissemination of the network information is
minimal compared to the other alternatives, as indicated in Table 5.1. Notice that, both for
the “Localized” case, as and the “Estimation based” case, the theoretical framework of (18)
—(28) was used.

Apart from the various alternatives of the proposed optimization, we also derive
results with streaming under two other optimization algorithms. The first case is
optimization based on the expected transmission count (ETX) [8], where the utility
function is chosen such that the retransmission limit of each MSDU is set based on the
effective network bandwidth and the expected error rate. This case considers the MSDU
delay deadline from a purely network-centric approach [8], i.e., it does not use the
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constraints set in (15), (16), but rather restricts the MSDU delay deadline based on link loss
ratios and the available throughput [8]. It was termed “ETX optimized” in our results.
Secondly, the case of selecting the link with the highest effective bandwidth was realized
for the routing of each MSDU, since it corresponds to the popular solution for optimized
routing [26] (termed as the “Highest Bandwidth” solution). Notice that, in both cases, the
best modulation was established as in the “end-to-end” case, and each link’s status
information was also used for these cases, as conveyed by the overlay network
infrastructure. As a result, the differences in performance stem purely from the different
performance utilities that were chosen during the MSDU routing and path selection.
Effectively, this separates the fully network-aware methods (proposed “End-to-End”,
“Highest Bandwidth” [26], and “ETX optimized” [8]) from the partial network-aware
approaches (proposed “Localized” and “Estimation based”). In addition, within the fully
network-aware methods, the difference in the performance utilities means that only the
“End-to-End” approach fully utilizes application-layer, MAC, and PHY parameters via the
optimization framework of (12)-(16).

Indicative results for the obtained average PSNR of each method are given in Table
5.2 (25 runs per sequence/method/topology). Two representative cases of medium and low
average transmission bandwidth were chosen.

Table 5.2: Average PSNR results (Y-channel — 25 runs with 300 video frames per run) for video
streaming in the multi-hop networks of Figure 5.2.

Medium bandwidth case PSNR (dB) | Low bandwidth case PSNR (dB)
Method/Topology T1 T2 T3 T1 T2 T3
End-to-end 35.42 34.28 32.89 32.11 30.56 31.54
ETX optimization 34.15 31.89 31.58 30.33 29.74 29.55
Highest Bandwidth 33.18 30.51 30.45 28.66 27.22 27.00
Localized 34.08 32.48 30.86 29.67 28.55 28.19
Estimation based 33.21 30.11 29.81 29.31 27.45 27.12

In order to understand better the relationship between the obtained PLR for each case
and the derived PSNR, the percentage of losses for the video packets when clustered into
eight distinct distortion categories is presented in Figure 5 (example for the sequence
“Foreman”). The second topology of Figure 5.2 was used for these results; similar results
have been obtained for the remaining topologies and the remaining video sequences.
Notice that our choice of eight distinct categories is only performed for illustration
purposes, since each packet is associated with its own distortion-reduction. In our
simulations, the packet losses were mainly due to deadline violation, since each hop drops
the packets which have already expired. The results of Figure 5 indicate, for all the
scenarios under consideration, that scheduling at the application layer by expected
distortion-reduction leads to reduced losses for the most significant classes of packets. This
justifies our use of a scalable video coder that permits such a scheduling. However, each
method achieves different PSNR performance and PLRs depending on its chosen utility
and the presence of network feedback.

As shown in the results of Table 5.2, the “End-to-end” case outperforms all other
methods by a significant margin. The “ETX optimization” appears to perform relatively
well, even though it is outperformed by approximately 1.5 dB by the “End-to-end” case for
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the medium-bandwidth case, and by approximately 1.7 dB for the low-bandwidth case. The
“Localized” case outperforms the popular “Highest Bandwidth” case by approximately 1.1
dB for both medium-bandwidth and low-bandwidth cases, even though the “Highest
Bandwidth” case uses full feedback for the status of all the links in each multi-hop
topology. In fact, the “Highest Bandwidth” performs virtually on par to the “Estimation
based” case for all our experiments, even though the latter requires almost no network
feedback and, as shown in Table 5.1, has the lowest complexity. This is expected since the
“Highest Bandwidth” approach provides less intelligent decisions when most of the links
have low effective throughput. Finally, a comparison of the results for the different
topologies reveals that, as expected, the higher the connectivity, the better the average
performance of all methods. Nevertheless, this comes at a higher allocation of resources in
the multi-hop mesh topology and it additionally has higher complexity and requires more
feedback for the condition of all the links, as demonstrated in Table 5.1.
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—8— ETX optimization
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@ —*— Estimation based
<
-
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Figure 5.5: Percentage of losses for each packet distortion-reduction class (Cat.1=least
significant packets; Cat.8=most significant); (a) Medium-bandwidth case; (b) Low-bandwidth
case. The results correspond to topology T2 of Figure 5.2 and to the video sequence “Foreman”.

Our results highlight several important issues in network design and infrastructure.
Firstly, it was shown that having frequent feedback via an overlay network about the link
conditions and performing end-to-end optimization with the appropriate utility function
offers significant improvements in the achievable video quality. Indeed, the “End-to-end”
and “ETX optimized” cases outperform the remaining algorithms by 3-5 dB, in all cases
(Table 5.2). Secondly, the importance of choosing a cross-layer distortion-capacity utility
function is highlighted by the fact that both methods outperform the conventional “Highest
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Bandwidth” scenario. Moreover, the proposed utility of (12) and the derivation of the
MSDU retransmission limit based on the delay limit for the video transmission ((15)-(17))
appear to be the best choice for video streaming applications. Thirdly, higher connectivity
in the multi-hop mesh topology leads to better video streaming performance, at the expense
of complexity and network feedback requirements.

Fourthly, the study of the PLRs reported in Figure 5 in conjunction with the PSNR
results of Table 5.2 reveals that prioritization of video packets with respect to distortion-
reduction incurred in the decoded video is extremely important. For example, even though
the “Estimation based” case has lower average PLR from the “Highest Bandwidth” case, it
performs worse in terms of PSNR since the latter achieves lower PLR for the most
significant classes of packets. This result emphasizes the fact that, in the case of analysis of
multimedia transmission over wireless, average PLRs that do not consider the significance
of the various packets for the application are not always relevant metrics for the system
performance.

Finally, it appears that even a limited horizon of information in the network
infrastructure can be extremely beneficial. We believe that the determination of an
appropriate “horizon” of information that provides the optimal trade off between the
overhead at the overlay network versus the improvement offered by utilizing dynamic
network feedback is an interesting research direction. Moreover, the dynamic adaptation of
such a “horizon” in function of the network variations or the mesh topology specification
(i.e., simple vs. complex mesh networks and static vs. dynamic scenarios) could be
examined.

5.7 Further Reading

In this chapter, we explored the problem of real-time transmission of an individual video
bitstream across a multi-hop 802.11a/e wireless network. Several key assumptions were
made, however, to limit the scope of the problem. For instance, we assumed that each
application (video flow) reserves a predetermined transmission opportunity interval, where
contention-free access to the medium is provided, thereby neglecting any resource
management and resource allocation issues. Moreover, we limited our study to a single
video stream when, in actuality, there will often be several video streams sharing the same
multi-hop wireless infrastructure.

In the literature, different centralized and distributed approaches have been adopted to
solve the resource management problem for wireless networks. Centralized approaches
solve the end-to-end routing and path selection problem as a combined optimization using
multi-commodity flow [27] algorithms, as this ensures that the end-to-end throughput is
maximized while constraints on individual link capacities are satisfied. In contrast,
distributed approaches use fairness or incentive policies to resolve resource allocation
issues in a scalable manner [28]-[31]. For instance, in [28], a new solution to the problem
of engineering non-monetary incentives for edge based wireless access services was
proposed which offers both higher throughput for bursty data and more stable allocation for
real-time applications.

In our recent work, we consider the benefits of dynamic resource and information
exchanges among multiple wireless users [39] when provisioning paths (and allocating
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resources) for different users’ video flows. Additionally, in [32], we explore a multi-user
dynamic, decentralized (i.e., at each network node), route adaptation scheme that is driven
by localized network information within each node’s information horizon.

In this chapter, we also assumed that the delay and resource overheads associated
with information feedback over different length horizons are negligible. These overheads,
however, can have significant impact on delay-sensitive multimedia applications. To
enable efficient distributed multi-user video streaming over a wireless multi-hop
infrastructure, nodes need to collect and disseminate timely network information based on
which the various nodes can collaboratively adapt their cross-layer transmission strategies.
For instance, based on the available information feedback, a network node can select an
alternate (less congested) route for streaming video packets that have a higher contribution
to the overall distortion or a more imminent deadline. These issues are investigated in more
detail in [33].

To enable the information feedback, we assumed that a directed acyclic overlay
network topology can be superimposed over any wireless multi-hop network to convey (in
frequent intervals) information about the expected BER, the queuing delay for each link, as
well as the guaranteed bandwidth under the dynamically-changing modulation at the PHY.
Methods for constructing such overlay structures given a specific multi-hop network and a
set of transmitting-receiving pairs can be found in [34] [35] [36]. Additionally, several
examples of such application-layer overlay networks have been proposed in [19] [20].

Although we consider the SINR experienced at each link, the cross-layer streaming
solution proposed in this chapter ignores the effects of interference that arise due to the
broadcast nature of the wireless medium (e.g., transmitter-receiver, transmitter-transmitter,
or receiver-receiver interference). In other words, our analysis assumes the existence of
multiple orthogonal channels for transmission. In practice, however, interference effects in
wireless networks can severely degrade the throughput. Consequently, particularly in a
multi-user scenario, resource management and routing become of paramount importance
for minimizing interference. In [37], a rate matrix was introduced to describe the state of
the network at a given time. In [7], an elementary capacity graph was used to represent the
physical layer state of the various links. In [38], a node-link incidence matrix was used.
More details about wireless video transmission with interference consideration can be
found in [32].

5.8 Conclusions

Delay-constrained video streaming over multi-hop wireless mesh networks is an
application that deserves considerable attention due to the research challenges imposed by
such a service, as well as due to the important role that robust and efficient multimedia
services have when it comes to commercial deployment of such networks in office and
residential areas. We investigated a framework where QoS guarantees are provided for
video transmission over a variety of links in a multi-hop network using IEEE 802.11a/e.
The integrated cross-layer solution that maximizes the product of the expected video
quality with the link utilization appears to provide significant improvement over other
optimized solutions. Moreover, the utilization of network information (for the dynamically
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changing conditions of the various hops) gathered via overlay-network feedback, appears
to be of paramount importance for the overall video quality at the receiver hop.

Although the proposed algorithm operates per video packet and can potentially incur
significant complexity and communication overhead for the overlay network infrastructure,
there is a significant potential for improved video streaming performance. This motivates
us to investigate the problem further and attempt to explore the best granularity for the
optimization as well as the network feedback that provides optimal
quality/complexity/robustness in a distributed video streaming scenario over the hops of
the mesh network. Finally, under the proposed paradigm, the issues of collaborative
streaming of multiple flows and fairness deserve significant attention in future research.

5.9 Appendix — Derivation of (9)

We want to derive the result for:
N .
m=>j-p " -1-p)+N-p". (35)
j=1

with p = ¢, (L,) and N = T +1.
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Taking the derivative of both sides with respect to p, we have:
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6

Understanding and Achieving Next-Generation
Wireless Security”

Wireless networking is quickly becoming a defacto standard in the enterprise, streamlining
business processes to deliver increased productivity, reduced costs and increased
profitability. Security has remained one of the largest issues as companies struggle with
how to ensure that data is protected during transmission and the network itself is secure.
Wi-Fi Protected Access (WPA) offered an interim security solution, but was not without
constraints that resulted in increased security risks. The new WPA2 (802.11i) standards
eliminate these vulnerabilities and offer truly robust security for wireless networks. As a
global leader in wireless networking, Motorola, through the acquisition of the former
Symbol Technologies, not only offers this next-generation of wireless security - but also
builds on the new standard with value-added features that further increase performance and
the mobility experience for all users.

6.1 Overview

Corporations are increasingly being asked to allow wireless network access to increase
business productivity, and corporate security officers must provide assurance that corporate
data is protected, security risks are mitigated and regulatory compliance is achieved. This
chapter will discuss:

e  The risks of wireless insecurity;

e The progression of security standards and capabilities pertaining to Wi-Fi security;

e How the 802.11i standard provides robust security for demanding wireless
environments;

e How Motorola incorporates 802.11i in its wireless switching products in a way that
optimizes scalability, performance and investment protection.

* Motorola, Inc
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6.2 Risks of Wireless Insecurity

The advent of wireless computing and the massive processing power available within
portable devices provides organizations with an unprecedented ability to provide flexible
computing services on-demand to enable business initiatives. While functionality is being
rapidly adopted, the process complicates the ability of IT departments to control their own
Intranets and enforce their own standards. Where the high performance computers of
yesterday required a dedicated room and special environmental controls, today's computers
arrive via a visitor’s pocket or traveling employee’s notebook, and require no hard-wired
connections to reach the corporate Intranet.

With this great mobile computing power and flexibility comes major risk. War
driving can enable hackers to obtain unauthorized access to corporate resources and
proprietary intellectual property. The login credentials of legitimate wireless users can be
sniffed or cracked. Malicious insiders can move throughout an enterprise network with
impunity via sessions with insecure wireless access points.

The consequences of these risks are significant. We have seen spammers and phishers
leverage open access points to send unsolicited and malicious electronic mail in stealth
mode. Worms are introduced through a new infection vector. Customer lists and account
numbers are routinely downloaded to portable devices. Enterprise databases are accessed
and modified by unauthorized users.

The bottom line is that wireless insecurity, as long as it is unaddressed, enables the
theft of data, lowers productivity, and causes quantifiable financial losses.

6.3 Understanding Wi-Fi Protected Access (WPA)

Created by Motorola and other Wi-Fi Alliance vendors, WPA was based on an early draft
of IEEE 802.11i to address critical flaws in WEP. These security shortcomings required an
interim solution that would not require hardware upgrades or replacements for existing
consumer devices. A series of compromises was made in order to “fix” WEP through
software-based firmware upgrades. The majority of existing WEP devices had extremely
minimal CPU resources, often based on sub-40 MHz chips based on older hardware such
as the 80486. As these devices are typically incapable of encryption work, the
implementation of RC4 for WEP was often offloaded onto secondary chips. This is a
primary consideration. The replacement for WEP must still use RC4 and RC4 primitives
for any and all encryption. The main problems with WEP are:

e  WEP does not prevent forgery of packets.

e WEP does not prevent replay attacks. An attacker can simply record and replay
packets as desired and they will be accepted as legitimate.

e  WEP uses RC4 improperly. The keys used are very weak, and can be brute-forced on
standard computers in hours to minutes, using freely available software.

e  WEP reuses initialization vectors. A variety of available cryptanalytic methods can
decrypt data without knowing the encryption key.

e WEP allows an attacker to undetectably modify a message without knowing the
encryption key.
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6.3.1 WPA TKIP

The IEEE's primary response to the problems of WEP was Temporal Key Integrity
Protocol (TKIP). TKIP acts as a wrapper for WEP, adding a layer of security around
WEP's otherwise weak encryption.

One of the first problems TKIP solves is that of key length. WEP uses small keys, and
their effective length is shorter due to several design flaws. TKIP uniformly uses a 128-bit
encryption key, and while WEP can support 128-bit encryption keys, maintaining
compatibility with older WEP devices inevitable leads to standardization upon 64-bit
encryption keys within a wireless network. However, TKIP still makes use of RC4, a
relatively weak encryption algorithm that was used due to hardware constraints on most of
the devices originally designed to provide WEP.

TKIP also reduces the chance of replay attackers. TKIP expands the initialization
vector (IV) to 48 bits from 24 bits, and combines this IV with the fixed key in a more
cryptographically secure manner. Using a 48-bit IV means that any particular value of the
IV cannot be duplicated with a particular key. Thus, packets cannot be replayed.
Guaranteeing that a particular key-IV pair is never reused also denies an attacker the ability
to capture multiple packets that are identically encrypted, which would lead to the ability to
extract the plain text messages.

Further, TKIP addresses WEP’s use of a single key by all clients. To create a base
key, TKIP uses either a passphrase or a master key derived from the authentication process,
and several other pieces of information, such as a client’s MAC address. This base key in
turn is used with the IV to create per-packet keys. So in theory, every packet sent over
WPA is encrypted by a separate and unique key.

Finally, TKIP takes on weaknesses in key deployment by creating a base key that is
different for each client. A client provides a shared secret for authentication and various
other pieces of information. On wireless networks secured using WEP, all clients
constantly use the same key, providing a large amount of cipher text for attackers to
analyze. This also increases the probability of reuse of the 24-bit IV, exposing encrypted
messages to attackers.

One fundamental problem continues for networks that have switched from WEP to
WPA, or deployed WPA directly, yet do not use authentication. The initial passphrase or
secret deployed on clients and access points is often weaker than needed, since it usually
must be human-readable and entered by a human. This immediately limits the passphrase
or secret to a subset of readable characters that can easily be entered from the keyboard.
Furthermore, the length is often limited to 20 characters or less due to the difficulties
associated with remembering or entering long strings of seemingly random text.

It is important to note that if robust authentication methods are not used with WPA, it
must rely upon Pre-Shared Keys (PSK). The same secret phrase must be entered on all
clients and all access points. This carries forward the key management issues inherent in
WEP. In addition, it is virtually impossible to securely distribute the key or passphrase, as
the secret information must be provided to all clients. A single malicious client can use this
data to compromise other client sessions. Unfortunately, WPAPSK is relatively common
due to the lack of a need for a separate authentication system.
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6.3.2 802.1X - User Authentication and Network Access

In an attempt to address the lack of user authentication in WEP, support for the 802.1X
protocol was added to WPA. The 802.1X protocol was originally designed for wired
networks and only facilitates authentication, therefore it cannot guarantee secure
authentication on wireless networks.

The first problem with 802.1X in a wireless network is that an attacker has access to
the authentication packets sent and received by clients. If weak authentication methods are
used (several are supported) or weak encryption is used (such as RC4), it may be possible
for an attacker to discover the authentication credentials.

The second problem is that an attacker can execute a man-in-the-middle attack on the
802.1X authentication sequence. On a wired network this attack would be far more
difficult, as an attacker would need physical access to the cable in between the client and
the switch being accessed. On a wireless network, anyone within broadcast range has the
ability to access. An attacker could be several hundred feet away with directional antennas.
We will discuss in the later section “WPA2: Under the Covers” how implementation of
Extensible Authentication Protocol (EAP) methods such as TLS can mitigate against
possible man-in-the-middle attacks.

The third problem is that an attacker can execute denial-of-service attacks against
clients by sending packets to the wireless access point, telling it to drop the client
connection. On a wired network, this would again require access to the physical cable
between the client and the switch.

The fourth problem is that with hard-wired devices, 802.1X will drop the port if the
interface goes down - that is, if the cable is unplugged, or the device at the endpoint is not
responsive. However, on wireless networks the status of the physical link condition cannot
be trusted. An attacker can access the physical medium used to transmit the signal - the air,
for example. Thus anyone within broadcast range could execute a denial-of-service attack
against a client system and then take the client’s place before the wireless access point
notices.

Additionally, attackers can send disassociation messages to wireless clients,
preventing them from disconnecting properly from the access point by sending an 802.1X
EAPOL Logoff message.

6.3.3 WPA Cracking Tools

There are a number of WPA cracking tools which attempt to determine the initial shared
secret when WPA-PSK is used. Once this secret is known, the base key and session keys
can be recreated, and traffic to and from clients and the access point can be decrypted on
the fly. Alternatively, attackers can record traffic and then mount an offline attack at a later
time, allowing use of greater computational resources.

For the majority of these tools to work, the attacker must be able to monitor the entire
initial key exchange. An attacker who starts monitoring wireless traffic while clients are
already connected will not be able to gather the proper data to crack the WPA encryption.
However, it is relatively simple for an attacker to create a denial-of-service condition by
sending disassociation packets to the clients. The clients then disconnect and reconnect, re-
authenticating in the process and enabling attackers to view the needed data.
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Figure 6.1: WEP, TKIP, and 802.1X.

6.3.4 WPA Summary

WPA is generally accepted as an interim step to provide incrementally improved security
until WPA2 is available. Most devices that were upgraded to WPA capability are not
capable of further upgrades. These devices are generally hardware-constrained, with
minimal processing power and with RC4 as the only onboard encryption option.

6.4 The Way Forward: Wi-Fi Protected Access 2 (WPA2) and 802.11i

The 802.11i standard is virtually identical to WPA2, and the terms are often used
interchangeably. 802.11i and WPA?2 are not just the future of wireless access authentication
- they are the future of wireless access. Wireless access is still in its infancy, in spite of the
purchase and deployment of several million access points and wireless clients. The
majority of these access points and clients are relatively immobile. Users sit down with
their laptops at a conference table and connect, or a clerk stays within a relatively small
area such as a warehouse, using wireless equipment to track inventory.
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6.4.1 Increased Density of Access Points

Wireless access in the future will feature increased density of access points. There are
several reasons for this, including a greater need for bandwidth. An area covered by a
single access point will not be able to provide as much bandwidth to clients as two access
points. Also, in office buildings and other areas with stores located near each other, access
points are typically not shared, but deployed separately within each location. Some
residential areas already have multiple access points on each block. Finally, increased
density benefits availability. If two or more access points cover an area and one of the
access points fail, the area retains some degree of coverage.

Considering these factors, organizations will likely use more than one access point to
cover a given area. But increasing the number of access points without a strategy for
centralized management creates additional security risks. Robust management of access
points is a key design requirement for Motorola in the implementation of 802.11i-based
products.

6.4.2 Roaming Wireless Clients

Critical to 802.11i is the addition of fast secure roaming support for clients. This assists
Voice-over-IP (VoIP) and other mobile applications that require continuous access. While
some wireless 802.11 equipment currently supports fast secure roaming, it is usually
vendor-specific, as no official standard existed prior to 802.11i that supported this function.

Currently, most wireless clients are relatively immobile, as few truly portable devices
have come into use. Laptop users generally sit down at fixed locations to use their systems.
However, in the future, more wireless devices (such as phones and PDAs) will support
802.11 - and these devices must roam. Also, due to the data types such portable roaming
devices will likely carry, such as live voice and video, users will immediately notice any
interruptions in service. And if such interruptions are common, the viability and use of live
voice and video services becomes untenable. For network providers, access must be
smooth and seamless while clients are roaming.

6.4.3 Failover Requirements

Robustness and availability are commonly forgotten yet important aspects of wireless
networks. The majority of wireless networks have no failover or redundancy capabilities
other than manual connection to a new access point when the one in use fails. As more
wireless networks are deployed to carry critical traffic such as phone calls via the VoIP
protocols, reliability and robustness will become more important. One benefit of 802.111
roaming support is that a client has de facto support to connect seamlessly to a new access
point should the one in use fail. Of course, this will require service coverage of areas by
one or more access points, but with costs falling, this is not a serious issue.
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6.5 WPA2: Under the Covers

WPA was provided as an interim solution, and it had a number of major constraints. WPA2
was designed as a future-proof solution based on lessons learned by WEP implementers.
Motorola is a key contributor and proponent of the WPA2 standard, and provides next-
generation products based on this standard.

WPA2 will be a durable standard for many reasons. One of the most important
choices was that of the encryption algorithm. In October 2000, the National Institute of
Standards and Technology (NIST) designated the Advanced Encryption Standard (AES) as
a robust successor to the aging Data Encryption Standard. AES is an extremely well-
documented international encryption algorithm free of royalty or patent, with extensive
public review.

WPA2, like WPA, supports two modes of security, sometimes referred to as “home
user” and “corporate.” In “home user” mode a pre-shared secret is used, much like WEP or
WAP. Access points and clients are all manually configured to use the same secret of up to
64 ASCII characters, such as “this_is_our secret password.” An actual 256-bit randomly
generated number may also be used, but this is difficult to enter manually into client
configurations.

The “corporate” security is based on 802.1X, the EAP authentication framework
(including RADIUS), one of several EAP types (such as EAP-TLS, which provides a much
stronger authentication system), and secure key distribution. This paper discusses
“corporate” security. “Home user” security introduces the same security problems present
in WEP and WPA-PSK.

6.5.1 WPA2 and 802.1X

While 802.1X as a standard preceded 802.11i, it is proving to be a key enabler for secure
and flexible wireless networks, allowing for client authentication, wireless network
authentication, key distribution and the pre-authentication necessary for roaming. In using
802.1X in conjunction with 802.111, it is strongly suggested to use EAP as a framework for
authentication, and use an EAP type for the actual authentication that provides the optimal
balance between cost, manageability and risk mitigation. Most often an 802.1X setup uses
EAP-TLS for authentication between the wireless client (supplicant) and the access point
(authenticator). In theory, several options may replace EAP-TLS, but in practice this is
rare.

The 802.1X authentication protocol as deployed with 802.11i provides a number of
services:

Capabilities negotiation between the client and wireless network provider.
Client authentication to the wireless network provider.

Authentication of the wireless network provider to the client.

A key distribution mechanism for encryption of wireless traffic.
Pre-authentication for roaming clients.

In wired 802.1X, the network port is in a controlled state prior to authentication. But
on wireless networks, no such port exists until the client connects and associates to the
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wireless access point. This immediately poses a problem, since beacon packets and probe
request/response packets cannot be protected or authenticated. Fortunately, access to this
data is not very useful for attackers, other than for potentially causing denial-of-service
attacks, and for identifying wireless clients and access points by their hardware MAC
addresses.

An 802.1X wireless setup consists of three main components:

e  Supplicant (the wireless client).
e  Authenticator (the access point).
e  Authentication server (usually a RADIUS server).

The supplicant initially connects to the authenticator, as it would to a WEP- or WPA-
protected network. Once this connection is established, the supplicant has in effect a
network link to the authenticator (access point). The supplicant can then use this link to
authenticate and gain further network access. The supplicant and authenticator first
negotiate capabilities. These consist of three items:

e The pairwise cipher suite, used to encrypt unicast (point-to-point) traffic.

e The group cipher suite, used to encrypt multicast and broadcast (point-to-multiple-
points) traffic.

e The use of either a pre-shared key (PSK, or “home user” security, using a shared
secret) or 802.1X authentication.
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Figure 6.2: WPA2 and 802.1X.

Once a common set of capabilities is agreed upon - and assuming the network uses
802.1X - the supplicant and the authenticator begin the authentication process. At this
point, wireless encryption keys have not been exchanged and the exchange is in the clear. It
is EAP-TLS that comes into play to protect this data, providing the essential SSL
encryption. Signable X.509 certificates add the benefit of allowing the supplicant to prove
its identity to the authenticator, and vice versa.

Several problems arise from the constraints of wireless networking. First, the
supplicant must have local copies of the root certificates used by the certificate authority to
sign the authenticator's certificate. Because the authenticator (the wireless access point)
fully controls the supplicant's access to the network, a hostile authenticator can modify or
redirect traffic in any way, and could point the user to fake certificate authority sites. Even
if the supplicant has a local copy of the root certificate used to sign the authenticator's
certificate, a compromised certificate placed in a certificate revocation list (CRL) may not
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be detected if the authenticator provides the supplicant with false or old CRL data.
Therefore, any compromised authenticator certificates pose a significant risk to wireless
network clients, especially since many will not check for certificate revocation.

The key exchange consists of a Master Key (MK) generated on the authentication
server and in the supplicant. The MK is sent to the authenticator. The Pairwise Master Key
(PMK) is generated from the MK and the Group Master Key (GMK) is generated by the
authenticator. The PMK and GMK keys are then used as needed to generate temporal keys,
used to encrypt individual frames sent on the wireless network. These keys are known as
Pairwise Transient Keys (PTK) and Groupwise Transient Keys (GTK).

The PTK is used to encrypt traffic to and from the supplicant and the authenticator.
The GTK is used to encrypt broadcast or multicast traffic sent to all hosts on a particular
wireless network.

6.5.2 WPA2 and TKIP

WPA2 supports the use of the TKIP encryption scheme to provide backward compatibility
with WPA equipment. As 802.11i equipment becomes ubiquitous, networks will drop
support for TKIP and WPA, removing a number of potential security vulnerabilities.

TKIP uses a new key for each frame that is encrypted; the keys used to encrypt these
frames are called either the Pairwise Temporal Key (for unicast traffic) or Groupwise
Temporal Key (for multicast and broadcast traffic). These keys are generated from the
Pairwise Master Key (PMK) and Groupwise Master Key (GMK).

The majority of weaknesses in TKIP under WPA are due to a weak encryption
algorithm. This problem is securely addressed with TKIP under WPA2. By using 802.1X
and EAP-TLS to handle key distribution, keys are transferred securely and are not as prone
to attack. The use of an extremely strong cipher, AES, addresses the weaknesses of RC4.
Finally, the use of strong key lengths, 128 bits, significantly reduces the chance of a
successful brute force attack against AES-encrypted wireless traffic.

6.5.3 WPA2 and CCMP

Moving forward, the 802.11i (and by extension WPA2) standards call for the use of
Counter Mode with Cipher Block Chaining Message Authentication Code Protocol
(CCMP), which specifies use of CCM with the AES block cipher. CCM is a general-
purpose cipher mode that does not specify the block cipher to use. The CBC-MAC portion
provides data integrity and authentication while the counter mode does the actual
encryption, protecting the data from eavesdroppers. It is expected that TKIP (using RC4)
will be phased out in favor of CCMP as networks transition to pure WPA2 configurations,
removing security risks present in support for WPA.

When a packet is encrypted using CCMP, a number of data fields are added. The first
field is the message integrity code (MIC), which is appended to the data. The MIC includes
the hardware MAC addresses of the source and destination; this data essentially acts as a
very strong cryptographically secure hashing function, which prevents man-in-the-middle
attacks and other risks. The data and the MIC are then encrypted using the appropriate
encryption key.
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The packet is then modified with a data header. The first portion of data contained in
the packet is the IV and key ID (4 bytes), which is needed to identify the encryption key
used to encrypt the packet. At this point an extended IV (4 bytes) is attached to the packet.
This field and the IV with key ID field are not encrypted, as the remote end must identify
which key was used to encrypt a packet and the packet's sequence number. The first IV
ensures that data is ordered properly. The rest of the packet contains the encrypted payload
of data and MIC. The resulting packet is shown below.

As with TKIP, the addition of MIC to packet data does not prevent replay attacks.
MIC only ensures the data is not tampered or modified in transit. In order to prevent replay
attacks, the IV included with the packet is referenced to ensure that sequential packets have
increasing IV numbers; if an out-of-order IV is received, the client knows something is not
right.

The data encrypted in the data payload and MIC field use the temporal key. This key
changes for each frame and is generated from the master key, which is in turn generated
from the 802.1X authentication performed by the user.

The MIC calculation and encryption of the data payload are done at the same time.
This greatly speeds up encryption of packets and reduces the latency introduced by
encryption.
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Figure 6.3: CCMP Packet.

6.5.4 WPA2 and Fast Roaming

WPAZ2 neatly solves the problem of roaming (and failover) in two ways: through the use of
Pre-Authentication and PMK Caching.

6.5.4.1 PMK Caching

When a client re-associates with an access point, it uses a PMK from an older 802.1X
authentication executed on the same access point. On this new association, no 802.1X
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exchange happens; the client immediately carries out the 802.111 handshake and is ready to
send/receive data.

When the client loses the connection with the first access point - or otherwise decides
to move to the second access point (because of signal strength, for example), it must only
change radio frequencies and establish a base 802.11 connection with a second access point
that it associated with previously. Once this is completed, the client only needs to perform
the 802.11i handshakes to establish the PTK and the Groupwise Master Key before
beginning communication, since authentication has already taken place.

6.5.4.2 Pre-Authentication

When a client is associated with an access point and hears a beacon from another access
point with the same SSID and security policy, it carries out an 802.1X authentication with
that access point over the wire. The client and access point derive the PMK and keep it
cached. Now if the client roams over to the new access point, it already has a PMK - the
802.1X authentication phase is skipped.

6.6 Opportunistic PMK Caching: Fast Roaming at Its Fastest

As described in an earlier section, roaming is a key technical advantage of WPA2.
However, even the “fast roaming” options included in the standard cause the client a brief
disruption of service, which is too lengthy for some time-sensitive applications.

Currently, establishing a connection to an 802.11 access point, authenticating to it,
and establishing encryption keys can take anywhere from 150 to 350 milliseconds - and in
extreme cases, 800 milliseconds or more. Long delays in establishing connections for
clients occur when, due to the need for access points to communicate with back-end
authentication servers, network equipment is spread out over a wide area.

While PMK Caching and Pre-Authentication within WPA2 help reduce this latency
by reducing redundant instances of 802.1X authentication, experts recognize that this does
not close the “disruption gap” that impacts quality of service. Not only does the standard
not address intensive applications, but several implementation and architecture specific
factors can exacerbate the problem in wireless networks. In many standard fast roaming
scenarios, establishing communications with the network can take 100 to 150 milliseconds,
which is an acceptable delay for some activities such as web browsing, but which can result
in a very noticeable interruption in service during a Wi-Fi VoIP phone call or video
conference.

In July 2004, the IEEE formed a Fast Roaming Task Force to begin work on the
802.11r fast roaming standard for wireless networking. The goal of 802.11r is to improve
handoff times between access points. The final product will be known as Fast BSS
Transition. Motorola will extend its support to include this new standard, as it does for all
other key standards. However, optimized roaming must be enabled today.

To meet this need now, Motorola has employed a unique fast roaming capability in its
WPA2-compatible products that improves the roaming latency of WPA2. This feature,
Opportunistic PMK Caching, has gained the support of such leading supplicant providers
as Microsoft and Funk Software. While PMK Caching and pre-authentication enable fast
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roaming within the WPA2 standard and are supported by Motorola, Opportunistic PMK
Caching takes a big step beyond these techniques. Opportunistic PMK Caching improves
fast roaming in order to create a transparent environment for users of latency-sensitive
wireless applications.
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Figure 6.5: Performance of Opportunistic PMK Caching.

In a wireless switch environment, the switch has access to all PMKs from all
connected access points. Depending upon the switch policy configuration, it is possible for
a PMK from any one of the access points to be used for all connected access points.
Therefore, a client may perform PMK caching with any other PMK that is available,
bypassing the 4-way CCMP authentication handshake. This can greatly speed up the
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roaming process between access points, and in some cases will lead to virtually no
disruption in service - critical to wireless VoIP and other devices.

Motorola’s own testing has shown that the access point handoff can occur in less than
40 milliseconds - far below the 150 milliseconds time considered the threshold of VoIP
latency as perceptible to humans. Motorola achieved this key breakthrough with its switch-
based architecture, making possible seamless interoperation with several third-party clients
and transparent wireless roaming for demanding user applications.

6.7 Summary

There is no disputing the benefits that wireless local area networks provide to enterprises.
Information technology departments have a mandate to provide wireless services in support
of business initiatives, as well as a responsibility to provide these services securely. The
history of 802.11-based WLANSs has been a legacy of insecurity and significant risk to
early adopters. Both WEP and its interim successor WPA have provided only minor
obstacles to determined hackers and should be deployed with caution.

The ratification of IEEE 802.11i laid the foundation for drastic improvements in
wireless security. WPA2 offers more formidable encryption, better key management, and
robust authentication, as well as access point roaming.

Motorola surpasses a key shortcoming within WPA2 - insufficient access point
roaming speeds. The current specification permits a credentials negotiation process, which
can cause lengthy disruptions in the connections, a fatal problem for time-sensitive
applications such as wireless-based VoIP. Motorola developed Opportunistic PMK
Caching to overcome this issue, a technique that leverages the centralized wireless switch
architecture and provides the highest-speed Wi-Fi roaming available on the market.
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Wireless Local Area Network Security
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The specification and broad adoption of strong AES-based encryption and data
authentication and strong end user authentication in IEEE 802.11 Wireless Local Area
Network (WLAN) systems provide strong link layer security. Since the wireless link for
data traffic is secure, standards work now turns to the protection of management frames
and implementers look to deploy intrusion detection tools, while attackers look for
implementation-flaw based attacks, such as “fuzzing”. This chapter discusses the topics of
WLAN link security, key management, end user authentication, standards, wireless driver
vulnerability attacks and wireless intrusion detection techniques.

7.1 Introduction

The level of required security in a system changes over time, as technology and export
regulations change and as the processing capabilities of both valid users and potential
attackers increase. One static aspect, however, is the need for end users to adhere to
recommended security practices, such as keeping up-to-date virus software and intrusion
detection software on their laptops or client devices. There are conflicting requirements of
security and convenience. End users desire a simple, quick logon using stored passwords
on client devices; however, for stronger authentication, particularly in enterprise networks,
two separate credentials from the user, a password and a time-changing code are typically
required. This is similar to the credentials required to withdraw cash from an ATM, you
must present both a password (something you know) and the appropriate ATM card
(something you have).

The level of privacy and authentication required may also be a function of the
application or location in which the WLAN is deployed. Enterprise applications may have
different needs than public space applications. A given residential application may need the
security level of an enterprise. Some government applications can use commercially
available WLAN security technologies. The security solutions must be broad enough to
support a variety of application spaces. The solutions must be easy to configure and use, as

* All authors currently affiliated with Aruba Networks, Inc
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the same laptops and client devices may be used for Internet access in more than one
location.

7.2 Current Application Solutions

Strong link-layer security is now available in WLAN systems, as a result of the broad
implementation and deployment of IEEE 802.11 Advanced Encryption Standard — Counter
mode with Cipher-block-chaining Message authentication code Protocol (AES-CCMP)
based systems. In what now seems to be almost ancient history, Wired Equivalent Privacy
(WEP) encryption defined by IEEE 802.11 was identified as not providing “industrial-
strength” link security. Papers by Borisov [1] and Walker [2] discussed the vulnerabilities
of WEP. The results of Fluhrer et al. [3] enabled easy-to-mount passive attacks [4] on
WEP, which have been commoditized in attack tools.

In response to the identified flaws on WEP, customers deployed overlay VPN
solutions, while the IEEE 802.11 Working Group completed work on secure link layer
protocols. The Wi-Fi Alliance [5] provided Wi-Fi' Protected Access (WPA)
interoperability certification for the Temporal Key Encryption Protocol (TKIP), which was
deployable on legacy WEP hardware. This was followed in 2004 with interoperability
certification of AES-CCMP based link security, termed WPA2. Both TKIP and AES-
CCMP based solutions incorporated use of IEEE 802.1X [6] and Extensible Authentication
Protocol [7] based end user authentication, significantly raising the level of secure
authentication provided in WLAN systems.

Wi-Fi Alliance has continued to promote deployment of secure WLAN systems,
including Wi-Fi Protected Set-up (WPS). Developing the security technology is not
sufficient; the technology must be used, and made easy to use and configure, especially in
non-managed (consumer) environments. WPS provides a means for consumers to simply
configure a security-enabled WLAN system, thus increasing the number of deployed
secure systems.

In addition to link layer solutions, security of end user data can be provided above the
MAC layer. Virtual Private Network (VPN) overlays can be costly however, requiring
additional equipment (VPN servers) and maintenance expenses. Most WLAN
infrastructure equipment, including Aruba WLAN Access Point (AP) and Mobility
Controller (MC) products is designed to work transparently with VPN solutions.

For some customers, the deployment of low-cost access points coupled with
application-level security solutions is desirable. In public space deployments, for example,
many operators’ primary concern is with economically deploying wireless access networks.
Service providers offer Wi-Fi interoperable access to the greatest number of customers and
provide easy-to-use Web portal interfaces for customer registration. Security is provided at
the network level, via VPN access to corporate networks, and secure web server access.

Attacks targeting wireless driver software vulnerabilities (see Section 7.9) and a
proliferation of exploit tools have appeared, in a continuing effort to compromise the
integrity, availability and confidentiality of wireless LAN environments. As a response to
these attacks, many vendors have produced wireless LAN intrusion detection systems

' Wi-Fi is a trademark of the Wi-Fi Alliance (WFA).
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(WIDS), also known as wireless LAN intrusion prevention and detection systems
(WIPDS). These systems can provide significant value to organizations, accommodating an
additional layer of security through detection and attack countermeasures techniques (see
Section 7.10).

7.3 MAC-Level Encryption Enhancements

IEEE 802.11 MAC-Ievel enhancements have been specified to provide standard, strong
encryption and data authentication at the wireless MAC level and to enable use of upper-
layer authentication. The IEEE 802.11i MAC Security Enhancements amendment, now
incorporated into the IEEE 802.11-2007 standard [8] defined standards for

e TKIP, a strengthened version of the RC-4/per-frame IV encryption protocol;
e CCMP, a 128-bit AES encryption and data authentication protocol.

TKIP was intended to provide a backwards-compatible solution for WEP-capable
devices, incorporating improvements and enhancements to address the shortcomings of
WEDP. These enhancements include:

e  The addition of a per-frame hash function and IV sequencing rules [9, 10];
e  The addition of temporal key derivation algorithms [11];
e The addition of a message authentication code, termed message integrity code [12].

Taken together, TKIP addresses the flaws identified in the WEP algorithm that were
identified by the cryptographic community. A critical constraint placed on TKIP was that it
be able to be implemented and deployed via software upgrade to the then existing base of
millions of 802.11 devices, to avoid requiring a total deployed-base upgrade to provide a
secure system.

TKIP was designed to have a lifetime of about 5 years, and was intended to provide a
secure mechanism that could be deployed on WEP capable hardware. TKIP has met its
design goals. Since 2002, no practical attacks have been mounted against TKIP, and one
theoretical attack [13] has been identified. In 2007, virtually all new WLAN products
support AES-CCMP, and WFA support of WPA2 is required for WFA interoperability
certification. New amendments to the IEEE 802.11 standard are likely to use only CCMP
security (see 7.3.5).

7.3.1 The TKIP Per-Packet Hash Function

The RC4 key used to encrypt a given data frame in WEP is a combination of an
initialization vector (IV) and the secret key. Unfortunately, in the key-scheduling algorithm
of RC4, the first bytes of the key stream are predictable for certain known IV values [4].
Because the IV used to encrypt a given frame is sent in the clear, a passive observer can
easily identify the frames to target for attack. The TKIP per-frame hash function is
introduced primarily to eliminate this flaw in WEP. The hash function is also defined to
include the MAC address of the transmitting station. This enables each transmitting station
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to generate a unique IV stream and thus prevents the reuse of IV values among stations
using a shared secret key. IV values must not be reused, to prevent the reuse of RC4 key
streams and subsequent data recovery attacks.

A simplified description of the TKIP per-frame hash algorithm is shown below. The
details of the hash function are provided in [8]. The algorithm is described in two phases,
both of which use S-boxes to mix and substitute 16-bit values. In phase 1, the 128-bit
temporal key, the high 32 bits of the transmitting station’s MAC address and the Sequence
Counter (IV) are hashed into an 80-bit value, composed of 5-16-bit values, as illustrated in
Figure 7.1.

Tx MAC Address
High 32 bits

> Phase 1 80-bit Array |

128-bit Temporal Ke& Hash 16 bits
Sequence Cir

Figure 7.1: Phase 1 hash.

Phase 2 of the temporal key hash function takes the 80-bit array from phase 1,
together with the Temporal Key and Sequence Counter (IV), and generates a 128-bit per-
frame key. As the name implies, the key that is generated will be used for one frame only;
the phase 2 hash is calculated for each frame that is encrypted (Figure 7.2). The per-frame
key is subsequently used as a WEP key, with the first 24 bits transmitted in the clear.

The phase 2 hash uses an S-box mixing function that operates on 16-bit values of the
array, a mixing function that uses rotate and addition operations, and an algorithm to
calculate the 48-bit IV value. The phase 2 hash eliminates the effects of the WEP/RC4 key
scheduling algorithm flaw. Use of the extended 48-bit IV eliminates the need to re-key due
to exhaustion of the IV space and eliminates the issue of IV reuse seen in WEP, as
quadrillions of frames can be sent before the TKIP IV space (2*) is exhausted.

7.3.2 TKIP Temporal Key Derivation

TKIP temporal key derivation defines a method whereby the “secret key” or master key is
not used to encrypt data packets but rather is the basis from which temporal or transient
encryption keys are derived (Figure 7.3). These temporal keys may then be used as input to
the per-frame hash function described above. This approach is very different from the WEP
definition and implementations, in which the provisioned key is used directly as the secret
portion of the encryption key.

TKIP uses a pseudorandom function (PRF), operating on the secret key, a text string,
the MAC addresses of the station and the authenticator, and nonce values, to generate a
temporal key. The temporal key is then used for the encryption and MIC temporal keys
(described in Section 7.3.3). The transient key provides the key material for the TKIP per-
packet RC4 encryption and the TKIP MIC function.

In TKIP, it is critical that for any encryption key, a given IV be used to encrypt one
and only one frame. Proper use of IVs is ensured by the application of IV sequencing rules.
First, the notion of a sequence counter is introduced. The sequence counter is incremented
by the transmitter on a per-frame basis. As part of the per-packet mixing function, the
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sequence counter is mapped to the WEP IV. Then, the receiver must verify that the
received frames increment sequentially, per Quality of Service traffic class. If the IV of a
frame is less than or equal to that of a previously received frame, it is discarded by the
receiver.

80-bit Array >

ﬁl Phase 2 128-bit Array
I Temporal Key q Hash

Sequence Ctr
Figure 7.2: Phase 2 hash.

Secret Key

Calculate Transient Key

Calculate Temporal Key Use Temporal Key

Figure 7.3: Temporal key derivation concept.

7.3.3 TKIP Message Integrity Code

A Message Integrity Code (MIC)? is needed to verify the authenticity of a transferred data
packet. Use of the MIC verifies that the packet was not modified in transit and that the
source and destination addresses were not changed. The ability to verify message integrity
is viewed by cryptographers to be as important as, if not more important than, the privacy
provided by encryption. The MIC is required to prevent the “bit-flipping” attacks identified
in [2]. A MIC algorithm known as “Michael” is the TKIP MIC [12].

Because of the design constraint that the TKIP MIC be implementable on legacy
WEP devices, Michael is a relatively weak MIC algorithm. Countermeasures are
introduced, which log MIC-error events and rate-limit the number of MIC failures. This
prevents an attacker from generating a large number of forgery attempts within a short
period of time. For example, countermeasures require that if 2 MIC-error frames are
received within 60 seconds at an AP, that the AP disassociate all TKIP stations, and not
accept any new stations using TKIP for 60 seconds.

7.3.4 AES Based Encryption and Data Authentication

The Advanced Encryption Standard (AES) Rijndael algorithm [14] was selected by NIST
[15] as the next-generation encryption algorithm, to replace DES and 3DES. Several modes
or ways of using the AES algorithm have been defined. AES-CCMP [16] is used in [EEE
802.11 to provide strong link layer encryption and data authentication. AES-CCMP

2 Here the term “MIC” is used, as “MAC” is already used for Medium Access Control. Message Authentication
Code (MAC) is the standard cryptographic term.
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combines Counter mode encryption with Cipher Block Chaining message
integrity/authentication.

Figure 7.4 below [17] shows the AES-CCMP encapsulation processing for an 802.11
frame; that is, the encryption and authentication using the AES-CCMP algorithm. The AES
cipher is used to calculate the MIC value (top half of Figure 7.4) and to encrypt the data
payload (lower half of Figure 7.4). The IV and counter contents and frame field definitions
are specified in [8].

v
I CBC-MAC
[
[AES E®)] [aEs_EM)| [AES_E(K)] AES_E(K) AES_E(K) AES_E(K)
A Y A A A
» D oD »D » D '69
N UV U N>
A & padded A A 0 oad d“
padde
Clear textframe [T N _ v
[Hien][Fcourf A1JA2[A3]SC] A4 }QC[PC] Data - ] [mic]
Counter preload
|
1 | | |
PI(1) PI(2) PI(C) PI(0)
v v
[aEs E@9] | [AES_E®)] [aEs_E®)] [AEs_E®)]
Ly Ly e La
Transmitted
encryptedframe ¥V Vv Vv ¥ Y S ] A 4 _ v 4
[Fcpuf A1]A2]A3[sC| A4 tQC[PC] Data  _ [micJFcs]

Figure 7.4: CCMP Encapsulation.

Use of CCMP enables deployment of 802.11 systems in Federal Information Processing
Standard (FIPS) applications, as AES in CCM mode is a FIPS approved mode of operation.
CCMP supports, but does not guarantee government use of commercially available WLAN
equipment. The CCMP decapsulation operation [17] is shown in Figure 7.5.

7.4 Secret Key Generation and Distribution

In the 802.11 specification, key distribution mechanisms are not defined. Keys are obtained
via an upper layer EAP method protocol exchange or via a manual (Pre-shared Key)
configuration. Upper-Layer Authentication Messages, specifically the 802.1X EAPOL-Key
message are used in the 4-Way Handshake [8] to exchange information needed for the
supplicant (client) and authenticator (network entity) to generate encryption and
authentication keys from a Master Key and to derive a new transient key if needed.

7.5 Authentication

Authentication of end users or end systems is needed to control access to the WLAN. In
enterprise applications, only authorized users must be allowed to access the corporate
intranet. In public space applications, user identification is needed by the service provider
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to accurately bill the end user. This section gives a brief overview of the EAP-TLS [18],
EAP-MDS5 [19], and EAP-TTLS [20] EAP methods, together with 802.11 authentication
(used with the EAP methods) and RADIUS MAC-based authentication.
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Figure 7.5: CCMP Decapsulation.

Digital certificates and shared secrets (passwords) are common credentials used to
authenticate an end user or device. A standard, common certificate-based authentication
method is EAP-TLS. Multiple EAP methods have been defined, and each authentication
method has advantages and disadvantages [21]. The needs of individual deployments may
require use of a method supporting a specific type of user credential. IEEE 802.11 EAP
method requirements are defined in [22].

The benefit of the using EAP for authentication is that additional EAP types can be
easily defined and added to a system. Additional EAP types include EAP-SIM [23], which
reuses the mobile GSM authentication credentials, EAP-SRP [24], a secure password-based
method, and EAP-AKA [25], which uses symmetric key credentials. EAP-PEAP [26] is
similar to EAP-TTLS in concept, but tunnels only EAP-based authentication methods.

7.5.1 802.1X EAP Authentication

The EAP-TLS [18] protocol provides a mechanism for certificate-based mutual
authentication. Upon completion of successful EAP-TLS authentication, a secret master
key is known at the station and the RADIUS server. This key is subsequently delivered to
the authenticator (AP or MC) by the RADIUS server. EAP-TLS requires prior distribution
of client side and server side certificates via a secure connection. RADIUS Authentication
servers supporting EAP-TLS and certificate management capabilities are also required. A
simplified message diagram for EAP-TLS is shown in Figure 7.6. EAP authentication
messages sent to/from the station to the RADIUS Server transit the AP/MC.
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Figure 7.6: Simplified EAP-TLS message flow.
7.5.2 EAP-MD5

The EAP-MDS5 [19] authentication algorithm provides one-way password-based network
authentication of the client. It is expected to be used in 802.1X wired Ethernet switch
deployments. This algorithm can be used for wireless applications with no WLAN security
requirements. The impediment to using EAP-MDS5 in wireless LAN applications is that no
encryption keys are generated. Also, although the protocol can be used by the client to
authenticate the network, it is typically used only for the network to authenticate the client.
Finally, as the Disassociation message is not currently authenticated, a valid established
session can be hijacked by an attacker [27]. The message flow is shown in Figure 7.7.
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Figure 7.7: EAP-MDS5 message flow.

A

7.5.3 EAP-TTLS

EAP-TTLS [20] can be viewed as an interesting combination of both EAP-TLS and
traditional password-based methods such as Challenge Handshake Authentication Protocol
(CHAP) [28], and One Time Password (OTP). In this method, a TLS tunnel is first
established between the station Supplicant and the Authentication Server. The client
authenticates the network to which it is connecting by authenticating the digital certificate
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provided by the TTLS server. This is exactly analogous to the techniques used to connect
to a secure web server. Once an authenticated “tunnel” is established, the authentication of
the end user occurs. EAP-TTLS has the added benefit of protecting the identity of the end
user from view over the wireless medium, providing anonymity of the end user, a desirable
attribute. EAP-TTLS also enables existing end user authentication systems to be reused.
The simplified message protocol exchange for EAP-TTLS is shown in Figure 7.8.

7.5.4 IEEE 802.11 and RADIUS MAC Authentication

The IEEE 802.11 standard [8] supports two subtypes of MAC layer authentication services:
open system and shared key. Open system authentication is the default authentication
service and is used by a station to indicate its intent to associate with an Access Point.
802.11 open system authentication at the MAC level is used with upper layer 802.1X EAP
authentication. 802.11 shared key authentication provides the ability to verify that the AP
and the station share the same WEP key before 802.11 association. A challenge-response
protocol is used, and vulnerabilities have been identified. Shared key authentication is not
included in the Wi-Fi interoperability requirements and is not recommended for use.
RADIUS-based MAC authentication is a technique supported by most infrastructure
equipment. The MAC addresses of valid 802.11 devices are provisioned into the AP or
MC, and only traffic from these MAC addresses is allowed through the AP or MC.
Authentication is tied to the hardware that is used and not to the identity of the user.
Software does exist to change the MAC address of a wireless device, and thus MAC-based
authentication provides a only a very minimal level of access control to wireless networks.

7.6 Evolution, Standards, and Industry Efforts

The future growth of 802.11 WLANS requires interoperable, standards-based, evolvable
solutions that extend the features and security capabilities of 802.11 systems and also
support the bandwidth needs of 802.11n High Throughput systems. This section describes
security-related extensions under development at the time this chapter was written.

7.6.1 Security-related changes in the TGn High Throughput Amendment

The security-related changes in High Throughput systems are very limited. Pre-standard
High Throughput systems are being produced and deployed, and those that are WFA
certified require support for AES-CCMP based encryption only. The TKIP algorithm
requires computation of the MIC on the MAC Service Data Unit (MSDU), and encryption
of the MAC Packet Data Unit (MPDU), which is difficult to implement at extremely high
data rates. In addition, the design life-time of TKIP has been passed. Thus support of TKIP
at the High Throughput data rates is not required.

The TGn Draft 2.0 amendment [29] defines MSDU aggregation, that is, construction
of a frame payload with multiple concatenated MSDUs. One bit of the QOS field is used to
indicate the presence of the aggregated MSDU frame when Quality of Service (QoS)
mechanisms are used, and that bit must be included in the CCMP MIC calculation to
guarantee correct interpretation of a received frame.
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Figure 7.8: Simplified EAP-TTLS message flow.

7.6.2 Security-related changes in the TGr Fast BSS Transition Amendment

The TGr amendment adds use of AES-128-CMAC [30] as a MIC algorithm, used to
provide data authenticity of the data exchanged to establish Fast Transition security
associations. In the TGr Fast BSS Transition amendment, the contents of the 4-Way
Handshake messages, with additional optional Quality of Service information are
essentially overloaded into the 802.11 Authentication and Association frames. A new [EEE
802.11 Authentication type is defined for the Fast Transition protocol. The contents of
information elements included in the Authentication and Association frames are protected
using AES-128-CMAC. Also, the allowable MIC algorithms used with 4-Way Handshake
messages are extended to include AES-128-CMAC.

7.6.3 Security in the TGs Mesh Amendment

The TGs amendment will define mesh operation for IEEE 802.11 WLAN systems (also see
Section 16.4.5). New security mechanisms must be defined which authenticate Mesh Point
to Mesh Point links. Multiple credential types should be supported for authentication,
including pre-shared keys and digital certificates. While the first application of mesh
networks that typically comes to mind is to provide wireless connectivity between Access
Point devices, mesh functionality can be used to interconnect any set of WLAN devices.
Mesh applications for simultaneous peer-to-peer connections, particularly in the consumer
market, will require a simple pre-shared key authentication mechanism.

As of this writing, the proposed mesh authentication approach is to extend the IEEE
802.11 EAP based authentication and CCMP protection mechanisms to mesh applications
[31], as shown in Figure 7.9. While this approach has the benefit of using a familiar
authentication technology, it does require both authenticator and supplicant functionality to
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be present at each Mesh Point, requires a known Authenticator to be accessible to all Mesh
Points, and requires a new key hierarchy to be defined. It also requires a very orderly
progression of authentication, beginning with a designated Mesh Key Distributor Mesh
Point.

Mesh Point Mesh Point Mesh Point (4S Access)
: . Mesh Key Authentication
Supplicant
upplican Authenticator Distributor Server

'Peer Link Establishmen'
Capability Advertiseme
‘EAP Authentication ’ ‘ EAP Authentication ’ ‘AP Authenticat’

‘ Key Delivery From }
4-Way Handshake Key Distributor

‘Derive PTK '

4 Key Holder setup hanfishake >
Enable Supplicant to serve as Mesh Authenticator

Figure 7.9: EAP Authentication and Mesh Points.

In this illustration, the Mesh Key Distributor (MKD), (the device with access to the
Authentication Server), and the Authentication Server must be configured and the MKD
authenticated to the AS. Once the MKD is authenticated, a second device (the
Authenticator in Figure 7.9) initially takes on the role of the Supplicant, and authenticates
to the AS via the Mesh Key Distributor, which serves as its Authenticator. This device is
then authorized to function as an authenticator. Each subsequent Mesh Point that joins the
mesh then follows the scenario shown in Figure 7.9. The Supplicant Mesh Point first
establishes a wireless link to the Authenticator. The Authenticator Mesh Point facilitates
the EAP exchange between the Supplicant and itself, to authenticate the supplicant device
to the AS. The key derived from the Supplicant-AS authentication is delivered to the Mesh
Point Authenticator from the Mesh Key Distributor.

Management action frames are defined that are used by the Mesh Key Distributor and
each Authenticator Mesh Point, to transport the EAP messages across (potentially multiple)
mesh points. After a Mesh Point establishes a security association with an MKD, it can
receive key material and serve as a Mesh Authenticator for other Mesh Points.

A new key hierarchy is defined to support Mesh Point authentication, which includes
new keys used for distribution of keys from the MKD to new Mesh Points (see Figure
7.10).

A proposed alternative approach to continuing use of EAP authentication is termed
“comminus” and uses a Diffie-Hellman based authentication protocol, based on SKEME
[32]. The comminus authentication protocol provides a mutual authentication of equals, in
that there is no concept of Authenticator and Supplicant. It can be used with either digital



156 Wireless Local Area Network Security

certificates or pre-shared keys, and consists of a 4-message protocol exchange, proposed to
be instantiated as a new 802.11 authentication type. A reference implementation of
comminus is available at http://www.lounge.org/comminus.tgz.

Figure 7.11 uses the following definitions:

Na is a pseudo-random number chosen by the Initiator

Nb is a pseudo-random number chosen by the Responder

K is a secret derived from gab modp, the Diffie-Hellman shared secret
p is an authenticating key derived from K

w is a key-encrypting key derived from K

A to B is PRF(Nb, p|ga|gb|BSSIDa|BSSIDb, and

B to A is PRF(Na, p|gb|ga|BSSIDb|BSSIDa)

While comminus appears to be a simple and elegant approach, it has not been adopted
into the TGs draft amendment to date.
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Figure 7.10: Proposed Mesh Hierarchy.
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Figure 7.11: Comminus pre-shared key example.
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7.6.4 Security in the TGw Protected Management Frames Amendment

The IEEE 802.111 MAC Security Enhancements amendment defined security mechanisms
for IEEE 802.11 data frames, that is, frames carrying user data payloads. Subsequent
amendments, particularly the Radio Resource Management and Network Management
amendments under development define management action frames, which carry user-
related and system-related management information.

The TGw amendment was initiated to define mechanisms to protect selected
management frames. To date, the means proposed in the IEEE 802.11w amendment is to
extend AES-CCMP to protect directed (unicast) management action frames. A new
Integrity group key is defined, which provides AES-128-CMAC based data authenticity for
(a) broadcast and multicast management action frames, (b) broadcast Disassociation and (c)
broadcast Deauthentication management frames. Data authenticity is used, rather than
encryption to allow for “mixed” TGw and non-TGw station deployments. If the broadcast
and multicast management frames were encrypted, then only TGw-enabled client devices
could receive the secured frames.

Note that in the IEEE 802.11 security work to protect the link layer, frames are not
protected until keys and corresponding security associations are established. Thus the
contents of some frames, such as Beacon and Probe Response frames are not protected.

7.7 Wireless and Software Vulnerabilities

With the availability of strong link layer encryption and data authentication support with
the TKIP and AES-CCMP protocols, and support for strong EAP-based authentication
mechanisms, attackers are seeking alternative mechanisms that can be used to exploit
wireless networks. One such mechanism is to take advantage of software implementation
flaws in wireless devices.

7.7.1 Exploiting Wireless Device Drivers

As the attack community has discovered, some wireless device driver software has been
designed and implemented to comply with the requirements of the IEEE 802.11
specification, but without sufficient handling for malformed frames, or inappropriate
frames that violate the IEEE 802.11 state machine. For example, wireless station drivers
such as those written for Microsoft Windows workstations must process the data payload
portion of Beacon frames to extract information about available networks. The payload of
Beacon frames includes both fixed parameters which are strictly ordered and always
present, and tagged parameters or Information Elements (IEs) which can be in any order.
The data in tagged parameters uses the familiar type/length/value encoding format, as
shown in Figure 7.12.

Type | Length Value

1 byte 1 byte 0-255 bytes
Figure 7.12: Tagged Management Parameters Format.
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The SSID IE is always present in Beacon frames, formatted as “The length of the
SSID information field is between 0 and 32 octets. A 0 length information field indicates
the broadcast SSID” [8].

From reading this description in the 802.11 specification, a wireless device driver
developer could assume that the SSID information will never be longer than 32 bytes, since
32 bytes is the maximum described value. However, 32 bytes do not represent the potential
maximum size of the SSID. Since the length field of a tagged management parameter is an
8-bit unsigned value (as shown in Figure 7.10), the SSID length can range from 0 to 255
bytes. One attack against wireless drivers takes advantage of this assumption, as shown in
Figure 7.13.

Y
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Figure 7.13: Wireshark interpretation of a malformed Beacon frame.

In Figure 7.13, the Wireshark [33] traffic analyzer software displays the contents of a
Beacon frame, where the SSID IE length is set to the maximum potential value of 255
bytes. In one Windows XP wireless driver implementation, the driver software will attempt
to copy all 255 bytes of the SSID into a static 32-byte memory buffer, allowing the attacker
to overwrite other memory addresses with arbitrary data (e.g., the contents of the SSID),
and making it possible to execute arbitrary code of the attacker's choosing on the target
wireless device.

The implications of such an attack against wireless networks is significant, since it
represents an opportunity for the attacker to compromise wireless networks, even though
they may be using strong encryption and authentication mechanisms. In the specific case of
the malformed SSID IE in a Beacon frame, an attacker does not require any authentication
credentials to the wireless network nor does he need to manipulate clients into a state
where they will be expecting the delivery of Beacon frames. All the attacker needs is
physical proximity to the target wireless network to attempt to exploit vulnerable systems.
Further, since Beacon frames are sent to the broadcast address, an attacker can potentially
compromise multiple victims simultaneously with one transmitted frame.

Exploiting wireless driver vulnerabilities is an attractive attack technique for an
adversary for several reasons;

e No network access is required: The attacker does not require authenticated access to
the wireless network to exploit many of the reported driver vulnerabilities. Physical
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proximity to a vulnerable station is the only requirement for the attacker to take
advantage of these flaws.

e Applicable regardless of encryption or authentication selection: As of the time of this
writing, all of the reported wireless driver vulnerabilities take advantage of
unauthenticated management frames, which are present in all IEEE 802.11 wireless
networks, independent of a selected encryption mechanism or EAP type. With the
ratification of the IEEE 802.11w amendment, Deauthentication and Disassociation
frames will be protected, mitigating driver vulnerabilities that take advantage of these
frames. Unprotected management frames, including the Beacon, and Probe Response
frames, and control frames will still be potential targets for an attacker.

e  Maximum privileges on victim systems: In the Intel processor architecture model used
by modern Microsoft Windows operating systems and Mac OS X, the operating
system uses split privilege levels for core OS components (the kernel and hardware
drivers) and for user space applications (office productivity applications, web
browsers, etc.) This architecture is commonly known as the Intel processor ring
architecture, where core OS components run with the greatest privilege level (ring 0)
and userspace applications run in the least privilege level (ring 3). Most operating
systems do not make use of the varied privilege ring 1 or ring 2 levels.

This split privilege architecture is advantageous to users, since user space applications
only have a limited set of privileges when interacting with the system. A user space
application crash only crashes the application itself and does not affect other operating
system components. Core operating system components run with the greatest system
privilege levels in order to have access to the system hardware. Because wireless drivers
run in ring 0, they have complete access to the operating system components and all
hardware devices. This privilege level exceeds even that of the OS “administrator” account,
allowing any code execution supplied by the attacker to circumvent popular client security
mechanisms including firewalls, anti-virus scanners and host-based intrusion prevention
systems.

In order to take advantage of software flaws, an attacker must first discover a
vulnerability to exploit, or take advantage of a known vulnerability. The next section
describes how attackers identify wireless driver vulnerabilities.

7.7.2 Discovering Driver Vulnerabilities

Before being able to exploit a client driver, the attacker must first identify a vulnerability.
Typically, attackers and researchers will develop their own lab environments, potentially
mirroring the network they are targeting and wish to compromise, and will leverage their
own clients to discover and exploit vulnerabilities before attempting to exploit their desired
target. One vulnerability discovery technique is known as protocol fuzzing (fuzzing).

Fuzzing is a well-known technique in the research and attack communities, where
malformed input is created and sent to a target software process. The researcher looks for
and may intend for the process to fail by crashing, noting the data that was used to cause
the crash. Often, the ability to crash a software process gives the attacker the ability to
execute arbitrary code on the vulnerable system.
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Fuzzing begins with no preconceived notions on how the target software should
operate. By contrast, an engineer developing software to implement a protocol designs the
software to comply with the guidelines set forth (often in a standards document). Any
assumptions by the developer represent opportunities for an attacker to take advantage of
the system.

The use of fuzzing tools has been a popular technique in the discovery of
vulnerabilities in software, targeting many different protocols such as ISAKMP, Windows
RPC, SNMP, FTP, image file formats and many others. Fuzzing tools have recently started
to gain commercial appeal for software vendors who wish to test the robustness of their
software products with offerings from companies such as Mu Security [34] and
Codenomicon [35].

When using fuzzing techniques, the attacker or researcher selects the target software
to evaluate and uses targeted or focused fuzzing with selected aspects of the protocol. In
IEEE 802.11 wireless driver fuzzing, the researcher may use a focused approach and limit
fuzzing tests to a specific frame type, or even a specific element of a selected frame type.
Alternatively, the researcher may adopt a broad fuzzing approach, supplying random
information in the payload and even the header of an IEEE 802.11 frame before sending it
to the target system. The application of focused or broad fuzzing techniques is examined
later in this section.

The tools for wireless device driver fuzzing are currently a mix of public and
privately-developed tools. One example of a public 802.11 fuzzing tool is fuzz-e developed
by Jon Ellch [36]. The fuzz-e tool is an example of a broad 802.11 fuzzing tool, supplying
random information in the payload and header of IEEE 802.11 management frames. Fuzz-e
also includes a mechanism to assert the availability of the target system to identify when
one or more malformed frames cause the target system to crash, allowing the researcher to
run this tool in an unattended fashion.

With fuzz-e, the adversary does not need to have a detailed understanding of the IEEE
802.11 MAC layer. With a target device and a fuzzing client, the researcher runs fuzz-e
with the desired parameters and waits until fuzz-e has caused the wireless driver software
to fail.

Another tool that can be used for fuzzing is file2air [37]. File2air takes an input
binary file representing the contents of an IEEE 802.11 frame and sends it to the identified
target. While not written as a fuzzing tool, file2air transmits any data that is identified, so a
researcher could create several binary file “test cases” representing focused fuzzing targets.

Figure 7.15 illustrates an example of an IEEE 802.11 Probe Response frame that has
been modified with an unusually long supported data rates field, where the data in the
supported rates tagged parameter is a series of 0x41 (“A”) values. Using file2air, this frame
can be transmitted to a specified destination as shown in Figure 7.16.

A third tool used for wireless driver fuzzing is Scapy [38], an extension to the Python
scripting language. As an option to bridge the gap between the overly broad targeting used
by the fuzz-e tool and the very narrow targeting used in file2air, a researcher can quickly
develop Python scripts to create and transmit IEEE 802.11 wireless frames with arbitrary
content, exploring how a target station reacts to malformed input. A sample Python/Scapy
802.11 fuzzing script is shown in Figure 7.17.
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# ./fuzz-e -P rausbho -A -T © -5 5 -1 wifi0 -f pcap-out.dump -c
0 -R -E logging.txt -D dest-addys.txt

fuzz-e <johnycsh@gmail.com=

Reading in destination addys.

00:13:CE:55:98:EF

----fuzz-e-cfg summary----

Autonomous mode: 1

type value: o]

subtype value: 5

random times: 1
DestF1lename dest-addys.txt
Event Log logging.txt
MNum Hosts 1

00:13:CE:55:98:EF

00:13:CE:55:98:EF maps to 172.16.0.108
PING 172.16.0.108 (172.16.0.108) 56(B84) bytes of data.
From 172.16.0.110 icmp_seg=1 Destination Host Unreachable

- 172.16.0.108 ping statistics ---
1 packets transmitted, O received, +1 errors, 100% packet loss,

ping returned 256
Host [00:13:CE:55:98:EF / 172.16.0.108] 1s Down.

Figure 7.14: Probe Response fuzzing with fuzz-e.

$ xxd proberesp.bin

0000000; 5000 330l 0020 ab4f 0140 0011 926e cfe@ P.:.. .0.@ ..n..
0000010: 0011 926e cfOO 2004 495f 5159 3200 @O0 ...n.. .I_OYZ...
D000020: 6400 2104 0007 4cd45 4150 4ed5 5401 ©841 d.!.. LEAPNET..A
D000030: 4141 4141 4141 4141 4141 4141 4141 4141 AAAAAAAARAAAAAAA
0000040: 4141 4141 4141 4141 4141 4141 4141 4141 AAAAAAAARAAAAAAA
D000050: 4141 4141 4141 4141 4141 4141 4141 4141 AAAAAAAAAAAAAAAA
0000060: 4141 4141 4141 4141 4141 4141 4141 4141 AAAAAAAAAARAAAAA
DODOD70: 4141 4103 010b AMAL .

Y |

Figure 7.15: Hex interpretation of a malformed Probe Response frame.

# fileZair -1 ath6 -t -n 1000 -r madwifing -f proberesp.bin -d 00:13:ce:55:98:ef
fileZair v1.0RC4 - inject 802.11 packets from binary files <jwright@hasborg.coms|
Transmitting packets ... Done

# ]

Figure 7.16: Using file2air to transmit the proberesp.bin file contents.

In this Python script, the Scapy fuzz() function supplies random information for the
input values that are not specified. Used within the while() loop, the script will use the
well-formed packet options specified in the “basep” packet object (consisting of the IEEE
802.11 header, the Probe Response frame fixed payload, the SSID IE and the DS parameter
set IE), appending randomized information selected in the fuzz() function for the supported
data rates IE. Looping after 20 packets (after a delay or .1 seconds for each packet), this
script will continue to supply random information in the supported data rates IE, sending
the Probe Response frames to the specified destination MAC address.
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#1/usr/bin/python

# Import the sys and scapy modules needed for various functions
import sys

from scapy import *

target = ""00:09:5B:64:6F:23"
ap = "00:40:96:01:02:03"
conf.iface = "wlan0"

# Base packet object "basep'. Creating a standard 802.11 frame
# and specify the content
basep = Dotll(

proto=0, type=0, subtype=5, # Probe response frame
addril=target, addr2=ap, addr3=ap, # sent to target from AP
FCfield=0, SC=0, I1D=0) # other fields set to O

# Append the probe response fixed payload contents next
basep /= DotllProbeResp(

timestamp = random.getrandbits(64), # Random BSS timestamp
beacon_interval = socket.ntohs(0x64), # byte-swap Bl, ~.10 sec
cap = socket._ntohs(0x31)) # AP/WEP/Short Preamble

# Next, add an Information Element, fixed SSID conent
ssid = "fuzzproberesp™
basep /= DotllENt(1D=0, len=len(ssid), info=ssid)

# Append the DS parameter set IE, channel 1
basep /= DotllEIt(1D=3, len=1, info="\x01")

while 1:
# Fuzzing on the supported rates IE. Use the basep packet
# repeatedly, changing the supported rates IE after 20 packets
tmpp = basep
# fuzz() fills in missing arguments with random data
tmpp /= fuzz(DotllEIt(1D=1))
# Send a packet every 1/10th of a second, 20 times
sendp(p, count=20, inter=.1)

Figure 7.17: Sample Python script using fuzzing on the data rates parameter.

Using Python and Scapy for 802.11 driver fuzzing requires some knowledge of the
Python scripting language, but allows the researcher to quickly develop scripts that can be
broad or narrow in fuzzing scope. Due to the unpredictable nature of the random
information that is generated and sent to the target station, the fuzzing process will
typically be accompanied by a packet capture process that is stopped when the fuzzing
process produces a target crash. After the crash, the researcher can review the packet
capture logs to identify the exact content that caused the crash.

Another mechanism used in identifying driver vulnerabilities is to apply reverse-
engineering techniques to the driver code. Reverse-engineering tools examine the binary
driver and represent it in the native assembly language instructions that represent the driver
functionality. This process gives the researcher the ability to inspect the functionality of the
driver to identify potential bugs or vulnerable function calls used throughout the code.

Several popular tools are available to aid the researcher in analysis of driver software
instructions, including the IDA Pro disassembler [39]. Using IDA Pro, an attacker can
automate some analysis activities to look for vulnerable driver functions. Figure 7.18 is an
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example of the IDA Pro disassembler used for the analysis of a buffer overflow when
handling a SSID IE with a SSID longer than 32 bytes.

Ei DA View-A EIRX]
ext 00810314 -~
ext 00810314 loc 1D314: ; CODE XREF: sub 1D206+1081§

* ext:0081D314 ROy al, [eax+edi+8FCBCh]

* ext: 00810310 mov [ebx+*4%h], al

* ext:08681DI1LC movzx  ax, byte ptr [esii?]

* ext:008681D0323 movzx  c©x, byte ptr [esisf]

* ext:0086810328 push a

* ext:008681D032A push [ebprvar_C]

* cxt: 006810320 push [ebp+var_108]

* ext:0061D320 shl cax, 8

* ext:00681D332 add Cax, CCX

* ext:0801D335 now [cbx+2nh], ax

* ext:006810339 call sub_318D0

* ext:0061D3I3E test eax, eax

* ext:0861D3%0 jz loc_1D2AE

" ext:00681D3NW6 ROy cl, [eax+1] 3 SSID IE offset + 1 = length byte?

" ext:0081D3IN0 now [ebx+6], cl

" ext:0081D3LC mouzy  ecx, cl ; Length of data to copy

" ext:00081D3ILF lea esi, [eax+2] ; Data te be copied

* ext-00010352 mou eax, ec¥ ; Save the length fFor later

* extIUUWIDELY shr ecxy, ¥ ; divide ecx by 4, DWURD size

© et T HHIIDES 7 Ira edi, [phx+/] ; Destinatinn Incatinn an the srack

* BXT IMMHIDESA RN MNUSH 3 mAmMCpY

* AXT T HUHIDASLE moy pCX, PAX

* pxrzAAMDASF and Pex, 3

* et :AAMIDAAT PR mAush

* eXt:0081D363 noy esi, [ebp+var_c]
< *
00000354 00010354: sub_1D2064-14E

Figure 7.18: IDA Pro disassembly of wireless driver function.

Once a crash is identified, the crash result information can be investigated to identify
if it is possible to turn the crash into a more useful exploit for the attacker. This is not a
trivial process, and often requires many hours of experimentation and analysis before
developing an exploit that can be used against a vulnerable station. Once the exploit has
been developed, however, it can be used by any adversary and integrated into generic
exploit frameworks.

7.7.3 Exploiting Driver Vulnerabilities

As of this writing, the majority of wireless driver exploits have been integrated into the
Metasploit [40] framework. Metasploit is a framework to leverage software exploits with a
variety of payloads and encoding options to aid in system penetration testing. While it
takes significant skill to develop exploits discovered through driver fuzzing or reverse
engineering analysis, the integration of the exploit into Metasploit makes it very
straightforward to compromise vulnerable systems.

Figure 7.19 demonstrates an example of Metasploit using a Windows driver exploit
targeting a popular driver. Once an exploit is selected with the Metasploit “use” command,
the attacker can select from a variety of payloads supplied by Metasploit. The payload
represents the code that will be executed on the target system once it is exploited.
Metasploit includes over 100 different payloads that can be used with almost any exploit,
including the ability to open a listening port returning a Windows CMD shell on the target
host, to uploading and starting a remote console management interface using the Virtual
Network Computing (VNC) protocol. In Figure 7.18, Metasploit is configured to use the
Windows/Adduser payload, which creates a new user with Administrator privileges on the



164 Wireless Local Area Network Security

target system. The INTERFACE and DRIVER parameters are used to identify the wireless
card on the attacker’s system that will deliver the exploit; PASS is used to specify the
password for the attacker’s account.

Using Metasploit, an attacker can take advantage of vulnerable systems using the
exploits and payloads available in this framework. This increases the risk to organizations
that have not updated vulnerable drivers, since it allows a significantly larger population to
take advantage of these vulnerabilities, as opposed to the population who is capable of
developing the exploit.

7.7.4 Mitigating Driver Vulnerabilities

While the remedy for addressing driver exploits (namely, updating vulnerable drivers to
fixed versions) is simple, implementing it is often difficult. Organizations with a mixed
environment of hardware may have to address driver vulnerabilities for multiple wireless
device providers. In some cases, even the same hardware devices may have different
internal wireless cards, making it difficult to assess the vulnerability posture of the
network.

Another concern for sufficiently mitigating driver vulnerabilities is the need to stay
actively informed as to the status of vulnerable driver vendors and driver versions. In some
cases, wireless card manufacturers are reluctant to widely disclose serious vulnerabilities in
a product, which may make it difficult for an organization to assess vulnerabilities. One
resource that attempts to make this information openly and widely available is the Wireless
Vulnerabilities and Exploits (WVE) [41] project.

WVE is a vendor-neutral project aiming to clearly identify and classify wireless-
related vulnerabilities, including software flaws. By monitoring the resources at
WWW.WVve.org, organizations can stay abreast of new vulnerabilities in wireless network as
they are discovered.

msf v3.0-beta-dev
178 exploits - 104 payloads
17 encoders - 5 nops

ES
o

30 aux
mst = use windows/driver/k o wifi_ssid
mst exploit(" o wifi_ssid) = set PAYLOAD windows/adduser
PAYLOAD == windows/adduser
mst exploit(h ‘oom_wifi_ssid) = set INTERFACE wifio
INTERFACE == wifi0
msf exploit(s foem wifi_ssid) = set DRIVER madwifing
DRIVER == madwifing
msf exploit(b ===wm wifi_ssid) = set PASS moo
PASS == moo
msf exploit(} = ¢« wifi_ssid) = exploit

[*] Sending beacons and responses for 60 seconds...

Figure 7.19: Metasploit example using a wireless driver exploit.
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Once a vulnerability in a wireless driver is known, an organization must enumerate all
the wireless drivers in use throughout their network to identify vulnerable stations. A free
tool designed to help organizations in this process is the WiFi Driver Enumerator
(WiFiDEnum) [42].

WiFiDEnum accepts a range of IP address targets, and connects to Windows hosts
with administrator credentials to access the system registry. By examining registry
information, WiFiDEnum identifies all the wireless drivers installed on the host, and
correlates the version information to a database of known driver vulnerabilities, reporting
drivers that are vulnerable to known exploits. Using WiFiDEnum, an authorized
administrator can scan all Windows hosts on the network to identify vulnerable systems.
The results of a single-host scan are shown in Figure 7.20.

Once a scan is complete, WiFiDEnum can generate a report identifying all the
vulnerable drivers with links to information on how to address the vulnerabilities, as shown
in Figure 7.21. WiFiDEnum is available at http://labs.arubanetworks.com.

Identifying wireless driver vulnerabilities on wireless client devices is currently a
fruitful avenue for attackers who wish to take advantage of wireless LAN environments.
These techniques are not only applicable to IEEE 802.11 wireless LAN environments, and
several exploits have been identified that take advantage of Bluetooth wireless
environments [43]. It is expected that this trend will continue into other wireless
environments such as WiMAX and WUSB.

A Aruba Networks - WiFi Driver Enumerator E|§|@
File Help

Select Targets

& Hostrame  [10.0.1.240)

" |P Address | - |

Start Scan | Beport | Clear Repart | Cuit

Adapter. Wireless Metwork Connection 10

Provider/Desc: Linkays/Linksys Wireless-G ISE Metwark Adapter
Dirivver Path: C:AWINDOWS vepstem325DRIVE RS t2500ush. sy
Ciriwer Yersion: 2.1.0.0

Drriwer Date; 10-17-2005

Adapter; Wirelesz Metwork, Connection 11

Provider/Desc: METGEAR/METGEAR MAS2T 802,11k Wirelezs PC Card
Drriver Path; C:WWINDOWS vapstem 325 DRIVERS WAS2Tnd5.5%5

Driver Wersion: 5.148.724.2003

Crriver Date: 7-24-2003

CVE: CWE-2006-5059

Adapter: Wirelezs Metwork Connection 9
Provider/Desc: Siemens/Siemens SpeedStream Wireless PC Card
Driver Path: C:WwWINDOWS \spstemnmZ2\DRIVERSVSSCPCHD S sps P

Ready

Figure 7.20: WiFiDEnum scan results.
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Figure 7.21: WiFiDEnum scan report.

While attackers are currently focused on exploiting wireless client vulnerabilities as
long as these activities continue to identify vulnerable and exploitable client systems, the
techniques are not limited to identifying client vulnerabilities. It is assumed that attackers
will also use these same techniques to identify and exploit vulnerabilities on access points
as well. Further, it is conceivable for an attacker to exploit other devices on the network,
such as RADIUS servers providing EAP authentication, by investigating and targeting
vulnerabilities that may exist in the handling of malformed EAP frames. Many of the
advantages of attacking client systems still apply to attacks against the EAP exchange,
including the ability to communicate with an organization's RADIUS server with no
authentication credentials for IEEE 802.1X environments.

7.8 Wireless Intrusion Detection

In reaction to the stream of vulnerabilities and exploit tools designed to compromise the
integrity, availability and confidentiality of wireless LAN environments, many vendors
have produced wireless LAN intrusion detection systems (WIDS), also known as wireless
LAN intrusion prevention and detection systems (WIPDS). These systems can provide
significant value to organizations, accommodating an additional layer of security through
detection and attack countermeasures techniques.

7.8.1 Deployment Models

Several approaches have been applied to the deployment of WIDS systems, offering
organizations flexibility in the selection and implementation of WIDS solutions. Two
models have emerged as the dominant deployment models as a network overlay, and as an
integrated solution.
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7.8.1.1 WIDS Overlay Deployment Model

In an overlay deployment model, the organization deploys dedicated “air sensors” that
passively collect traffic from one or more wireless interfaces. This approach gives
organizations visibility into the events on the wireless spectrum within range of any
deployed wireless sensor. In this model, the vendor supplying the wireless sensors and
supporting architecture is not an integral part of the wireless network and the sensors do
not service any legitimate client devices; rather, the sensors passively listen to the events
on the wireless network and use various analysis techniques to identify attacks.

The overlay deployment model has several advantages for an organization, including
the ability to deploy a monitoring solution that is separate from the wireless transport
provider. In this model, if a vulnerability is discovered in the transport network
implementation equipment, the organization can leverage the overlay WIDS product to
monitor for the vulnerability. Overlay deployment models are also useful in the
enforcement of “no-wireless” environments, allowing organizations to monitor for the
presence of unauthorized wireless devices. Often, overlay solutions offer the most
comprehensive analysis capabilities, since the vendors offering these systems focus solely
on WIDS features without the need to also offer IEEE 802.11 transport capabilities.

A disadvantage of the overlay deployment model can be cost; organizations must
deploy wireless sensor devices in all areas that require WIDS monitoring, which can be
costly in terms of hardware and supporting infrastructure (cabling, power over Ethernet
adapters and wired switch ports). The lack of integration with the transport network can
constrain the analysis capabilities of the overlay model, since the overlay WIDS system can
only assess layer 1 and layer 2 traffic characteristics without knowledge of dynamic
encryption keys.

7.8.1.2 WIDS Integrated Deployment Model

In an integrated deployment model, the organization relies on the same devices that are
supplying wireless access (access points or APs) to also perform intrusion detection
services. In this model, the access point operates as both a transport provider, and as a
WIDS sensor, identifying and reporting attacks.

The integrated deployment model is often a more cost-effective solution for
organizations that are already deploying WLAN environments, since existing devices can
also perform WIDS analysis. As an integrated part of the IEEE 802.11 network, this
deployment model has knowledge of dynamic encryption keys, allowing it to analyze not
only layer 1 and layer 2 traffic characteristics that are unencrypted, but also to analyze
upper-layer protocol characteristics as well.

A disadvantage of the integrated deployment model is the lack of resources the
integrated device has to dedicate to WIDS analysis. Unlike the overlay model, the
integrated model must provide service and analysis capabilities, restricting the AP's ability
to devote available CPU and memory resources to monitoring tasks. An AP servicing users
is also constrained to monitoring the frequency for which it is servicing users. This
prevents the integrated model AP from scanning other frequencies as freely as the overlay
device that does not provide AP service to users.



168 Wireless Local Area Network Security

It should also be noted that some vendors implement hybrid deployment models,
leveraging deployed AP's for monitoring in the integrated model, while offering dedicated
sensors that can be deployed in the overlay model.

7.8.2 Analysis Techniques

Regardless of the deployment model, WIDS systems have several mechanisms, including
signature analysis, trend analysis and anomaly analysis that can be used to identify attacks
against the wireless network.

7.8.2.1 Signature Analysis

Signature analysis is a common technique used in nearly all intrusion detection systems
where the analysis units identify predefined patterns or signatures in wireless traffic that
indicates the presence of an attack.

For example, consider the attack tool ChopChop [44]. Designed to exploit
weaknesses in the WEP Integrity Check Validation (ICV) mechanism, ChopChop allows
an attacker to decrypt WEP frames one byte at a time by using the AP as a decoder,
repeatedly transmitting malformed frames until the AP responds with a valid frame. In
order to manipulate the AP into transmitting a frame, ChopChop transmits the manipulated
frame with a multicast destination address, as shown in Figure 7.22.

In frame 869, we see the attacker impersonating the legitimate station at
00:04:23:63:88:d7, using the destination MAC address ff:2d:8d:24:bc:15. While this is a
legal multicast MAC address, it is unusual for multicast addresses to begin with 0xff. In
frames 817 and 873, the attacker modifies the 6™ octet of the destination address with the
values 0x0a and 0xOb. In frames 875 and 877, the 5™ octet of the MAC address as well as
the 6" octet of the MAC address in what appears to be a sequential pattern.
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= IEEE 802.11
Type/subtypa: Data (32)
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Figure 7.22: Wireshark interpretation of the ChopChop attack.
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Using signature analysis techniques, a WIDS system could generate an alert with the
following conditions:

e  First byte of the destination MAC address is 0xff;
e Frame type is 1 (data) and subtype is O (data);

o Flags byte is 0x41 (protected, To DS bits set);

e  WEP initialization vector is present.

This signature can be expressed in a Wireshark display filter, as shown in Figure 7.23.

wlan.da[0:1] eq ff && wlan.fc.tods eq 1 && wlan.fc.fromds eq 0 &&
wlan.fc.type subtype eq 32 && wlan.wep.iv

Figure 7.23: Wireshark display filter to identify ChopChop activity.

Using this method of signature analysis, a WIDS system could easily identify this
attack, while likely mitigating false-positive events. This highlights the major benefit of
signature analysis; that signature analysis requires few resources to identify an attack, and
signatures can be developed rapidly.

Unfortunately, while signature analysis is a useful feature to identify attacks where
the adversary is using an unmodified attack tool, a cautious attacker may be successful in
evading the attack with simple modifications to the attack tool. Figures 7.24 and 7.25 show
the original source and a minor modification to ChopChop, respectively.

481 // prepare the dmac

482 randomMAC(dmac) ;

483 if (smac) dmac[0]=0; // unicast

484 else dmac[0] = Oxff; // multicast

485 dmac[1] = dmac[1l] & Ox7f; // not FF_fF:FF-FF:_FF:FF

Figure 7.24: Source code excerpt from chopchop.c, original.

481 // prepare the dmac

482 randomMAC(dmac) ;

483 if (smac) dmac[0]=0; // unicast

484 else dmac[0] |= 0x10; // multicast

485 dmac[1] = dmac[1l] & Ox7f; // not FF_ff:FF-fF:FF:ff

Figure 7.25: Source code excerpt from chopchop.c, modified.

In Figure 7.24, line 484 sets the first octet of the destination MAC address to Oxff,
causing the frame to be recognizes as multicast traffic, as we observed in the Wireshark
capture displayed in Figure 7.22. Figure 7.25 changes this line to retain the leading random
MAC address byte generated in line 482, but sets the most-significant bit which also marks
this frame as multicast data. Using this trivial modification to the attack tool, an adversary
could evade simple signature analysis mechanisms.

7.8.2.2 Trend Analysis
Another analysis mechanism commonly used by WIDS systems is trend analysis, or

analyzing events on the wireless network over a period of time. Using trend analysis, a
WLAN IDS analyst can apply signature-based analysis mechanisms to each event that is
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observed by the monitoring agent, raising an alert when a trend of events is characterized.
For example, consider the packet trace information presented in Figure 7.26 generated with
the fakeap tool [45].

1 3.118933 00:90:96:8d:af:8a -> fr-fr-fr.fr-ff:ff Beacon
frame, SN=2046,FN=0, B1=100, SSID: "trude" "Current Channel: 5"
wlan_mgt.fixed.timestamp == "0x0000000000019276""

2 5.219032 00:40:ae:76:4d:bc -> - fr-fr-fF.fF.fF Beacon
frame,SN=2071,FN=0, B1=100, SSID: “Lilaea™ “Current Channel: 4"
wlan_mgt.fixed.timestamp == "0x00000000000192E4""

3 7.411628 00:04:76:ed:64:91 -> fr-fr-fr-fF-ff:ff Beacon
frame, SN=2091,FN=0, BI1=100, SSID: "urim” "Current Channel : 2"
wlan_mgt.fixed.timestamp == "0x00000000000323BD"*

4 11.466788 00:80:0f:bc:f6:fc -> - fr-fr-fF-fF.fF Beacon
frame, SN=2128,FN=0, BI1=100, SSID: "costly" "Current Channel: 4"
wlan_mgt.fixed.timestamp == *"0x00000000000192D3""

5 13.535755 00:40:96:6d:1b:f3 -> fr-fr-fr.fr-ff:ff Beacon
frame,SN=2147 ,FN=0, BI=100, SSID: ‘‘prometheus" "Current Channel: 1"
wlan_mgt.fixed.timestamp == "0x00000000000192B5""

Figure 7.26: TShark interpretation of fakeap attack.

This trace displayed with the TShark tool indicates the presence of several unique
BSSs, each with a unique network SSID. Careful inspection of this trace reveals that the
even though each of the beacon frames are reportedly from unique source MAC addresses,
the BSS timestamp is consistently a very small value. Since the BSS timestamp is a 1
microsecond counter that indicates how long the AP has been online, the only legitimate
case for this packet capture is for each of these AP's to have been online less than .2
seconds (frame 3).

This behavior is the result of the fakeap tool, designed to impersonate a list SSID
names with random MAC addresses, signal levels and channels. With signature analysis, it
would be possible to write a rule to flag any AP's with a very small BSS timestamp, but
this technique would generate multiple false-positives each time an AP rebooted and
naturally reset the BSS timestamp to zero. Through using trend analysis however, the
WIDS analyst can raise an alert when multiple unique BSSs are identified with very small
BSS timestamp values, preventing excessive false-positives.

While trend analysis is useful for WLAN attack analysis, it must be implemented
carefully to avoid attacks that target the WIDS system itself. Consider the packet trace in
Figure 7.27.

In this example, we see a steady stream of Beacon frames from the same source
address (with the exception of frame 21, which is advertising an alternate SSID). We can
further determine that the standard Beacon interval has been applied (BI=100) indicating
that only 10 beacons should be transmitted per second. Matching the Beacon interval
advertisement to the time distribution pattern for these frames indicates that more beacons
are being transmitted than is otherwise appropriate for this network, which would be
grounds to raise an alert.
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Figure 7.27: Wireshark interpretation of a Beacon frame flood.

as caprured)

When implementing an alert of this type, the analyst may choose to allocate a block
of memory for each unique BSSID to track the advertised Beacon interval versus the
number of actual frames observed. An attacker could choose to try to exhaust memory
resources on the WLAN monitoring agent by flooding the network with Beacon frames,
each having a different BSSID address and requiring an individual portion of memory for
trend analysis. WLAN IDS vendors must use caution not to expose themselves to resource
exhaustion attacks in these cases that could give the adversary the ability to render the
monitoring system ineffective.

7.8.2.3 Anomaly Analysis

A third technique that is valuable for WIDS systems is the use of IEEE 802.11 anomaly
analysis. Using a baseline of known behavioral characteristics for wireless devices,
anomaly analysis allows organizations to obtain one method of 0-day or "unknown attack"
detection capabilities by identifying traffic characteristics that deviate from normal
operating behavior.

For example, several popular consumer wireless cards have been show to be flawed in
the handling of the Supported Rates information element. The format of this information
element is described in [8] section 7.3.2.2, where the information field is between 1 and 8
bytes in length. Consider the packet capture shown in Figure 7.28, generated with the
Metasploit 3.0 Framework.

Using this technique, researchers have discovered that is it possible to compromise
vulnerable devices with a long supported rates IE field. Through IEEE 802.11 anomaly
analysis techniques, it was possible to identify this attack before this vulnerability was
discovered by monitoring for inappropriate use of this information element.
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Figure 7.28: Wireshark interpretation of a malformed supported rates element.

While anomaly analysis can be beneficial for unknown attack detection, it does little
to help the organization reacting to the alert to assign a criticality index to the event. Since
the WIDS system does not recognize the event as a particular kind of an attack, it can do
little to describe the potential impact to the organization with any degree of confidence.
WIDS analysts must perform their own analysis with whatever information if available on
the targeted device and the information provided by the WIDS system to evaluate the
criticality of the event.

7.8.3 Upper-Layer Analysis Mechanisms

An emerging technique in improving the quality of WIDS analysis mechanisms is the
integration of network-based IDS (NIDS) systems WIDS capabilities. Historically, WIDS
systems have predominately focused on analyzing wireless events from users outside of the
organization, leaving insider attack analysis to upstream NIDS devices such as Snort [46].
While NIDS systems provide tremendous analysis capabilities to identify attacks on the
wire, they are seldom positioned to be able to characterize attacks that happen between
users on the wireless network.

Figure 7.29 illustrates a common deployment example of using a NIDS system to
monitor activity on WLAN. By configuring the network switch to forward a copy of all
network activity to the NIDS system, all traffic going to the upstream network through the
network switch will be mirrored and assessed by the NIDS. However, this monitoring
mechanism does not accommodate monitoring traffic that remains within the AP that is
shared by the attacker and other users. By directing upper-layer attacks to other users on
the same AP, the attacker can evade the NIDS system and preserve a significant degree of
stealth in the attack.
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Figure 7.29: NIDS Monitoring Deployment Detection Example.

The need for integrated WIDS and NIDS monitoring systems is becoming more
apparent as wireless attacks begin to cross functional boundaries between layer 2 and layer
3. For example, the KARMA attack [47] manipulates client systems by responding to all
Probe Request frames regardless of the desired SSID, allowing an attacker to impersonate
all access points within range of the selected channel. Once the victim station roams to the
KARMA attacker, the attacker establishes a "fake" network environment, responding on
behalf of any requested server for any service in an attempt to collect sensitive
authentication credentials. KARMA is also deployed with the Bring Your Own Exploits
(BYOX) model, where an attacker can automate the process of targeting various exploits
against victim systems.

In the KARMA attack, the victim station roams from a legitimate AP to the KARMA
attacker. This process may appear to a WIDS system a simple network roaming event,
since the WIDS system is not inspecting upper-layer traffic patterns that characterize the
true nature of the network impersonation and BYOX attacks launched by KARMA. A
NIDS system would also be unaware of this attack, since the traffic remains on a wireless
environment and does not traverse a boundary monitored by a NIDS sensor.

In order to adequately address insider wireless attacks and attacks that cross
functional boundaries between layer 2 and layer 3 environments, some vendors are
deploying integrated monitoring solutions where the WIDS system is able to communicate
with NIDS systems for comprehensive monitoring capabilities. One example of this model
is the integration of the Snort NIDS system with the Aruba Networks Mobility Controller
(MC) architecture [48]. In this deployment model, the MC communicates with a designated
Snort sensor after inspecting and decrypting all wireless traffic through the knowledge of
dynamic encryption keys used on the network. Using the Snort alert aruba action output
plugin [49], the NIDS administrator can designate events that characterize unauthorized
activity using the Snort rules language, and communicate back to the MC to manipulate
wireless user network privileges accordingly.

7.8.4 Wireless Countermeasures

Many WIDS providers also provide one or more mechanisms to mitigate the effectiveness
of attacks on the WLAN. Commonly referred to as wireless countermeasures, or wireless
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intrusion prevention services, these features are often attractive to organizations since they
can automate the process of responding to attacks to minimize the impact to organizations.

While each vendor will characterize their wireless countermeasure techniques as
unique in their own perspective, common implementations include adversary denial of
service attacks and role-based access control measures.

7.8.4.1 Adversary Denial of Service

Early in the history of attacks against 802.11 wireless networks, attackers identified
weaknesses in the handling and verification of 802.11 management and control frames.
This allows attackers to implement numerous denial of service (DoS) attacks against
wireless networks, often impersonating as a legitimate station or access point by
transmitting spoofed frames. A brief summary of IEEE 802.11 DoS attacks is summarized
in Table 7.1.

Table 7.1: Summary of common IEEE 802.11 DoS attacks.

Name Description
RF Jamming A basic technique using commodity RF jammers or even popular IEEE 802.11
wireless cards to interfere with the legitimate use of shared spectrum space.
Deauthenticate, | An early technique where the attacker sends spoofed Deauthenticate or
Disassociate Disassociation frames on behalf of the AP or a victim station, causing the
Flood recipient to believe the source has disconnected from the wireless network.
Associate A technique where the adversary spoofs association request frames from
Flood random station addresses, attempting to force the AP to run out of association
identifiers, forcing it to stop servicing new clients.
Network Leverages request-to-send or fragmented data frames to reserve the wireless
Allocation medium for the maximum duration value (32,767 usec), forcing other stations
Vector to wait for the reservation period to end before transmitting. An attacker who
Reservation transmits these frames at a rate greater than 31 frames per second can sustain
Flood the attack and prevent all users from accessing the medium.

While these attacks are well-known to the IEEE 802.11 Working Group, and will be
partially addressed with the IEEE 802.11w amendment, WIDS vendors have been able to
detect these attacks and prevent adversaries from using unauthorized network resources.
The deauthenticate and/or disassociate flood DoS attack is commonly implemented as a
rogue AP countermeasure technique. In this model, a WIDS sensor that characterizes an
unauthorized AP that is connected to the organization's LAN can mark the device as a
rogue AP. When an unauthorized user attempts to access the rogue AP, the WIDS system
impersonates the rogue AP and possibly the unauthorized station and sends deauthenticate
messages to both parties, forcing them to disconnect from the network. Sustaining this
flood of deauthenticate frames prevents the unauthorized station from accessing the
network through the rogue device.

This mechanism can be a valuable feature for organizations; however, it can also
disclose sensitive information about the nature of the WIDS system.. Once a passive
analysis mechanism, the transmission of deauthenticate frames allows an attacker to
characterize the vendor selected for WLAN IDS monitoring through the use passive device
fingerprinting techniques [50]. If an attacker is able to identify the vendor who supplies
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WIDS services, the attacker may be able to modify their attacks in such a way to avoid
detection, or to attack the WIDS service itself.

7.8.4.2 Role-Based Access Control Measures

A distinct advantage for integrated deployment model vendors is the ability to implement
role-based access control mechanisms for wireless users. Since the integrated WIDS
vendor is also servicing the client users, it is in a position to grant or deny any network
resources as designated by the network administrator, or to apply policies such that access
is revoked if unauthorized activity is detected. This can be powerful WIPS mechanism for
organizations, allowing an enterprise network to design roles that grant only the necessary
access privileges for the applications in use.

When deploying role-based access control measures, however, organizations should
be cautious not to expose themselves to DoS attacks from malicious activity. If an attacker
is able to identify the conditions that trigger a privilege revocation event (such as using an
unauthorized file-sharing application), they may leverage this condition to sustain a DoS
attack against multiple users. This is mostly a concern for open wireless networks, where
any unauthorized attacker can impersonate legitimate stations without knowledge of
encryption keys used on the network.

WIDS systems can provide a tremendous degree of value to organizations for
monitoring and reacting to attacks against IEEE 802.11 WLANSs. By themselves, WIDS
systems cannot successfully mitigate deficiencies in open networks or weak encryption
mechanisms, but they can provide a well-rounded security foundation to a strong wireless
authentication and encryption architecture.
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The 802.11n MIMO-OFDM Standard

Richard van Nee®

The IEEE 802.11n standard is the first wireless LAN standard based on MIMO-OFDM, a
technique that significant range and rate relative to conventional wireless LAN. This
chapter describes the main features of the 802.11n standard including packet structures,
preamble formats, and coding aspects. Performance results show that net user throughputs
over 100 Mbps are achievable, which is about four times larger than the maximum
achievable throughput using IEEE 802.11a/g. For the same throughput, MIMO-OFDM
achieves a range that is about 3 times larger than non-MIMO systems.

8.1 Introduction

The appetite for higher data rate continues as consumer demand for bandwidth hungry
applications like gaming, streaming audio and video grows. Advancement in handset
processors and further integration of technologies like higher mega-pixel cameras into
handsets, create a never ending need for more bandwidth consuming applications at longer
ranges and more efficient utilization of the limited spectrum available to Network
Operators. 3G technology falls short in meeting this demand, while coverage is often worse
than what customers are used to from 2.5G networks.

On the other hand, wireless LAN, the technology initially expected to provide only
limited range and bandwidth has come a long way. Since the introduction of proprietary
WLAN products in 1990 and the adoption of the first IEEE 802.11 standard in 1997,
maximum data rates have made an impressive growth that is depicted in Figure 8.1. Till
2004, the growth in data rate was achieved by going from single carrier direct-sequence
spread-spectrum to OFDM using higher order constellation sizes up to 64-QAM [1].
Unfortunately, this increase in rate came at the expense of a loss in range. The use of
highly spectral efficient higher order modulations requires a significant larger SNR than the
simple BPSK modulation used for the lowest 1 Mbps rate, resulting in a loss of range. In
addition, the link becomes more vulnerable to co-channel interference, which reduces the
total system capacity.

* Qualcomm, Inc
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Figure 8.1: Wireless LAN data rate growth.

The solution to obtain significant higher data rates and increase range performance at
the same time is MIMO-OFDM (Multiple Input Multiple Output Orthogonal Frequency
Division multiplexing) [2]-[3]. MIMO-OFDM increases the link capacity by
simultaneously transmitting multiple data streams using multiple transmit and receive
antennas. It makes it possible to reach data rates that are several times larger than the
current highest 802.11a/g rate of 54 Mbps without having to employ a larger bandwidth or
a less robust QAM constellation [4]. With the introduction of MIMO-OFDM wireless LAN
products in 2004 by Airgo Networks and the advent of the MIMO-OFDM based 802.11n
standard in 2007, the performance of wireless LAN in terms of throughput and range is
brought to a significantly higher level, enabling new applications outside the traditional
wireless LAN area. The one time vision to replace wires in home entertainment
applications, like TV cable replacement, has become a reality.

8.2 IEEE 802.11n

In July 2003, the 802.11n task group was formed to create a new wireless LAN standard.
The main goal of this new standard is to give a throughput of at least 100 Mbps at the
MAC data service access point [6]. A number of proposals were made that all share three
common elements: the use of MIMO-OFDM, 20 and 40 MHz channels, and packet
aggregation techniques. Based on this common ground, in July 2005 a joint proposal group
was formed to create the first draft 802.11n standard [5].

The 802.11n standard defines a range of mandatory and optional data rates in both 20
and 40 MHz channels. Table 8.1 lists the Modulation and Coding Schemes (MCS) and
their corresponding data rates for the cases of 1 and 2 spatial streams. For every MCS, 4
data rates are shown, as every MCS can be used in either a 20 MHz channel or a 40 MHz
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channel, using either a normal 800 ns guard interval or an optional 400 ns short Guard
Interval. The use of 2 spatial streams with a short guard interval in a 40 MHz channel gives
a highest possible data rate of 300 Mbps. Even higher data rates are possible by using the
optional MCS listed in Table 8.2 that uses 3 and 4 spatial streams. For 4 spatial streams, the
highest possible data rate becomes 600 Mbps.

In addition to the MCS sets listed below, an 802.11n device also needs to support all
mandatory 802.11g rates if it operates in the 2.4 GHz band, or all 802.11a rates if it
operates in the 5 GHz band. This ensures full interoperability with legacy WiFi equipment.

Table 8.1: Modulation and Coding Schemes (MCS) for 1 and 2 spatial streams.

Number | Data Rate | Data Rate Data Data Rate
Mcs (li(:tl: Modulation Spgfial Mglz,zgoo M;-ilz,zgﬁo 4?1&&2, M;-;lz‘,‘gOO
Streams ns GI ns GI 800 ns GI ns GI
0 V2 BPSK 1 6.5 7.2 13.5 15
1 V2 QPSK 1 13 14.4 27 30
2 Ya QPSK 1 19.5 21.7 40.5 45
3 Vs 16-QAM 1 26 28.9 54 60
4 Ya 16-QAM 1 39 433 81 90
5 2/3 64-QAM 1 52 57.8 108 120
6 Ya 64-QAM 1 58.5 65 121.5 135
7 5/6 64-QAM 1 65 72.2 135 150
8 Vs BPSK 2 13 14.4 27 30
9 V2 QPSK 2 26 28.9 54 60
10 Ya QPSK 2 39 433 81 90
11 Vs 16-QAM 2 52 57.8 108 120
12 Ya 16-QAM 2 78 86.7 162 180
13 2/3 64-QAM 2 104 115.6 216 240
14 Ya 64-QAM 2 117 130 243 270
15 5/6 64-QAM 2 130 144.4 270 300
32 V2 BPSK 1 N/A N/A 6 6.7

8.3 Preambles

Figure 8.2 shows the packet structure of IEEE802.11a. One of the most important criteria
for the choice of the new preambles for IEEE802.11n is compatibility with IEEE802.11a/g.
To achieve this, a mixed-mode preamble is constructed as depicted in Figure 8.3. The
mixed-mode preamble starts with an 802.11a preamble with the only difference that
multiple transmitters transmit cyclically delayed copies of the preamble. A legacy 802.11a
receiver is able to receive this preamble up to the legacy signal field, which guarantees a
proper defer behavior of legacy devices for 802.11n packets.



182 The 802.11n MIMO-OFDM Standard

Table 8.2: Optional MCS for 3 and 4 spatial streams.

Number | Data Rate Data Data Data
Mcs g:tiee Modulation Spgfial MIi-;lz,ZgOO zl;atMeI;I;, 4l(z)atMefill;, 41({)2“1\;;12,

Streams ns GI 400 ns GI | 800 ns GI | 400 ns GI
16 ) BPSK 3 19.5 21.7 40.5 45
17 Vs QPSK 3 39 433 81 90
18 Ya QPSK 3 58.5 65 121.5 135
19 ) 16-QAM 3 78 86.7 162 180
20 Ya 16-QAM 3 117 130 243 270
21 2/3 64-QAM 3 156 173.3 324 360
22 % 64-QAM 3 175.5 195 364.5 405
23 5/6 64-QAM 3 195 216.7 405 450
24 Va BPSK 4 26 28.9 54 60
25 Vs QPSK 4 52 57.8 108 120
26 Ya QPSK 4 78 86.7 162 180
27 Va 16-QAM 4 104 115.6 216 240
28 % 16-QAM 4 156 173.3 324 360
29 2/3 64-QAM 4 208 231.1 432 480
30 Ya 64-QAM 4 234 260 486 540
31 5/6 64-QAM 4 260 288.9 540 600
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Figure 8.2: IEEE802.11a/g packet structure.
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Figure 8.3: IEEE802.11n mixed-mode packet with two spatial streams.

The short training field (STF) of 802.11n is the same as for 802.11a/g, except that
different transmitters use different cyclic delays. The latter is done to avoid undesired
beamforming effects and to get accurate power estimates that can be used to set the receive
gain. For a proper AGC setting, it is important that the received power during the short
training field is the same as the power during the rest of the packet. To achieve this, the
short training fields from different transmitters must have a low cross-correlation, also after
being convolved with the wireless channel impulse response which has a typical rms delay
spread in the order of 50 to 100 ns. It can be seen from the autocorrelation function in
Figure 8.4 that applying a cyclic delay of -400 ns (or a cyclic advance of 400 ns) minimizes
the correlation between two different transmitted short symbols, which is the reason that
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this value was selected for the greenfield short training field and for the second short
training field in the mixed-mode preamble. The short training field of the mixed-mode
preamble uses a cyclic delay of only -200 ns for the case of two transmitters, because of a
fear that legacy 802.11a/g receivers might not be able to deal with larger cyclic delay
values. Legacy receivers are also the reason that only negative cyclic delays are used. To a
receiver the presence of a second transmit signal with a positive cyclic delay appears like a
multipath signal that arrives later than the signal of the first transmitter. If the receiver uses
a correlation approach to set its symbol timing [7], then it will set the symbol time too late,
which can result in inter-symbol interference. When the second transmitter uses a negative
cyclic delay, the receiver will set its symbol timing too early, which will eat into the
OFDM guard time without causing inter-symbol interference.
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Figure 8.4: Autocorrelation magnitude of short training symbol.

After the legacy signal field (L-SIG), a new high throughput signal field (HT-SIG) is
transmitted that contains 48 bits with information including a 16-bit length field, a 7-bit
field for the modulation and coding scheme (MCS), bits to indicate various options like
LDPC coding, and an 8-bits CRC. To enable detection of the presence of a high throughput
signal field, it uses a BPSK constellation that is rotated by 90 degrees.

After the high throughput signal field, a second short training field is transmitted.
This high throughput short training field (HT-STF) can be used to retrain the AGC, which
may be needed for two reasons; first, the transmitter may employ beamforming for the high
throughput part of the packet only, such that there may be a large power difference between
the received signal before and after the start of the high throughput short training field.
Second, there may also be a power difference because of non-zero cross-correlations
between the cyclically shifted short training fields of the legacy part of the mixed mode
preamble. This effect is small when using a cyclic delay of -200 or -400 ns like explained
earlier. For the case of 4 transmitters, however, cyclic delays as small as 50 ns are used,
which can result in the difference of a few dB between the received power before and after
the high throughput short training field.

The high throughput short training field is followed by one or more high throughput
long training fields (HT-LTF) that are used for channel estimation. The number of HT-LTF
symbols is equal to the number of spatial streams. For the case of 2 spatial streams, the
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second HT-LTF of the first spatial stream is inverted to create an orthogonal space-time
pattern. The receiver can obtain channel estimates for both spatial streams by adding and
subtracting the first and second HT-LTF, respectively. The channel estimates can then be
used to process the MIMO-OFDM data symbols that follow the HT-LTF. The only
remaining training task after channel estimation is pilot processing. Every data symbol has
a few pilot subcarriers - 4 in 20 MHz modes, 6 for 40 MHz modes - that can be used to
track any residual carrier frequency offset.

In addition to the mixed-mode preamble, the 802.11n standard also defines a
greenfield preamble. This preamble that is shown in Figure 8.5 is 8 microseconds shorter,
resulting in a larger net throughput. It is not compatible with legacy 802.11a or 802.11g
devices as such devices will not be able to decode the signal field of a greenfield preamble.
Because of this, the greenfield preamble is useful in 2 situations; first, in networks without
any legacy devices, and second, in pieces of reserved time, also referred to as “green time”.
Green time can be reserved for instance by an RTS/CTS (Request-to-Send/Clear-to-Send).
In the reserved time, the 11n standard allows a burst of packets to be sent using a RIFS
(Reduced Interframe Spacing) of 2 microseconds only. Using a greenfield preamble instead
of the longer mixed-mode preamble minimizes the training overhead for such packet
bursts, while a mixed-mode preamble can be used for the RTS/CTS to make sure that both
802.11n and legacy devices will properly defer.

STF HT-LTF HT-SIG1 HT-SIG2 =HT-LTF Data Data
0ns CD 0ns CD 0ns CD 0ns CD 0ns CD 0nsCD 0ns CD
STF HT-LTF HT-SIG1 HT-SIG2 HT-LTF Data Data
-400 ns CD -400 ns CD -400 ns CD -400 ns CD -400 ns CD -400 ns CD -400 ns CD

8 us 8 us 4 us 4 us 4 us 4 us 4 us

Figure 8.5: IEEE802.11n greenfield packet with two spatial streams.

It is mandatory for an 802.11n device to transmit or receive 2 spatial streams. In
addition to this, optional modes are defined for 3 and 4 spatial streams. Figure 8.6 shows
the structure of the optional mixed-mode preamble for the case of 4 spatial streams. This
preamble has 4 high throughput long training symbols that are encoded with an orthogonal
pattern such that the receiver is able to obtain channel estimates for all 4 spatial streams.
Together with the optional short guard interval option and the use of a 40 MHz channel, the
4 spatial stream mode gives a highest possible raw data rate of 600 Mbps.
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8.4 802.11n Transmitter

Figure 8.7 shows the block diagram of an IEEE802.11n transmitter. Input data is first
scrambled using the same length-127 pseudo-noise scrambler that is used in [EEE802.11a.
The convolutional encoder is also the same as IEEE802.11a, with the only difference that
for 3 and 4 spatial streams, odd and even bits are separately encoded by two different
encoders which is done to limit the maximum decoding rate at the receive side.
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Figure 8.7: Block diagram of an IEEE802.11n transmitter.

After encoding, a parser sends consecutive blocks of s = max(Npy/2,1) bits to
different spatial streams, with Ny, being the number of bits per subcarrier. The bits are
then interleaved by a block interleaver with a block size equal to the number of bits in a
single OFDM symbol of the n spatial stream, N¢pps . By interleaving the bits across both
spatial streams and subcarriers, the link performance benefits from both spatial diversity
and frequency diversity. The interleaver for spatial stream n within its block of Ncgps , bits
is defined by the following relations, where £, is the input bit index for spatial stream n and
Jn 1s the output bit index.

k,, = O, 1... NCBPS,n'l

Sp= max(NBPSC’n/Z,l)

i = (Ncppsa/Ipepth) (K, mod Ipgpry) + floor (k,/Ipgprh)

j =8, X ﬂOOf(i/Sn) + (l + NCBPS,n — floor (IDEPTH xi/ NCBPS,n)) mod Sh

Jn=( *+ Ncapsn - Napsc,nDn) mod (Negps n)

The interleaving depth Ipgpry and the subcarrier rotation D, are defined in Table 8.3.

Table 8.3: Interleaving parameters.

NSS NSD IDEPTH DO Dl DZ D3
1,2,3,4 52 13 0 22 11 33
1,2,3,4 108 18 0 58 29 87

After interleaving, bits are mapped onto QAM symbols. Then, a spatial stream
dependent cyclic delay (CD) is applied in the frequency domain. More details about this
cyclic delay can be found in section 8.3. At this point, a spatial mapping matrix is applied
to each subcarrier to convert Ny spatial stream inputs into N, transmitter outputs. If the
number of transmitters is identical to the number of spatial streams, the spatial mapping
matrix can simply be the identity matrix. To transmit legacy 802.11a/g rates that have only
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one spatial stream, the spatial mapping matrix reduces to a column of ones. After the
spatial mapping matrix, an additional cyclic delay can be applied per transmitter to provide
transmit cyclic delay diversity (CDD) and prevent undesired beamforming effects. Each
transmitter subsequently applies an IFFT, inserts a guard interval, upconverts and transmits
the signal.

The subcarrier mapping for 20 MHz and 40 MHz channels is depicted in Figures 8.8
and 9, respectively. The 20 MHz mode uses 56 subcarriers for the high throughput data
symbols, which is 4 more than the number used by 802.11a. The extra tones increase the
throughput at the cost of some extra transmitter complexity to keep the transmitted
spectrum within the spectral mask. The 802.11n spectral mask for 20 MHz mode is actually
more tight than the 802.11a mask, so the use of more tones does not decrease the adjacent
channel performance relative to 802.11a. The legacy part of the mixed-mode preamble and
the high throughput signal field use the same subcarriers as 802.11a, which are shown as
grey blocks in the figures. The 20 MHz 11n modes use 4 pilots just like 802.11a, while the
40 MHz 11n mode uses 6 pilots. A difference with 802.11a is that 802.11n uses a space
time mapping for the pilots when transmitting from multiple antennas. In this way some
extra transmit diversity is obtained on the pilots, and undesired beamforming effects are
prevented.

-28 -21 -7 11 7 21 28
Figure 8.8: Subcarrier allocations for a 20 MHz channel. Data tones are black. Pilots are dark
grey. Light grey blocks are the subcarriers used for 802.11a, for the legacy part of the mixed-
mode preamble, and for the HT-SIG field.

-58  -53 -25 -1 2 2 " 25 53 58

Figure 8.9: Subcarrier allocations for a 40 MHz channel. Pilots are dark grey. Light grey
blocks are the subcarriers used for 802.11a, for the legacy part of the mixed-mode preamble,
and for the HT-SIG field.

8.5 LDPC Coding

The mandatory code used in 802.11n is the same binary convolutional code (BCC) that is
used by 802.11a/g. An optional LDPC code is specified to get some extra gain over the
mandatory BCC. The LDPC code is a systematic block code with possible block lengths of
648, 1296, and 1944. The same coding rates as for BCC are provided, which are %2, 2/3, %,
and 5/6. The parity check matrices are sparse and highly structured, which facilitates both
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encoding and decoding. Figure 8.10 shows the gain of LDPC over BCC for the case of 2
spatial streams using 2 transmit antennas and 2 receive antennas, assuming perfect training
and an MMSE receiver for MIMO detection. The channel model used in the simulation is
the non-line-of-sight channel D, which is a typical indoor wireless channel with a delay
spread of 50 ns [8]. The LDPC decoder used layered belief propagation [9] with 10, 20 and
50 iterations. It can be seen that a gain of about 2 dB over BCC can be achieved when
doing 50 °

10°

PER

10°

SNR [dB]

Figure 8.10: LDPC versus BCC PER curves for 1000B packets in 802.11n channel D NLOS
with ideal training, using a rate of 270 Mbps in 40 MHz with 2 spatial streams, 2 transmitters,
and 2 receivers. a) BCC, b) LDPC with 10 iterations, ¢) LDPC with 20 iterations, d) LDPC with
50 iterations.

8.6 Space Time Block Coding

Space Time Block Coding (STBC) is an optional feature in the 11n standard to provide
extra diversity gain in cases where the number of available transmitters is larger than the
number of spatial streams. STBC operates on groups of 2 symbols, mapping N, spatial
stream inputs onto N, space time stream outputs. For the case of 1 spatial stream and 2
space time streams, for instance, STBC mapping is done as follows: if {d}., di,} are QAM
symbols for an even and odd symbol for subcarrier £, respectively, then STBC encoding
maps this single spatial stream input onto 2 space time stream outputs {dj, dj,} and {-d s,
d*ke}. Hence, the even symbol contains dj, on the first space time stream and fd*ko on the
second space time stream; the odd symbol contains dj, on the first space time stream and
d’t. on the second space time stream. The benefit of this type of STBC is that it doubles the
diversity order of the link. In addition to the single spatial stream STBC mode described
above, the 802.11n standard also specifies STBC modes with 2 and 3 spatial streams.
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8.7 Beamforming

Beamforming is a way to provide extra performance gain in cases where the number of
transmit antennas is larger than the number of spatial streams, and where the transmitter
has knowledge about the channel. Beamforming is done by multiplying the N spatial
stream inputs for every subcarrier by an N, by N,, beamforming matrix. The 802.11n
standard specifies a number of optional methods that can be used to support beamforming.
Two categories of beamforming exist, implicit beamforming and explicit beamforming.
When using explicit beamforming, the beamformee — i.e., the device that is beamformed to
— provides channel information to the beamformer, which is the device that is actually
doing the beamforming. It can do this by sending a packet containing the received channel
values for all subcarriers, receivers, and spatial streams. It can also calculate the
beamforming matrix coefficients and send these to the beamformer. The standard specifies
two types of beamforming weight formats, an uncompressed format and a compressed
format to limit the amount of overhead. To minimize the amount of overhead, implicit
beamforming can be used where the beamformer uses received preambles from the
beamformee to calculate the beamforming weights, assuming a reciprocal channel. Implicit
beamforming does have more stringent calibration constraints than explicit beamforming.

8.8 MAC Enhancements

The 802.11n standard includes several enhancements to the Medium Access Control
(MAC) layer that help to increase the net throughput, especially when using the newly
defined high data rates. One important new feature is aggregation; by making the packets
as large as possible, the relative throughput impact of preamble overhead is minimized.
This is very important as a typical Ethernet packet with a length of 1500 bytes takes only
40 microseconds of transmission time for the data part at a rate of 300 Mbps, which is the
same duration as the mixed-mode preamble for a 2-spatial stream packet. Hence, the net
throughput is reduced by 50% just by the preamble overhead. To minimize this throughput
hit, the 802.11n standard specifies two type of aggregation. Several MAC Service Data
Units (MSDU) can be aggregated into one A-MSDU up to length of 7935 bytes. It is also
possible to aggregate MAC Protocol data Units (MPDU) into one A-MPDU with a
maximum aggregated length of 65535 bytes. A limitation of A-MSDU compared to A-
MPDU is that for A-MSDU, all MSDUs need to be targeted to the same destination
address.

Another new mechanism that can be used to increase throughput is the Reduced Inter
Frame Spacing (RIFS). An 11n device may transmit a burst of packets separated by a RIFS
of 2 microseconds, thereby minimizing the amount of protocol overhead duration.

With the introduction of many new data rates in 802.11n, link adaptation becomes
more problematic. Rather than searching through a limited set of data rates, the sender now
has to decide how many spatial streams and what channel width to use in order to
maximize the link throughput. To facilitate link adaptation, the 802.11n standard introduces
a way to provide MCS feedback, whereby a receiver can inform the sender what MCS it
could use. The receiver can deduce this MCS recommendation from the received channel
estimates and the received signal-to-noise ratio.
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8.9 Use of 40 MHz Channels

The 802.11n standard allows the use of 40 MHz channels, while legacy 802.11a/g devices
only use 20 MHz channels. In the 5 GHz band, the use of a 40 MHz mixed-mode preamble
or the use of duplicate 11a RTS/CTS in both primary and secondary 20 MHz channels
ensures that all legacy 802.11a devices can correctly defer for each 40 MHz transmission.
At the same time, 40 MHz 802.11n devices correctly defer for legacy devices because the
standard requires a 40 MHz device to do a Clear Channel Assessment based on activity in
both primary and secondary channel.

In the 2.4 GHz band, the situation for using 40 MHz transmissions is much more
complicated than it is for the 5 GHz band. First, there are less channels available, only
three 20 MHz channels. Second, the channels can be partially overlapping as the center
frequencies are specified on a 5 MHz grid rather than on a 20 MHz grid like in the 5 GHz
band. Figure 8.11 shows measured percentages of channel occupancy in the 2.4 GHz band.
Channels 1, 6, and 11 are used most frequently, but there is also a significant percentage of
other channels. The disadvantage of these channel spacings is that is not possible to
transmit a mixed-mode preamble that can be correctly received by all legacy devices. For
instance, if an 802.11n device would use primary channel 1 and secondary channel 5 to do
a 40 MHz transmission, then only legacy devices centered on channels 1 and 5 could
receive the legacy portion of a 40 MHz mixed-mode preamble, while devices on channels
{2,3,4,6,7} would not be able to receive the legacy portion, while they would be interfered
by a partial overlap with the 40 MHz packet. Because of this, WiFi is discouraging the use
of 40 MHz channels by requiring devices to have the 40 MHz capability turned off by
default in the 2.4 GHz band.

8.10 MIMO-OFDM Performance Results

In 2004, Airgo Networks (acquired by Qualcomm in 2006) launched the first wireless LAN
chipset based on MIMO-OFDM. This first generation MIMO-OFDM system uses a 20
MHz channel to transmit at either standard 802.11a/g data rates with a large range increase
compared to conventional wireless LAN, or at significantly higher data rates up to 108
Mbps. In 2005, a second generation MIMO-OFDM product was introduced that uses
Adaptive Channel Expansion to transmit either in a 20 or 40 MHz channel, increasing the
top data rate to 240 Mbps.

Figure 8.12 demonstrates the performance impact of a wireless LAN using MIMO-
OFDM versus a conventional wireless LAN in a 20 MHz channel. The plot shows the
cumulative distribution function of the measured TCP/IP throughput, where the client
device has been put on a slowly rotating turntable to get throughput results for all possible
orientations. From Figure 8.12 it can be seen that in 10% of all possible orientations, the
MIMO wireless LAN has a throughput less than about 33 Mbps, so for 90% of all
orientations the throughput exceeds 33 Mbps. For the non-MIMO wireless LAN, this 10%
number is only 4 Mbps. Hence, for a 10% outage probability, the MIMO throughput is
more than 8 times better in this particular case. For the 1% outage probability, the
performance difference is even more pronounced.
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Figure 8.11: Percentage of Access points seen in a particular 2.4 GHz channel, based on 1722
measured Access Points in cities in the Netherlands, Belgium, and Italy.

Figure 8.13 shows measured TCP/IP throughput results for both 20 and 40 MHz
channel width. Each throughput curve consists of 8 points that correspond to different
locations of the client inside a house, with an increased range towards the access point, but
also with an increasing number of walls between the client and the access point. For the
first test point, the client device is in the same room as the access point at a distance of 17
feet, while at the last test point the distance is 102 feet including 5 walls in between client
and access point. The results show that for any range, the MIMO-OFDM throughput is 2.5
to 5 times larger than the throughput of non-MIMO products. Notice that several of these
other products use channelbonding to provide a proprietary maximum raw data rate of 108
Mbps in a 40 MHz channel. This explains why these products are able to achieve
maximum TCP/IP throughputs over 40 Mbps, while conventional 802.11a/g products have
a maximum TCP/IP throughput of about 25 Mbps. The maximum throughput of MIMO-
OFDM in a 40 MHz channel exceeds 100 Mbps, which meets the throughput goal set by
802.11n [6]. Notice that the MIMO-OFDM device used for Figure 8.13 did not use all
802.11n MAC throughput enhancements yet and also had a top rate of 240 Mbps that is
lower than the highest 802.11n data rate of 300 Mbps for 2 spatial streams in 40 MHz. An
802.11n device implementing all optional throughput enhancements can be expected to
achieve a maximum net throughput around 150 Mbps.

Another way to look at the results of Figure 8.13 is in terms of range increase for a
given throughput. For instance, for a required throughput of at least 40 Mbps, the best non-
MIMO-OFDM product has a maximum range of about 25 feet including 1 wall. For the
same 40 Mbps throughput, MIMO-OFDM has a range of more than 80 feet including 4
walls. This range increase of more than a factor of 3 makes it possible to guarantee a high
throughput throughout an entire house, which opens the way to new throughput-demanding
applications such as wireless video distribution.
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Figure 8.12: Cumulative distribution of measured throughput.
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Figure 8.13: TCP throughput measured at various distances.
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8.11 Conclusions

The performance of wireless LAN in terms of range and throughput is increased
significantly by the use of MIMO-OFDM, which is the basis of the new IEEE 802.11n
standard. Performance results show that net user throughputs over 100 Mbps are achievable
with just 2 spatial streams, which is about four times larger than the maximum achievable
throughput using IEEE 802.11a/g. For the same throughput, MIMO-OFDM achieves a
range increase of about a factor of 3 compared to conventional wireless LAN. This
performance boost makes MIMO-OFDM the ideal successor to the current OFDM-only
wireless LAN. Also, it enables new throughput-demanding applications such as wireless
video distribution. Seeing the effectiveness and superior capability of MIMO-OFDM in
enhancing data rate and extending range, other standards organizations have realized that it
can do wonders for other technologies, both fixed, mobile and cellular. Standard bodies
like 3GPP, WiBro, WiMax and the 4G Mobile Forum have started exploring the use of
MIMO-OFDM in their respective technology areas, making it the technology of choice for
future wireless networks.
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MIMO Spatial Processing for 802.11n WLAN
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9.1 Introduction

Tremendous consumer interest in multimedia applications is driving the need for
successively higher data rates in wireless networks. The IEEE 802.11n standard for high
throughput Wireless Local Area Networks (WLANs) improves significantly upon the data
rates experienced by end users of current WLAN systems, e.g., 802.11a, b, and g.

The soon-to-be ratified 802.11n standard specifies a high data rate multiple-input,
multiple-output (MIMO) based physical layer which employs orthogonal frequency
division multiplexing (OFDM) and up to four spatial streams [1]. Both high data rate and
long-range coverage are achieved by employing spatial signal processing techniques such
as spatial spreading and transmit beamforming [2], among others. 802.11n introduces a
range of MAC-layer enhancements also, but these are beyond the scope of this chapter.

In this chapter, we give an overview of two spatial processing alternatives available to
implementers of 802.11n. We examine spatial spreading and transmit beamforming
schemes, as well as possible receiver structures. Comparisons in terms of performance and
complexity are also given.

The chapter is organized as follows. Section 9.2 gives a brief overview of MIMO
OFDM, as well as the relevant system aspects of the 802.11n physical layer (PHY). Section
9.3 describes spatial spreading. Section 9.4 describes eigenvector-based transmit
beamforming and schemes for channel sounding and calibration. Section 9.5 describes
receiver structure alternatives for use with the above mentioned techniques. A comparison
of the schemes, including simulation results illustrating the performance of the various
receivers, is provided in Section 9.6, and a complexity analysis is given in Section 9.7.
Conclusions are drawn in Section 9.8.

9.2 MIMO OFDM System Overview

In a MIMO communication system, the transmitter and receiver are both equipped with
multiple antennas, thus allowing multiple data streams to be transmitted over parallel

* All authors currently affiliated with Qualcomm, Inc
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spatial channels [3]. In a MIMO OFDM system with Ny transmit antennas and N receive
antennas, the wideband channel can be characterized at discrete frequencies /A; [} </ </,
by a set of N x Ny channel matrices, H(/). Here we address the 802.11n 20 MHz baseband
channel that is divided into 64 subcarriers, with A,=312.5 kHz and —32 < /< 31. Up to Ny,
= min{Nr, Nz} parallel channels may be synthesized in the MIMO system, with the number
of parallel spatial streams transmitted, Ns, upper-bounded by N,.

Figure 9.1 shows a simplified system diagram for the 802.11n PHY, including
transmitter and receiver blocks. Scrambled data bits are encoded using the rate-1/2, 64-state
convolutional encoder that was originally introduced to the 802.11 standard by the 802.11a
amendment, and later also employed by 802.11g [4]. The coded bits are punctured to
achieve the desired code rate, which must belong to the set {1/2, 2/3, 3/4, 5/6}. A stream
parser distributes the coded and punctured bits to the Ny spatial streams in a round robin
fashion (see [1] for details), and each stream is independently interleaved and mapped to a
complex constellation. The interleavers are based on the interleaver employed by
802.11a/g, but with one extra, stream-dependent permutation. 802.11n allows the following
modulations to be used: BPSK, QPSK, 16-QAM, and 64-QAM. Table 9.1 shows the
mandatory data rates resulting from the various modulation and code rate schemes (MCSs).
These rates are achieved using Ng = 1 and Ny = 2 spatial streams. Extending the code rate
and modulation combinations in Table 9.1 to Ng= 3 and Ng = 4 spatial streams is optional.
In addition, 802.11n allows MCSs using unequal modulations on a per-stream basis. The
latter is particularly useful in combination with transmit beamforming schemes, as we shall
see in the subsequent sections. The code rate is always uniform across the streams. The
total number of code rate and modulation schemes specified in 802.11 is 77 [1].

Const
> Interleaver —» mapper —» —» IFFT

Stream
parser . - TX spatial
(serial-to- - . mapper

IZ?::—) Encoder —¥» Puncturer —»|

Const
> Interleaver —» mapper > —» IFFT

a) Transmitter

L FFT | —»| Deinterleaver —»|

Stream
MIMO . deparser
detector : (parallekto-

serial)

Data

L FFT | —» Deinterleaver —»|

b) Receiver

Figure 9.1: Simplified system diagram.

The transmitter may choose to apply spatial processing that rotates and/or scales the
constellation mapper output vector. This amounts to a matrix mapping operation and is
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useful in systems where there are more transmit chains than spatial streams. Several
alternatives for such transmit spatial processing exist. In subsequent sections, we consider
two distinct approaches, referred to as spatial spreading and transmit beamforming,
respectively.

Table 9.1: 802.11n mandatory modulation and coding schemes,
1 and 2 streams (20 MHz, 800 ns guard interval)

MCS index | Code rate | Stream 0 modulation | Stream 1 modulation | Data rate (Mbps)
0 1/2 BPSK - 6.5

1 1/2 QPSK - 13.0
2 3/4 QPSK - 19.5
3 12 16-QAM - 26.0
4 3/4 16-QAM - 39.0
5 2/3 64-QAM - 52.0
6 3/4 64-QAM - 58.5
7 5/6 64-QAM - 65.0
8 12 BPSK BPSK 13.0
9 12 QPSK QPSK 26.0
10 3/4 QPSK QPSK 39.0
11 1/2 16-QAM 16-QAM 52.0
12 3/4 16-QAM 16-QAM 78.0
13 2/3 64-QAM 64-QAM 104.0
14 3/4 64-QAM 64-QAM 117.0
15 5/6 64-QAM 64-QAM 130.0

Before we discuss the spatial processing in more detail, we develop a mathematical
model for the MIMO OFDM system. In particular, the received waveform in subcarrier /
may be expressed as

y() =HOx()+n(l) (1)

where y(/) is the Nz-element vector of received symbols, x(/) is the Ny -element transmit
vector, H(/) is the N x Ny channel matrix whose elements represent the complex gains of
the channel coupling between individual transmit and receive antennas, and n(/) is the Ny X
1 additive white Gaussian noise (AWGN) vector. Letting s(/) be the Ns-element vector of
modulation symbols to be transmitted, one element for each spatial stream, the Nr-element
transmit vector may be expressed by

x() =T[s())] )

where 77e] is a transformation of s(/) that is dependent on the transmit spatial processing
employed. In the case where the number of spatial streams equals the number of transmit
chains and no transmit spatial processing is applied, the transformation simply reduces to
matrix multiplication by the identity matrix, i.e.,

T[s()]=1-s(])- (3)
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9.3 Spatial Spreading

Spatial spreading (SS) is a transmit processing scheme that may be used when the
transmitter has no or limited channel state information (CSI) available to it. In this case, the
receiver spatial processing is solely responsible for separating and demodulating the
parallel data streams. The spatial spreading technique described here is an extension of the
work found in [5], which is the original idea as applied to multiple-input, single-output
(MISO) systems.

With spatial spreading, the transmitted vector, x(/), is formed by multiplying the
vector of modulation symbols to be transmitted, s(/), by the Ny X Ny matrix W(/), whose
columns are orthonormal. Thus, the transmitted vector for the OFDM subcarrier with
frequency /A, may be expressed as

x() =T [s()]=W()s(l) 4)

where W(/) consists of the first Ny columns of the orthonormal spatial spreading matrix,
and the Ng-element vector s(/) consists of the modulation symbols to be transmitted on each
of the N spatial channels. The received signal is then given by

y()=H,(Ds() +n(0) )

where H,(/) = H(/)W(]) represents the effective channel as observed by the receiver. As
before, n(/) is a column vector of complex Gaussian noise elements each with zero mean
and variance N,.

The spatial spreading matrix, W(/), varies with subcarrier frequency, /A; in order to
maximize the transmit diversity order and to provide many independent “looks” at the
channel over the set of OFDM subcarriers. A very simple and effective construction uses a
single fixed unitary spreading matrix in combination with a linear phase shift across the
OFDM subcarriers per transmit chain. The resulting spatial spreading matrix may be
expressed as

W(/)=C()W (6)
where W consists of the first Ng columns of a unitary matrix such as a Hadamard matrix or
a Fourier matrix, and C(/) is a diagonal matrix representing the per-transmit chain phase
shifts. The linear phase shifts may be implemented as cyclic transmit diversity (CTD) by

introducing a different fixed cyclic time shift per transmit chain, which is represented in the
frequency domain by the Ny X Ny matrix

C() = diag (L ™™ e ) ™

where 6; is the time shift on antenna i, 0 <i < Ny —1.
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9.4 Transmit Beamforming

Transmit beamforming techniques may be employed when the transmitter has sufficient
channel state information available to compute transmit beamforming vectors. The
transmitter may acquire sufficient CSI by estimating the channel matrices using known
sounding sequences sent to it by the intended receiver. This method assumes a time
division duplex (TDD) system in which the downlink and uplink channels are reciprocal.
Alternatively, the intended receiver may explicitly feed back either CSI or beamforming
vectors to the transmitter.

9.4.1 Eigenvector Beamforming

Eigenvector beamforming is a technique in which the transmitter employs optimum
transmit steering using the eigenvectors of the MIMO channel. The MIMO channel
associated with a single OFDM subcarrier is decomposed into orthogonal spatial channels
commonly referred to as eigenmodes [6]. The channel matrix for each subcarrier can be
diagonalized by means of the singular value decomposition (SVD), as follows:

H(l)=U)D)V" (1) (®)

where U(/) (Nzx x Ng) and U(/) (Nr X Ny) are matrices consisting of the left and right
singular vectors, respectively, of the channel at subcarrier frequency /A; and D(/) is a
diagonal matrix of dimension N x Ny whose diagonal elements are the ordered singular
values \/ 2, (D), \/ (D), ..., \/ Ay, (D) of the channel at that subcarrier. A,(/) is an eigenvalue

and Ny, = min{N7, Ng}. The notation A” denotes the complex conjugate transpose of the
matrix A.

The largest eigenvalue is sometimes referred to as the principal eigenvalue, and the
associated eigenmode is referred to as the principal eigenmode. We can synthesize a set of
wideband eigenmodes consisting of the eigenmodes associated with an eigenvalue of a
specific rank across the entire set of subcarrier frequencies, /A; I, < [ < [,. Thus, the
principal wideband eigenmode consists of the collection of principal eigenmodes at each
frequency /Ay

The resulting wideband eigenmodes exhibit interesting properties that make them
particularly suitable for communication over frequency selective channels and that reflect
the underlying statistics of the individual single-frequency eigenmodes. The most
important of these is that the largest wideband eigenmodes exhibit relatively little
frequency selectivity, while the smallest tend to reflect the frequency selectivity of the
underlying single-input, single-output (SISO) channel.

The optimum transmit and receive steering vectors may be obtained from the SVD of
the channel, and, in particular, when the columns of V(/) are used as transmit steering
vectors and the rows of U”(]) are used as receive steering vectors, up to N,, parallel
channels can be synthesized [6].

The transmitted signal vector is formed by multiplying the vector of modulation
symbols to be transmitted by the matrix of right singular vectors, as follows:
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x()=T[s()]=V(Ds() ©

The steering matrix V(/) maximizes the coupling of the transmitted signal into the natural
modes of the channel. The resulting received signal vector is given by

y(0) = H()x(1) +n(l) = UO)D()s(l) +n(l) (10)

where n(/) is a column vector of complex Gaussian noise elements each with zero mean
and variance N,.

At the receiver, processing the received vector with the matrix of left singular vectors
results in an estimate of the transmitted modulation symbol vector:

(1) = U ()y(l) = D(D)s(I) + i(l) where a(7)=U" (Hn(). (11)

Alternatively, a matched filter or minimum mean-squared error (MMSE) receiver may be
employed in place of the matrix of left singular vectors. We shall explore this further in the
subsequent sections.

With noiseless channel state information at the transmitter and receiver, there is no
crosstalk between the symbols in the estimate at the receiver as D(/) is a diagonal matrix.
Therefore the elements of s(/) are received as though they were transmitted in Ny parallel
channels. Up to Ny, spatial streams may be created and each spatial stream may be assigned
an individual rate that is kept fixed across the subcarriers.

Assuming a TDD communication link between two stations where the uplink channel
is expressed as

H,()=U0)DU)V* (), (12)
the downlink may be expressed as
H,(h=H," )=V (ODNOU" (1) (13)

as a result of the channel reciprocity inherent in TDD links. A” and A" denote the transpose
and the complex conjugate of the matrix A, respectively.

Assume Station A transmits on the uplink and receives on the downlink. Then its
optimum transmit and receive steering vectors are V(/) and V(]), respectively. Likewise, if
Station B transmits on the downlink and receives on the uplink, its optimum transmit and
receive steering vectors are U"(7) and U"(1), respectively. Thus, once a station has obtained
its receive vectors, it may derive the transmit steering vectors by conjugating the receive
vectors.

9.4.2 Channel Sounding and Calibration
Before transmit beamforming can commence, the transmitter must acquire or compute an

estimate of the MIMO channel over which it is about to transmit. This may be
accomplished efficiently by having the intended receiver of the beamformed transmission
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send MIMO channel sounding sequences back to the transmitter. The transmitter then
estimates the channel and derives its transmit steering vectors by means of the SVD, as
discussed above.

The beamforming channel model is shown in Figure 9.2. Beamforming transmissions
from Station A to Station B are enabled when Station B sends Station A a sounding
sequence, allowing Station A to form an estimate of the MIMO channel from Station B to
Station A, for all subcarriers. In a TDD channel in which the downlink and uplink channels
are reciprocal, the channel from Station A to Station B is the matrix transpose of the
channel from Station B to Station A, to within a complex scaling factor, i.e.,

H,, ()= p(1)-Hy, (D) (14)

Station A uses this relationship to compute transmit steering vectors that are suitable for
transmitting to Station B over H (/).

HAB
—
Station A : : Station B
IO O
Hpy

Figure 9.2: The beamforming MIMO channel.

While the over-the-air channel between the antennas at Station A and the antennas at
Station B is reciprocal, the observed baseband-to-baseband channel used for
communication may not be, as it includes the transmit and receive chains of the stations.
Differences in the amplitude and phase characteristics of the transmit and receive chains
associated with individual antennas degrade the reciprocity of the over-the-air channel, and
cause performance degradation. An over-the-air calibration procedure may be used to
restore reciprocity. The procedure provides the means for calculating a set of correction
matrices that can be applied at the transmit side of a station to correct the amplitude and
phase differences between the transmit and receive chains in the station. If this is done at
both ends of the link, reciprocity is restored in the baseband-to-baseband response of the
downlink and uplink channels. Note that it is also possible to compute and apply correction
matrices for the receive side.

Figure 9.3 illustrates the baseband-to-baseband channel, including reciprocity
correction, as seen by Stations A and B. The amplitude and phase responses of the transmit
and receive chains can be expressed as diagonal matrices with complex valued diagonal
entries, of the form Ary(/) (or Agx(/)). The relationship between the baseband-to-baseband
channel, H (D) » and the over-the-air channel H (/) is
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H,,(1) =B (DH , (DA () (15)

and, similarly, the relationship between H,, (/) and Hp,(/) is

H,,(1)= A g (DHL, (DB, (). (16)
=
:>:._ fA_ J: Ap Hp By i>
Station A Station B
r—
<i Apy K ——— Hyy, By : Kz K

Figure 9.3: The baseband-to-baseband channel.

As an example, consider the case where calibration is performed at both Station A
and Station B [1]. The objective is to compute transmit side correction matrices K4(/) and
K;(/) that restore reciprocity such that

A, (0K, () =n()[A,(OK,0] (17)

where 7(J) is a complex scaling factor. The correction matrices are diagonal matrices with
complex valued diagonal entries. The reciprocity condition above is enforced when

K, () =a,(DAL (DA () (18)
and
K, (D)= a, (DB (DB () (19)

where (/) and ap(/) are complex valued scaling factors. Using these expressions for the
correction matrices, the calibrated baseband-to-baseband channel between Station A and
Station B is expressed as

H, ()= H, (DK, (1) = 2, (DB (DH i, (DA (1) (20)

and if both sides apply the correction matrices, then we have that

A, (1) = ay (DA o (DM, (OB, () = 22D T ) @)
o, (0)
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Focusing on Station A, a possible procedure for estimating K,(/) would be as follows:

1. Station A sends Station B a sounding sequence, allowing Station B to estimate the
channel matrices { (-

2. Station B sends Station A a sounding sequence, allowing Station A to estimate the
channel matrices ﬁBA OF

Station B sends its estimates of ﬁAB (/) to Station A.
4. Station A uses its local estimates of H 45,(1) and the estimates H (/) received from

Station B to compute the correction matrices K,(/).

Steps 1. and 2. must occur over a short time interval to ensure that the channel changes
as little as possible between measurements. A similar procedure may be used to estimate
Kj(/) at Station B.

Transmitting a MIMO sounding sequence using transmit steering vectors allows a
receiving station to directly estimate receive steering vectors without the intermediate steps
of estimating the channel and performing an SVD calculation. Due to the reciprocity of the
TDD channel, the receiving station can then calculate transmit steering vectors from the
estimate of the receive vectors. The steering vectors must be updated sufficiently often to
reflect changes due to the time-varying nature of the channel.

The MIMO sounding sequences may also be used by the receiving station to
determine the number of active spatial streams and data rates that may reliably be
supported. The rate recommendations can then be fed back to the transmitting station.

9.5 Receiver Structures

The theoretically optimal receiver for the transmission schemes described above is a
maximum likelihood (ML) sequence receiver that is capable of making joint decisions on
all the information bits using knowledge of the correlation introduced by the channel code
across blocks, data subcarriers and all the OFDM symbols in a packet. Such a receiver
would be prohibitively complex, as it would need to perform an exhaustive search over all
combinations of bits for the whole sequence of information bits transmitted in a packet. In
this section, we shall instead investigate some more practical receiver structures.

9.5.1 Near-Optimal Iterative Receiver

Near-optimal performance can be achieved with a receiver that performs iterative joint
detection and decoding, as shown in Figure 9.4. This receiver consists of a MIMO detector
and a channel decoder, both of which compute soft decisions on the coded bits. The soft
information is exchanged between the two units in an iterative manner, increasing the
reliability of the decisions with each iteration performed. There are several choices for both
the detector and the decoder.

The decoder must be capable of generating soft outputs from soft inputs, and may, for
example, be a soft-output Viterbi (SOVA) decoder [7] or a maximum a posteriori
probability (MAP) decoder, e.g., the BCJR [8].
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Figure 9.4: Iterative MIMO receiver.

The optimal MIMO detector is a MAP detector that minimizes the error probability
for each received bit [9]. Soft bit decisions in the form of a posteriori probabilities (APPs)
are usually expressed as log-likelihood ratios (LLRs) for each coded bit b, in subcarrier /
(for ease of notation, the subcarrier index is suppressed in the following):

Pib =+1
L 1y =i D= ok (22)
P {bk =-1| Y}
where K denotes the number of bits per QAM symbol. The log-MAP LLRs may be
separated into two parts, namely a priori LLRs L, (b;) provided to the detector by the
decoder, and extrinsic (“new”) LLRs computed by the detector. That is,

(b,) where [ (h)= D=+ (23)

P{b, =-1}

A priori LLRs provided by the decoder are subtracted from the output of the MIMO
detector, and the resulting extrinsic information is deinterleaved to become a priori LLRs
for the decoder. Likewise, this a priori information is subtracted from the output LLRs
computed by the decoder before being fed back to the detector in the subsequent iteration,
as shown in Figure 9.4.

A commonly used approximation of the log-MAP LLR is known as max-log-MAP,
and results in the following expression for the LLR for bit by:

L(b |y)=L,(b)+L

ext

2 7 1 1 2 .7
+b{, L, } —— max {—O_Zy ~Hs| + b[k]La,[k]} (24)

2 b:by=—1

1 1
L. (b |y)= Ebmax {—O_Zy—Hes

: by =+1
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where by denotes the subvector of b excluding the k™ element, L,,x denotes the vector of
a priori LLRs also excluding the " element, and Hy_HesH2 represents the Euclidean

distance cost function. The summations are performed over all vectors b having b, =+1 and
b, =—1, respectively, associated with subcarrier /.

9.5.2 List Sphere Decoding

List sphere decoding (LSD) is a method for reducing the complexity of the log-MAP or
max-log-MAP detectors known from the recent literature [9]. LSD is based on sphere
decoding principles and seeks to reduce the search space of the log-MAP or max-log-MAP
by considering only those hypotheses for which the cost function

2

|y —H,s (25)

in the expression for the bit LLR is small, i.e., less than or equal to the parameter >, which
is referred to as the sphere radius.
The cost function may be rewritten as follows:

J@)=[y-Hs| =(s-8)"U"Us-8)+C (26)

where § represents the center point for the search (e.g., the zero-forcing (ZF) or minimum
mean-squared error (MMSE) solution) and U is the upper-triangular result of a QR or
Cholesky decomposition of H,, U”U = H,/H,. The constant C is omitted since it is not a
function of's.

By reformulating the cost function into a summation over the individual transmit
stream candidates, the LSD can incrementally compute the cost of each transmit stream
symbol, and thereby prune the symbol combinations for which J is large (greater than 7):

2

1 Ny
J = 20T, where =, (5, —8)+ 21 (s,—5)) - 27)
=Ny J=it

By using the upper-triangular matrix U instead of H, for the cost calculations, each
term in the summation depends only on the current symbol decision, s, as well as the
decisions made on the symbols in the data streams considered thus far, i.e., s, ,...,s,,, -

s

9.5.3 Linear Receivers

When operating in eigenvector steering mode, the channel is effectively orthogonalized by
the application of steering vectors at the transmitter. Inter-stream cross talk is minimized,
and, consequently, the need for complicated receiver processing to separate the streams is
greatly reduced. A simple suboptimal receiver may be sufficient in this case. Such a
receiver may employ ZF or MMSE processing at the front-end, followed by per-data
stream bit LLR computation. Figure 9.5 illustrates an MMSE-based receiver structure.
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Figure 9.5: Linear receiver structure.

As an example, MMSE processing involves applying a spatial filter M to the received
signal vector:

§ =My where M = (021 +H'H, >_1 HY (28)
and I denotes the identity matrix. An unbiasing operation then follows:
§=T"'5 where I =diag(MH, ). (29)

The per-stream max-log-MAP LLR is given by

2

2 T 1 }/I
+bi,[kJLa,zu[k]}_Zbr.r},a_xl{_ N
i Yk 0

fork=1,2,...,K;andi=1, 2, ..., N5, where y; is the ith diagonal element of I'. As unequal
modulations per stream may be used, K; denotes the number of bits per QAM symbol on
stream 7. The maximizations are performed over all vectors b; having b, = +1 and b, = —1,
respectively, for a single stream at a time.

S —S.

i i

§,—s,

b;: b =+1

A 1 }/,.2 2 7 30
L,(b.|5;) zE max {_ N, +bi,[k]La,i,[k] (30)

9.6 Comparison of Spatial Spreading and Transmit Beamforming

One significant difference between spatial spreading and eigenvector-based transmit
beamforming is how the signal-to-noise ratio (SNR) is distributed per spatial stream at the
receiver. With eigenvector beamforming, the SNR per spatial stream in a given subcarrier
is directly proportional to the eigenvalue in that subcarrier. As a result, the larger
eigenmodes contribute a larger fraction of the total capacity. Furthermore, the lower SNR
variation exhibited by the larger eigenmodes permits the use of error correcting codes with
lower redundancy. For example, punctured convolutional codes can be used without
significant loss of performance. With stronger codes, such as turbo codes or low density
parity check (LDPC) codes, the performance is much less affected by SNR variations.
With spatial spreading, the received SNR is determined in part by the cross talk
among the symbol streams transmitted over the spatial channels. As a result, all spatial
channels have statistically similar SNR distributions, with a variance that can be
significantly greater than that of the larger eigenmodes created using eigenvector
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beamforming. Spatial spreading creates diversity across the band by exploiting the spatial
dimensionality of the channel. It can increase the SNR variation across the band, which
may degrade the average throughput when using weak error correcting codes. However, in
return spatial spreading reduces the outage probability.

Figure 9.6 shows the cumulative probability distributions of the power gain obtained
by using various transmission schemes in a 2 x 2 channel whose elements are complex
Gaussian random variables with unity average power. For eigenvector beamforming, the
distributions of the maximum eigenvalue (Ay.) and the minimum eigenvalue (Ap,), are
shown. The maximum eigenvalue follows the fourth-order maximum ratio diversity
combining distribution, while the minimum eigenvalue is Rayleigh distributed. Also shown
is the power gain distribution associated with transmit beamforming where the steering
vectors are fixed across subcarriers (“Fixed Steering”). Fixed steering is better than
Rayleigh, but not quite as good as fourth-order diversity. Finally, we observe that the
distribution of power gains achieved with spatial spreading is closer to that of the principal
eigenvalue, but off by about 3 dB.

In the following sections, we compare eigenvector beamforming and spatial spreading
in terms of simulated average physical layer data rate vs range performance, and packet
error rate versus SNR performance.

9.6.1 Simulation Setup

The simulation results presented here were obtained with an 802.11n baseband link
simulator using the 20 MHz mode of operation. This mode uses 64 subcarriers, of which 52
are used for data and four as pilot. The DC subcarrier is unused, and the remaining
subcarriers are used as guard subcarriers. Each 3.2 us OFDM symbol is preceded by a
guard interval of duration 0.8 s, resulting in a total OFDM symbol duration of 4.0 ps. The
packet size is 1000 bytes, and the simulation results shown have been averaged over
thousands of channel realizations. The SNR is given in terms of total E/N, per receiver,
where E; reflects the captured energy in the 3.2 us OFDM symbol, i.c., exclusive of the
guard interval. The simulation results were obtained with IEEE 802.11n channel model B,
which is representative of an indoor wireless environment. This model has an rms delay
spread of 15 ns, a total delay spread of 80 ns, two clusters of scatterers, and a 6 Hz Doppler
component at the carrier frequency [10].

Where noted, the simulation results also reflect RF impairments modeled according to
the requirements specified in the 802.11n technology selection criteria document [11].
These impairments include 1) phase noise at both transmitter and receiver, 2) power
amplifier non-linearity, 3) carrier frequency offset, and 4) symbol timing clock offset.

MIMO training sequences are used to perform channel estimation and compute
coefficients for the spatial processing at the receiver. Acquisition and MIMO channel
estimation are performed on a per-packet basis. In the case of eigenvector beamforming, a
multi-packet sequence is simulated in order to let the transmitter acquire the necessary CSI
to compute its transmit steering vectors. Several MIMO configurations and receiver
alternatives were evaluated.
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Figure 9.6: Gain distributions for 2 x 2 system.

9.6.2 Data rate vs Range Performance

Figures 9.7 to 9.9 show the average physical layer data rate as a function of distance for
eigenvector beamforming and spatial spreading with 2x2, 4x2_ and 4x4 configurations.
The rates were achieved using a practical rate control algorithm that seeks to choose the
highest data rate that can be sustained under the current channel conditions while
maintaining operation with a target packet error rate of 1%. We assume a total transmit
power of 17 dBm, a noise figure of 10 dB, and operation at 2.4 GHz and 5.25 GHz,
respectively. The path loss model consists of free space loss with a slope of 2 up to a
breakpoint distance of 5 m and a slope of 3.5 beyond the breakpoint distance. A linear
MMSE receiver was used in all cases. For these simulations, a single packet was
transmitted per channel realization, and 2000 channel realizations were generated per range
point.

We observe that eigenvector beamforming with link adaptation can achieve the same
data rate as spatial spreading at 50-100% greater range, depending on configuration and
frequency band.

9.6.3 Packet Error Rate Performance

In this section, we focus on comparing the performance of the various receiver structures
discussed previously in Section 9.5. In particular, Figure 9.10 shows the performance
improvement achieved by iterative LSD and soft-output Viterbi decoding over the linear
MMSE and ZF receivers for spatial spreading in a 2 X 2 configuration with data rates of 39
Mbps and 52 Mbps [12]. For QPSK, rate-3/4 (39 Mbps), a single iteration of the LSD
results in an 8 dB gain over the MMSE receiver at 1% PER. The second iteration provides
an additional 1 dB gain. For 16-QAM, rate-1/2 (52 Mbps), the first iteration of the LSD
results in a gain of 5 dB at 1% PER, while the second iteration improves the performance
by another 1.5 dB.
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2x2, Channel model B-NLOS, All impairments
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4x4, Channel model B-NLOS, All impairments
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Figure 9.10: Average PER vs SNR, spatial spreading.

Figure 9.11 compares the performance of spatial spreading and eigenvector
beamforming in a 2x2 configuration (beamforming results are labeled “ES”). With
eigenvector beamforming, the SNR on a given subcarrier of a spatial stream is directly
proportional to the eigenvalue in that subcarrier. As mentioned previously, this property
allows independent modulations to be used on each spatial stream. In principle,
independent code rates could also be applied, but this has not been adopted by 802.11n.
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The beamforming performance is shown for six different code rate/modulation
combinations that achieve total rates of 39 Mbps and 52 Mbps, respectively, all using the
MMSE receiver. With spatial spreading, the same modulations are used on both streams.
As shown in Figure 9.11, the best choice of the beamforming rate with the linear MMSE
receiver outperforms spatial spreading with two iterations of the LSD by 2 dB, in both data
rate cases. In this case, the best choice is transmitting on a single stream with high-order
modulation.

N 2x2, 39 Mbps N 2x2, 52 Mbps
10 e ;i i 10 ¢
! F
— =
EN
[ S~
NN - 6.
‘\ \
107 \‘ \ 10" B
\\\ AN ‘\
AN N\, AN
AN AN AN
AN AN \N
N X N\
& =3
g 10 S— N g 10 N N
& — \ 2 N N
s N N 5 R\
z AN AN z NN

L

AN
10° b \ A—\ 10° \b
\\

10 12 14 16 18 20 14 16 18 20 22
E /N (dB) E /N (dB)

—#— ES (Ns=1): 16QAM, r-3/4 —#— ES (Ns=1): 64QAM, r-2/3

—%— ES (Ns=2): 16QAM & QPSK, r-1/2 —%— ES (Ns=2): 64QAM & QPSK, r-1/2

—ES (Ns=2): QPSK, r-3/4 = ES (Ns=2): 16QAM, r-1/2

~——E— SS-MMSE (Ns=2): QPSK, r-3/4 ——O— SS-MMSE (Ns=2): 16QAM, r-1/2

—¥%—— SS-LSD, 1 iter (Ns=2): QPSK, r-3/4 —¥%—SS-LSD, 1 iter (Ns=2): 16QAM, r-1/2
SS-LSD, 2 iter (Ns=2): QPSK, r-3/4 SS-LSD, 2 iter (Ns=2): 16QAM, r-1/2

Figure 9.11: Average PER vs SNR, 39 Mbps and 52 Mbps comparison.

With noiseless CSI at the transmitter and receiver, eigenvector beamforming results in
complete channel diagonalization and a set of orthogonal spatial channels. Loss of
orthogonality due to channel estimation errors and other mismatches is mitigated by the
MMSE receiver. With spatial spreading, cross talk between spatial streams results in a
lower SNR; furthermore, the received SNR variance across frequency can be significantly

greater than that on the larger eigenmodes, resulting in a degradation in performance of the
convolutional code.

9.7 Complexity Analysis

In this section, we compare the computational complexity of iterative LSD and decoding
with that of the simple linear receiver that we use in conjunction with eigenvector steering.
The complexity is stated in terms of the equivalent number of real multiplies (MUL) and
additions (ADD) required per decoded (i.e., information) bit. Table 9.2 shows the assumed
equivalent complexity of the various mathematical operations used.
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Table 9.2: Equivalent complexity of mathematical operations.

Real MUL | Real ADD
Complex ADD; max; min - 2
Complex MUL 4 2
Square root 5 6
Mul. by -1; compare; div. by 2 | - 1
Real DIV 1 -

The LSD consists of three functional blocks: a precomputer, a search unit, and an
LLR computer [13]. The precomputer calculates the center point for the search, and
performs a triangular decomposition of the channel matrix for use by the search unit. The
search unit traverses a search tree of possible symbol candidates, and computes incremental
costs for each node at each level in the tree. When the search has been completed, it
provides a pruned list of symbol candidates and their associated cost. Finally, the LLR
computer calculates the extrinsic LLRs, but based on the pruned rather than the exhaustive
list of candidates.

For this analysis, we assume that the MMSE solution is used as the center point for
the search, and that Cholesky decomposition is used to triangularize the channel matrix.
The SOVA is used for soft-output decoding in all iterations except the last one, in which
the conventional Viterbi algorithm (VA) is used. We ignore the complexity of
interleaving/deinterleaving and puncturing/depuncturing. Consequently, the overall
complexity of the iterative receiver may be expressed as

C = C(MMSE) + C(Chol) + C(LSD search)
+C(LSD-MLM) | ,,, +(N, —1)- C(LSD-MLM) , @D
+(N, —1)-C(SOVA)+C(VA)

where N, denotes the number of iterations, C(LSD-MLM) ’f,,,, denotes the complexity of
the operations needed for max-log-MAP LLR computations performed only during the first
iteration, and C(LSD-MLM) ‘ i denotes the complexity of the operations performed only
during the subsequent iterations. The complexity of the LSD tree search is dependent on
the number of tree nodes visited, which, in turn, depends on the channel, the SNR, the
sphere radius and the number of symbol candidates allowed in the list. For this reason, we
derive an expression for the average complexity, based on the average number of nodes
visited at each level in the tree. The complexity of the simple non-iterative MMSE-based
receiver may be expressed as

C =C(MMSE)+C(MMSE-MLM)+C(VA) (32)

where C(MMSE) denotes the complexity of MMSE processing, C(MMSE-MLM) denotes
the complexity of per-stream max-log-MAP LLR computation, and C(VA) denotes the
complexity of the Viterbi algorithm.

The complexity of the various sub-blocks is analyzed in the following sections.
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9.7.1 MMSE Processing

Define P = (¢’ + H,H,)"". The MMSE filter is then given by M = PH,”. To avoid the
matrix inversion, the matrix P may be computed iteratively using the recursion

P_H! (i,))H, (i,:)P,_

i

AT (1) B (i)

(33)

fori=1,2, ..., Ny, where H.(i,:) denotes the " row of H,.

The matrices P,...,P, are hermitian, so only the upper triangles need to be

computed. The MMSE solution is computed each time the channel estimate is updated,
typically once per packet. The number of real MUL and ADD operations per data bit for
the MMSE processing are summarized in Table 9.3. R is the code rate which is common
across the streams, Ngp = 52 is the number of data subcarriers, and Ny is the number of
OFDM symbols given by

N. = N, where N, is the number of information bits. (34)
)=

NS
zKi'R'NSD

i=1
9.7.2 Cholesky Decomposition

The Cholesky decomposition is computed each time the channel estimate is updated, which
we assume is once per packet. We also assume a scaled and decoupled decomposition such
as the one described in [14]. The number of real MUL and ADD operations are
summarized in Table 9.3.

9.7.3 LSD Search

The LSD tree search has been described in [9] and [13], and involves computing the
incremental costs for 2% branches for each surviving node in the search tree. For the
purpose of this analysis, we assume that the average number of candidates that satisfy the
sphere radius criterion at level i in the tree is given by N,.(i), where, typically,
N, (i)<2%. The tree search produces a list of candidates that all satisfy the radius

criterion, and whose cost functions are stored and ready to be used in the subsequent max-
log-MAP LLR computations. The number of real MUL and ADD operations as a function
of Ny(i),i=1,2, ..., N5, are summarized in Table 9.3. The number of surviving nodes per
level may be limited to N,,,4, which can be made dependent on the constellation size used.
Consequently, the upper bound on the number of symbol candidates in the list is given by

N and this quantity determines the hardware complexity.

cand ?
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9.7.4 LSD Max-log-MAP

On the average, only Zj\fl N_ (i) hypotheses for s are considered when computing the bit

ave

LLRs, and only Zli‘ N_()-2 max{-} operations are performed. The corresponding

17 Tave

upper bounds on these quantities are given by N and N Vs

cand cand
resulting average complexity, expressed as the equivalent number of real MUL and ADD
operations, is summarized in Table 9.3, where the indicator function 14, is 1 only in the
first iteration (otherwise 0), and 1; is 1 if a-priori LLRs are available, as they would
normally be in the second and subsequent iterations.

— 2, respectively. The

9.7.5 Per-Stream LLR Computation

When performing per-stream LLR computation as in the suboptimal MMSE-based
Ns

receiver, the number of hypotheses that need to be considered is reduced from 22':1 £

(for full-complexity max-log-MAP) to Z[\: 2% . Further complexity reduction is made

possible by the fact that the cost functions take scalar inputs rather than vectors and
matrices. The complexity of per-stream max-log-MAP LLR computation is summarized in
Table 9.3.

9.7.6 Viterbi Decoding

The complexities of the conventional Viterbi algorithm as well as the soft-output Viterbi
algorithm were analyzed in [15]. Following a similar approach, the complexity in terms of
number of real ADD operations per decoded bit is summarized in Table 9.3. The constraint

length is L, and the truncation length is D = 5(L — 1).

Table 9.3: Complexity of LSD sub-blocks.

1IN,N; + TN Ny —4Ng —2N +(4N,Ns +3Ng) N,
Real iR
MUL > K,-R-N,
C(MMSE) - -
10N, N +2NNg—5Ng + (4N Ny —2N; )N,
Real Ny
ADD ZKi ‘R-N,
i=1
24N} +4N3 —3N: + 29N,
Real N
MUL 6- K,-R-N,
C(ChOI) 3 - 2 3 2
12N, —6N; +2N; —3N: +19N,
Real N
ADD 33K, RN,
i=1
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N1 N
[ S fies e
= Jj=i+l
MUL V.
zKi ‘R
C (LSD search) _ - N
Real L [4(Ng=)+5]25 [T Mo () +4:2%
= J=i+l
ADD 7.
ZKi ‘R
i=1
Ng e
Real [T¥ee® {l.fuu +1, '(ZK/ —lﬂ
i=1 =
MUL V.
Z Ki R
C(LSD-MLM) . Z N i N-
Real o z > >
ADD -
ZKi ‘R
i=1
NS
3y 2k
Real ;7
MUL i[{i =
C(MMSE-MLM) Z N N
4221(’ + 22[{1 . 2Ki _22Ki
Real p - 2
Ny
ADD ZKi P
i=1
C(SOVA) IZ?)&]I) 4_2L+2L,1+3D_1
9.7.7 Examples

Previously, we saw that eigenvector beamforming coupled with a simple MMSE-based
receiver can outperform spatial spreading even when an iterative receiver is employed
together with the latter. In this section, we quantify the computational complexity
associated with these two approaches [12]. Specifically, we consider the 2x2 system
operating at 39 Mbps introduced in Section 9.6.3. The number of information bits is N, =
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8000. Table 9.4 shows the equivalent number of real MUL and ADD operations for the
following four configurations:

1. Spatial spreading; 2 streams of QPSK, R = 3/4; Ny = 52; iterative LSD-SOVA receiver
with N;; = 1 iteration (N,,.(1) =2.20; N,,.(2) = 2.33).

2. Same as 1., but with N, = 2 iterations.

3. Eigenvector beamforming; 1 stream of 16-QAM, R = 3/4; Np = 52; MMSE receiver.

4. Eigenvector beamforming; 2 streams, 16-QAM, QPSK, R = 1/2; Ny = 52; MMSE
receiver.

Table 9.4: Complexity comparison of iterative
LSD and MMSE-based receivers.

Real MUL | Real ADD
1. | 40.12 440.90
2. | 45.25 1122.02
3.1 19.86 453.66
4.1 2795 465.30

Note that the fourth configuration employs different modulations on the two streams.
We note that, on average, the iterative receiver with more than one iteration incurs a
complexity penalty over the MMSE-based receiver. Specifically, for the same 39 Mbps
data rate, the iterative receiver with two iterations requires about twice as many MUL
operations and more than twice as many ADD operations as the MMSE-based receiver for
a single stream. Although not analyzed here, the complexity advantage of the MMSE
receiver is even more pronounced for systems with higher dimensionality and modulation
orders. It is also worth noting that iterative processing introduces additional delays
proportional to the number of iterations.

9.8 Conclusions

In this chapter, we have discussed two alternatives for spatial signal processing applicable
to 802.11n high throughput MIMO WLAN systems, known as spatial spreading and
eigenvector transmit beamforming. We have also examined possible receiver structures for
use with these transmission schemes, including near-optimal iterative LSD and SOVA, and
linear MMSE-based approaches. We have shown that with an MMSE-based receiver,
eigenvector beamforming achieves a substantial performance gain over spatial spreading.
Applying two iterations of LSD and SOVA decoding to spatial spreading results in as
much as 9 dB improvement in performance at 1% PER over the simple MMSE receiver.
However, the best choice of code rate and modulation with eigenvector beamforming and
an MMSE receiver still outperforms spatial spreading with two iterations of the LSD.

An extensive complexity analysis comparing the receiver structures has been
presented. Illustrative examples show that on the average, the iterative receiver may require
up to twice the number of MUL and ADD operations, compared to the simple MMSE-
based receiver, for the same data rate.
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Capacity of Wireless Mesh Networks: Comparing Single-
Radio, Dual-Radio and Multi-Radio Networks

Stephen Rayment®

This chapter focuses on wireless mesh infrastructure systems used for creating large scale
Wi-Fi based infrastructure networks, and examines three different approaches currently
available for implementing them. It examines the strengths and weaknesses of each
approach with particular focus on an analysis of the capacity that is available to users.

10.1 Introduction

Mesh is a type of network architecture. Other common network architectures have included
Ethernet, originally a shared bus topology for local area networks (LANs) in which every
node taps into a common cable that carries all transmissions from all nodes to an egress
point. In bus networks, any node on the network senses all transmissions from every other
node in the network. Today, most LANs use a star architecture in which every node is
connected using a dedicated link to a central switch connected to an egress point (switches
can be interconnected to form larger networks).

Mesh networks are different — physical layer connectivity from every node to the
egress is not required. As long as a node is connected to at least one other node in the mesh
network, it will have full connectivity to the entire network because each mesh node
forwards packets to other nodes in the network as required. Mesh protocols automatically
determine the best route through the network and can dynamically reconfigure the network
if a link becomes unusable.

There are many different types of mesh networks. Mesh networks can be wired or
wireless. For wireless networks there are ad-hoc mobile mesh networks and permanent
infrastructure mesh networks. There are shared and switched mesh networks, single-radio,
dual-radio and multi-radio mesh networks. All of these approaches have their strengths and
weaknesses. They can be targeted at different applications and used to address different
stages in the evolution and growth of the network.

The first wireless mesh networks were mobile ad hoc networks — with wireless
stations dynamically participating in a peer-to-peer network. Mesh was an attractive
approach for this form of wireless networking since wireless nodes may be mobile and a

* BelAir Networks
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mesh approach allows a wireless node to participate in a network without needing to
communicate with all of the other nodes in the network. Mobile peer-to- peer networks
benefit from this sparse connectivity requirement. The combination of wireless stations and
mesh architecture can provide a reliable network with a great deal of flexibility.

The popularity of Wi-Fi has generated a lot of interest in developing wireless networks
that support Wi-Fi access across very large areas. Large coverage access points (AP) are
available for these scenarios, but the cost of deploying these wide area Wi-Fi systems is
dominated by the cost of the network required to interconnect the APs and connect them to
the Internet egress point - the backhaul network.

Even with fewer APs, it is very expensive to provide T1, DSL or Ethernet backhaul
for each access point. For these deployments, wireless backhaul is an attractive alternative
and a good application for mesh networking. If wireless mesh links can be used between
most of the APs then just a few wired egress connections at mesh portals back to the
Internet are required to support the entire network.

Wireless links work better when there is clear line of sight between the
communicating stations. Permanent wireless infrastructure mesh systems deployed over
large areas can use the forwarding capabilities of the mesh architecture to go around
physical obstacles such as buildings. Rather than blasting through a building with high
power, as would be the case with a traditional point to multipoint system, a wireless mesh
system will forward packets through intermediate nodes that are within line of sight and go
around the obstruction with robust wireless links operating at much lower power. This
approach works very well in dense urban areas with many obstructions.

Figure 10.1: Meshing Around Obstructions.

Because of the existence of multiple redundant paths from an AP to the egress portal,
reliability of mesh architectures is higher than that of centralized point to multipoint
systems with one point of aggregation. If one link fails in the mesh, traffic can be
forwarded via an alternate route. Finally, particularly in dense urban areas with
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obstructions between nodes, high levels of frequency re-use can be achieved between mesh
links. This evenly distributes and increases overall system capacity compared to point to
multipoint systems where traffic congests at the central egress point

There are many different types of mesh systems and they often get lumped together.
Since early wireless mesh systems were focused on mobile ad-hoc networks, it had been
assumed that wireless mesh systems were low bandwidth or temporary systems that could
not scale up to deliver the capacity and quality of service required for enterprise, service
provider and public safety networks. That is not the case. Engineered, planned and
deployed effectively, wireless mesh networks can scale very well in performance for a
variety of permanent network infrastructure requirements.

10.2 Terminology

A shared mesh network is a wireless mesh network that uses a single-radio to communicate
wirelessly via mesh links to all the neighbouring nodes in the mesh. As we shall see, the
total available bandwidth of the radio channel is thus ‘shared’ between all the neighbouring
nodes in the mesh.

Wireless mesh nodes or mesh points (MPs) typically include both mesh
interconnection links and client access, in which case the node is referred to as a mesh AP
(MAP). MPs, that is mesh nodes used just for forwarding, are possible but are not included
in the analysis that follows — all nodes are assumed to provide both mesh links and client
access.

A dual-radio shared mesh AP uses separate access and mesh link radios. Only the
mesh link radio is shared. In a single-radio mesh AP, access and mesh links are collapsed
onto a single-radio. Now the available bandwidth is shared between both the mesh links
and client access.

A switched mesh network is a wireless mesh network using multiple radios to
communicate via dedicated mesh links to each neighbouring node in the mesh. Here all of
the available bandwidth of each separate radio channel is dedicated to the link to the
neighbouring node. A switched mesh node always uses separate access and multiple mesh
link radios.

The collection of mesh APs that “home” to a particular wired egress point a referred to
as a mesh cluster. The mesh point located at that egress connection is referred to as a mesh
portal. In fact multiple mesh portals can be used for a single cluster to increase system
reliability and capacity.

10.3 Single-radio Shared Wireless Mesh

In a single-radio mesh, each mesh AP node acts as a regular AP that supports local Wi-Fi
client access as well as forwarding traffic wirelessly to other mesh points. The same radio
is used for access and wireless mesh links. This option has the advantage of providing the
lowest cost deployment of a wireless mesh network infrastructure. However, each mesh AP
typically uses an omni-directional antenna to allow it to communicate with all of its
neighbour mesh APs, where all the mesh APs share the same channel for their mesh links.
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Further, in a single-radio shared mesh every packet generated by local clients must be
repeated on the same channel to send it to at least one neighbouring mesh AP. The packet
is thus forwarded to successive mesh nodes and ultimately to the mesh portal that is
connected to a wired network.

This packet forwarding generates excessive traffic on the channel shared by all the
mesh links and clients. As more mesh APs are added, a higher percentage of the wireless
traffic in any cell is dedicated to mesh link forwarding. Very little of the channel capacity
is available to support users.

The impact of mesh forwarding is that capacity varies with between 1/N times the
channel capacity and (1/2)™ times the channel capacity where N is the number of mesh link
hops in the longest path between a client and the wired infrastructure mesh portal.
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Figure 10.2: Single-Radio Shared Mesh Per-AP Capacity, Mesh Portal at End.

Figure 10.2 shows mesh AP capacity estimates for a single-radio Wi-Fi mesh network
using these equations. Shared radio meshes always display the undesirable characteristic
that user capacity available at each mesh AP declines as you add more mesh APs to the
network and increase the number of wireless links.

The starting capacity of 5 Mbps assumes a single channel of 802.11b, which has a
raw data rate of 11 Mbps and useful throughput measured at the TCP/IP layer of about 5
Mbps. This throughput is shared between the access traffic and the mesh link traffic in a
single-radio mesh. This is the maximum throughput available in an 802.11b system. As
distances from the AP increase, throughput will of course decrease with the varying
modulation schemes used by 802.11. The results presented here will still be valid for an
entire cell, but should be scaled accordingly.

The choice of model to use, 1/N or (1/2)%, will vary with the topology of the mesh,
the location of the mesh portal and the extent of the “interference domain” between mesh
APs. The interference domain describes the number of nodes in the mesh whose
transmissions will be sensed by and hence block the transmission of other nodes. More
details on this can be found in the Appendix. The 1/N model is obviously the most
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optimistic. In all cases, capacity available in each mesh cluster declines rapidly as more
mesh APs are added.

There are mesh routing protocols that can optimize the forwarding behaviour and
eliminate unnecessary transmissions. But the best these optimizations can do is to bring the
network closer to 1/N performance.

It should be noted that these analysis assume perfect mesh forwarding, no interference
and perfect coordination of the Wi-Fi channel access. Actual delivered throughput and
capacity will usually be lower.
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Figure 10.3: Single-liadio Mesh Architecture, String of Mesh APs.

Consider a linear string of mesh APs arranged so that each one can sense only one
adjacent neighbour on either side (Figure 10.3), that is, with an interference domain of one
node. This is not a likely real world deployment, but it simplifies the analysis and we will
use this example to compare each of the wireless infrastructure mesh approaches.
Throughout this chapter we will also assume that client access load is evenly distributed
across the mesh APs. In this string of mesh APs with the mesh portal on the end, N the
number of hops from Figure 10.4, is same as the number of mesh APs.

The total channel capacity is 5 Mbps. It can be seen that in this topology the best case
1/N performance is not achievable. N=5, so each AP should have 1 Mbps of capacity. All
of the traffic from the entire mesh cluster will have to flow through APS5 to get to the wired
portal. If each mesh AP accepts a load of exactly 1 Mbps of traffic from its clients, then
APS5 will have to forward 4 Mbps of traffic from APs 1, 2, 3 and 4; and has exactly 1 Mbps
of capacity left for its local clients. This analysis assumes perfect contention and collision
management. If that is not the case, then more collisions and re-transmissions will result in
further congestion and still lower capacity than shown by the simplified analysis.

In a single-radio Wi-Fi mesh network, all clients and mesh APs must operate on the
same channel and use the 802.11 Media Access Control (MAC) protocol to control
contention for the physical medium. As a result, the entire mesh ends up acting like a single
access point - all of the mesh APs and all of the clients must contend for a single channel.
As we have seen, this shared network contention and blocking reduces capacity. It also
introduces unpredictable delays in the system as forwarded packets from mesh APs and
new packets from clients contend for the same channel.
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The configuration in Figure 10.3 has the minimum connectivity required to complete
the mesh and minimum interaction between adjacent mesh APs for a 5-node mesh AP
network. Mesh APs 2, 3, and 4 can hear two other mesh APs; and mesh AP1 and APS5 hear
one other mesh AP each. Each time mesh AP3 transmits, mesh AP2 and AP4 must defer
and hold off their transmissions since they are using the 802.11 MAC protocol, which uses
a “listen before talk” random exponential back-off algorithm.

As can be seen, a capacity analysis of mesh systems should include the effects of the
network topology on mesh forwarding, which can be significant. It is difficult to accurately
predict mesh capacity without knowing mesh AP placements.

Consider the string of mesh APs in Figure 10.3. If we move the wired backhaul from
APS5 to AP3, what happens to the capacity? N, the number of forwarding hops, is reduced
from 5 to 3, so we might expect the capacity to be higher than the N=5 capacity shown in
Figure 10.4. However, due to the shared network behaviour and the fact that AP3 can hear
more mesh AP neighbours than APS5, the capacity is actually lower as shown in Figure
10.4. (Note: The x axis in Figure 10.4 is the number of mesh APs in the cluster, not the
number of mesh link hops in the longest path through the cluster.)
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Figure 10.4: Single-Radio Shared Mesh Per-AP Capacity, Mesh Portal in Middle.

The 1/N equation used earlier predicts that per-AP capacity will be 1.67 Mbps when
N=3. However, when we factor in the effects of contention and blocking when the wired
portal is in the middle of a string of 5 APs (Figure 10.3 with the wired connection at mesh
AP3), the estimated capacity is 0.58 Mbps. This matches the (1/2)" prediction of .56 Mbps
when N=5.

The string of mesh APs that we have described so far is not a typical mesh
configuration. The cluster of mesh APs shown in Figure 10.5 is a more common example
of a small mesh network. In this case, contention reduces the capacity available for client
access beyond what we have described in the string of mesh APs examples previously
discussed.
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Figure 10.5: Single-Radio Mesh Cluster.

Large coverage mesh APs in these systems have high power radios and high gain
antennas. The mesh APs can sense each other at a much greater range than they can sense
the clients they support, because most Wi-Fi client devices are low power with low gain
antennas.

In this cluster, mesh AP3 can sense all the other mesh APs except for mesh APS. All
traffic for the entire cluster flows through mesh AP3 so it will frequently hold off the other
mesh APs, limiting their ability to handle traffic from their local clients. A more
complicated formula is required to characterize the impact of neighbouring mesh APs in a
shared backhaul network as well as the mesh forwarding.

The capacity in a single-radio mesh is limited by both access and mesh link traffic.
Optimizing the mesh forwarding protocol will have limited impact on capacity. The
physical layer capacity is the limiting factor. Adding more mesh nodes to a cluster will
always reduce capacity per node.

Single-radio meshes offer the lowest cost of deployment. In an infrastructure network,
single-radio mesh systems are best used for small mesh clusters of a few nodes. Larger
systems may be created by providing many wired or wireless backhaul connections to the
mesh portal in each cluster. This of course will increase the operating cost associated with
these networks and will complicate the logistics of physical deployment, where for
example, rooftop locations may be required for wireless backhaul.

Single-radio mesh solutions are also appropriate for mobile, ad hoc peer-to-peer
wireless networks where the emphasis is on dynamic connectivity or they can be used for
large sensor networks (eg. for meter reading) where the data rate is low.

10.4 Dual-radio Shared Wireless Mesh

The capacity and scaling ability of wireless mesh infrastructure networks can be improved
by using mesh APs that have separate radios for client access and the mesh links.

In a dual-radio shared mesh, the mesh APs have two radios operating on different
frequencies. One radio is used for client access and the other radio provides the shared
wireless mesh links. Because the radios operate in different frequency bands, they can
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operate in parallel with no interference. A typical configuration is 2.4 GHz Wi-Fi for client
access and 5 GHz wireless for the mesh links. Since the mesh interconnection is performed
by a separate radio operating on a different channel, client access is not affected by mesh
forwarding and can run at full speed.

In a dual-radio mesh, the mesh links are still a shared network, subject to the same
network contention issues that hamper the single-radio mesh. The contention for the mesh
links still limits capacity, but as we shall see, to a lesser extent than is the case with single-
radio shared mesh.

The mesh links in dual-radio mesh architectures is again running the 802.11 MAC
protocol. With one radio dedicated to mesh links at each node, all of the mesh APs use the
same channel for connectivity. Parallel operation of mesh links is not possible, as most of
the mesh APs will sense multiple other mesh APs. They must contend for the channel and
at the same time will block each other. The result again is reduced system capacity as the
network grows.

As noted earlier, the useful capacity of each Wi-Fi access coverage cell is 5 Mbps. In
dual-radio mesh systems, the access radios of adjacent cells can use different channels.
There are three non-overlapping channels in the 2.4 GHz band, so they will be able to
operate independently in most cases (Figure 10.6).
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Figure 10.6: Dual-Radio Shared Wireless Mesh, String of Mesh APs.

A commonly used shared mesh protocol is 802.11a, which has a raw date rate of 54
Mbps and useful TCP/IP throughput of approximately 20 Mbps in this type of network.

Again, capacity is limited because of the behaviour of the shared network used for the
mesh links. And again, contention and blocking vary depending on the placement and
hence the interference domain of the mesh APs.

Figure 10.7 shows the capacity for the minimal overlap string of mesh APs shown in
Figure 10.6. The backhaul network offers 20 Mbps of capacity, so per-AP capacity is only
limited by AP client capacity for a few node mesh. After three or four nodes, the per-AP
capacity drops off because of the shared mesh link effects. In a more typical mesh cluster
with more overlap between mesh APs, useful access capacity could be worse than shown
here.

Dual-radio systems are a significant improvement over single-radio mesh designs and
provide for more potential growth of a mesh cluster.



Capacity of Wireless Mesh Networks 225

6.00

| = Per-AP Gapscity Wired at End

500 g

o\
\
NN

T—

L 2
L

Per-AP Access Capacity (Mbps)
s

1 2 3 4 5 6 7 8 9 10
Number of Mesh APs

Figure 10.7: Dual-Radio Shared Mesh Per-AP Capacity, Mesh Portal at End.

10.5 Multi-Radio Switched Wireless Mesh

Like a dual-radio shared wireless mesh, a Multi-Radio switched wireless mesh separates
access and mesh links. It goes a step further, however, to provide increased capacity by
overcoming the shared mesh limitations inherent to single and dual-radio mesh
architectures.

In a Multi-Radio switched mesh, multiple radios in each mesh node are dedicated to
the mesh links. The mesh is no longer a shared network, since it is built from multiple
mesh links where each of the mesh links operates on different independent channels.
Traffic is switched in each mesh point from one channel to another — hence the name.

Typically, but not necessarily, each switched mesh link is formed using directional
antennas. In this way each of the mesh links is a dedicated link between mesh points. This
is sometimes referred to as a multiple point to point switched mesh. It is possible to create
very rich mesh topologies with this Multi-Radio approach and just a few mesh link radios
at each node. (Figure 10.8)

The performance of a Multi-Radio switched mesh is similar to switched, wired
connections. The mesh link radios operate independently on different channels. There are
only two nodes per mesh link, so contention is very low. In fact, it is possible to run a
customized point-to-point protocol that optimizes throughput in this two-node contention-
free environment. These dedicated mesh links typically operate in the unlicensed 5 GHz
band and are based on “pre-WiMAX” 802.11a chipsets. These pre-WiMAX wireless links
have a potential throughput of approximately 25 Mbps in point to point mode. Point to
point links are also a good application for 802.16d WiMAX.

Performance in a Multi-Radio mesh is much higher than dual-radio or single-radio
mesh approaches. The mesh delivers more capacity and exhibits the desirable attribute of
continuing to scale as the size of the network is increased - as more nodes are added to the
system, overall system capacity grows.



226 Capacity of Wireless Mesh Networks

-

.
) Coverage on chaneal 1

b
%

5

ETR, aTE e

) Coverap an dnne 17

@ Charnel 5F

Charnsl (53

. Chareal 1
@ Charnzl 52

kL Channel & 3;*’
.

Figure 10.8: Multi-Radio Switched Wireless Mesh, String of Mesh APs.

Figure 10.9 shows the capacity per mesh AP for the Multi-Radio configuration shown
in Figure 10.8. We assume a channel capacity of 23 Mbps for each of the point-to-point
wireless mesh links. In this string of mesh APs, without the direct link between mesh AP1
and APS, total system capacity is limited to the capacity of the single link connecting mesh
AP4 to APS, the mesh portal. This delivers maximum capacity for up to five mesh APs,
limited only by the AP client capacities, and only then declines with each additional mesh
AP.
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Figure 10.9: Multi-Radio Switched Mesh Per-AP Capacity, Mesh Portal at End or Loop.

Creating a loop by adding a mesh link between mesh AP1 and AP5 doubles system
capacity and delivers maximum per-AP capacity through 10 APs, as shown. So the
bottleneck in a multi-radio architecture is not in the wireless mesh. System capacity in this
architecture is limited by the wired backhaul connection. System capacity will increase and
per-AP capacity will remain stable as more mesh APs are added to the network - as long as
there is enough wired backhaul capacity. Capacity increases beyond that shown in Figure
10.9 are possible if there are multiple mesh portals supplying the cluster.
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A more typical multi-radio switched mesh configuration is shown in Figure 10.10. In
this design there are multiple paths through the network, and a mesh protocol would
eliminate the forwarding loops and minimize the number of links to the mesh portal. Larger
networks would typically have additional wired portals to increase capacity and offer more
redundancy in the system.
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Figure 10.10: Multi-Radio Wireless Mesh, Typical Cluster.

The estimated capacity of switched multi-radio mesh is compared to shared single-
radio and dual-radio designs in Figure 10.11. This graph shows the capacity of the different
approaches when deployed in a rectilinear grid around a wired connection in the middle.
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Note that, unlike the previous graphs, the capacity of each node in these graphs has
been scaled to reflect 802.11 “b/g’ compatibility mode operating at an over the air rate of
54Mbps. The delivered peak TCP/IP rate in this mode is 22-25Mbps. The normal operating
scenario of ‘b/g’ compatibility mode delivers approximately 11Mbps TCP/IP capacity as
extra packets are transmitted to enable ‘b’ client radios to determine the presence of ‘g’
packets on air. 802.11g only mode, while capable of delivering about 22Mbps of TCP/IP
capacity is not typically deployed in public environments due to backwards compatibility
with the large pool of 802.11b devices.

Figure 10.12 plots the performance of the different mesh architectures in terms of the
overall system capacity, for a cluster of nodes connected to a single mesh portal. It is
interesting to see that the single and dual-radio mesh systems asymptote to a system
capacity close to the capacity of the medium (the air) whereas the capacity of the multi-
radio system rises until limited by the capacity of the node at the mesh portal. In practice
this means that in single and dual-radio systems, adding more nodes to a cluster does not
increase the overall system capacity.
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Figure 10.12: Multi-Radio Mesh System Capacity.

There are also other advantages of the multi-radio switched mesh approach.

e Co-existence — most large wireless meshes are designed to support Wi-Fi clients in the
2.4 GHz unlicensed band. There are many other Wi-Fi devices in that band. It is
important for large infrastructure to fit into the RF environment. A single-radio mesh
must use the same channel throughout the system. (Similarly, the backhaul mesh in a
dual-radio system uses the same 5 GHz channel for the whole system.) It is unlikely
that this channel will be the best at each location in a large network. A multi-radio
mesh is much more flexible. Each access radio can be assigned a different channel, so
the co-existence problem is isolated to the coverage area of a single mesh AP - not the
whole system. Multi-radio meshes fit into their environment and share the unlicensed
spectrum better.
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e Interference — multi-radio meshes are very flexible in terms of channel assignment on
the access or mesh link radios and so can be deployed to minimize interference with
other networks in the same area. The backhaul network consists of point-to-point
links. They use directional antennas that have high gain, but they project their signals
in a narrow pattern in a specific direction. This minimizes the impact of the multi-
radio backhaul mesh on other systems in the area. In addition, interference from
external networks in one location will disrupt service across an entire dual or single-
radio mesh network. Multi-Radio meshes have very little self-interference, or
blocking, because of their flexible channel assignment and multiple radios operating
on different channels at the same time. Both dual-radio and single-radio meshes cause
self-interference, since all the nodes in the mesh must share a common channel for the
mesh links.

e Latency — the dedicated point-to-point links in the multi-radio mesh keep backhaul
latency low and predictable. Single-radio and dual-radio mesh approaches have a
shared backhaul network using a contention-based protocol with unpredictable
latency.

e  Mesh link range — because the point to point links typically used with switched mesh
architectures are typically formed using directional antennas, high gains can be used to
increase inter node spacing.

e  Egress portals — as we have shown, capacity increases with the number of nodes in a
switched mesh architecture. Hence mesh clusters of much larger node counts are
feasible. Indeed, now latency becomes a principal determinant of cluster size. Still,
mesh clusters of 50 to 100 nodes are readily implemented. This greatly facilitates and
reduces the operational cost of deployment as far fewer backhaul connections to egress
portals are needed to deliver bandwidth to the cluster. This reduces both the direct
operating costs of backhaul connections as well as more indirect costs such as rooftop
access for providing wireless backhaul.

10.6 Conclusion

Capacity in a wireless mesh infrastructure is principally affected by the shared network
contention of the mesh links between mesh point used o forward packets from one mesh
point to another. These physical layer limitations cannot be addresses through mesh
forwarding protocols. Improper design of mesh forwarding protocols will further reduce
the performance from that shown here

Single-radio wireless mesh, representing the lowest cost mesh network, is low
capacity and will not effectively scale to implement a complete large network. Single-radio
mesh is best used in small mesh clusters at the edge of a network. The dual-radio mesh
architecture represents evolution in the growth of a mesh network. Multi-Radio mesh
systems separate wireless access and mesh links, and use dedicated typically point-to-point
connections to form those mesh links. This eliminates both in-channel mesh forwarding
and shared mesh link contention. The result is a high capacity system that can scale to
support large networks with broadband service for many users.

In the real world, large wireless networks require an integrated combination of the
three mesh approaches described. It is possible to deploy a very low cost, low capacity
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network based mostly on single-radio mesh with some Multi-Radio mesh nodes acting as
aggregators for single-radio mesh clusters. Over time, the network can be upgraded to more
capacity by replacing single-radio mesh nodes at the edge with multi-radio nodes. Network
design can be customized to meet the application requirements and budget by using the
appropriate mix of the different wireless mesh approaches.

10.7 Appendix: Capacity Analysis for Single, Dual, Multi-Radio Meshes

Let & be the number of mesh links, and let n be the number of mesh APs. Let k be the
resulting available per-AP access bandwidth. Let C, be the channel capacity for the access
radios, let C,, be the mesh link channel capacity, and let C, be the point-to-point link
channel capacity.

Consider various cases:
1. String of pearls (i.e., mesh APs connected in a chain), mesh portal at one end.
String of pearls, mesh portal in the middle.
3. Full mesh on rectangular grid.
10.7.1 String of pearls, mesh portal on one end
For this string of pearls case with the mesh portal on one end of the chain, 7 =n— 1.
10.7.1.1 Single-radio
The channel capacity is C, and is shared by all mesh APs and all client devices.
10.7.1.1.1 Lower bound
In this case, we assume that every mesh AP sees all traffic. This is realistic for a small
sized network. Then the channel capacity is used by each of the » mesh AP’s access traffic,
plus the backhaul traffic. The farthest hop from the mesh portal carries & units of traffic; the

next carries 2k, the one after that 3%, and so on, and the last hop carries (# - 1)k units of
backhaul traffic.

C,=kn +§ ki
i=1

= kn+ky i

. kn(n—l)

_ kn(n + l)
—
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The available per-AP access capacity is then

10.7.1.1.2 Upper bound

Assume that every mesh AP sees only the traffic with the adjacent mesh APs, plus the
traffic between those APs and their access clients. When there are two mesh APs, the
channel carries the access traffic for two APs plus the mesh link of one AP’s access traffic.
When there are three or more mesh APs, the throughput is constrained by the mesh AP
next to the one at the mesh portal. That mesh AP sees access traffic for itself and its two
neighbours (for a total of 3% units of traffic), plus it sees the backhaul traffic on either side:
(n - 1)k units on the side towards the mesh portal, and ( - 2)k units on the other side. Thus,

k n=1
C,=\3k n=2
2nk n>3

The available per-AP access capacity is then

C, n=l1
k= G, n=2
3
C, n>3

2n

10.7.1.2 Dual-radio

The access channel capacity is C, and the mesh link channel capacity is C,,. The mesh link
farthest from the wired link carries the access traffic of a single AP, & units of traffic. The
next hop carries 2k units, etc., and the last hop carries (# - 1)k units of traffic.

10.7.1.2.1 Lower bound

Assuming that at least one of the mesh link radios sees all other mesh link transmissions,

The available per-AP access capacity is then (taking into account the fact that £ is also
constrained by the access capacity, C,)
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k= min[C 2, j

“ n(n - 1)
10.7.1.2.2 Upper bound

Assuming that each mesh link radio can only see its immediate neighbours, the mesh AP
adjacent to the mesh AP at the mesh portal is the bottleneck (because it sees mesh link
traffic on either side). That radio sees a total of (n — 2)k + (n — 1)k = (2n — 3)k units of
traffic. That analysis assumes that there are at least three mesh APs, and hence two hops. If
there are only two mesh APs then the traffic is just £ units. But since (2n — 3)k = k when n
= 2, the available per-AP access capacity is

C,=02n-3%k n>2.

C, n=1
k=4 C, n>0
2n-3

10.7.1.3 Multi-Radio
This option differs from the dual-radio case because the mesh link radios are point-to-point
links so the bandwidth is not shared. The mesh link with the most traffic is the one

immediately before the mesh portal, hence

C, =(n-1k

);

The available per-AP access capacity is then

C
k= min[Ca, L J
n—1

10.7.2 String of pearls, mesh portal in middle

In these scenarios, the mesh portal is located in the middle of the chain of mesh APs. The
number of mesh links, /4, is given by
n
h = floor| — |.
o]

In the case where n is odd we have the same number of links on either side of the central
mesh AP, but when #n is even we have one less link on one side of the central mesh AP.
Note that #n - 2/ is 1 when # is odd and 0 when it is even.

10.7.2.1 Single-radio
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10.7.2.1.1 Lower bound
Assume that every mesh AP can see all traffic. Note that # - 2/ is 1 when 7 is odd and 0
when it is even. Using this fact we can write

h h=1
C, =nk +Y ik +Y ik +(n—2h)hk
i=1 i=1

h-1
= nk 42k i+ hk +(n — 2h)hk

i=1

+2kh(h—1)
2

= nk +hk +(n — 2 )hk

= k(n(+n)-1?)
The available per-AP access capacity is

c

a

T R—
n(l+h)-h?
10.7.2.1.2 Upper bound

Assume that each mesh AP only sees traffic of immediately adjacent mesh APs, plus those
APs’ access clients.

C, =3k + hk +{(h —1)k +(n —2h)k
=k(2+n)

Then the available per-AP access capacity is

10.7.2.2 Dual-radio
10.7.2.2.1 Lower bound

Using the n-2h factor as in the single-radio case, and assuming that the central mesh AP
can see all other mesh traffic,

h h-1
C,, =D ik+ ik +(n—2h)hk
i=1 i=1
= k(h(h—1) +h(1+ n —2h))
=kh(h—-1+1+n-2h)
= kh(n—h).
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The available per-AP access capacity is

k = min Cu,i.
[ h(n—h)j

10.7.2.2.2 Upper bound

Assume that the central mesh AP can see only its traffic to and from its immediate
neighbours:

C,, = hic+{(h—1)k +k(n—2h)
=k(n-1).

The available per-AP access capacity is

k= min(Ca, S j
n-1

10.7.2.3 Multi-Radios

This case is straightforward. If the maximum number of mesh link hops is % then the
highest amount of traffic on any one link is Ak,

C, =hk.

P

The available per-link access capacity is

C
k =min| C,,—2 |
h

10.7.3 Full mesh on rectilinear grid

Assume that the mesh APs are positioned on a rectilinear grid, as shown below. The central
node is assumed to be the mesh portal, and all traffic is destined to or from that mesh
portal.

Figure 10.13 shows a full mesh with 9 nodes (solid circles) and the location of
subsequent nodes as they are added, for a total of up to 25 nodes. The links shown are
applicable to the single-radio and dual-radio cases.

Different link configurations may be used in the Multi-Radio depending on the
number of mesh link radios present in each of the mesh APs. One feasible point-to-point
mesh configuration using 3 mesh links per mesh AP is shown in Figure 10.14.
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Figure 10.13: Full meshes with 9 nodes. Open circles show locations of subsequent
nodes as they are added. Solid lines show data transmissions with the 9 nodes, and the
dotted lines show data transmissions that will appear as new nodes are added.
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Figure 10.14: Full mesh with nine nodes (solid circles) with point-to-point links using
Multi-Radio mesh APs. The open circles and dotted lines represent additional mesh

APs and their point-to-point backhaul links.
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10.7.3.1 Single-radio
10.7.3.1.1 Lower bound

To determine a lower bound of capacity, assume that the central mesh AP can sense all
traffic to all other mesh APs. With n mesh APs there are nk units of access traffic. All of
the first nine mesh APs except the central mesh AP have one mesh link to get to the mesh
portal. The next 16 mesh APs each have an additional link to get to the mesh portal. Thus,
for n at most 25,

C, = nk +(n — 1)k +k max(0,n—9)
= k[2n ~1+max(0,n - 9)]

The per-AP access capacity (assuming that access traffic is uniformly distributed
across the APs) is then

C

a

B 2n—1+max(0,n—9)‘

10.7.3.1.2 Upper bound

To determine an upper bound of capacity, assume that the central mesh AP can sense 